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Abstract

This thesis describes and develops two experimental techniques, Time Resolved Pho-

toelectron Spectroscopy (TRPES), and Time Resolved Coincidence Imaging Spec-

troscopy (TRCIS), to study ultrafast gas phase chemical dynamics. We use TRPES

to investigate the effects of methyl substitution on the electronic dynamics of the

simple α, β-enones acrolein, crotonaldehyde, methylvinylketone, and methacrolein

following excitation to the S2(ππ∗) state. We determine that following excitation,

the molecules move rapidly away from the Franck-Condon region reaching a coni-

cal intersection promoting relaxation to the S1(nπ∗) state. Once on the S1 surface,

the trajectories access another conical intersection leading them to the ground state.

Only small variations between molecules are seen in their S2 decay times. However,

the position of methyl group substitution greatly affects the relaxation rate from the

S1 surface. Ab initio calculations used to compare the geometries, energies, and to-

pographies of the S1/S0 conical intersections of the molecules are not able to explain

the variations in relaxation behaviour. We propose a model that uses dynamical fac-

tors of specific motions in the molecules to explain the differing nonadiabatic S1/S0

crossing rates.
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The second part of this thesis examines the issues involved with design and con-

struction of a Coincidence Imaging Spectrometer. This type of spectrometer mea-

sures the 3-dimensional velocities of both photoelectrons and photoions generated

from probing of laser induced photodissociation reactions. Importantly, the photo-

electrons and photoions are measured in coincidence from single molecules, enabling

measurements such as recoil frame photoelectron angular distributions and corre-

lated photoelectron/photoion energy maps, inaccessible using existing techniques.

How to optimize the spectrometer resolution through design, tuning, and calibra-

tion is discussed. The power of TRCIS is demonstrated with the investigation of the

photodissociation dynamics of the NO dimer. TRPES experiments first identified

a sequential kinetic model following 209nm excitation resulting in NO(X) (ground

state) and NO(A) (excited state) products. Using TRCIS, it was possible to measure

time resolved vibrational energy distributions of the products, indicating the extent

of vibrational energy redistribution within the dimers prior to dissociation. Recoil

frame photoelectron angular distributions and theoretical support allow identification

of a previously disputed intermediate on the dissociation pathway.

keywords: time resolved photoelectron spectroscopy, TRPES, time resolved co-

incidence imaging spectroscopy, TRCIS, acrolein, crotonaldehyde, methylvinylketone,

methacrolein, conical intersection dynamics, (NO)2, nitric oxide dimer
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Chapter 1

Introduction

In studying chemical reaction dynamics, we wish to observe the intricate ‘dance’ of

electrons and nuclei during chemical reactions. Ultrafast lasers, whose pulse dura-

tions are on the order of vibrations within molecules, can be used to probe these

dynamics [1]. In addition to vibrational motions, nonadiabatic dynamics such as in-

ternal conversion occur on this timescale. Fast nonadiabatic dynamics are important

in determining the primary steps and branching ratios in many photochemical pro-

cesses such as photosynthetic bacteria [2], vision [3], and photochemical switches [4].

Here, we use time resolved photoelectron spectroscopy (TRPES) to study ultrafast

processes occurring in polyatomic molecules.

TRPES is a well developed technique that uses a pair of short duration laser pulses

to first excite molecules, and then probe the excited state dynamics via ionization

[5]. Analogous experiments can be performed with negative ions [6]. The energies of

the emitted photoelectrons are often measured using time-of-flight ‘magnetic-bottle’

spectrometers [7] with high detection efficiency. Photoionization is an ideal probing

technique because it is always allowed (i.e. there are no dark states), and charged

1
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particle metrology and detection is very sensitive and well developed. By analyz-

ing the kinetic energy spectrum of the photoelectrons, the electronic and vibrational

dynamics occurring on the excited potential energy surfaces can be followed. Vibra-

tional wavepacket dynamics are revealed by changes in the Franck-Condon overlap

between the excited and ionic states. Changes in the photoelectron spectra can also

indicate nonadiabatic electronic state dynamics [8]. An extension of TRPES is to use

2-dimensional imaging detectors to reconstruct the photoelectron angular distribu-

tions (PADs) as well as the energy distributions in a technique called time resolved

photoelectron imaging (TRPEI) [9, 10, 11]. The more differential information re-

vealed in the PADs can give information about the symmetries of the evolving states

[12, 13].

Photodissociation of molecules is another process that can occur on the timescale

of a few vibrational periods. In photodissociation reactions that are not direct, there

can be a complex series of steps leading to molecular dissociation [14]. In the generic

reaction AB → A + B, we wish to learn about the dynamics (vibrational motions,

electronic motions, energy flow) occurring inside the proverbial chemistry ‘arrow’. In

some cases, TRPES can be used to follow these dynamics from the reactants through

to products. However, in large, conformationally floppy, polyatomic molecules, large

amplitude motions often result in very broad photoelectron spectra at long time

delays that are difficult to interpret. A complementary approach to TRPES is to

measure properties of the nascent photodissociation products. Just as in TRPES,

these product attributes can be measured as a function of time: the pump pulse

starts the chemical process; and the delayed probe pulse ionizes the products formed

up to that point in time. The simplest measure is to record the kinetics for the
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appearance of the products. Being a highly integrated quantity, the product kinetics

are a coarse measure of the dynamics occurring in the molecule. More differential

measurements of the product properties can potentially be a more sensitive probe of

the photodissociation dynamics. Here we develop a new technique which is capable

of accessing existing and new photodissociation product attributes as a function of

time. This technique is time resolved coincidence imaging spectroscopy (TRCIS).

Coincidence imaging spectroscopy is an extension of previously developed single

particle techniques. Photofragment kinetic energy release (KER) spectra and angu-

lar distributions have been obtained using techniques such as Doppler spectroscopy

(DS) (for examples see [15, 16, 17]), photofragment translational spectroscopy (PTS)

[18, 19, 20], and photofragment imaging [21]. These photofragment energy and an-

gular distributions relate to the shapes of the potential energy surfaces which the

molecular trajectories traverse. In the case of DS and PTS, the measured KER

spectra and angular distributions are 1-dimensional projections of the 3-dimensional

quantities. As such, the data must be fit to retrieve the desired information. Processes

resulting in broad spectra or multiple channels can have 1-D profiles that are quite

complex, complicating the fitting procedure and introducing ambiguity in the results

[22]. Photofragment imaging and its higher resolution progeny velocity map imaging

(VMI) [23] use imaging detectors to measure 2-D projections of the photodissociation

products. Laboratory frame PADs (LF-PADs) and KER spectra can be reconstructed

from the 2-D images using an inverse Abel (or similar) transformation. This image

inversion procedure requires cylindrical symmetry about a vector parallel to the face

of the detector. To circumvent the need for the 2-D→3-D transformation (that can
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introduce noise into the reconstructed image, and restricts the laser polarization ge-

ometry), sliced imaging techniques have been developed to extract the central slice

of the photofragment distribution [24, 25].

TRCIS is a coincidence imaging technique that measures the full 3-dimensional

momenta of photofragments and photoelectrons in coincidence from individual mo-

lecules. Specifically we are interested in photodissociation of neutral gas phase poly-

atomic molecules [26, 27]; similar techniques had been previously developed for look-

ing at anionic photodetachment fragmentation [28, 29], and atomic/diatomic pho-

toionization [30]. In TRCIS, a pair of time and position sensitive detectors are em-

ployed, with particle hit position determining two dimensions of the velocities, and

time-of-flight determining the third. TRCIS data sets consist not of spectra, but of

event pairs of photoelectron and photoion 3-dimensional momenta. From these data

events, previously available distributions such as photoelectron spectra, ion kinetic

energy release spectra, and lab frame angular distributions can be constructed. Since

coincidence imaging spectroscopy uses imaging and timing to measure the 3-D mo-

mentum and angular distributions directly, it is unnecessary to fit or transform the

data to achieve the desired measurement. Therefore, there are no restrictions on laser

polarization schemes, or experimental symmetry conditions. This simplifies the data

analysis procedure and allows the opportunity to use any laser polarization geometry.

Correlation of photoelectron spectra with photoion mass has been developed pre-

viously and is called photoelectron photoion coincidence (PEPICO) spectroscopy (for

example, see [31]). This technique has great applicability in studying neutral cluster

photoelectron spectra or electronic dynamics because neutral cluster beams usually

contain a large range of cluster sizes. Thus, disentangling photoelectron spectra
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according to their mass is essential. One inherent complication incurred by only

measuring the mass of the photoion in PEPICO spectroscopy is cluster fragmenta-

tion. Weakly bound mass clusters can fragment upon excitation/ionization to create

smaller clusters. Therefore, there can be multiple channels leading to the same mass

fragment. A similar problem exists in pump-probe photodissociation experiments: a

molecule can fragment first, then be ionized; or fragment following ionization, leading

to the same photoion. For example, consider the following three processes resulting

in the detected mass fragment A+:

(1) A + hνpump → A∗

A∗ + hνprobe → A+ + e−, (1.1)

(2) AB + hνpump → AB∗

AB∗ + hνprobe → A+ + B + e−, (1.2)

(3) AB + hνpump → A + B

A + hνprobe → A+ + e−. (1.3)

If correlating the photoelectron only with mass A, the photoelectron energy and an-

gular distributions can be completely overlapping. Coincidence imaging spectroscopy

has some ability to distinguish between these reaction channels using photofrag-

ment/photoelectron energy correlation maps. In such maps, all data events are

histogrammed on a 2-dimensional grid with photofragment KER on one axis and

photoelectron energy on the other. A+ formed by Channel 1.1 is almost completely

separable because the A+ ions are formed without ion recoil velocity, whereas A+

ions from both Channels 1.2 and 1.3 do have recoil velocity. Separation of A+ formed

by Channels 1.2 and 1.3 is possible if there are distinguishing features in the energy
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correlation map identifying the process. For example, in 1.2, the measured photo-

electron spectrum is that of AB, whereas in 1.3, it is of A. We deal with this exact

problem in the photodissociation of the NO dimer in Chapter 7.

If the axial recoil approximation holds during photodissociation, the coincidence

imaging technique allows the determination of the recoil frame PADs (RF-PADs).

The photoion emission direction defines the recoil axis alignment, to which the pho-

toelectron emission angle can be measured. RF-PADs contain more information than

LF-PADs because they are measured in the reference frame of the photodissociating

molecule; they are only averaged azimuthally around the recoil axis. On the other

hand, LF-PADs are averaged over all possible orientations. A comparison of molec-

ular frame PADs (MF-PADs) with LF-PADs demonstrates how the richness of PAD

structure is lost upon lab frame orientational averaging [32].

Armed with these highly differential product property measurements described

above, we hope to gain a greater grasp on the processes occurring during photodis-

sociation reactions. It should be stressed that TRCIS is a time resolved technique,

such that all product spectra and distributions can be followed as a function of time.

One significant question that we can address is whether products formed at early

times during the reaction are identical to those formed at later times, and whether

this information allows us to discern the mechanism of photodissociation. Using a

combined approach of TRPES to follow initial electronic dynamics, and TRCIS to

follow product dynamics, we can now approach the chemistry ‘arrow’ from both sides.
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Thesis Outline

In Chapter 2 we present a TRPES study on the α, β-enones acrolein, crotonaldehyde,

methylvinylketone, and methacrolein following excitation to the S2(ππ∗) state. We

are able to follow the rapid relaxation to, and subsequent relaxation from, the S1(nπ∗)

state. In combination with theoretical results, our experiments suggest that the loca-

tion of methyl substitution on the α, β-enone backbone strongly affects the dynamics

occurring at the S1/S0 conical intersection. These experiments demonstrate the im-

portance of dynamical, not just structural factors, in determining reaction branching

ratios and relaxation timescales.

In Chapters 3 through 6 we explain the design, construction, calibration of our

time resolved coincidence imaging spectrometer apparatus located at the National

Research Council’s (NRC) Steacie Institute for Molecular Sciences in Ottawa, ON,

Canada. Although this spectrometer is not the first of its kind (this credit belongs to

C. C. Hayden at Sandia National Laboratories in Livermore, CA, USA [26]), to my

knowledge, the intricate workings of this type of spectrometer have not been docu-

mented in much detail in the literature. An improvement in the NRC spectrometer

is the use of crossed delay line detectors [33], as opposed to the wedge and strip de-

tectors [34] in the Sandia spectrometer. These detectors rely on timing differences

rather than charge division to infer the 2-D hit positions. We predict better stability,

performance, and ability to screen out stray UV light events using these detectors.

We also install a vertically oriented piezoelectrically adjustable slit in the molecular

beam path to improve the velocity resolution along the laser propagation direction.

In Chapter 7, we demonstrate the full power of the time resolved spectroscopies

described in this thesis to unravel the photodissociation dynamics of the NO dimer.
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In this photodissociation, TRPES is able to follow the electronic dynamics all the

way from the initially excited molecule to the final products. Analysis of the TRPES

results allow determination of the timescales of the steps involved in the transforma-

tion to products. We then apply TRCIS to examine the electronic configurations in

more detail. Through analysis of the correlated energy maps, we are able to follow

the total vibrational energy in the products as a function of time. With time resolved

RF-PADs and assistance from theoretical results, we identify the electronic nature of

the dissociation pathway. Far from making the earlier TRPES obsolete, this study

demonstrates the complementary information that is obtainable using a combined

TRPES and TRCIS experimental approach.



Chapter 2

Substituent Effects on Conical

Intersection Dynamics: α, β-enones

2.1 Introduction

Conical intersections (CI’s) continue to find increasing importance in descriptions of

nonadiabatic dynamics in excited states of polyatomic molecules [35, 36, 37]. They can

lead to very fast electronic relaxation dynamics (internal conversion) on the femtosec-

ond and picosecond timescales. The literature contains numerous examples where the

discovery of a CI in a polyatomic molecule leads to conclusions being drawn about

its excited state chemical dynamics and branching ratios. Yet, merely finding a CI

does not indicate how or even if a molecular trajectory passes through it.

Consideration of CI’s as important features on potential energy surfaces (PES’s) is

dependent on a number of factors. The first, trivial concern is whether or not the CI

is conformationally and energetically accessible from the initially excited state. For

CI’s that are accessible, the energy of the CI relative to nearby minima is important

9
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because this represents an effective barrier over which the molecular trajectory must

pass. Analogous to the behaviour of a barrier in statistical transition state theory,

CI’s with low barriers generally have faster relaxation rates than those with large

barriers. Closely related is the amount of excess energy available to reach the CI.

Molecules with large amounts of excess internal energy are expected to have faster

nonadiabatic relaxation through CI’s than those with little excess energy. The to-

pography (tilt and asymmetry) of the CI is also important. Atchity et al [38] and

Yarkony [37] have examined CI’s and classified them into two categories: ‘peaked’ and

‘sloped’. Peaked topographies lead to fast internal conversion by funneling the trajec-

tories towards the CI, while trajectories that do make it through sloped topographies

are more likely to recross back onto the upper state, leading to slower net internal

conversion. Ben-Nun et al. [36] have used this reasoning to explain the selectivity

of cis-trans isomerization about the C11 double bond versus the C13 double bond

in retinal. Often overlooked, but arguably equally important to the topographical

features of the potential energy surface are dynamical factors affecting excited state

trajectories. Just as in the 1-dimensional avoided crossing surface hopping probabil-

ity analysis of Landau and Zener [39, 40], the velocity of the trajectory near a CI is

expected to affect the branching ratio between adiabatic and nonadiabatic dynamics.

Here we investigate the effect of methyl substitution on the timescales of ultrafast

non-adiabatic processes in the simplest α, β-enones using time resolved photoelectron

spectroscopy (TRPES). We attempt to rationalize the different observed dynamical

timescales between the molecules using high level theoretical calculations to analyze

the structures and energies of the ground and important excited states. In addition,
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we map the topographies of the conical intersections relevant to the dynamics we ob-

serve. The ultimate goal of this research is to help develop a theory that incorporates

the elements of CI energetics, CI topography, and dynamical factors near CI’s, to

explain and predict nonadiabatic excited state dynamics in polyatomic molecules.

The α, β-enones contain the conjugated –C=C–C=O chromophore. Unlike the

conjugated hydrocarbons, additional excited states exist and different photochemical

pathways are available due to the presence of the non-bonding electrons on the oxygen

atom. The simplest α, β-enone, acrolein (AC) is an important theoretical system for

quantitatively studying configuration interaction with dynamic electron correlation

effects. The potential energy surface (PES) landscape of AC is predicted to abound

with conical intersections and intersystem crossings (ISC) that control the initial

excited state relaxation pathways [41, 42, 43]. We compare the dynamics of AC

with its singly methyl-substituted analogs crotonaldehyde (CR), methylvinylketone

(MVK), and methacrolein (MA). These molecules are depicted in Figure 2.1.

Figure 2.1: The α, β-enones: acrolein, crotonaldehyde, methylvinylketone, and
methacrolein.
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In the ground state, conjugation across the central C–C bond restricts internal

rotation and AC is found to have a planar s-trans structure at room temperature.

A strong, broad electronic transition at 193nm (6.4eV) is attributed to the S2(ππ∗)

state while weak transitions at 387nm (3.2eV) and 412nm (3.0eV) have been assigned

to the S1(nπ∗) and T1(nπ∗) states respectively [44].

The S2 ← S0 absorption in AC is qualitatively the transition of an electron from

the bonding π orbital to the antibonding π∗ orbital. The large orbital overlap be-

tween these states results in the large oscillator strength for this transition. A simple

molecular orbital analysis indicates this state is biradicaloid in nature with signifi-

cant bond reversal relative to the ground state, strengthening the central C–C bond,

and weakening the C=C and C=O double bonds. Treatment of dynamical electron

correlation is important to calculate the vertical excitation energies correctly [45].

Theoretical studies predict that the bond reversal in this excited state results in the

minimum energy geometry having the terminal CH2 group rotated out of plane by

approximately 90◦ [41, 42, 45].

The S1 electronic state in AC is approximately the ground state configuration with

a non-bonding electron on oxygen (nO) removed and placed in the π∗ orbital. The

poor overlap between these orbitals of differing symmetry explains why the observed

transition is weak. Bond order reversal is expected, although to a lesser extent than in

S2 because only one electron occupies the antibonding π∗ orbital whereas two occupy

the bonding π orbital. Charge reversal along the C=O bond is also expected with the

oxygen becoming more positively charged since the nO electron nominally residing

on oxygen is delocalized into the π-system. Bond length increases of ∼0.12Å for the

C=C and C=O bonds were observed spectroscopically after excitation to the S1 state
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[46, 47, 44]. Detailed studies of the vibronic spectra of the S1 state were performed

on AC [48, 47, 49, 50], and CR, MVK, and MA [51]. Unlike the other molecules, MA

shows richer structure in its S1 vibronic spectrum due to a series of C=C vibrational

bands.

In AC, the ordering of the lowest triplet states (3nπ∗ and 3ππ∗) depends on ge-

ometry. For vertical excitation from the ground state, the 3nπ∗ is the lowest state.

However, by twisting the terminal CH2 to ∼ 90◦, the triplet states are nearly de-

generate, with the 3ππ∗ state slightly lower in energy [45, 42]. The minimum energy

conformations of both triplet states lie below the S1 minimum energy.

At 193nm, the AC S2 state adiabatically correlates with energetically unavailable,

highly excited dissociation products and, therefore, is assumed to rapidly internally

convert to the lower lying singlet state, S1 [52, 42]. Reguerro and coworkers [41]

suggest three possible relaxation mechanisms from S1: internal conversion to S0 from

a ∼ 90◦ twisted S1 state; fluorescence from the S1 minimum to the ground state;

or inter-system crossing to the triplet manifold, with T2(ππ∗) ← S1(nπ∗) being the

dominant channel according to El-Sayed’s Rules [53].

Numerous researchers have performed laser photodissociation experiments at

193nm on AC [52, 54, 55, 56, 57], and CR [58]. Photodissociation experiments near

300nm have also been performed on AC in the gas phase [59], and in argon matrices

[60]. Following 193nm photoexcitation to the S2 state in AC, the main fragmentation
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pathways are

CH2=CH-CHO −→ CH2=CH(X 2A′) + HCO(X 2A′) (2.1)

−→ CH2=CH(X 2A′) + HCO(A 2A′′) (2.2)

−→ CH2=CH-CO + H (2.3)

−→ CH3CH=C=O −→ CH3CH + CO

−→ CH2=CH2 + CO (2.4)

The most extensive ab initio electronic structure calculations on AC to date have

been conducted by Fang[42]. The HCO(X 2A′) product channel (2.1) was found to

correlate directly with the ground and 3ππ∗ states, while the HCO(A 2A′′) product

channel correlates with S1. However, the HCO(A) state is predissociative on the pi-

cosecond time scale [61] and is not easily detectable using laser or mass spectrometric

techniques. The molecular CO formation channel (2.4) is believed to occur via a 1,3-H

sigmatropic shift on the 3ππ∗ surface followed by fragmentation and rearrangement.

2.2 Experimental

2.2.1 VUV absorption spectra

Absolute absorption cross sections of AC, CR, and MA were measured using syn-

chrotron radiation from the HF-CGM beamline at the NSRRC in Hsinchu, Taiwan.

This beamline is equipped with a cylindrical grating (600 lines/mm, focal length 6m

and variable slit width) for usage in the wavelength range of 105-230nm. A LiF

window eliminated short-wavelength, high order light diffracted from the grating. A

double beam absorption cell of 8.9cm length simultaneously recorded the incident and



Chapter 2: Substituent Effects on Conical Intersection Dynamics 15

transmitted light intensities to obtain the absorbance. The samples were purified at

least twice via vacuum distillation prior to use. The absolute wavelength positions

were calibrated with lines of CO, NO and O2 in the same wavelength region.

The UV absorption spectra of AC, CR, and MA are shown in Figure 2.2. The UV

absorption spectrum of MVK has been reported previously [62, 63]. AC was measured

with 0.1nm resolution between 223-177nm and 0.02nm between 177-105nm. CR was

measured with 0.1nm resolution between 230-184.5nm and 0.02nm between 184.5-

105nm. MA was measured with 0.1nm resolution between 230-190nm, 0.02nm reso-

lution between 190-129nm, and 0.05nm resolution between 129-105nm. The broad,

featureless absorption band of the S2 state can been seen near 200 nm in all cases. The

excitation wavelengths used in the time resolved experiments (200nm and 209nm) are

indicated by dotted lines in the figures.

2.2.2 Time Resolved Photoelectron Spectroscopy

We briefly describe our femtosecond time resolved magnetic bottle photoelectron spec-

trometer experiments, detailed elsewhere [64]. Harmonic generation of an amplified

femtosecond Ti:sapphire system was used to produce pump and probe laser pulses for

two complete sets of experiments: one using 209nm pump and 279nm probe pulses;

the other using 200nm pump and 267nm probe pulses. The UV pulses were indi-

vidually recompressed using CaF2 prism pairs, combined collinearly, and then gently

focussed using f/80 spherical reflective optics to intersect a seeded molecular beam in

the interaction region of a magnetic bottle spectrometer. Time delays between pump

and probe pulses were scanned using a computer controlled stepper motor in 25fs

steps. Typically, pump pulse energies were ∼100nJ, and probe pulse energies were
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Figure 2.2: Absolute UV absorption cross sections of acrolein, crotonaldehyde, and
methacrolein measured with synchrotron radiation. Acrolein was measured with
0.1nm resolution between 223-177nm and 0.02nm between 177-105nm. Crotonalde-
hyde was measured with 0.1nm resolution between 230-184.5nm and 0.02nm between
184.5-105nm. Methacrolein was measured with 0.1nm resolution between 230-190nm,
0.02nm resolution between 190-129nm, and 0.05nm resolution between 129-105nm.
The excitation wavelengths (200nm and 209nm) used in the time resolved photoelec-
tron experiments are indicated by dotted lines.
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∼2.5µJ. Supersonic molecular beams of AC, CR, MVK, and MA were made by bub-

bling helium through the respective neat liquid. The liquids were pre-cooled in a tem-

perature controlled bath in order to choose a desired vapour pressure. The 200nm or

209nm pump pulse excited the molecules from their S0 ground state into their S2(ππ∗)

excited state. The delayed 267nm or 279nm probe pulse produced photoelectrons via

one- and/or two- photon ionization of the excited molecule. Photoelectron spectra

arising from the pump laser alone and probe laser alone were subtracted to correct for

background photoelectrons generated from single-colour multiphoton ionization. For

each particular molecule, the pump-probe time delays were scanned back and forth

multiple times to minimize any effects of temporal and/or spatial laser drift.

The electron kinetic energy calibration and time zero overlap of the two laser

pulses were achieved using the well characterized 1+1’ photoionization of nitric oxide.

Measured 1+1’ pump-probe cross correlations (i.e. instrumental response or time

resolution) ranged between 150fs and 170fs. The energy and time calibration scans

were performed both before and after each experiment.

Single colour multi-photon photoelectron spectra at 209nm (2×5.93eV = 11.86eV),

200nm (2×6.2eV = 12.4eV), 279nm (3×4.44eV = 13.32eV), and 267nm (3×4.65eV

= 13.95eV) for AC, CR, MVK, and MA are shown in Figures 2.3-2.6 respectively. As

determined by He(I) photoelectron spectroscopy, the n-hole and π-hole ionization en-

ergies for the molecules are [65]: AC (10.11eV, 10.93eV); CR (9.75eV, 10.20eV); MVK

(9.66eV, 10.53eV); and MA (9.92eV, 10.38eV). Due to the resonant nature of the

multiphoton ionization process (1+1 for 209nm/200nm and 2+1 for 279nm/267nm),

bands are present in the 11-12eV region not seen previously in the one photon He(I)

spectra [65, 66, 67]. The shapes of the spectra from our experiments are determined
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by fast dynamics of the molecules occurring within the duration of the laser pulses.

Rapid, large amplitude motions of the molecules allow ionization to ionic states with

geometries different from the ground state. Ionic state energies (D0 . . . D4) calculated

at the TD/B3LYP/cc-pvdz level of theory using D0 optimized geometries are shown

in Table 2.1. The ordering of the ionization energies is predicted correctly when com-

pared to experiment. The presence of ionic states in the 11-12eV region agrees well

with our measured photoelectron spectra.

Table 2.1: Energies of ionic states optimized at the D0 geometry using TD/B3LYP/cc-
pvdz level of theory. Values obtained from the literature for He(I) photoionization
are shown in parentheses [65]. The energies are reported in eV and are relative to the
neutral ground state.
State Acrolein Crotonaldehyde Methylvinylketone Methacrolein
D0 9.78 (10.11) 9.29 (9.75) 9.26 (9.66) 9.56 (9.92)
D1 10.62 (10.93) 9.78 (10.20) 10.28 (10.53) 9.93 (10.38)
D2 12.84 12.37 12.40 12.28
D3 13.46 12.49 12.84 12.31
D4 13.80 13.09 12.50 12.63

2.2.3 Ab Initio Calculations

Excited state geometries were optimized using the complete active space self-consistent

field (CASSCF) [68] method with a (6,5) active space. To optimize the states in an

equivalent manner, the orbitals were optimized to yield the lowest average energy

for the first three singlet states, using the state-averaged [69] approach (SA3-CAS).

Ground state geometries were minimized at the MP2 level. All calculations employed

a 6-31G* basis set and were performed with the MolPro suite [70].

The optimized geometries for the S0 minimum, the S1 minimum, and the minimum
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Figure 2.3: Multiphoton photoionization spectra of acrolein. The energy axis is
labeled for 2-photon ionization at 200nm and 209nm, and 3-photon ionization at
267nm and 279nm. The He(I) photoionization energies from the n and π orbitals are
indicated with vertical lines.
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Figure 2.4: Multiphoton photoionization spectra of crotonaldehyde. The energy axis
is labeled for 2-photon ionization at 200nm and 209nm, and 3-photon ionization at
267nm and 279nm. The He(I) photoionization energies from the n and π orbitals are
indicated with vertical lines.
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Figure 2.5: Multiphoton photoionization spectra of methylvinylketone. The energy
axis is labeled for 2-photon ionization at 200nm and 209nm, and 3-photon ionization
at 267nm and 279nm. The He(I) photoionization energies from the n and π orbitals
are indicated with vertical lines.
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Figure 2.6: Multiphoton photoionization spectra of methacrolein. The energy axis
is labeled for 2-photon ionization at 200nm and 209nm, and 3-photon ionization at
267nm and 279nm. The He(I) photoionization energies from the n and π orbitals are
indicated with vertical lines.
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energy conical intersections (MECI) points connecting S2 with S1, and S1 with S0

are shown in Figures 2.7 through 2.10 respectively. The energies of these structures

are shown in Table 2.2. Attempts to locate a true minimum with all real vibrational

frequencies on S2 were unsuccessful. Bond alternation progresses smoothly from

C=C–C=O at the S2 FC point, to a resonant pattern in which all three bond lengths

are roughly equal at the S1 minimum, to full reversal as C–C=C–O at the S1/S0

MECI.

With the exception of the S2/S1 MECIs, the four molecules have very similar ge-

ometries at the ground state (S0) minimum, the S1 minimum, and the S1/S0 MECI’s.

All are planar at the S0 and S1 minima, but twisted and pyramidalized to roughly

the same degree at the S1/S0 MECI. Pyramidalization is a common feature of inter-

section geometries [36, 71, 72]. The pyramidalization angles indicated in Figure 2.10

are defined as:

τpyr = cos−1
((

eCpR1 × eCpR2

)
· eCpC2

)
− π

2
(2.5)

where unit vectors pointing along a bond from atom A to atom B are denoted by eAB.

The S2/S1 MECI geometries vary to a slightly larger extent than the other points,

but all are twisted along the CCC backbone.

2.3 Results and Discussion

Excerpts from the time-resolved photoelectron scans at selected pump-probe time

delays are shown in Figures 2.11 and 2.12. Each time delay in the plot is offset

vertically downwards as pump probe time delay increases. The scans start from

0.2eV because the magnetic bottle transmission below this energy is unreliable.
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Figure 2.7: MP2/6-31G* S0 minima structures of the α, β-enones studied here.
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Figure 2.8: CASSCF(6,5) 6-31G* optimized S1(nπ∗) minima geometries of the α, β-
enones. Apart from the methyl groups, all of the structures are planar.
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Figure 2.9: SA3-CAS(6,5)/6-31G* S2/S1 minimum energy conical intersection struc-
tures for the α, β-enones studied here. All four molecules are twisted about both CC
bonds of the molecular backbone.
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Figure 2.10: SA3-CAS(6,5)/6-31G* S1/S0 minimum energy conical intersection struc-
tures for the α, β-enones studied here. Structures are twisted 90◦ about the nominally
C=C bond and the terminal carbon is slightly pyramidalized in all four cases. The
pyramidalization angle τpyr is explicitly defined in the text.
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Figure 2.11: Selected time dependent photoelectron spectra for acrolein, crotonalde-
hyde, methylvinylketone, and methacrolein using 209nm pump and 279nm probe.
Each time spectrum is offset downwards with increasing time delay. The 1+1’ n-hole
ionization energies are shown as dotted vertical lines.
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Figure 2.12: Selected time dependent photoelectron spectra for acrolein, crotonalde-
hyde, methylvinylketone, and methacrolein using 200nm pump and 267nm probe.
Each time spectrum is offset downwards with increasing time delay. The 1+1’ n-hole
and π-hole ionization energies are shown as dotted vertical lines.
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Table 2.2: SA3-CAS(6,5)/6-31G* calculated energies for the Franck-Condon vertical
excitation to S2 (S2 FC), the S2/S1 MECI (minimum energy conical intersection),
the S1 minimum, and the S1/S0 MECI, of the α, β-enones examined in the text. All
energies are relative to the ground state and reported in eV.

S2 FC S2/S1

MECI
S1 min S1/S0

MECI

AC 7.55 5.91 2.96 3.94

CR 6.92 5.51 2.90 3.89

MVK 6.98 5.52 2.93 3.75

MA 6.96 5.29 2.98 3.80

For the 209nm + 279nm experiments, the 1+1’ and 1+2’ total photon energies are

10.38eV and 14.81eV, respectively. Likewise, for the 200nm + 267nm experiments,

the total photon energies are 10.85eV and 15.50eV. Thus, there are two regions in

the photoelectron spectra, resulting from ionization via these two processes. In the

low electron kinetic energy region of the spectra, photoelectrons are produced from

both types of pump-probe processes: single photon ionization of the excited states

by the probe laser (1+1’); and two photon ionization by the probe laser (1+2’). In

the high electron kinetic energy region of the spectra, all photoelectrons result from

1+2’ ionization.

As a first step in the analysis, the photoelectron energy / time delay scans were

sliced into 0.025eV bins to yield time dependent transients. Each time transient

was fit using an exponential kinetic model convoluted with the appropriate Gaussian

instrumental response function. In the 1+1’ region, the instrumental response was

taken to be the Gaussian fit of the measured NO 1+1’ cross correlation with FWHM

τ1+1′ . In the 1+2’ region of the spectra, the pump and probe laser pulses were assumed

to be of the same duration such that the 1+2’ instrumental response τ1+2′ could be
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calculated using τ1+2′ = τ1+1′ ×
√

3/2.

The time constants and spectral amplitudes were varied to minimize the weighted

χ2 value of the fit to the data. Initially, the time constants were allowed to vary

independently from slice to slice. In all slices, for all molecules, it was found that

the simplest model to fit all the time transients reasonably was one which contained

4 components. One component, referred to here as X, was only present during the

cross correlation of the two laser pulses. The other 3 components were fit according

to a sequential decay kinetic model in which an immediately prepared component A,

decayed with time constant t1 to an intermediate component I, which in turn decayed

with time constant t2 to a long-lived component P.

AC, MVK, and MA were found to have t2 values approximately constant across

the entire photoelectron spectrum using both excitation/probing schemes. To fit

t2 more accurately for these molecules, photoelectron spectra at short pump-probe

delay times were removed to yield time transients consisting of only the I and P

components. A global fitting procedure then was used in which t2 was optimized but

held constant across the entire spectrum. The complete time transient was then re-fit

with all components (X, A, I, P), this time holding t2 constant at the value from the

previous analysis step. In contrast to the fitting of t2, t1 was found to vary across the

spectrum for all molecules. This is indicative of large amplitude motion occurring on

this timescale. Nevertheless, in sub-regions of the spectra, the t1 values were found

to be relatively constant. In these sub-regions, each roughly encompassing broad

spectral features, the time transients were co-added and the resulting transient was

fit once again for t1 and the spectral amplitude. An example of one of the fits, for

AC, is shown in Figure 2.13.
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Figure 2.13: Example fit of acrolein 209nm pump/279nm probe data between 1.5eV
and 2.5eV using a 4 component sequential model: an instrumental response compo-
nent X, an immediately excited species A, which decays to an intermediate I, which
in turn decays to a product P. The decay times of the A and I components are 65fs
and 900fs respectively.

For CR, the dynamics were sufficiently fast such that the time transients could

not be fit with time constants in the piecewise fashion described above for the other

molecules. In addition, both t1 and t2 were found to vary across the photoelectron

spectrum so no global fitting procedure could be applied, indicating that CR in some

way behaves differently from the other molecules. The full energy range was divided

into 3 sub-regions where t1 and t2 were approximately constant. Within these regions,

the spectral slices were co-added and the integrated transient was fit again for t1, t2,

and the spectral amplitudes.

The time constants and spectral amplitudes for all molecules are summarized

in Tables 2.3 (209nm pump/279nm probe) and 2.4 (200nm pump/267nm probe).

The spectral amplitudes are determined such that direct comparisons should only be
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made for individual species across the different energy regions, not between species

within a single energy region. The time constants for t1 are comparable or shorter

than the instrumental response yet are still easily observed and fit as seen in Figure

2.13. Uncertainty in the pump-probe overlap time and limitations in the Gaussian

instrumental response function approximation results in large error bars for the values

of t1.
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The validity and implications of this fitting model should be discussed. It is always

possible to achieve a better fit by adding more components to the fitting procedure.

Therefore, to justify this model over a 3 component model, it is necessary to provide

spectral evidence for 4 identifiable components. Simply adding components until an

‘acceptable’ fit is achieved is not a satisfactory method to determine the number of

components.

The long-lived component P is easily distinguished because, at long time delays,

it is the only component remaining after all other components have decayed to zero.

It does not decay appreciably on the timescale of our experiment (i.e. ∼100’s of ps).

The instrumental response component X is also easily recognized because it fol-

lows the laser cross correlation. The only part of the spectrum where the X com-

ponent has significant amplitude is in the low energy region where 1+1’ ionization

dominates. Small X amplitudes in the 1+2’ region are most likely due to the limi-

tations of fitting with a Gaussian laser cross correlation. The 1+1’ ionization regime

is the only region of the spectrum where the C–C stretching vibrations are resolved.

The X component can arise from either resonant or non-resonant ionization of the

molecules. If non-resonant ionization is primarily responsible for the spectra, they

should resemble the He(I) photoelectron spectra [65, 66, 67], where n-hole and π-hole

photoelectron bands are approximately equal in intensity with one or two vibrations

bands visible. However, the 200nm spectra obtained here (see Figure 2.12) show that

the X components for the molecules are quite different in appearance from the He(I)

spectra, with several vibrational bands seen in AC, and π-hole ionization much more

favoured than n-hole ionization in CR and MA. If the ionization process resonantly

involves the ππ∗ state, we would expect that ionization correlates to the π-hole ionic
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state. The change in ionization propensity to favour π-orbital ionization can also be

seen in the pump only (2×200nm and 2×209nm) spectra in Figures 2.3-2.6. These

single-colour spectra can be thought of as a pump-probe experiment using 200nm

for both pump and probe pulses with a very short time delay between them. These

compelling reasons provide strong evidence that the X component is a resonant signal

and is part of the excited state dynamical process.

The remaining components A and I, are more difficult to separate because they

are spectrally broad and overlap to a large extent. The spectral amplitudes from

the fit provide the key in separating these two components. In Tables 2.3 and 2.4,

the rightmost column displays the ratio of the A to I spectral amplitudes for the

different energy regions. For the 3 lowest energy regions (2 lowest energy regions in

the case of CR), the ratio of A to I is approximately constant. However, for the

highest energy region, the ratio increases dramatically. This means that A and I

have different photoelectron spectra, suggesting that they arise from ionization of

two different electronic states.

It is important to state that this 4 component sequential model is limited in

several ways. It is constructed with exponential kinetics convoluted with fitted 1+1’

or 1+2’ Gaussian cross correlations. The real measured 1+1’ cross correlation can

be used in some regions when convoluting with the exponential dynamics, but this

correction is minor. The assumption of exponential dynamics is the more restrictive

assumption, especially at short pump-probe delay times that are on the timescale of

molecular vibrations. In addition, there is a somewhat hidden restriction implied by

fitting the X component. By fitting it with the instrumental response function, it is

equivalent to fitting an initially excited component that decays instantaneously with
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zero lifetime. It would be ideal to be able to relax this restriction since all resonant

processes have some nonzero lifetime, however small. Yet this restriction is necessary

because the observed t1 values are shorter or on the order of the instrumental response

function (∼160fs). Regardless of the fitting procedure, two time constants cannot be

fit that are close together (i.e. the same order of magnitude). Thus, the t1 values are

probably the upper limit for the A → I process.

For the above reasons, we conclude that the 4 component fitting model used in

this work describes a resonant process that starts with X decaying very rapidly to A,

which decays with a maximum time constant t1 to I, which subsequently decays with

time constant t2 to P. As detailed below, we propose the relaxation pathway from S2

for the α, β-enones shown in Scheme 2.1. In this scheme, relaxation rapidly occurs

from the S2 Franck-Condon (FC) region (X ), towards the S2/S1 MECI. We assign the

decay time t1 of component A to the residence time on the S2 surface. Fast internal

conversion through a conical intersection leads the molecules onto the S1 surface

(I ). From this surface, the molecules proceed through another conical intersection to

produce hot ground state molecules, or intersystem cross to long-lived states in the

triplet manifold. These “products” are the TRPES component identified as P.

The pump laser initially excites the planar ground state molecules into the FC

region of the S2(ππ∗) PES. The molecules are expected to move rapidly away from

the FC region towards more energetically favoured geometries via torsion about the

terminal CH2 group and stretching to achieve different CC bond lengths. Only while

the molecules are near the FC region are their photoelectron spectra expected to be

somewhat similar to their non-resonant He(I) spectra. Accordingly, we assign the

structured X component as this FC region on the S2 surface.
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Scheme 2.1: Proposed scheme for ultrafast S2 relaxation of the α,β-enones. X is the
Franck-Condon region on the S2 surface, A is away from the Franck-Condon region
on the S2 surface, I is the S1 state, and P is long-lived (>100’s of picoseconds) hot
ground state or triplet state products. The decay of X to A is very fast (i.e. �160fs,
our laser cross-correlation). t1 and t2 are the decay times for A and I respectively.

At 209nm, the X components of all molecules show vibrational resolution in the

1 + 1’ (low kinetic energy) region of the photoelectron spectrum. In CR and MVK,

a vibrational progression with spacing of roughly 0.15eV or 1200cm−1 is seen. This

progression is assigned to C=C stretching in the ionic states of the molecules, and

matches the previously reported value for CR [67]. At 200nm, all molecules show the

C=C stretch vibrational progression.

Upon leaving the FC region, the molecules make their way towards the S2/S1

conical intersection located roughly 1.5eV below the S2 FC region. We propose the A

signal arises from these molecules still on the S2 surface but located away from the FC

region. From the apparent absence of a true minimum for S2, one would expect very

rapid internal conversion to S1, as seems to be reflected by the short A lifetimes (t1)

in Tables 2.3 and 2.4. There are small differences in t1 between the molecules, with

CR being the fastest (50-90fs), followed by AC (45-110fs), MA (65-155fs), and finally

MVK (90-190fs). However, we draw no conclusions from these small differences due to
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the uncertainties in the fitting procedure as described previously. The differences in t1

at 200nm and 209nm appear to be minimal, suggesting similar dynamics are occurring

on the t1 timescale at both wavelengths for all molecules. For all of the enones, the

t1 decay times at low photoelectron kinetic energies are longer compared to those at

higher kinetic energies. Spectrally, this means that the photoelectron spectrum of A is

shifting to lower kinetic energies as time progresses. Correspondingly, this means that

the excited molecules preferentially ionize to more highly excited vibrational states

at later times. This observation is indicative of large deformations (bond stretching

and torsion) occurring on the S2 surface.

After passing through the S2/S1 conical intersection, the molecules reside on the

S1 surface. This is component I in our model, with its lifetime described by t2. By

referring to Tables 2.3 and 2.4, we come to the most striking observation that the t2

relaxation times are very different for the different α, β-enones. At 209nm, CR (360-

560fs) appears to have the fastest t2 relaxation time by a factor of ∼2 compared to AC

(900±100fs) and MVK (1080±80fs), while MA (2020±80fs) is the slowest by a factor

of ∼2. At 200nm, AC (615±80fs) and MA (1800±100fs) speed up slightly, while CR

(480-580fs) and MVK (1040±100fs) stay approximately the same, compared to their

relaxation times at 209nm.

Three possibilities exist for relaxation from the S1 state: fluorescence from S1;

intersystem crossing to the triplet manifold; or decay through a conical intersection

to the ground state S0. From the short lifetimes of the S1 states, fluorescence can be

ruled out. Intersystem crossing as the major relaxation pathway remains somewhat

dubious, as it seems unlikely that a spin-forbidden process can compete with spin-

allowed internal conversion. Thus, we conclude the dominant S1 relaxation pathway
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is rapid decay through the S1/S0 conical intersection.

The significance of differences in the S1 decay times for the enones is supported

by HCO(X) quantum yield measurements on AC and CR photolysis at 193nm [73].

Using laser induced fluorescence, HCO ground state photoproducts, HCO(X), thought

to be formed exclusively via the triplet manifold [42, 56], were observed only from

AC, while no detectable production (<0.35%) was found from CR. (The observation

of triplet products does not contradict with the statement that intersystem crossing

may not be the major relaxation pathway because the singlet-triplet branching ratios

are not known.) Due to an increase in the density of states, it might be expected

that the rate of intersystem crossing increases for CR relative to AC, resulting in

increased triplet product yields. In contrast, the entire triplet yield seems to be

shut off by the addition of the methyl group. Two explanations are possible: 1) the

opening of another channel on the S1 surface in CR that depletes the S1 population;

or 2) remarkably faster internal conversion in CR via the S1/S0 conical intersection

as compared to AC.

The accessibility of a new channel in CR cannot be excluded by energetic reasons

because fragmentation to produce the excited state fragment HCO(A) is possible

at wavelengths used in our TRPES experiments. However, no new channel is seen

in the TRPES data up to ∼100ps suggesting that a new pathway is present. The

193nm photolysis experiments [73] were only able to detect ground state HCO(X), not

HCO(A). Experiments using synchrotron VUV light as the ionization source following

193nm excitation [58] speculate that this channel might be present. However, direct

observation of the HCO(A) photoproduct is impossible because it is unstable relative

to further fragmentation. There are a number of drawbacks for this explanation of
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the observed S1 relaxation times. A barrier restricts HCO(A) formation in AC [42].

Thus, this explanation requires the unlikely result that simple addition of the methyl

group at the end of AC substantially lowers the barrier to HCO(A) formation. Also,

by Hammond’s postulate, one would expect that corresponding formation of the more

stable acetyl radical CH3CO from MVK, would be more favourable and should have a

shorter S1 relaxation time than CR, which it does not. In addition, this explanation

cannot describe why the S1 relaxation time is slower for MA.

The more probable explanation for the differing S1 decay times between the enones

are differences occurring at or near the S1/S0 conical intersection, resulting in pro-

motion or retardation of internal conversion to the ground state. We attempted to

find correlations between the S1 decay times and properties defining the CI. Table 2.5

shows the computed values for the barrier E† (difference between the S1 minimum

and the S1/S0 MECI); the total excess Exs energy (difference between S2 FC and

S1/S0 MECI), and the excess averaged over the number of modes, Exs,avg, for each of

the four molecules. From these values, it is clear that energetics alone cannot explain

the difference in S1 lifetimes - it fails to discriminate between CR, MVK and MA

(whose lifetimes differ by a factor of two), and would dictate that AC decay faster

than CR (which it does not).

Next, we examined the topographical features of the S1/S0 intersection itself. In

the case of a two-surface crossing, in the two coordinates that create the degeneracy

the potential energy surfaces resemble a double cone with the CI at the apex. Far

from being mere isolated points, CI’s form N-2 dimensional seams along which two

(and possibly three [74, 72], in which case the seam is N-5 dimensional) electronic

states are degenerate. The two dimensions along which the degeneracy is broken form
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Table 2.5: Calculated properties near the S1/S0 conical intersections for the α, β-
enones discussed here. E† is the energy between the S1 minimum and the S1/S0

MECI. Exs is the excess energy available at the S1/S0 MECI (i.e. the energy differ-
ence between S2 FC and S1/S0 MECI). Exs,avg is the excess energy averaged over the
number of vibrational modes. Projections of the gradient difference (g) and nona-
diabatic coupling (h) vectors onto the seam gradient vector (s) are given by sx and
sy, respectively. dgh represents the distance metric in the branching space, and ∆gh

the asymmetry of the conical intersection. νt is the torsional frequency determined
by SA3-CAS(6,5)/6-31G* at the S1 minimum about the terminal methylenic CHX
bond (X=H for AC, MVK, MA; X=CH3 for CR). The final row provides relative
S1 lifetimes based upon the 209nm t2 data provided in Table 2.3, taking AC as the
reference (value of unity).

AC CR MVK MA

E† (eV) 0.98 0.99 0.82 0.82

Exs (eV) 3.61 3.03 3.23 3.16

Exs,avg (eV) 0.20 0.11 0.12 0.12

sx 0.439 0.440 0.394 0.467

sy 0.0000 0.0003 0.0006 0.0002

dgh 0.112 0.112 0.106 0.114

∆gh 0.973 0.972 0.968 0.954

νt (cm−1) 518 249 524 530

t
(AC)
2 /t2(209nm) 1.00 1.80 0.95 0.45

the branching [38], or g − h [75] plane. We begin by considering two electronic states

|I〉 and |J〉. For state energies EI and EJ , the g (gradient difference) vector is defined

by

2gIJ = ∇R(EI − EJ) (2.6)

in which the∇R operator indicates differentiation with respect to nuclear coordinates.

Likewise, the nonadiabatic coupling vector h between electronic states |I〉 and |J〉 is
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defined as

hIJ = 〈I|∇R|J〉 =
〈I|∇RH|J〉
EI − EJ

. (2.7)

The classification of conical intersections as ‘peaked’ or ‘sloped’ is based on the

projections

sx = s · x (2.8)

sy = s · y (2.9)

in which x and y are normalized versions of the branching plane vectors g and h

respectively:

x =
g

||g||
(2.10)

y =
h

||h||
. (2.11)

The seam coordinate s is

2s = ∇R(EI + EJ) (2.12)

representing the gradient of the average energy of the intersection seam.

In addition to the projections, two additional parameters are needed to fully char-

acterize the seam space [76]. The first of these,

∆gh =
||g||2 − ||h||2

||g||2 + ||h||2
(2.13)

measures the intersection asymmetry, or ellipticity of the intersection. The final

parameter,

dgh =
√
||g||2 + ||h||2 (2.14)

provides a distance metric for the branching space. Larger values of dgh represent

steeper pitched (narrower) CI’s than smaller values.
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Previous studies [38, 37] attempted to correlate intersection topography with decay

efficiency, and we summarize the relevant points here. Intersections with branching

plane vectors having zero projection (sx=0, sy=0) onto the seam coordinate are de-

scribed as vertical or “peaked” cones. In this situation, the upper surface lies entirely

above the CI in energy, while the lower surface lies entirely below. This topography

conforms closely to the classical picture of a funnel, meaning that population on the

upper state is very efficiently directed to and through the intersection located at the

apex of the cone. Intersections with branching space axes having nonzero projection

onto the seam coordinate (sx 6= 0 and/or sy 6= 0), on the other hand, are tilted or

“sloped”. In this case, the cone axis can be tilted significantly such that parts of the

upper surface lie below the CI energy while parts of the lower surface lie above the

CI energy. Some trajectories pass efficiently through these sloped CI’s, while others

do not. In addition, recrossing of the CI is possible for such geometries. More than

in the peaked pattern, the direction by which a sloped CI is approached can be criti-

cal in determining whether the adiabatic or non-adiabatic pathway is followed. The

symmetry and pitch of the CI, defined by ∆gh and dgh can also affect the efficiency

of passage through the CI.

The parameters defining the conical intersections are illustrated with two examples

shown in Figure 2.14. Figure 2.14a shows two views of a vertical asymmetric CI. A

nonzero ∆gh is readily seen as a difference in slopes of the PES’s along the g and h

vectors. The projections of the seam coordinate (s) onto the branching space vectors

is zero and the cone axis is completely vertical. Figure 2.14b shows two views of

a symmetric sloped CI, whose cone axis is only tilted along the gradient difference

vector g. The CI is not tilted along the nonadiabatic coupling vector h, thus only
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sx 6= 0 and sy = 0. The CI is symmetric since ∆gh is zero. Unlike the idealized

examples presented here, real conical intersections in general contain some degree of

both tilt and asymmetry. The preceding parameterization of conical intersections only

describes a small, local PES subspace near the CI. Other more global PES features

may affect the CI accessibility or crossing dynamics.

The gradient difference g and nonadiabatic coupling h vectors for AC are shown

in Figure 2.15. The gradient difference vector is bond alternation (strongest on the

central C–C bond), but due to motions of the aldehyde H and O, it effectively looks

like scissoring motion of the CCOH. The nonadiabatic coupling vector is pyramidal-

ization of the central backbone carbon. The g and h vectors for CR, MVK, and

MA are qualitatively the same as those for AC, providing no evidence to explain the

differences in S1 lifetimes between the molecules.

In Table 2.5, we show the calculated +parameters sx, sy, ∆gh, dgh describing the

topography of the S1/S0 CI’s for the α, β-enones. The results reveal intersections

sloped sharply along the gradient difference axis but almost perfectly peaked along

that of the nonadiabatic coupling (sy ≈ 0). Qualitatively, they resemble the CI

presented in Figure 2.14b. The values of sx differ by approximately <10% between

the molecules. The magnitude of sx fails to distinguish between AC and CR, and

values for both are larger than that for MVK, even though their t2 decay rates are

higher (contrary to the correlation anticipated by Yarkony [37]). Lack of a clear

pattern relating the s projection values with t2 is, perhaps, not surprising in this

context. The relative differences in tilt and asymmetry examined here are quite small

in comparison to those studied previously [37] (in which they are greater than 0.5 for

both sx and ∆gh).



Chapter 2: Substituent Effects on Conical Intersection Dynamics 47

Figure 2.14: Examples of conical intersections in the space defined by the gradient
difference g and nonadiabatic coupling h vectors. The upper and lower surfaces
are coloured red and blue respectively. The left and right diagrams are different
views of the same intersection. (a) an asymmetric, peaked conical intersection. The
asymmetry, parameterized by ∆gh, is easily seen as the differing slopes along the g
and h vectors near the intersection. sx = sy = 0 indicate that the cone axis is vertical.
(b) a symmetric, sloped intersection. sx 6= 0 and sy = 0 indicate that the cone axis
is only tilted along the g direction.
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Figure 2.15: Gradient difference and nonadiabatic coupling vectors for acrolein. The
gradient difference vector is essentially bond alternation (strongest on the nominally
C–C bond), but due to motions of the aldehyde H and O, effectively looks like scis-
soring motion of the CCOH. The nonadiabatic coupling vector is pyramidalization of
the central backbone carbon.
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The CI’s for the molecules are also quite asymmetric, as indicated by the values of

∆gh in Table 2.5. The intersections all are steeply sloped along the gradient difference

vectors while the degeneracy is barely broken along the nonadiabatic coupling vector.

Again there does not appear to be appreciable differences in the CI asymmetries that

would explain the trends seen in the S1 relaxation behaviour.

The analysis thus far deals with static features on the potential energy surfaces

of the molecules, and the energies and topographies of the conical intersections. It

fails to find a consistent explanation for the observed differences in relaxation rates

between the four molecules. Therefore, the remaining important issue is the vibra-

tional dynamics occurring near the S1/S0 CI and their relationship to surface hopping

probabilities. Because the geometric changes required to move from the S1 minimum

to the S1/S0 MECI are dominated by torsion about the terminal CH2 (or CHCH3 in

CR), this mode was chosen as an approximate reaction coordinate. CASSCF normal

modes (as calculated at the S1 minimum) allowed unambiguous identification of a

single mode corresponding to such motion, enabling assignment of an approximate

vibrational frequency. The calculated torsional frequencies νt, included in Table 2.5,

are roughly equal for all but CR, which differs by a factor of ∼2 as a result of methy-

lation at the twisted end of the molecule. We speculate that this slower torsional

frequency is responsible for faster internal conversion in CR. Assuming that the tor-

sional velocity is constant, the torsional period for AC, MVK, and MA, is half that

of CR. Thus, for CR, it appears that although sampling of the space near the S1/S0

CI occurs at half the frequency as the others, efficiency of internal conversion to the

ground state is doubled.

This leads us to propose a mechanism for the faster internal conversion in CR.
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Vertically oriented CI’s funnel the trajectories towards the intersection to promote fast

internal conversion. However, the direction of approach is important in determining

the efficiency of crossing in sloped CI’s. As indicated above, the S1/S0 MECI’s for

all the enones are of this latter type. Figure 2.10 indicates that the MECI geometries

for the molecules are all twisted ∼90◦ about the terminal –C=CHX. A complete

rotation about the methylene bond takes the trajectory from the S1 minimum at 0◦

and 180◦ (planar geometry) to regions nearby the S1/S0 CI at 90◦ and 270◦ (twisted

geometry). We speculate that slow torsion through the CI region promotes internal

conversion. In CR, more time is spent near the intersection region on each pass near

the CI region, during which other molecular motions can occur. Importantly, these

motions can bring the molecular trajectory to the S1/S0 CI, resulting in rapid internal

conversion to the ground state. Conversely, for the faster twisting molecules (AC,

MVK, MA), the trajectories pass though the CI region relatively quickly, bypassing

the opportunity pass through the CI. Interestingly, this postulate is opposite in nature

to the analysis of 1-dimensional Landau-Zener avoided crossings, where faster moving

trajectories are more likely to follow the diabatic pathway to end up on the other

surface, while slower moving trajectories follow the adiabatic pathway and remain on

the same surface. However, this difference in behaviour is not surprising considering

that for CI’s, the upper and lower surfaces do meet at a degenerate point, unlike the

case in avoided crossings.

While faster rotation of the CH2 group is consistent with the relatively longer S1

decay times observed for AC and MVK, we note that of MA appears anomalously

long. With similar torsional frequency about the terminal CH2 bond, reasons outlined

above would predict MA to have a similar S1 decay time to AC and MVK. However,
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this is not the case. For MA, we propose a different effect responsible for the slower

S1 relaxation dynamics. Examination of the branching space vectors for AC in Figure

2.15 reveals that the non-adiabatic coupling vector (mathbfh) is primarily pyrami-

dalization around the middle carbon. The magnitude and speed of the motion of

this carbon is affected by substitution of the hydrogen with a relatively heavy methyl

group at this location, as is the case in MA. As such, the h motion in MA is ex-

pected to move slower relative to that in CR, AC, and MVK. A key difference in this

situation compared to the anomalous decay rate in CR is that fact that the methyl

group in MA is directly affecting one of the branching space vectors (in this case h).

We expect that MA, AC, and MVK access the intersection region, with the terminal

methylene group twisted by 90◦, at approximately the same rate. We speculate that

AC and MVK have overall faster S1 relaxation because they have faster moving g

and h vectors which allow them to access the S1/S0 CI more efficiently than MA.

We postulate that the relative speeds of specific motions is important in controlling

relaxation rates in sloped conical intersections. Motions that are required to reach

the CI, but are not necessarily responsible for creating the intersection (e.g. the

torsional mode), speed up the crossing rate (as in CR). Conversely, motions that

create the intersection (i.e. the g and h vectors) speed up the crossing rate when they

are fast because they quickly shoot the trajectory through the CI. This reasoning

seems consistent with the experimentally observed trend in S1 relaxation rates. CR

has the fastest decay because both effects, slow torsional motion to reach the CI

region, and fast motion of the h coordinate, drive nonadiabatic crossing. At the

other extreme in decay rates, MA is the slowest because both effects, fast torsional

motion by the CI region, and slow motion of the h coordinate, are detrimental to
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nonadiabatic crossing. AC and MVK fall in between because the effects operate in a

canceling fashion, with fast torsional motion retarding relaxation, and fast motion of

the h coordinate promoting relaxation. We stress that this analysis applies only to

sloped conical intersections where the excited state trajectories are expected to come

from points on the PES lower in energy.

Clearly, more experimental and theoretical investigations are needed to prove or

disprove the postulates presented here. Full quantum mechanical dynamics calcula-

tions are currently underway to explore these issues. In addition, it would be useful

to perform further experiments using the di-methyl substituted α, β-enones to em-

phasize the strengths and/or weaknesses of this model.

2.4 Conclusion

We measured the ultrafast dynamics of the α, β-enones acrolein (AC), crotonaldehyde

(CR), methylvinylketone (MVK), and methacrolein (MA) after excitation to the S2

electronic surface at 200nm and 209nm. The molecules initially move quickly away

from the Franck-Condon overlap region toward the S2 minimum. Large amplitude

motions are observed as they make their way towards an S2/S1 conical intersection to

land on the S1 state roughly 50-200fs later. The molecules then pass through another

conical intersection to the ground state. Intersystem crossing to the triplet manifold

is predicted to be minimal. Small differences between the molecules are seen in the

S2 relaxation times. However, large differences are seen in the S1 relaxation times,

with CR decaying the quickest, followed by AC and MVK approximately equal, and

MA considerably slower. Thus, the S1 decay dynamics are greatly affected by the

position of the methyl group substituent. Theoretical calculations of the geometries,
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topographies, and energies of the S1/S0 conical intersections do not reveal reasons

for the observed differences. We conclude that dynamical factors (i.e. motions of the

atoms on the potential energy surface) play a large role in the S1 decay rates through

the sloped S1/S0 conical intersections.

We propose a model in which the speeds of specific motions in the molecules

affects their nonadiabatic crossing rate. We identify two important types of motions

in the molecules that we studied. The first are the motions which are responsible for

the formation of the conical intersection, the gradient difference g and nonadiabatic

coupling h vectors. The second are the modes required to reach the CI geometry. In

the case of the α, β-enones, this mode is the terminal methylene torsional mode. Fast

motion of the g and h vectors promotes non-adiabatic crossing by speeding passage

of the trajectory to and through the CI. Correspondingly, slow motion of these modes

results in slow relaxation through the CI. For the modes that bring molecules to the

correct CI geometry, slow motion promotes nonadiabatic crossing while fast motion

slows crossing. The reason for this effect is that slower motions allow more time

for the CI modes (g and h) to reach the CI. These reasons are consistent with the

measured S1 relaxation rates in the α, β-enones. CR has the fastest decay because it

has the slowest methylene torsion and also fast motion of the g and h vectors. AC

and MVK are of intermediate decay rate because the effects of the fast methylene

torsion and fast CI modes oppose each other. MA has the slowest decay rate because

it has fast methylene torsion and the methyl group substituent slows h.



Chapter 3

Designing a Coincidence Imaging

Spectrometer

3.1 Introduction

In coincidence imaging spectroscopy, we wish to measure the three dimensional ve-

locities of a photoelectron/photoion pair from a single photoionization event. This

measurement is accomplished using time and position sensitive detectors in an ar-

rangement shown in Figure 3.1. Pump and probe laser pulses intersect a molecular

beam to initiate a chemical reaction and then photoionize the products. Ions and

electrons are directed towards their respective detectors. The three dimensional ve-

locities are translated into timing and position measurements at the detectors. It is

important to stress that each photoelectron/photoion pair is measured on an event

by event basis. As such, all distributions such as kinetic energy distributions, pho-

toelectron angular distributions, photoelectron spectra, are directly constructed from

the raw data; no assumptions about experimental symmetry, no transformations, nor

54
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modeling of the measured data is required.

This chapter investigates the basic issues of mass, velocity, and energy resolu-

tion involved in design of a coincidence imaging spectrometer. A general overview of

coincidence imaging spectrometers is given here; design specifics for our own spec-

trometer are given in Chapter 4. This study was motivated by our desire to optimize

our spectrometer design within the constraints of our existing vacuum chamber and

commercially purchased detectors.

Figure 3.1: Schematic diagram of the Coincidence Imaging Spectrometer. The molec-
ular beam, laser beam, and spectrometer axis are all mutually perpendicular.
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3.2 Measuring Three Dimensional Velocities

The experimental setup axis definition is shown in Figure 3.2, with the molecular

beam, laser beams, and the spectrometer axis residing along the mutually perpen-

dicular x, y, and z axes respectively. The interaction region is defined as the volume

of intersection between the molecular and laser beams. The geometric centre of this

interaction region is defined as the origin of the spectrometer.

In order to detect electrons or ions emitted in all directions, electric and/or mag-

netic fields must be used to direct the particles onto the detector. If only electric

fields are used to image the electrons, relatively high fields must be used to accelerate

the electrons towards the detector. This places very high requirements on the timing

measurement electronics. An alternate solution is to use magnetic fields aligned along

the spectrometer axis to contain electrons that would otherwise fly out of the field of

view of the detector [77]. Using this method, the electrons follow helical trajectories

towards the detectors. Very small electric fields can be used to force the electrons onto

the detector, greatly relaxing the time resolution requirements. A problem with using

magnetic fields is that there is an ambiguity that arises because after each electron

cyclotron period, the electron position projects onto the detector xy origin. Thus,

if a particle hits the detector origin, it becomes impossible to determine how many

cyclotron orbits the electron has completed. Due to this ambiguity, we explored only

the use of electric fields for our spectrometer. Thus, one of our major tasks in building

our spectrometer was ensuring accurate and precise timing from our electronics. This

issue is dealt with explicitly in later sections.

Particle velocities along the z-axis, vz are measured by recording the time-of-

flight (TOF) that particles take to travel from the interaction region to the detector.
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Particles initially flying away from the detector arrive later than those initially flying

towards the detector. If the spectrometer is designed such that there are no forces

exerted on the particles in the xy plane, the x and y velocities, vx and vy remain

constant throughout the entire trajectory of the particle. If the projection of the

origin onto the detector face is known, vx and vy can be calculated by dividing the

spatial distances measured on the detector by the particle TOF.

Figure 3.2: Experimental geometry for a time resolved photoelectron or photoion
experiment using crossed molecular and laser beams. The molecular beam, laser
beam, and spectrometer axis are located along the x, y, and z axes respectively.
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3.3 Spectrometer Resolution Issues

A number of different factors can limit the resolution of the three velocity components

vx, vy, and vz. A summary of these effects is shown in Table 3.1 and described

following.

Table 3.1: Resolution Limiting Factors for Electron and Ion Coincidence Imaging
Spectrometers

velocity
component

Resolution Limiting Factors

spatial extent of interaction region in z dimension
vz turnaround time spread & spectrometer timing errors

calibration of t0 for vz = 0

spatial extent of interaction region in y dimension
vy detector spatial resolution

calibration of t0 for vz = 0

spatial extent of interaction region in x dimension
detector spatial resolution

vx molecular beam velocity spread
calibration of t0 for vz = 0

3.3.1 Spatial Extent of the Interaction Region

Ideally all photoelectrons and photoions are produced at a point source located at

the origin. However, in reality, they are produced from the entire volume of the

interaction region. Typically molecular beams are on the order of 2-3mm diameter at

the interaction region. Focussing a 200nm gaussian laser beam of 5mm diameter using

a f = 500mm lens produces a 25µm diameter spot size at the focus. The Rayleigh

range of such a beam is about 2.5mm. Thus, the interaction volume is shaped like a

thin cylinder aligned along the y-axis. As such, the vy resolution is degraded more
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by the spatial extent of the ionization region than is either the vx or vz resolution.

Particles with identical initial velocity vectors but different initial locations of

birth along the spectrometer axis (z-axis) will arrive at different times at the detec-

tor. This will result in a blurring of the time of arrival at the detector and hence vz

resolution. If deemed necessary, the resolution loss due to the z extent of the ioniza-

tion volume can be minimized using a so-called Wiley-McLaren spectrometer[78]. A

Wiley-McLaren spectrometer contains one or two acceleration regions followed by a

field free drift region. By adjusting spectrometer lengths and voltages appropriately,

the first derivative of the TOF with respect to the displacement from the origin along

the z-axis can be minimized. Thus, the first order dependence of TOF upon ionization

position along the z-axis can be removed. This process of guiding identical particles

with different initial starting positions to arrive at the same time at the detector is

called Space Focussing.

Resolution loss in the plane of the detector (xy plane) due to the size of the inter-

action region has been handled by the technique of Velocity Map Imaging developed

by Eppink and Parker[23]. In this technique, open electrostatic lenses are used to fo-

cus particles with the same initial velocity vector onto the same point on the detector

regardless of where they are produced within the ionization volume. Unfortunately,

the improvement in x and y spatial resolution on the detector comes at the expense

of resolution in vz. A high electric field is needed for this technique, which compresses

the TOF spread. For this reason, this technique has only limited applicability for 3D

velocity measurements.

A hybrid technique developed by Lebech and coworkers[79] is a compromise be-

tween the Wiley-McLaren and Velocity Map Imaging setups. However calibration
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and simulation issues make this technique difficult to use in practise.

Homogeneous fields were chosen for our spectrometer because back-transformation

of the initial particle velocities is straightforward in this case. Therefore, the spatial

extent of the interaction region is directly mapped onto the detector (e.g. a 2mm

interaction region in the y dimension causes 2mm of blurring at the detector). To

minimize the effect of the spatial extent of the interaction region, the spectrome-

ter voltages should be chosen such that the image is expanded to cover the largest

area as possible on the detector. In this way, the blurring is small compared to the

displacement on the detector caused by initial vx and/or vy.

3.3.2 Turnaround Time Spread and Spectrometer Timing

Error

The turnaround time spread is the TOF difference between particles initially travel-

ling towards the detector and those initially travelling away from the detector. The

spectrometer timing error is the total uncertainty in the measurement of the time

when a particle hits the detector. For best resolution in vz, it is necessary to have

the largest possible ratio of turnaround time spread to spectrometer timing error.

3.3.3 Molecular Beam Velocity Spread

A good supersonic molecular beam expansion of a heavy molecule seeded in helium

will be moving on the order of 1800m/s with a speed ratio of 20, meaning that the

beam will have a velocity beam spread of 5%, or 90m/s. The molecular beam velocity

and its spread are negligible when measuring electrons because even 0.01eV electrons

move at a speed of almost 6 × 104m/s. However, beam velocity spread cannot be
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ignored if ions are the particles of interest. An ion of mass 40amu with 0.5eV of

energy moves at only 1.5× 103m/s. In this case, the molecular beam velocity spread

is 6% of the velocity to be measured which translates into a 12% error in the measured

kinetic energy. For ions, it is difficult to correct or even minimize the loss of resolution

due to the beam velocity spread when using a continuous molecular beam source.

If the detector and spectrometer axes are coincident, the beam velocity carries the

ions in the direction of the molecular beam and reduces the amount of usable space

on the detector. It is possible to somewhat compensate for this effect by shifting

the detector off the spectrometer axis in the direction of the molecular beam. The

combined effects of average beam velocity and beam velocity spread are shown in

Figure 3.3.

3.3.4 Detector Spatial Resolution

The accuracy with which a detector can determine the position that a particle hits is

the detector spatial resolution. Both vx and vy are calculated from the displacement

of the particle hit position from the origin’s projection onto the detector. Therefore,

the detector spatial resolution can be a limiting factor for the velocities in the plane

of the detector.
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Figure 3.3: The effect of average molecular beam velocity and beam velocity spread
on measuring an ion’s energy release from a chemical process. The average beam
velocity causes the image to be shifted from the centre of the detector. The beam
velocity spread causes blurring in the direction of the molecular beam travel.

3.4 Energy Measurement Error

The photoelectron energy or photoion kinetic energy release for an event E, and its

associated error are

E =
1

2
m
(
v2

x + v2
y + v2

z

)
(3.1)

∆E = m
(
(∆vxvx)

2 + (∆vyvy)
2 + (∆vzvz)

2
)1/2

(3.2)

where m is the mass of the particle and vi is the velocity of the ith component.

The radial (x and y) velocity components are

vx =
(x

t

)
(3.3)

vy =
(y

t

)
(3.4)
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where x and y are the displacements from the origin and t is the time of flight of the

particle.

Ideally the TOF of a particle will vary linearly with initial velocity along the

z-axis, v0z:

v0z = −K(t− t0) (3.5)

where K is a proportionality constant, and t0 is the TOF for a particle with no initial

z velocity. Later it will be shown that K is approximately the acceleration of the

electron in the extraction region.

The errors associated with the individual velocity components are:

∆vx = vx

√(
∆x

x

)2

+

(
∆t

t

)2

∆vy = vy

√(
∆y

y

)2

+

(
∆t

t

)2

∆vz = K
√

(∆t2 + ∆t20) (3.6)

The error ∆t0 is the error in finding the TOF for particles with zero initial velocity

along the spectrometer axis. The spectrometer timing error ∆t is due to the timing

error of the detector ∆tdet, the apparent error due to the z-spatial time spread ∆tsf ,

and the timing error of the electronics that are used to measure the TOF, ∆tel. Since

these errors are uncorrelated, ∆t can be expressed as:

∆t =
√

∆t2sf + ∆t2det + ∆t2el (3.7)
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3.5 Designing an Imaging Electron Spectrometer

The electron spectrometer is simpler to design compared to the ion spectrometer

because: 1) mass separation is not necessary; and 2) as previously mentioned, the

molecular beam velocity and the beam velocity spread are negligible compared to

typical electron velocities.

The objectives when designing an electron spectrometer are the following:

• To minimize the effect of the spatial extent of the interaction region on the

electron TOF.

• To ensure linearity of the TOF with v0z.

• To maximize v0z resolution by maximizing the ratio of the turnaround time

spread to the spectrometer timing error.

• To maximize the radial hit position on the detector to maximize (vx, vy) reso-

lution.

As can be expected, some of these objectives are conflicting, so compromises must

be made when designing a spectrometer.

The electron spectrometer discussed here was designed for electrons with kinetic

energy ≤2.0eV. The anticipated detector characteristics were 100ps timing resolution

and 100 micron spatial resolution. The accuracy with which the laser focus was able

to be placed through the origin was estimated to be ±100 microns. The detector

active area was taken to be a 40mm diameter circle.
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3.5.1 Spectrometer Overview

Only spectrometers using grids, or fine wire meshes, were considered for use in con-

structing our spectrometer. Grids allow for simple analytical simulation of particle

trajectories because the electric fields can be assumed to be constant between a pair

of grids. In contrast, trajectories through open electrode spectrometers must be simu-

lated numerically using actual electrode shapes. This is a serious computational issue

if some spectrometer parameters are unknown, and can only be fit by forward prop-

agating trajectories to obtain a measured TOF spectrum. The main disadvantage

of gridded spectrometers is that they are much less efficient at particle detection be-

cause they have reduced open areas resulting in reduced particle transmission. Also,

large differences in electric fields across the grids can create small aperture lenses that

deflect the particle trajectories. This complication will be discussed in Section 3.6.9.

Two designs were considered for the electron spectrometer: the constant field

spectrometer, and the single-field Wiley-McLaren spectrometer. Both are schemati-

cally shown in Figure 3.4. The constant field spectrometer uses a single electric field

to accelerate the electrons onto the detector. The single-field Wiley-McLaren Spec-

trometer has two regions separated by a grid (grid 1 in Figure 3.4b). In the first

region, the extraction region, there is a constant electric field, the extraction field

Eext, that forces all the electrons towards the detector. The second region, the drift

region, contains no electric field. In both spectrometers, a conductive grid is required

in front of the detector to define an additional field region in which the electrons are

accelerated onto the detector microchannel plates (MCPs).
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Figure 3.4: (a) The constant field electron spectrometer, and (b) the single-field
Wiley-McLaren electron spectrometer.

3.5.2 Electron Spectrometer Simulations

The electron trajectories were simulated analytically using basic kinematics equations

and assuming constant field regions. Electron trajectories [x(t), y(t), z(t)] are defined

by their initial conditions: v0, the initial electron velocity; θ, the angle the initial

electron velocity makes with the spectrometer axis; and z0, the z distance from the

origin to where the electron is born. These quantities are shown in Figure 3.5. Since

the molecular beam velocity and its spread are negligible, the simulated trajectories

are almost cylindrically symmetric, with the only difference between x and y being

differing dimensions of the interaction region along the respective axes, and different

possible x and y errors on the detector.

The following conditions were used for the electron spectrometer simulations:

1. Direct comparisons were be made between constant field and single-field Wiley-

McLaren spectrometers that are equivalent. To be equivalent, the spectrometers
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Figure 3.5: Parameters determining an electron trajectory. v0 is the initial electron
velocity, z0 is the z distance from the origin, and θ is the angle the electron trajectory
makes with the spectrometer axis.

were required to have the same total length and have voltages adjusted such

that they fully image spherically symmetric electron distributions up to the

same maximum kinetic energy.

2. The grids were assumed to be perfect grids: i.e. the electric field changed in a

discontinuous fashion across the grid and there was no field penetration across

the grid. Using this assumption, electron trajectories can be easily simulated

analytically. Relaxation of this assumption is discussed in Section 3.6.9.

3. The trajectories are simulated only until the final grid. There is usually a gap

between the final grid and the detector. This last region contains a relatively

large electric field that must not be overlooked when designing the real spec-

trometer electrodes.

3.5.3 Electron Spectrometer: X-Y Resolution

For either type of spectrometer, the voltage can be chosen such that electrons of the

same energy fill the same area of the detector of equivalent spectrometers. Since no
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forces are exerted in the x and y dimensions, this means that the vx and vy resolutions

of the constant field and single field Wiley McLaren spectrometers are roughly the

same.

3.5.4 Electron Spectrometer: Space Focussing

For the constant field spectrometer, the electron TOF is given by

TOFCF =
−v0z + (v2

0z + 2a(d1 + z0))
1
2

a
(3.8)

where v0z = v0 cos θ and acceleration a = qEext/me. No space focussing condition

exists for the constant field spectrometer because the first derivative d(TOFCF )/d(z0)

is always non-zero.

The single-field Wiley-McLaren Spectrometer has an electron TOF of

TOFWM =
−v0z + (v2

0z + 2a(d1 + z0))
1
2

a
+

d2

(v2
0z + 2a(d1 + z0))

1
2

(3.9)

By applying the space focussing condition d(TOFWM)/d(z0) = 0, and temporarily

assuming v0z = 0, it is found that all single-field Wiley-McLaren spectrometers must

have d2 = 2d1. The effect of non-zero v0z is to shift the extremum of the TOFWM vs.

z0 plot away from z0 = 0. Even with the inclusion of non-zero v0z, the beneficial effect

of space-focussing can be easily seen in Figure 3.6, where comparisons of equivalent

Wiley-McLaren and constant field spectrometers are shown.

Figure 3.7 shows the time spread due to the spatial extent of the interaction region

in the z dimension, tsf , as a function of the total spectrometer length for equivalent

single field Wiley-McLaren and constant field spectrometers. As expected, the Wiley-

McLaren spectrometer shows a much smaller time spread.
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Figure 3.6: Comparison of TOF vs. z0 profiles for equivalent (a,c) constant field
and (b,d) space focussing single field Wiley-McLaren spectrometers. (a,c) d1=45mm,
Eext=944V/m. (b,d) d1=15mm, d2=30mm, Eext=1232V/m. In (a) and (b), the
electron energies were 2.0eV and initial velocities were directed towards the detector
(θ = 0◦). In (c) and (d), the electron energies were 2.0eV and initial velocities were
directed perpendicular to the spectrometer axis (θ = 90◦). Note the much smaller
time spread for the Wiley-McLaren spectrometer (b,d).
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Figure 3.7: The time spread due to the spatial extent of the interaction region in
the z-dimension versus the total spectrometer length for equivalent constant field
and single field Wiley-McLaren spectrometers. The electrons are simulated for initial
velocity directly along the spectrometer axis (θ = 0◦), the worst case scenario for the
Wiley-McLaren spectrometer.
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3.5.5 Electron Spectrometer: TOF Linearity

In a spectrometer it is desirable to have the TOF vary linearly with the initial v0z.

This allows for simple calibration and constant resolution for all v0z. Both equations

3.8 and 3.9 can be rearranged to become

TOF =
−v0z

a
+ t0 (3.10)

where in the case of the constant field spectrometer

t0 = t0,CF =
(v2

0z + 2a(d1 + z0))
1
2

a
(3.11)

and in the case of the single field Wiley-McLaren spectrometer

t0 = t0,WM =
(v2

0z + 2a(d1 + z0))
1
2

a
+

d2

(v2
0z + 2a(d1 + z0))

1
2

(3.12)

In the limit

v2
0z � 2a(d1 + z0) (3.13)

both t0,CF and t0,WM become approximately constant and Equation 3.10 becomes

linear with respect to v0z. The condition expressed by Equation 3.13 is equivalent

to a comparison of the initial electron energy in eV with the extraction voltage. If

the initial energy of the electron is much less than the extraction voltage, Equation

3.13 holds true. The degree of linearity of Equation 3.10 for actual spectrometers

is different for the two types of spectrometers. In the Wiley-McLaren spectrometer,

the higher-order contribution of v0z to the TOF is partially cancelled because it

appears in the numerator of the first term and the denominator in the second term

of Equation 3.12 whereas in the constant field spectrometer, there is only a single

positive contribution (Equation 3.11). Also, extraction voltages are higher for Wiley-

McLaren spectrometers compared to equivalent constant field spectrometers, so the
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condition in Equation 3.13 becomes valid at shorter values of d1. Thus, the Wiley-

McLaren spectrometer approaches v0z linearity faster than equivalent constant field

spectrometers. “TOF vs. v0z” plots are shown for equivalent spectrometers with total

lengths 15, 30, and 45mm in Figure 3.8 (constant field) and Figure 3.9 (single field

Wiley-McLaren). Notice the Wiley-McLaren spectrometer linear fits are significantly

better than those for the constant field spectrometer.

3.5.6 Electron Spectrometer : vz Resolution

Velocity resolution along the spectrometer axis is determined by the relative magni-

tudes of the turnaround time spread and the total timing error. Figure 3.10 shows

the comparison of the turnaround time spread for both constant field and single

field Wiley-McLaren spectrometers of varying lengths. Notice that the constant field

spectrometer always has a larger turnaround time spread than the Wiley-McLaren

spectrometer. This is because in the Wiley-McLaren spectrometer, larger extraction

fields are needed to force the same energy electrons onto the same sized detector, thus

the TOF spread is compressed more than in the case of the constant field spectrom-

eter.

The time resolution, and therefore vz resolution depends on how many ‘effective’

bins into which the electron TOF can be sorted. By ‘effective’ bins, we mean the

turnaround time divided by the total timing error of the spectrometer. As stated

above, this timing error depends on the electronics used, the timing error of the

detector, and the apparent timing error due to electrons being produced at different

locations within the ionizing volume. Figure 3.11 shows the number of ’effective’ TOF

bins for 2.0eV electrons for equivalent constant field and single field Wiley-McLaren
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Figure 3.8: Linearity of “TOF vs vz” for Constant Field electron spectrometers of
lengths d1=15, 30, and 45mm. Voltages were adjusted such that the maximum kinetic
energies of electrons that were detected with 4π solid angle acceptance was 2.0eV.



Chapter 3: Designing Coincidence Spectrometers 74

Figure 3.9: Linearity of “TOF vs. vz” for single field Wiley-McLaren electron spec-
trometers of lengths d1+d2=15, 30, and 45mm. d2 = 2d1. Voltages were adjusted such
that the maximum kinetic energies of electrons that were detected with 4π solid an-
gle acceptance was 2.0eV. Note the better linearity of the single field Wiley-McLaren
spectrometers compared to the constant field spectrometers shown in Figure 3.8.



Chapter 3: Designing Coincidence Spectrometers 75

Figure 3.10: Turnaround time spread for equivalent constant field and single field
Wiley-McLaren spectrometers of different lengths. Voltages were adjusted such that
the maximum kinetic energies of electrons that were detected with 4π solid angle
acceptance was 2.0eV.
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spectrometers of lengths between 15mm and 90mm, detector time resolution of 100ps,

and spatial time spread origination from electrons born ±100µm from the laser focus.

Timing errors due to electronics were neglected. Error in determination of t(v0z =

0) was also ignored. On an absolute basis, the shorter spectrometers have more

time bins in the z dimension and so also have better vz resolution. The single-field

Wiley-McLaren spectrometer is better than the constant field spectrometer at shorter

spectrometer lengths up to about 30mm, beyond which the situation is reversed. The

reason for this behaviour is that the constant field spectrometer always has the larger

turnaround time spread (as seen in Figure 3.10) but for short spectrometers the

timing uncertainty due to the spatial extent of the interaction region is larger and

thus determines vz resolution.

3.5.7 Electron Spectrometer Summary

There is no single perfect imaging electron spectrometer that covers all electron ener-

gies. In general, one should avoid making the spectrometer extremely short, to avoid

nonlinear TOF profiles; or extremely long, which degrades vz resolution by requiring

high electric fields to keep the electrons on the detector.

3.6 Designing an Imaging Mass Spectrometer

In addition to obtaining accurate ion velocities, the ion spectrometer must be able

to separate ions of differing charge to mass ratios. For the analysis presented here,

a mass spectrometer is said to have resolution of M if it is separated in time from

adjacent masses M + 1, and M − 1. For ions with kinetic energy release, this means
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Figure 3.11: Overall resolution comparison of equivalent constant field and single field
Wiley-McLaren spectrometers with varying lengths. The turnaround time spread
divided by the total timing error is the number of ‘bins’ into which the vz velocity
can be sorted. Detector time resolution = 100ps. Spatial time spread originating
from electrons ± 100µm from the laser focus. Errors due to the timing electronics
and determination of t0 were assumed to be negligible. Voltages were adjusted such
that the maximum kinetic energies of electrons that were detected with 4π solid angle
acceptance was 2.0eV.
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that ions of mass M−1 initially traveling away from the detector arrive before ions of

mass M initially traveling towards the detector, and ions of mass M initially traveling

away from the detector arrive before ions of mass M + 1 initially traveling towards

the detector.

Important objectives when designing an imaging mass spectrometer are the fol-

lowing:

• To minimize the effect of the spatial extent of the interaction region on ion

TOF.

• To ensure linearity of the TOF with v0z.

• To maximize v0z resolution by maximizing the ratio of the turnaround time

spread to the spectrometer timing error.

• To maximize radial hit position on the detector for greatest (vx, vy) resolution.

• To ensure 4π acceptance of ions taking into account the kinetic energy release

of the reaction under study and the molecular beam velocity.

• To ensure high transmission efficiency of ions.

• To maximize mass resolution.

The spectrometer chosen for this study was the two field Wiley-McLaren spec-

trometer shown in Figure 3.12. This spectrometer consists of an extraction region, an

acceleration region, and a field-free drift region each separated by conductive grids.

The electric fields are designed to be as homogeneous as possible. As with the single

field Wiley-McLaren spectrometer, by choosing the applied voltages appropriately,
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the spectrometer is space focussing, having the first derivative of the ion TOF with

respect to the ionization position along the z-axis equal to zero.

Figure 3.12: The two field Wiley-McLaren spectrometer, consisting of extraction
region, acceleration region, and field-free drift region.

3.6.1 Imaging Ion Spectrometer Simulations

Ion trajectories [x(t), y(t), z(t)] were simulated using the same initial parameters v0,

θ, and z0 as defined for the electron trajectories in the preceding section. In addition,

there are the initial parameters of molecular beam velocity, vb, and the molecular

beam velocity spread, ∆vb, oriented along the x-axis.

The following conditions were used in simulations described in this section:

1. The molecular beam velocity was taken to be 1800m/s ± 5%. These values

approximately correspond to a supersonic expansion of helium containing a
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low concentration of seed molecule though a 0.2mm nozzle from 300torr into

vacuum.

2. When detecting photoelectrons and photoions in coincidence, it is necessary to

first extract the electrons from the interaction region with a relatively weak

field. Once the electrons have left the interaction region a larger field is needed

to extract the considerably heavier ions. It was assumed that the electron

extraction field was 1000V/m. The ion extraction field was applied 80ns after

the ionization event.

3. The grids separating regions were assumed to be perfect grids: ie. the electric

field changed abruptly at the grid boundary and there was no field penetration

across the grid. Relaxation of this assumption is discussed in Section 3.6.9.

4. The trajectories were simulated only until the final grid. As with the electron

spectrometer, there is usually a gap between the final grid and the detector en-

closing a region with a relatively large electric field. This must not be overlooked

when designing the actual spectrometer electrodes.

5. When an ion with a certain energy, E, is said to fit on the detector, it is

meant that a spherical distribution of ions with energy E completely fits on

the detector. (ie. the spectrometer’s acceptance solid angle is 4π for ions with

energy E)

3.6.2 The Wiley-McLaren Spectrometer: Space Focussing

The Wiley-McLaren spectrometer is by definition space focussing. Ignoring the effect

of the extraction pulse delay, the TOF for an ion in the 2-stage Wiley-McLaren
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spectrometer is

TOF2WM =
−v0z +

√
v2

0z + 2a1(z0 + d1)

a1

+
−
√

v2
0z + 2a1(z0 + d1) +

√
v2

0z + 2a1(z0 + d1) + 2a2d2

a2

+
d3√

v2
0z + 2a1(z0 + d1) + 2a2d2

(3.14)

where a1 and a2 are the accelerations of the ions in the extraction and acceleration

regions respectively. The accelerations are a1 = qEext/m and a2 = qEacc/m, m being

the mass of the ion.

By setting the first derivative of the TOF with respect to z0 to zero and assuming

vz = 0, we arrive at the Wiley-McLaren constraint for space focussing:

a2 − a1√
a1(z0 + d1)

+
a1√

a1(z0 + d1) + a2d2

− a1a2d3

2(a1(z0 + d1) + a2d2)
3
2

= 0 (3.15)

As in the case for the single field Wiley-McLaren spectrometer, when the initial ion

kinetic energy is non-zero, the ability to space focus is slightly degraded. For a

given Wiley-McLaren spectrometer with lengths d1, d2, and d3, the Wiley-McLaren

condition is a single constraint that specifies the ratio between the applied fields Eext,

and Eacc. Our second constraint is to maximize the image size on the detector to

obtain maximal (vx, vy) resolution.

3.6.3 The Wiley-McLaren Spectrometer: The Extraction Re-

gion

The extraction field turns around ions that are initially travelling away from the

detector. Mass resolution can be improved by employing a high field in this region.

This is because the initial velocity distribution of the ions is compressed in time by
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the high field making the TOF through the spectrometer less dependent on the initial

velocity. However, this increase in mass resolution is offset by loss of resolution in vz,

and vx and vy: the former because of a decrease in the TOF spread; and the latter

because of an overall TOF decrease causing the image to be smaller on the detector.

Figure 3.13 shows the dependence of mass resolution and turnaround time spread vs.

Eext for a Wiley-McLaren spectrometer with dimensions d1=15mm, d2=10mm, and

d3=300mm. Space focussing time spread error for ions originating ± 100µm from the

origin is on the order of a few ps. Since this is negligible compared to the timing

error of the detector, the number of effective bins for vz is directly proportional to

the turnaround time spread of the ions.

Figure 3.13: Dependence of mass resolution and turnaround time spread on extraction
voltage Eext. Initial ion energies were 0.1eV. For simulation of turnaround times, m/z
= 40 was used. d1=15mm, d2=10mm, d3=300mm. Eacc was adjusted to fulfill the
Wiley-McLaren constraint.
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The mass resolution is not greatly affected by the length of the extraction region.

Figure 3.14 shows the mass resolution dependence on the extraction region length for

0.1eV ions using extraction fields of 10,000V/m and 15,000V/m.

Figure 3.14: Dependence of mass resolution on d1, the extraction region length, for
extraction fields 10000V/m and 15000V/m. d2=10mm, d3=300mm. Eacc was ad-
justed to fulfill the Wiley-McLaren constraint. The initial energies of the ions were
0.1eV.

3.6.4 The Wiley-McLaren Spectrometer: The Acceleration

Region

The purpose of the acceleration region is to give the ions an extra kick of energy

following the extraction region. This increases the distance between the centre of

interaction and the point where space focussing occurs in the field free drift region

(ie. where ions with equal vz but different z0 pass at the same TOF). This increase is
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desirable because better mass separation is possible with longer drift regions. If the

acceleration region was removed, the two field Wiley-McLaren spectrometer becomes

the single field Wiley-McLaren and space focussing occurs at twice the interaction

region flight length.

The length of the acceleration region is not critical for mass resolution as can be

seen in Figure 3.15, where mass resolution as a function of d2 is plotted. Usually this

region is chosen to be reasonably short to keep the overall length of the spectrom-

eter shorter. Although having little effect on the mass resolution, the length of the

acceleration region does affect the magnitude of the electric field in the acceleration

region. The magnitude of the acceleration field can improve or worsen the effect of

grid lensing, which destroys (vx, vy) resolution. This point will be discussed in detail

in Section 3.6.9.

3.6.5 The Wiley-McLaren Spectrometer: The Drift Region

As stated earlier, the mass resolution greatly depends on the length of the drift region.

This is shown in Figure 3.16 where mass resolution is plotted against length of the

drift tube. Mass resolution improvements can be made with longer flight tubes, but

cannot be made excessively long or else the average molecular beam velocity carries

the ions off the edge of the detector.

To alleviate the problems of the molecular beam carrying the ions off the detector,

the detector axis can be offset from the spectrometer axis in the direction of the

molecular beam. This can extend the high mass range of the ion spectrometer to

include ions that would otherwise miss the detector. Ramifications of displacing the

detector off axis are discussed in following sections.
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Figure 3.15: Dependence of mass resolution on d2, the acceleration region length,
for extraction fields 10000 V/m and 16667 V/m. d1=15mm, d3=300mm. Eacc was
adjusted to fulfill the Wiley-McLaren constraint. The initial energies of the ions were
0.1eV.

3.6.6 Ion TOF and Linearity

Inspection of Equation 3.14 reveals that the TOF is approximately linear with v0z if

the following condition is valid:

v2
0z � 2a1(z0 + d1) (3.16)

Similar to the electron spectrometer, this condition is equivalent to a comparison of

the initial ion energy in eV with the ion extraction voltage. If the initial energy of

the ion is much less than the extraction voltage, the condition of Equation 3.16 holds

true. We expect ion energies to be on the order of 1eV, while extraction voltages

are typically several 10’s or 100’s of volts. Thus, the TOF linearity condition is

easily fulfilled. The constant of proportionality between the ion TOF and v0z is the
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Figure 3.16: Mass resolution dependence on drift tube length, d3 for extraction fields
10000V/m and 16667V/m. d1=15mm, d2=10mm. Eacc was adjusted to fulfill the
Wiley-McLaren constraint. The initial energies of the ions were 0.1eV.

reciprocal of the acceleration in the extraction region 1/a1 = m/qEext.

If v0z and z0 are temporarily assumed to be zero, Equation 3.14 can be rearranged

to show that the TOF for a mass m, simplifies to

TOFm(v0z = 0, z0 = 0) = t0 = km
1
2 (3.17)

where k is a spectrometer constant. k can be calculated if the TOF is known for a

particular mass. Combining Equation 3.17 with the TOF linearity approximation,

we arrive at a much simplified expression for the ion TOF t:

t = km
1
2 − m

qEext

v0z

= m
1
2 (k − c) (3.18)

It is useful to parameterize the quantity c in terms of the initial ion kinetic energy E:

c =
v0z

√
m

qEext

=

√
2E

qEext

. (3.19)
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3.6.7 Mass Range Detection and Beam Velocity

Often, unit mass resolution is not necessary for a particular experiment (eg. if H atom

loss is not involved, or the sample is sufficiently isotopically pure). In this case, an ion

spectrometer is still successful in separating masses higher than the previously defined

mass resolution. Yet, due to the average molecular beam velocity, the maximum mass

that can be forced onto the detector is not infinite. The maximum mass with energy

E that can be measured by the spectrometer, mmax, is approximately

mmax ≈
1

v2
b

(xdet,max

k
−
√

2E
)2

(3.20)

where vb is the molecular beam velocity. xdet,max is the maximum extent of the

detector in the x dimension, which is the sum of the detector radius rdet and any

offset in the direction of the molecular beam xoffset:

xdet,max = rdet + xoffset (3.21)

If the term inside the brackets in Equation 3.20 is negative, no mass with kinetic

energy E can be fully imaged onto the detector using that particular set of electric

fields and spectrometer distances.

If the detector is offset from the spectrometer axis, there is also the possibility

that light ions with high kinetic energy release traveling back towards the molecular

beam source will not hit the detector. The minimum mass with energy E that can

be measured by the spectrometer mmin, is approximately

mmin ≈
1

v2
b

(xdet,max

k
+
√

2E
)2

. (3.22)

xdet,min is the minimum extent of the detector in the x dimension, which is

xdet,min = −rdet + xoffset. (3.23)
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3.6.8 Maximum Resolvable Mass

A useful quantity to estimate is the maximum mass M that is resolvable by the

spectrometer. This can be calculated by using Equation 3.18 to equate the TOFs for

M ions travelling away from the detector and M + 1 ions towards the detector, and

then solving for M . For ions with initial energy E, the maximum resolvable mass in

amu is

M ≤ (k − c)2

4kc
(3.24)

where k and c are defined previously.

If a mass m is greater than the maximum resolvable mass M , it is interesting

to know what are the closest masses to m that are resolved. These are referred to

as adjacent resolvable masses. The closest resolved more massive ion m+, and less

massive ion m− are

m+ ≥ m
(k + c)2

(k − c)2
(3.25)

m− ≤ m
(k − c)2

(k + c)2
. (3.26)

3.6.9 Non-Ideality of Spectrometer Grids

Unfortunately, due to the requirement that large fields are needed to accelerate ions

inside the spectrometer, the assumption of perfect grids becomes invalid. An aperture

behaves like an electrostatic lens when there are differing fields on either side of the

aperture. The field lines from the higher field region bulge through the aperture and

cause the aperture to act as either a positive or negative lens. Conductive grids act

as an array of these aperture lenses that can severely damage (x, y) imaging.

When the energy of the particle passing through the lens is much larger than the
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energy change caused by the lens, ie. when the grid deflection is small, the lens’ focal

length, f , of a particle passing from a region with field E1 to a region with field E2

can be approximated as[80][81]:

f =
4T

q(E2 − E1)
(3.27)

where T is the kinetic energy of the particle, and q is its charge. The maximum

deflection, θdefl, occurring when the particles pass close to the edge of the aperture

is approximately

θdefl =
a

2f
(3.28)

where a is the diameter of the aperture. Therefore, to reduce the angular deflection,

it is desirable to use very fine meshes with very small apertures. However, small aper-

ture meshes generally have low open areas with low transmission leading to low ion

detection efficiency. In coincidence experiments, high detection efficiency is critical to

obtaining high coincidence rates. Therefore, some compromise must be made between

blurred (x, y) resolution (caused by aperture lensing), and detection efficiency.

In the spectrometer, when positively charged ions pass through the first grid from

the lower field extraction region to the higher field acceleration region, they experience

a positive lensing effect. On passing through the second grid into the field free drift

region, they experience a negative lensing effect. The signs of the lensing effects from

the two grids are insignificant.

In this work, the effects of the two grid lenses were treated individually and the

blurring they introduce was assumed to be uncorrelated. The maximum spatial errors

at the detector caused by the first and second grids, ∆rg1 and ∆rg2, were taken to be

θdefl,1 × (d2 + d3) and θdefl,1 × d3 respectively. The total deflection, ∆rg was is then
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the square root of the sum of the squares of the individual errors:

∆rg =
√

(∆rg1)2 + (∆rg2)2 (3.29)

Deflections at the detector due to the two grids were calculated using a selection

of commercially available conductive meshes1. Meshes with 1500, 1000, 750, 500,

333, 200, and 117 lines/inch grids with transmissions 44, 50, 55, 60, 70, 78, 86%

respectively were chosen for investigation 2. The spectrometer lengths were varied

and the voltages were optimized using the Wiley-McLaren constraint at each set of

spectrometer distances. The results of these simulations are shown in Figure 3.17 (d1

varied), Figure 3.18 (d2 varied), and Figure 3.19 (d3 varied). Note for the same mesh

density, the grid between the extraction and acceleration regions deflects the particles

significantly more than the grid between the acceleration and drifts regions.

The lensing effect of both grids can be greatly reduced by increasing the length of

the acceleration region because the electric field differences across the grids decreases

dramatically. With smaller lensing effects, a sparser mesh can be used which increases

the detection efficiency of the ions.

3.6.10 Ion Y Resolution: Along the laser beam

In the y-dimension, along the laser axis, the size of the interaction region blurs the

image at the detector. The effect of the blurring can be minimized by expanding the

image as widely as possible onto the detector. This means reducing the extraction

1Mesh selection taken from InterNet Incorporated.
http://www.internetplastic.com/intromesh.html

2After these simulations were complete, we discovered another supplier of electroformed meshes
with significantly higher transmission (80, 40, 20, 8, 4 lines/mm with transmissions 47, 59, 79,
89, 91% respectively, distributed through GPTA, Berlin, Germany). These grids were used in our
spectrometer.
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Figure 3.17: Grid 1 (a) and Grid 2 (b) deflection effects at the detector for d2=10mm,
d3=300mm and varying dimensions of d1. Deflections for 1500, 1000, 750, 500, 333,
200, 117 lines/inch grids with transmissions 44, 50, 55, 60, 70, 78, 86% respectively
were calculated. Electric fields were calculated using the Wiley-McLaren constraint.
Note that deflections due to Grid 1 are many times greater than deflections due to
Grid 2.
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Figure 3.18: Grid 1 (a) and Grid 2 (b) deflection effects at the detector for d1=15mm,
d3=300mm and varying dimensions of d2. Deflections for 1500, 1000, 750, 500, 333,
200, 117 lines/inch grids with transmissions 44, 50, 55, 60, 70, 78, 86% respectively
were calculated. Electric fields were calculated using the Wiley-McLaren constraint.
Note that deflections due to Grid 1 are many times greater than deflections due to
Grid 2.
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Figure 3.19: Grid 1 (a) and Grid 2 (b) deflection effects at the detector for d1=15mm,
d2=300mm and varying dimensions of d3. Deflections for 1500, 1000, 750, 500, 333,
200, 117 lines/inch grids with transmissions 44, 50, 55, 60, 70, 78, 86% respectively
were calculated. Electric fields were calculated using the Wiley-McLaren constraint.
Note that deflections due to Grid 1 are many times greater than deflections due to
Grid 2.
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field of the spectrometer. Unfortunately, by reducing the extraction field, the ion

TOF increases, which can result in the ion of interest flying out of the view of the

detector because of the average molecular beam velocity. As discussed previously,

shifting the detector axis in the direction of the molecular beam can help mediate

this problem.

The width of the interaction region in the y-dimension can be narrowed by using

a small diameter molecular beam skimmer or aperturing the beam. Both of these

solutions reduce the signal intensity so they cannot be made arbitrarily small. Also,

care must be taken to avoid heating of the molecular beam due to scattering from

the apertures. The molecular beam skimmer or aperture should be placed as close as

possible to the laser focus to reduce the angular spread of the molecular beam.

3.6.11 Ion X Resolution: Along the molecular beam

In the x-dimension, resolution is degraded by the interaction region’s finite size and

the molecular beam velocity spread. The size in the x-dimension is only the width of

the laser focus (10’s of µm) so the primary problem is the molecular beam velocity

spread. The beam velocity spread can be reduced if a very short pulsed molecular

beam is used. Recent advances in pulsed valve construction have permitted sub-

10µs gas pulse production at kilohertz repetition rates These valves allow backing

pressures of >100 bar to be used with minimal pumping requirements [82]. High

backing pressure enables the production of very cold molecular beams with small

velocity spread. Also, the velocities within short gas pulses can temporally disperse

such that the laser pulse selects a subset of molecular beam velocities, thus reducing

the velocity spread blurring at the detector.
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3.6.12 Imaging Ion Spectrometer Summary

There is no perfect ion spectrometer for all ions and ion energies. One must have

an estimate of ions and energies that are expected. A compromise must be made

weighing the factors of mass resolution, minimum-maximum measurable masses, v0z

resolution, grid deflection, and ion detection efficiency.



Chapter 4

The NRC CIS Spectrometer

4.1 Introduction

In the preceding chapter, general spectrometer design issues were explored. This

chapter describes the specifications for the coincidence imaging spectrometer built

at the National Research Council’s Steacie Institute for Molecular Sciences Labs in

Ottawa. The first step in designing a spectrometer is to define the expected mass

and energy ranges for the ions and electrons to be measured. The dimensions of the

spectrometer must be chosen to measure these ions and electrons as precisely as pos-

sible. The time and position sensitive detectors are critical to the realization of the

spectrometer. The detectors chosen for this spectrometer are a considerable improve-

ment over previous ones because they are able to distinguish between real events and

events caused by scattered UV light. Numerical simulations used to ensure electric

field homogeneity for the designed electrodes are described here. Also explained are

the detailed specifics for the electron and ion spectrometers, and their design into a

unified instrument inside the vacuum chamber.

96
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4.2 Energy Ranges of Interest in Chemical Dy-

namics Experiments

For our chemical dynamics experiments, we have the ability to tune our pump and

probe lasers from the UV (∼200nm) throughout the visible range. Therefore, we have

some choice over the energies of photoelectrons that are generated. Usually, these are

chosen to lie in the range of /2eV.

For ions, we also expect to have energies /2eV. For the NO dimer photodissocia-

tion to NO(A) and NO(X) described in Chapter 7 using 208.8nm light, the maximum

kinetic energy release for the NO fragments is 0.4eV. Hydrogen atoms are best de-

tected using spectrometers designed for their detection, so the lowest mass fragment

that we wish to detect is likely M∼15 (CH3). The upper mass limit is somewhat

harder to predict. The highest mass atomic species is probably M∼127 (iodine).

Molecular species have the possibility of being much higher in mass.

4.3 Crossed Delay Line (XDL) Detectors

For our detectors, we chose the Crossed Delay Line (XDL) electron and ion detectors

purchased from Siegmund Scientific (now Sensor Sciences LLC, Pleasant Hill, CA)

[33]. These are schematically shown in Figure 4.1. Microchannel plates (MCPs) are

used to amplify single ions or electrons into easily detectable electrical signals. Our

plates are approximately 1mm thick and 46mm in diameter. They consist of an array

of micron-sized diameter glass channels oriented with their channel axes at a slight

angle to the surface normal of the disk. High voltage is placed across these channels.

Amplification occurs when a particle is accelerated into the wall of the channels,
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causing multiple electrons to be emitted. These secondary electrons are accelerated

down the channel by the increasing potential, striking the walls of the channels to

emit more electrons. This process is repeated many times until the electrons exit

the channel. Amplification factors of 103 to 107 are common for single MCP and

triple MCP stacks (Z-stacks) respectively. Since particles enter a single channel and

the electron avalanche at most spreads to a few neighbouring channels, the position

information of the incident particle is preserved from entrance to exit.

Figure 4.1: Schematic drawing of the Crossed Delay Line (XDL) detector. Modified
from [33].

The charge cloud from the MCP falls on a specially patterned multilayered anode.

The top and bottom layers are a set of conductive fingers that extend over the MCP

active area in either the x or y directions. A schematic of this finger arrangement is

shown in Figure 4.2. A photograph of the actual XDL anode is shown in Figure 4.3.

The top and bottom layers are separated by a three layer insulator-ground-insulator

sandwich patterned like the top layer of conductive fingers. The purpose of the ground

layer is to reduce cross talk between the x and y fingers and provide a ground plane

against which pulses hitting the top layer can propagate. The electron charge cloud

falling on the anode divides between the x and y fingers. Typically, the spreading

charge cloud from the back of the MCP covers 3 fingers in each dimension. One end
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of the x and y fingers connect to separate serpentine delay lines. Upon reaching the

serpentine delay line, the pulse resistively bifurcates to travel towards both ends of

the delay line. Each end of the delay line (2 for each direction, 4 in total) is wired

to a signal feedthrough. By measuring the time delay between the arrival of the

pulses on either end of the delay line, it is possible to measure the position along that

dimension. The second delay line allows the 2-dimensional hit position of the charge

cloud, and thus the original particle hit position on the MCP, to be determined. Since

the position measurement by these detectors requires only the timing measurement

of 4 electronic pulses per event, these detectors can easily measure at 100s of kHz[33].

By managing the detector voltages and electronics very carefully, this type of XDL

detector has been shown to have resolution better than 25µm. This is significantly

better than that of similar wire-wound detectors (∼ 200µm) [83]. The tuning of the

electronics associated with these XDL detectors is non-trivial and will be discussed

in Chapter 5.

The active area of our XDL detectors is 40.5mm in diameter. The lengths of the x

and y delay lines are approximately 20ns for both detectors. This delay line length is

important because it is shorter than the electron TOF. Previous experimental setups

revealed that scattered UV laser light impinging on the detectors can be a significant

source of spurious counts on the detectors. By having such short propagation times,

the signals from scattered light are completely off the anode by the time that the first

electrons arrive at the detector. Thus, it is possible to remove the interference from

the spurious events by gating with the data acquisition electronics.
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Figure 4.2: Schematic drawing of the XDL detector anode. The x and y fingers
are separated by insulators and a ground plane. Pulses from the electron charge
cloud from the MCP travel along the fingers to the serpentine delay line where they
bifurcate and travel to the ends of the delay line. The time difference between arrival
of the pulses indicates the hit location.

4.3.1 Ion Detector vs. Electron Detector

It is convenient to have one of the electrodes near the spectrometer interaction re-

gion to be held at earth ground. For a Wiley-McLaren spectrometer, the potential

differences required for mass separation and energy resolution of ions are typically in

the hundreds to a few kilovolts range. To make sure that the ions are accelerated all

the way to the detector, the front face of the MCP must be biased to negative high

voltage. At the MCP front face, the impacting ions cause the release of electrons that
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Figure 4.3: Photograph of an XDL anode.

must be accelerated towards the detector anode. By holding the ion detector anode

at ground, the anode delay lines can be directly coupled to their respective amplifiers.

The electron detector must be biased differently. The front face of the MCP

must be biased positively to a few hundred volts so that impinging electrons have a

high propensity for generating secondary electrons. These must be accelerated with

increasing positive voltage all the way to the anode. This means that positive high

voltage must be placed on the anode. Since amplifiers floating at high voltage are

not desirable, the anode delay lines must be decoupled using capacitors. In addition,

a layer of capacitors must be used to mimic an effective ground plane against which

the anode pulses propagate. The presence of the capacitors means that the pulses
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from the ion and electron detectors differ significantly in shape.

4.4 Spectrometer Simulation

4.4.1 Simulations with Simion

The first step in designing a coincidence imaging spectrometer is to decide on the

lengths of the spectrometer regions, and approximate shapes for the electrodes. For

our spectrometer design, we aimed for homogeneous electric fields (ie. planar equipo-

tential surfaces) to allow for simpler back-transformation of the TOF and image posi-

tions to initial velocities. Homogenous fields are always an approximation in the real

world because of fringing field effects near the edges of the electrodes. Edge effects can

never be entirely eliminated, but by carefully designing the shapes of the electrodes,

the fringe fields can be minimized to make the electric fields homogeneous over as

large an area as possible. The only way to test if an electric field is constant enough

to be considered homogeneous is to simulate particle trajectories numerically through

calculated electric fields. These simulations are critical to ensure that the spectrome-

ter preserves the information about the photoelectron and photoion velocities at the

interaction region via unique mappings to the detectors.

The ion and electron spectrometers were simulated using Simion 6.0 (Scientific

Instrument Services, Inc., Ringoes, NJ). Simion uses finite difference methods to solve

Poisson’s equation (∇2V = −4πρ) on a grid in the spectrometer volume exclusive of

the electrodes. Particles of certain charge, mass, and initial velocity vector were then

placed at desired locations in the spectrometer and their trajectories propagated

numerically until they hit an electrode or detector. By comparing the results of the
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numerically calculated trajectories with analytically determined trajectories assuming

homogeneous fields, it was possible to judge whether the chosen electrode designs were

within the detector resolution capabilities, which were taken to be 100ps temporally,

and 50µm spatially. Converging to the optimal electrode shape was an iterative, trial

and error procedure. The following design criteria were enforced on the simulated

spectrometer pieces:

1. Structural stiffness and robustness to be dimensionally stable.

2. Easy machinability to reasonable tolerances.

3. Sufficient distance between electrodes at high voltage to prevent arcing.

4. For parts to be attached together, allotting space for fasteners.

4.4.2 Electron Spectrometer Simulations & Design

As shown in Figure 3.11, shorter electron spectrometers generally have better vz res-

olution than longer ones. We chose the single-field Wiley-McLaren setup for our

electron spectrometer to eliminate the need for calibrating the z position of the in-

teraction region. The extraction and drift regions were chosen to be 8mm and 16mm

respectively. This was deemed to be a reasonable length for the extraction region

because we wanted to have a very open interaction region to prevent the proximity

of surfaces off of which the UV photons could create spurious photoelectrons.

Simulated electron trajectories for the final electron spectrometer design are shown

in Figure 4.4. The most problematic part of the design was in the region between the

electrode drift tube and the electron detector, due to the curved electric field lines

caused by the bumpiness of the electron MCP housing. The field in this region is
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high due to the large voltage needed to slam the electrons into the MCP to produce

secondary electrons. Since the TOF through this region is small, one might expect

that any deviations from non-homogeneous fields are negligible. This is true for

the electron TOF, as the differences between the analytical and numerical results

are on the order of picoseconds. However, the spatial deflections due to the non-

homogenous fields in this region are not negligible, with deflections on the millimetre

scale possible with improper electrode design. The final electrode design compensates

for the electron detector shape by introducing field distortions at the exit of the drift

tube to oppose the effect of the detector face irregularities. Due to the high electric

field difference across the grid at the exit of the drift tube, we required the use

of a 20 lines/mm grid to prevent severe grid lensing. The field difference between

the extraction region and drift tube is much less so we were able to use a higher

transmission 8 lines/mm grid for the extraction grid.

For a point source of electrons, we predicted that the electron spectrometer spatial

and temporal resolutions to be ∼100µm and 50ps respectively out to about 17mm

radius on the electron detector. Grid lensing was expected to degrade this resolution

by approximately a factor of 2. For electrode voltages chosen to expand a 1eV electron

image to 17mm radius on the detector, assuming a 25µm× 2mm× 25µm interaction

region, Equation 3.2 predicts ∆E/E of 1%, 10%, and 3% for 1eV electrons emitted

along the x (molecular beam), y (laser beam), and z axes respectively.

4.4.3 Ion Spectrometer Simulations & Design

To maintain symmetry about the interaction region, the ion detector extraction region

was also set to 8mm. The overall length of the ion spectrometer was constrained to
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Figure 4.4: Simion simulated trajectories for the electron spectrometer. The figure
shows a radial cut through the cylindrically symmetric spectrometer. The simulated
electrons were emitted in angles from 0 to 180◦ with 2eV of energy. Electrode voltages
were chosen to image the electrons over most of the detector face. The red lines show
equipotentials but are not equally spaced.

about 250mm by the size of the existing vacuum chamber that we planned to use.

To help reduce grid deflections, we chose an acceleration region length of 30mm and

a drift region length of 200mm. Longer lengths for both of these regions is desired

to lessen grid lensing effects and increase mass resolution. For ease of simulation, the

ion extraction plate was held at constant voltage and not pulsed as it is in the real

experiment.

Figure 4.5 shows simulated ion trajectories for the final ion spectrometer design.

Again the mounting hardware caused field inhomogeneity problems near the face of

the detector. Unfortunately, the field is so high in this region because the detector
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face sits at several kilovolts: the only solution was to put another grid in front of the

detector to create a flat equipotential surface. Another area of careful design was the

acceleration region. Small deflections felt in this region are magnified because they

occur early in the flight trajectory and trajectory deviations accumulate over a long

distance.

An einzel lens was incorporated into the setup for detector uniformity calibration

tests. Biasing the lens appropriately can spray ions throughout the drift tube creating

quasi-uniform illumination of the detector. A high density grid (20 lines/mm, 79%)

was required for the extraction grid, with all other grids showing acceptable trajectory

deviations using 8 lines/mm (89%) grids.

For a point source of ions, we predict that the ion spectrometer spatial and tem-

poral resolutions to be ∼ 100µm and 50ps respectively out to about 17mm radius on

the ion detector. Grid lensing is expected to degrade this resolution by approximately

a factor of 2. For electrode voltages chosen to expand 0.78eV, M=127 (iodine) ions

image to 17mm radius on the detector, assuming a 25µm× 2mm× 25µm interaction

region, and beam velocity of 1500 ± 5%, the predicted energy resolution ∆E/E is

3%, 15%, and <1% for 0.78eV ions emitted along the x (molecular beam), y (laser

beam), and z axes respectively. Without any detector offset, this spectrometer has

the capability to measure 1eV ions up to M=500. A 15mm offset extends the mass

range to M∼2600 while also improving the radial resolution of lower mass ions by

allowing expansion over greater area of the detector.
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Figure 4.5: Simion simulated trajectories for the ion spectrometer. The figure shows
a radial cut through the cylindrically symmetric spectrometer. The simulated ions
had mass 100 and were emitted in angles from 0 to 180◦ with 2eV of energy. Electrode
voltages were chosen to meet the Wiley-McLaren space-focussing condition. The red
lines show equipotentials but are not equally spaced.
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4.4.4 Analytical Simulations

By ensuring the electric fields were homogeneous using Simion, all further simulations

can be performed analytically, requiring only knowledge of the lengths of the spec-

trometer regions and the electrode voltages. The spectrometer lengths and voltage

designations for our spectrometer are shown in Figure 4.6. In addition to these pa-

rameters, the magnitude and arrival time at the interaction region of the high voltage

ion extraction pulse must be known.

4.5 Design Specifications

4.5.1 Materials

To avoid large signals due to ionization of background gases, it is necessary to work

in ultrahigh vacuum chambers with base pressures of ∼ 10−9 torr. This means that

materials containing compounds with high vapour pressures, such as volatile organics,

sulfur, and zinc, must be avoided. Additionally, since small magnetic fields can cause

electrons trajectories to deflect, strongly magnetic materials cannot be used. Most

metallic alloys contain nickel and/or zinc, so they must be carefully screened before

being used. The primary materials used in our spectrometer are listed in Appendix

A. An additional helpful resource for determining vacuum compatible materials is

the NASA online space materials database 1.

1http://outgassing.nasa.gov/
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Figure 4.6: Schematic of the CIS spectrometer. Dimensions indicated are in mm.
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4.5.2 Magnetic Shielding

Magnetic shielding is needed to prevent the earth’s magnetic field from influencing

the electron trajectories to a large extent. The design of such shields using so-called

µ-metal, an alloy with very high magnetic permeability, is well documented in the

literature [84, 85, 86]. Ideally, to eliminate magnetic fields, it is desirable to completely

enclose the apparatus with multi-layered µ-metal shields. However, due to space

constraints and the need for holes in the shield for electrical feedthroughs, laser and

molecular beam access, the magnetic shield used here was designed as a cylindrical

shell with open ends. Extension tubes were added around the holes for the molecular

and laser beams to reduce penetration of external fields into the shielded region.

Our magnetic shield is made from 0.76mm thick µ-metal (Co-netic AA, Magnetic

Shield Corporation, Bensenville, IL). It is 160mm in diameter and approximately

500mm in length. For the earth’s magnetic field in Ottawa, ON, Canada (0.523 gauss

vertical, 0.177 gauss horizontal), the shielding factors are 375 for the transverse field,

and 217 for the longitudinal field, at the interaction region. These shielding factors

are assumed to be constant over the entire electron flight distance of ∼6cm. The

longitudinal shielding factor includes the effect of field penetration from the ends of

the magnetic shield. Outside of the magnetic shield, 1eV electrons have cyclotron

radii of 19cm in the vertical plane and 6.4cm in the horizontal plane. Inside the

magnetic shield, these radii increase to 71m and 14m respectively. Since our electron

flight distances are at most a few centimetres, the residual magnetic field inside the

magnetic shield is negligible.
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4.5.3 General Spectrometer Design

Our desire to use an existing vacuum chamber imposed many constraints on our

spectrometer design. The chamber is roughly cubic but half of the usable space

is filled with a cylindrical structure holding a molecular beam skimmer and UHV

gate valve. The magnetic shield defines a volume in which the spectrometer column

resides and is differentially pumped by two 400L/s magnetically levitated turbo pumps

(Seiko-Seiki). A third 400L/s turbo pump pumps the main chamber where most of

the gas load is dumped.

The spectrometer electrodes were mainly made out of aluminum to negate any

possibility of magnetism. Aluminum has an insulating oxide layer that can cause

problems with field homogeneity. To eliminate this problem, the aluminum electrodes

were plated with 5µm of copper followed by 0.25µm of gold (Electroloh Plating,

Dorval, QC). The electrodes were mounted on PEEK rods and separated by ceramic

spacers. The cylindrical ceramic spacers were coated on their exterior surface with

a thin layer of vapour deposited germanium. The Ge layer serves two purposes: it

drops the voltage uniformly along the length of the spacer; and it eliminates charge

buildup on the surface of the spacers. The ends of the spacers were carefully painted

with colloidal graphite (Aerodag G, Acheson Chemicals, Port Huron, MI) to ensure

good contact with the adjacent electrodes. The thickness of the germanium layer

should be carefully controlled if large voltages are to be applied across the plates

that the spacers separate because of the possibility of high current flows through the

germanium layer. High currents cause the germanium coated spacers to heat slightly,

which in turn reduces their resistance and causes even more current to be drawn.

Due to the size and fragility of the spectrometer grids, they were designed to be
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mounted on small rings for easy replacement in case of breakage. The mounting rings

were machined from beryllium copper (BeCu) for rigidity and also to have a thermal

expansion coefficient almost exactly the same as the copper grids. Previous experience

revealed temperature cycling sometimes fractured the grid if different materials were

used for the mounting rings. A special jig was designed for mounting the grids. Briefly,

the grid was placed over the grid mounting ring. A metal lip pressing down on a soft

neoprene o-ring was used to push the grid onto the mounting ring and tension the

grid to smooth out wrinkles along its surface. A mixture of Aerodag G and methanol

was painted around the edge to fix the grid to the mounting ring. Following trimming

of the excess grid material, the grids were inspected by microscope for defects and

flatness. The grid flatness was measured to be < 10µm. The copper grids were

evaporatively coated with a thin (∼100nm) layer of gold to prevent oxidation.

The mounting of the ion detector to the spectrometer stack was designed so that

the ion detector could be placed at an offset relative to the spectrometer axis in an

attempt to compensate for the molecular beam velocity. Initial assembly placed the

detector with a 15mm offset.

To reduce the spatial spread of the molecular beam at the interaction region,

we installed a vertically oriented piezoelectrically driven slit at the entrance to the

spectrometer region. The slit (PZS-3V, PiezoSystemJena, Jena, Germany) opens

from 0 to 1.5mm. For experiments where high signal levels are required the slit can

be fully opened, whereas high resolution experiments can be carried out with the slits

almost closed. Use of the slit can improve the y resolution to better than that of the

x resolution.

The input laser window was chosen to be a 2mm thick magnesium fluoride window
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with the birefringent axis cut at 0◦ to the window normal. Magnesium fluoride allows

transmission to <200nm with high resistance to colour-centre formation. The input

laser window was mounted at 0◦ incidence to reduce any rotation of the polarization

due to the angular error of the crystal alignment or cut. A set of optical baffles

coated with Aerodag G were placed along the laser axis to reject non-collimated laser

light traveling in a similar direction to the laser beam that might cause spurious

photoelectrons to be produced. The 1/4′′ thickness fused silica laser output window

was mounted at 45◦ to route reflections into a beam dump.

Stainless steel was used sparingly in parts requiring higher strength or in locations

where any residual magnetism would not affect the electron trajectories. Prior to as-

sembly into the vacuum chamber, all pieces were demagnetized with a demagnetizing

coil to remove any residual magnetism. The support structures for the spectrometer

were constructed from aluminum and stainless steel and designed for maximal gas

throughput to maintain adequate vacuum pumping throughout the chamber.

4.5.4 Electrical Connections

The electrical connectivity of the spectrometer is schematically shown in Figure 4.7.

The spectrometer and ion detector wiring were fed upwards through a 8” CF tee,

while the electron detector wiring was dropped downwards through a 6” CF tee.

Each detector requires five coaxial outputs, four for the delay line anode, and one for

the MCP pick-off. The delay line and MCP connections were made using high band-

width, vacuum compatible SMA connectors and PFA-insulated silver plated copper

(SPC) coaxial cabling with dimensions similar to RG-174. The cables were connected

through double-ended SMA connectors to atmosphere. High voltage for the MCPs
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was supplied using high voltage cabling (600 Series connectors, type ‘L’ cabling, Tele-

dyne Reynolds, CA) feeding through single-ended SHV connectors to atmosphere.

Shielded cabling (Astrolabe boaflex-V, Warren, NJ) for biasing the spectrometer

electrodes was attached using copper brackets and connected to atmosphere using

SHV feedthroughs. The high voltage pulse was introduced into the vacuum chamber

through a double-ended SMA feedthrough connecting via 75Ω coaxial cable (Astro-

labe boaflex-V) to the ion extraction plate. Due to the fast risetime of the high

voltage pulse used to extract the ions, a circuit of compensation capacitors had to

be constructed. The capacitors serve two functions: to tune the load that the pulse

generator drives; and to maintain a quasi-continuous shield for pulse transmission.

The tuning capacitor was chosen to be 22pF (2.5kV, Voltronics 25-220-J-2500-S) and

the transmission capacitors were chosen to be 1500pF (500V, Voltronics 25-152-J-

500-S) and 430pF (2.5kV, TPL Microelectronics MPH1C431JPXBB). All capacitors

were non-magnetic, vacuum compatible ceramic chip capacitors. The values of the

compensation capacitors were chosen to obtain the best possible approximation to a

square pulse (i.e. minimal ringing) measured using a high voltage oscilloscope probe

(Tektronix 5100) at the ion extraction electrode with the high voltage pulser (HVC-

1000, GPTA, Berlin, Germany). A note of caution regarding the pulser: the HV

output of this pulser produces noise at semi-random times when the power is on,

but pulsing is disabled. When not in use, the pulser should be powered off to avoid

spurious signal pickup. Care should be taken to shield and properly ground the volt-

age supplies biasing the electrodes as relatively small voltage fluctuations can cause

significant degradation in the spectrometer resolution.

Several tin-plated, braided copper straps connect the ion detector baseplate to the
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Figure 4.7: Spectrometer wiring diagram. Resistor values are given in ohms. *MCP
resistances change slowly over time; the labels indicate resistance at time of con-
struction. Capacitor values and their recommended maximum working voltages are
specified. Normally, Vi,drift, Vi,einzel, and Vi,acc are supplied from the same high volt-
age power supply and are thus equal. Vi,extr is provided from a high voltage pulse
generator that pulses relative to ground.
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vacuum chamber ensuring a high quality ground plane for the detector. The electron

detector baseplate is grounded through the spectrometer support assembly to the

vacuum chamber.

Four halogen bake-out lamps were installed to heat the vacuum chamber internally.

Elevating the chamber greatly reduces the time required to reach base pressure. Each

lamp required a pair of electrical feedthroughs. Heating tape was wrapped externally

around the upper and lower vacuum chamber tees leading to the spectrometer turbo

pumps. The temperature at various locations within the vacuum chamber: the o-ring

seal at laser window; the piezoslit (max. temperature 120◦C); and the front chamber

wall were monitored using type K (chromel/alumel) thermocouples. These were wired

to atmosphere using type K thermocouple feedthroughs. The magnetic properties

of commonly available and affordable thermocouples precluded their use inside the

magnetic shield. Thus, we used resistive temperature devices (RTDs) affixed to the

backs of the detectors to monitor their temperature during bake-out. They each

require a pair of electrical vacuum feedthroughs. The maximum temperature of the

detectors was specified to be 100◦C. Variac settings of 35VAC on the halogen lamps,

and 50VAC on the heating tapes resulted in the following temperatures: electron

detector, 107◦C; ion detector, 93◦C; piezoslit, 91◦C; laser window, 55◦C; front vacuum

chamber wall, 47◦C. After baking, the base pressure was measured to be 3.0×10−9

torr in the main chamber, and 7.4×10−9 and 5.4×10−9 torr in the ion and electron

cabling regions respectively.
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4.5.5 Spectrometer Drawings

A cross-sectional slice along the laser propagation direction through the spectrometer

is shown in Figure 4.8. Cross-sectional slices through the complete vacuum chamber

and spectrometer along the laser and molecular beam propagation directions are

shown in Figures 4.9 and 4.10 respectively.
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Figure 4.8: Cross-sectional slice along the laser propagation direction through the
spectrometer.
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Figure 4.9: Cross-sectional slice of the vacuum chamber and spectrometer along the
laser propagation direction.
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Figure 4.10: Cross-sectional slice of the vacuum chamber and spectrometer along the
molecular beam propagation direction.



Chapter 5

CIS Data Acquisition Electronics

and Tuning

5.1 Introduction

This chapter describes the Coincidence Imaging Spectroscopy data acquisition system.

The system design, calibration, and tuning is explained. In particular, the XDL

detectors were quite laborious to tune to achieve optimal timing and spatial resolution,

and are thus deserving of some discussion.

The velocity and mass measurements require us to measure the electron hit po-

sition (ePos), TOF (eTOF); and the ion hit position (iPos), and TOF (iTOF). In

addition, to allow us to discriminate whether we detect multiple particles simultane-

ously on the detector, we measure the charge deposited on both detectors (eQ and

iQ). We must also measure the number of different mass ions that hit the ion de-

tector (iCount) to check if there is ambiguity to which ion a coincidently detected

electron belongs. We must ensure that all of these pieces of information are measured

121
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and stored before the next laser shot arrives to prevent scrambling of the coincidence

data. Also, the data acquisition system must be cleared and readied for subsequent

data events prior to each laser shot. In addition to the electronics hardware, a brief

description of the computer data acquisition software is presented.

5.2 XDL Detector Tuning

5.2.1 Detector High Voltage Supply

Appropriate voltages are necessary to achieve good spatial resolution from the XDL

detectors. The electric field between the back of the MCP and the anode determines

how much the electron cloud spreads before it hits the anode. Sufficient cloud spread-

ing is required to cover multiple charge collection fingers. Temporal merging of the

pulses as they enter the delay line effectively interpolates between the charge collection

fingers to enable resolution much finer than the finger spacing. A single high voltage

supply and in-vacuum dividing resistors fix the relative voltages within the detec-

tor. The high voltage for the ion detector was set at the manufacturer recommended

4.2kV. We added a 39MΩ resistor to ground on the front of the electron detector

MCP to achieve proper spectrometer biasing while correspondingly raising the elec-

tron detector voltage to 4.8kV. The addition of the resistor changed the voltage ratio

between the back of the MCP and the anode, but spatial resolution tests before and

after the resistor change did not show significant differences. Both detector voltages

should be kept the same to have consistency between measurements. The tempera-

ture of the detectors should also be kept constant except during bakeout. As shown

in Figure 4.7, the voltages within the detectors are defined by the MCP resistances
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and the MΩ biasing resistors. While the resistors have relatively small temperature

coefficients, the MCP channels are semiconductive, with resistance falling as the tem-

perature is increased. Thus, temperature changes cause large changes in the detector

gain.

5.2.2 Detector Signals

The electron and ion detectors have a total of 5 outputs each: a pair for each of the

dimensions connected to the ends of the delay lines, and one for the MCP pick-off.

The pulses from the anode are negative-going because their origin is from electrons.

The 4 anode lines are connected to a pair of dual channel, polarity preserving, high

frequency (∼1GHz) AC amplifiers (Sensor Sciences LLC, Pleasant Hill, CA) capable

of driving 50Ω loads. A typical output pulse from one of these channels is shown

in Figure 5.1. The dip at ∼40ns is due a reflection of the pulse traveling the other

direction along the delay line when it exits the anode. The position of the reflection

relative to the primary peak (at 22ns) varies depending on the hit location on the

anode.

The MCP pick-off pulses are positive-going pulses because they arise from elec-

trons leaving the back of the MCP. The electron and ion MCP pulses are fed into

inverting high frequency amplifiers (Sensor Sciences LLC TLA-101, and Phillips 6955-

SD-20 respectively). A typical MCP signal from the electron detector is shown in

Figure 5.2.
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Figure 5.1: A typical anode delay line pulse from the electron detector following the
amplifier. The voltage supplied to the detector is 4.8kV. The dip at ∼40ns is due to a
reflection of the pulse traveling the other direction along the delay line when it exits
the anode.

5.2.3 Constant Fraction Discrimination

Our detector spatial resolution and TOF resolution rely on accurately transforming

the analog pulses from the anode and MCP pick-off into digital signals that preserve

the timing of the original pulse. For our pulses, there is significant pulse height

variation due to MCP pulse height variability. Using a level triggering discriminator

is disadvantageous in this situation because the output timing will vary with pulse

height as well as real timing change. Constant Fraction (CF) discrimination is an

attempt to eliminate this amplitude jitter problem.

In CF discrimination, the analog input pulse is divided into two, not necessarily

equal parts. One part is delayed in time using cabling. Both the prompt and delayed
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Figure 5.2: A typical MCP pick-off pulse from the electron detector following ampli-
fication. The voltage supplied to the detector is 4.8kV. The dip at ∼58ns is due to a
reflection from the amplifier input.

pulses are input into a fast comparator. The Constant Fraction Discriminator (CFD)

output is triggered when the comparator output switches state (i.e. when the two

comparator inputs are equal). The time independence of the crossing point is easily

seen in Figure 5.3 for identically timed pulses that only vary in amplitude.

Electronic implementation of the CFD usually yields four user-adjustable param-

eters: the delay between the two pulse replicas; the relative amplitudes, or fraction

(F), of the prompt and delayed pulses; the walk setting (Z) that biases the comparator

inputs slightly to prevent output oscillation; and the threshold setting (T) which sets

the minimum measurable pulse height. The tuning of these four parameters is far

from trivial and is critical to obtain good timing and position resolution from XDL

detectors. Appendix B describes the tuning of these CFD parameters in detail. It
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Figure 5.3: Timing independence for different amplitude pulses of the crossing point
between a pulse which has been split in two with one part delayed by a constant
amount.

should be stressed that CFDs are designed to compensate only for amplitude vari-

ation in analog signals; changes in the shapes of the pulses with amplitude are not

explicitly accounted for. Although designed to be as shape invariant as possible, the

pulses from our detector still show some variation in pulse shape across the detec-

tor. To compensate as best as possible, the CFD parameters were tweaked to try to

minimize both shape and amplitude timing jitter.

5.2.4 Time to Digital Conversion

We had two types of Time to Digital Converter (TDC) instruments at our disposal

for measuring time differences between the arrival of two pulses: a pair of dual chan-

nel Double Sampled Time to Digital Converters (DSTDC) (Sensor Sciences LLC,

Pleasant Hill, CA); and a 16 channel Phillips 7187 TDC (Phillips Scientific, Mahwah,

NJ).
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The Sensor Sciences DSTDC’s are actually modules with combined CFD and TDC

functions. They were designed specifically for collecting high resolution images using

XDL detectors at high data rates. As such, certain modifications had to be made

to the modules to suit our goal of detecting events one by one at regular intervals

at the relatively low data rate of 1kHz, the repetition rate of our laser. Notably,

this required bypassing the multiple event buffering capabilities of the modules and

modifying their hardware handshaking behaviour. A disadvantage of these DSTDC’s

is that since both CFD and TDC functions are combined into a single module there

is no intermediate feedback to indicate when the CFD’s are tuned appropriately. In

spite of their drawbacks, the DSTDCs are very precise, digitizing at 14-bits over

approximately 55ns to yield bins with about 3ps width. Additionally, a dither circuit

eliminates the effects of differential non-linearity (DNL)[33], a problem where different

TDC bins have different effective widths, resulting in reduced timing precision.

The Phillips TDC module requires the use of separate CFD modules. For our

implementation we used the Quad Tennelec 454 CFD modules. As stated above, the

separation of CFD from TDC allows for simpler CFD tuning. The main drawback

of this system is the susceptibility of the Phillips TDC to crosstalk between different

channels, generally poorer resolution (25ps bins), and more severe DNL and inte-

gral non-linearity (INL). INL is the deviation form linear time to digital conversion

resulting in reduced accuracy of the timing measurements.

5.2.5 Detector Timing Resolution

We tested many schemes for measuring the electron TOF (eTOF) and position (ePos)

with the goal of pushing the limits of XDL detector timing and spatial resolution:
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two will be described here. For testing both methods, we used the higher resolution

DSTDC’s. One method was to use a discriminated, laser-triggered photodiode signal

and the MCP pick-off as the Start and Stop respectively to directly measure eTOF.

The photodiode was set to monitor our 800nm amplifier pulse which has amplitude

stability of < 1%. Thus, a simple level discriminator was used (Phillips Scientific

6904). Alone, the eTOF resolution obtained by this method is limited by the average

transit time of a pulse across the back of the MCP, which is about 200ps for our 40mm

diameter MCPs. We thought we could improve on this resolution by correlating the

eTOF measurement with the hit position on the detector. The position measurement

was accomplished by wiring one of the ends of the anode delay line for each dimension

to the Starts of the DSTDC, and running the other ends through cable delays before

connecting them to the Stops. The extra cabling ensured that the Starts always

arrived before the Stops. The positions were read directly from the TDC. This setup

is shown in Scheme 5.1A.

The other method again used the laser photodiode signal as the Start but the ends

of the delay line anode as the Stops for the DSTDCs. Four times were measured, two

from each end of the x and y anode delay lines: tx1, tx2, ty1, and ty2. Measured this

way eTOF can be calculated as

te,TOF =
1

2
tx,sum −

1

2
tx,delay − tx,finger(x, y) (5.1)

tx,sum = tx1 + tx2

where tx,delay is the length of the x delay line, and tx,finger(x, y) is the x, y-position

dependent transit time along the x direction charge collection fingers. A similar

redundant expression exists using ty,sum. The (x, y) position of a particular event is

calculated by taking the difference between the times from the ends of the anode. We
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postulated that tx,finger(x, y) would be a simple function that just increased linearly

with increasing y. This measurement setup is shown in Scheme 5.1B.

Scheme 5.1: Test TDC measurement schemes for ePos, and eTOF.

Using either of these two methods for measuring eTOF and ePos, we hoped to get

below the 200ps timing resolution limit by applying a position dependent correction

to the eTOF. To test this hypothesis, we used 300nm laser pulses of ∼1ps duration

to create events on the electron detector face. The spread in the arrival times of the

photons at the detector face was negligible relative to electronic timing capabilities

and was ignored. In addition to the timing information of the events, we also used a

gated analog-to-digital converter (ADC, LeCroy 2249A) to measure the pulse heights

of the electron clouds hitting the anode. For each setup, we adjusted the threshold

and walk settings to achieve optimal timing characteristics. We collected around 106

events for each experiment. The detector images were cropped to eliminate large

distortions near the edges. A pinhole mask with 10µm holes on a 1mm spacing was
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placed on the face of the detector to verify the detector spatial resolution.

A histogram of the time sum of the x anode lines (tx,sum) for Scheme 5.1B shows

that it is a peak with FWHM ≈400ps (see Figure 5.4). Half of this peak width (200ps)

is the approximate transit time across the detector anode. Images correlated with

values of tx,sum are shown in Figure 5.5. Although we hoped to see horizontal stripes

confirming simple linear dependence of tx,finger(x, y) on y, we did not. Similarly, we

did not see any vertical stripes when plotting images correlated with values of ty,sum.

In reality, the images from small tx,sum seemed to be concentrated near the center of

the detector and spread towards the edges with increasing tx,sum. Charge distribution

measurements correlated with tx,sum values were approximately invariant with charge,

indicating proper adjustment of the CFDs. Thus, we concluded that sub-200ps timing

resolution was not possible using Scheme 5.1B for measuring eTOF.

Experiments using Scheme 5.1A also attempted to find a TOF-position correlation

by looking at images sliced by the MCP pick-off timing. This also proved fruitless in

obtaining improved timing resolution. These and other frustrations eventually led us

to conclude that these XDL detectors are not capable of sub-200ps timing resolution.

There are several explanations why better timing resolution might not be possible:

dispersion along the XDL anode; non-uniform MCP pulse shape; and/or improper

termination of the charge collection fingers.

Dispersion caused by non-uniform propagation speed for different frequency com-

ponents of a pulse tends to lengthen short signal pulses as they travel. This manifests

itself as a changing pulse shape as the signal propagates, thus hampering the CFD

technique. Dispersion affects tx,sum and ty,sum in an additive manner whereas it sub-

tracts when calculating the anode hit positions. Evidence of this is seen in different
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Figure 5.4: Histogram of the time sums for the x axis delay lines using the data
acquisition setup shown in Scheme 5.1B.. The FWHM is ∼400ps, twice the transit
time for a pulse across the 40mm anode charge collection fingers.

spatial resolution across the face of the detector: resolution at the centre of the detec-

tor, where dispersion would be expected to perfectly cancel, is typically better than

near the edges, where differences in dispersion between the different ends of the delay

lines is greatest.

Non-uniform MCP pulse shape is another possible limiting factor for timing res-

olution. Average MCP gain can vary quite substantially over the detector face with

factors of >2 easily seen even in high quality imaging plates. Also, due to the nature

of the electron amplification process, gain variations over small areas of the detector

can vary by ∼70% for our MCPs. These gain variations do not vary purely the am-

plitude of the pulse, they also affect the pulse shapes, which is detrimental to the CF
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Figure 5.5: Images correlated with values of tx,sum. The numbers label the start bin
of tx,sum.
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discrimination technique.

Another reason why improved timing resolution might not be possible is that

the anode charge collection fingers are open circuit at the end not connected to the

delay line. This means that there can be reflections off the open ends that causes finer

timing resolution to be lost. This problem might be circumvented by using serpentine

delay line anodes that extend over the active area of the detector, thus eliminating

the need for the charge collection fingers; or by using helical anodes[83]. However,

dispersion effects might prevail with these lengthier anodes.

An additional problem can be caused by dispersion near the edges of the detector.

When the signals traveling along the charge collection fingers reach the delay line,

they bifurcate resistively towards the ends of the delay line. Thus, when the anode

hit is towards one side, the larger portion of the pulse goes towards the end that is

closer while the smaller portion traverses the longer distance to the other end. In

our detectors, as the pulses exit the anode into the coaxial cabling, an impedance

mismatch causes a reflection to be sent back along the delay line. Near the edge

of the detector, the reflection of the larger portion of the pulse immediately follows

the non-reflected smaller pulse towards the other end of the detector. Dispersion can

cause elements of the reflected large pulse to catch up with the non-reflected small

pulse and distort the trailing edge of the timing pulse. CF discrimination relies on

the shape of both the leading and trailing edges of the pulses. Distortion of the pulse

shape is the reason for the waviness of the pinhole mask images near the edge of the

detector. The outer millimetre or two of any detector image should be cropped to

avoid these distortions.
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5.2.6 Measuring ion TOF and electron TOF and position

Resigning ourselves to the fact that we could not obtain better than 200ps timing

resolution, we settled on using our two DSTDC modules with their finer resolution for

the electron and ion position measurements. The electron TOF was then measured

with the Tennelec/Phillips CFD-TDC combination, which easily has 200ps timing

resolution. This setup is shown in Scheme 5.2. Measurement with this setup using

laser triggering indicated that the electron detector timing resolution of this setup

was ∼180ps.

Scheme 5.2: Setup for measuring the electron and ion positions, and electron TOF.



Chapter 5: Data Acquisition Electronics 135

5.2.7 Detector Position CFD Tuning

The preceding timing resolution tests required tuning of the CFD settings for each of

the different setups. Only CFD settings for the final setup shown in Scheme 5.2 will

be described here. The DSTDC modules have their delays and fractions hardwired

onto their printed circuit boards. These were left intact. The remaining parameters

to adjust were the 4 walk settings (1 for each anode input) and 2 threshold settings

(1 for each anode dimension) for each detector.

All threshold levels were set at -300mV at the front test point for both electron

and ion detectors. The actual voltage at the comparator is about 10× less than the

front test point plus 10mV. The threshold is usually implemented to cut out low pulse

height pulses caused by MCP dark counts. Dark count rates are typically <1 count

cm−2 s−1. For our CIS experiments, the real events are correlated with the laser

so the probability of spurious counts from dark counts is negligible. Therefore, the

threshold setting has only to keep out noise along the anode delay lines.

The zero point of the walk adjustments (the walk voltage where the zero crossing

comparator inputs are equal) were measured directly by opening the modules and

placing a fast oscilloscope probe (Tektronix 6243) on the output of the zero crossing

comparator. The voltage at the front panel test point is about 1000× the actual walk

voltage. The front panel zero crossing points are given in Table 5.1.

Table 5.1: Front panel zero points of the DSTDC walk adjustments
Channel Ion Detector (V) Electron Detector (V)
XStart -2.31 -1.93
XStop -2.05 -1.88
YStart -2.18 -1.97
YStop -1.96 -1.86
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Starting from the walk zero points +0.5V and −0.5V, the walk adjustments were

varied while recording images from the detector. To ensure accurate pulse shapes and

height distributions, the detectors were illuminated with ions and electrons created

from an ion gauge biased to accelerate the particles towards their respective detectors.

A pinhole mask with 10µm holes located on a 1mm grid was placed on the detector

face. A typical image of the pinhole mask is shown in Figure 5.6. The delay lines are

not the same length for each detector dimension. x-y scaling factors of 1.185:1 and

1.290:1 were applied to the electron and ion detector images respectively to restore

the images back to a square grid. For both detectors, each scaled pixel corresponds

to ∼7.9µm. The final walk settings were determined by minimizing the peak widths

of the masked holes at 5 selected locations across the detector. Since the mask hole

diameter is below the resolution limit of the detector, the measured peak width of the

holes is approximately the detector spatial resolution. An example of the peak cross-

section analysis output used to determine the detector resolution is shown in Figure

5.7. The final walk settings for both detectors are given in Table 5.2. Using these

settings, the detector spatial resolution averaged over 5 locations on the MCP face

was 58µm(x) and 52µm(y) for the ion detector, and 77µm(x) and 82µm(y) for the

electron detector. The electron detector resolution is worse because biasing restraints

force its anode to float at high voltage rather than being held at ground. This is

mitigated by the presence of decoupling capacitors but even if the effective ground

plane wobbles by a couple of millivolts, the timing of pulses, and thus the derived

positions, can be affected significantly.

The pinhole mask was electroformed from a high precision lithographically pro-

duced mould. Thus, the spacing and location of the holes in the mask are quite
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accurate. Yet the positions of the holes in the detector images do not form a perfect

grid as indicated by the slightly wavy lines of holes in Figure 5.6. This is due to

detector and/or electronics INL. A transformation can be applied to spatially correct

the wavy mask image back into a perfect grid. Thus, the cumulative effects of INL

can be corrected to achieve high accuracy images with correspondingly high resolu-

tion. For this purpose, high signal-to-noise images of the pinhole mask were collected

for both detectors. Whether or not this correction is necessary will be determined by

future experiments.

Table 5.2: Final ion and electron detector DSTDC walk settings
Channel Ion Detector (V) Electron Detector (V)
XStart -1.74 -1.50
XStop -1.45 -1.44
YStart -1.31 -1.47
YStop -0.96 -1.31

5.2.8 Detector Timing CFD Tuning

To tune the Tennelec 454 CFDs used for discrimination of the MCP pick-off pulses,

we created precision timed events on the detector face using 300nm ultrashort laser

pulses. Again we used a discriminated laser photodiode to Start the Phillips 7187

TDC while using the CFD-discriminated MCP pulses as the Stop. We tuned the

CFDs by adjusting the parameters to minimize the width of the MCP pick-off timing

histogram. The electron and ion MCP pick-off CFD parameters are shown in Table

5.3. The given timing resolution is the FWHM of the MCP pick-off arrival time

histogram.
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Figure 5.6: Typical pinhole mask image from the ion detector.
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Figure 5.7: Cross-sectional analysis of a detector pinhole image from the ion detector.
The plot at the bottom shows the integral across the shorter dimension of the coloured
bar.
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Table 5.3: Tennelec 454 CFD settings for the electron and ion MCP pick-offs
Electron Detector Ion Detector units

walk (Z) 0.0 0.0 mV
external delay 1.5 1.3 ns
fraction (F) 0.4 0.4

threshold delay 0.75ns 0.75 ns
resolution 200 220 ps

5.3 Data Acquisition Specifics

5.3.1 CAMAC

Our data acquisition (DAQ) system is based on the Computer Aided Measurement

And Control (CAMAC) architecture. This data acquisition bus is commonly used

in high energy physics. CAMAC is quite an old standard, yet is well suited to our

CIS experiment because our photoelectron/photoion measurement requirements par-

allel those of particle physics experiments. Briefly, one places individual, specialized

hardware modules into a CAMAC crate that usually contains 24 slots. Two slots

are reserved for the CAMAC controller, which interfaces to other CAMAC crates,

VME crates, or in our case, a computer. The controller communicates with the other

modules via a dataway hardwired into the backplane of the CAMAC crate. Com-

mands sent from the computer are encoded in a simple, uniform command sequence

structure. CAMAC modules are typically designed to take a single piece or set of

data during one data acquisition cycle.

The CAMAC controller used in for our setup was the CC32 (Wiener, Plein &

Baus GmbH, Burscheid, Germany) interfaced to our computer through a PCIADA

card from the same company. Sequenced read and write operations can be executed
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on the order of 1-2µs per operation, enabling relatively high speed communication

and data transfer rates.

5.3.2 Ion TOF Measurement

For measuring the ion TOF, we used a combination of a Time to Amplitude Converter

(TAC) (Ortec 566, Oak Ridge, TN) followed by an 11-bit ADC (LeCroy 2249W).

Ion TOFs are typically in the range of several microseconds while the TOF spread,

indicating the amount of kinetic energy release (KER), is typically a few 100’s of

nanoseconds. Therefore, it is desirable to delay the Start trigger for the TAC by

several microseconds so that a finer TAC scale can be used to measure the KER more

precisely. This delay is long enough that it must be done electronically, however, it is

critical that the delay does not jitter or else all benefit of using the finer timing scale

is lost.

The scheme we used to minimize the jitter for our TAC Start is shown in Scheme

5.3. Phase locking electronics (SpectraPhysics 3930) lock the femtosecond laser os-

cillator to a 80MHz reference signal produced by a temperature controlled quartz

oscillator. One of the pulses from the oscillator seeds the 1kHz amplifier. These

1kHz pulses are used to conduct the experiments. The 80MHz pulse train is locked

to the 1kHz output pulse. Therefore, it is possible to achieve accurate delays in

steps of 12.5ns to hundreds of microseconds by simply counting the 80MHz reference

clock pulses. This is realized by inputting the 80MHz reference into a discriminator

(Phillips Scientific 6904). The input is vetoed by a gate set by a somewhat jittery

delay generator (DG535, Stanford Research Systems, Sunnyvale, CA) that opens for

exactly one specified 80MHz reference pulse. Only during this gate can the reference
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signal trigger output from the discriminator. The output pulse jitter is estimated to

be <10ps to very long delays (>1ms). This setup is tolerant of pulse generators that

jitter up to 12.5ns, which is easily achievable with standard commercial products.

Scheme 5.3: Scheme for producing low jitter delays

To calculate the TOF spread, the TAC and ADC conversions must be known

accurately. The linearity of the TAC was tested using controlled signals from a pulse

generator. The plot of voltage output from the TAC versus time difference between

the Start and Stop arrival time is linear with slopes, calculated via linear regression,

given in Table 5.4. The LeCroy 2249 series ADC’s are purely charge integrators that

integrate the input channels over the duration of a supplied gate pulse. The gate

was supplied from one of the channels of a gate generator (Phillips Scientific 7194,

Mahwah, NJ). With a gate width of 127.5ns, the ADC conversion factor is 201.0±0.4

ADC bins / V. As such, the full scale TAC output of 10V roughly translates into a full

scale reading on the ADC (11-bits = 2048 bins). Requiring 100µs for digitization of

the integrated charge, the LeCroy 2249W ADC is the slowest module on our CAMAC
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bus, and thus was used to trigger data readout by the computer.

Table 5.4: Ion TOF Ortec 566 TAC slope
TAC Range (ns) slope (V/µs)

50 200.9 ±0.4
100 100.3 ±0.1
200 50.11 ±0.04
500 20.98 ±0.01
1000 10.492 ±0.006
2000 5.237 ±0.002

5.3.3 Ion Position and Electron Position and TOF Measure-

ment

For the ion and electron position measurement, each DSTDC interfaces to the CA-

MAC bus via two 16-bit parallel input modules (BiRa 322, Albuquerque, NM). The

transition from two DB25 connectors on the DSTDCs to 16 pair card edge connectors

is made via a hand made connector board. The data for each event is present on the

parallel output of the DSTDC modules as soon as it becomes available. A hardware

clear to the DSTDCs via the connector board clears the fifo buffers and the data

available flag prior to the next laser pulse.

The electron TOF measurement by the 12-bit Phillips 7187 TDC directly inter-

faces to CAMAC.

5.3.4 Ion and Electron Detector Charge Measurement

While the Sensor Sciences anode delay line preamps have high frequency AC amplifiers

for the timing signals, they also have a lower frequency (∼1MHz) AC amplifier that



Chapter 5: Data Acquisition Electronics 144

integrates the charge deposited on the anode. The output is a bipolar pulse with

total duration of 3-4µs whose amplitude is proportional to the anode charge. The

charge pulse is inverted and amplified to drive a 50Ω load by a set of home built

amplifiers. The ion and electron charge pulses are input into separate LeCroy 2249A

ADC modules digitizing at 10 bits in 60µs. The gates for these measurements are

provided by a pair of channels from a Phillips Scientific 7194 Quad Gate Generator.

A typical pulse height distribution is shown in Figure 5.8. Notice how the charge

distribution can help differentiate between single hits; double hits, where the anode

charge is approximately twice that of single hits; and dark counts, where the anode

charge is anomalously low.

Figure 5.8: Typical anode charge pulse height distribution. Counts in region (a) are
dark counts; (b) are single detector hits and; (c) are double detector hits. The FWHM
in this case is ∼65%.
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5.3.5 Ion Count Measurement

The modules that measure the ion TOF, position, and charge are implemented to

receive one and only one event per laser shot. However, there is the possibility that

two or more ions are formed in the interaction region and make their way to the

detector. In this case it is ambiguous to which ion the electron correlates. Thus it

is necessary to identify and filter out these events. There are two DAQ scenarios

depending how different the ion TOFs are. If ions arrive at the detector within ∼ 1µs

of each other, the ion charge measurement will be able to distinguish between single

and multiple hits. If ions arrive further than ∼ 1µs apart, the charge pulses will be

separated in time and the charge measurement will register only a single detector

hit. To record these events, we placed a counter (LeCroy 2551 Scaler) on the MCP

pick-off line following a long blocking width (∼120ns width) discriminator. The long

blocking width discriminator is present to eliminate occasional double pulsing seen

from short output discriminators due to triggering on reflections of large MCP pulses.

5.3.6 Laser Counter Measurement

The current laser shot is read by a home-built 24-bit counter that inputs to CAMAC

via a parallel connection (BiRa Systems 2322, Albuquerque, NM). Unfortunately,

output bits 9 and 10 were switched during building of the module, however this can

be easily corrected afterwards using software.
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5.4 Data Acquisition Implementation

We were able to fit all of our DAQ modules into a single CAMAC crate. This

greatly simplifies computer-instrument communication since all CAMAC modules are

accessed in a similar manner. A schematic representation of the DAQ layout is shown

in Scheme 5.4. (The diagram is provided for reference only, a full understanding of

the diagram in not necessary for the discussion here.) All of the modules except the

laser counter are hardware cleared ∼ 995µs after each laser pulse, ∼ 5µs before the

next laser pulse. The main source of noise on the signal line in this experiment is the

high voltage ion extraction pulse. The high frequencies present on the sharp leading

and trailing edges capacitively couple to all nearby signal lines. Extensive gating was

implemented to mask out these signals to the greatest extent possible.
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5.5 Signal Timing

A valid event chronology follows:

1. a laser pulse hitting a photodiode generates a Start for both the electron and
ion TOF measurements.

2. pump and probe laser pulses generate an ion/electron pair.

3. electron is extracted towards electron detector and causes a hit on the electron
detector.

4. electron position pulses travel along delay line. One output of each delay line
is delayed so that one pulse always arrives first.

5. electron MCP pulse enters TDC to measure TOF and gate closes.

6. electron position enters front end of DSTDC and gate promptly closes.

7. high voltage pulse extracts ions toward ion detector.

8. electron charge pulses arrive at ADC.

9. ion strikes detector, ion position is measured by DSTDC, ion TOF is measured
by TAC, and ion charge is measured by ADC.

10. ion TOF is digitized completing acquisition of all event data.

11. computer program is triggered to read CAMAC modules.

12. computer completes data read.

13. CAMAC crate is cleared and is prepared for next event.

5.6 DAQ Computer and Software

The computer runs asynchronously from the experiment and is interrupt triggered

from the CAMAC crate when it receives valid data events. After triggering, the

computer must read all of the necessary instruments on the CAMAC bus before the

next laser shot. Since our computer runs Windows, there is an inherent difficulty in
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controlling the timing of commands. The implementation of the laser shot counter

allays this problem. At the start of a data event retrieval, the laser counter is read.

After reading all of the instruments, the laser counter is read again. If both laser

counter readings are the same, then we are sure that the data is from a single data

event. Of course this means that we must discard events that have differing laser

count readings, but fortunately, this occurs rarely.

This problem can be overcome with the new CAMAC controller module CC-USB

from Wiener, Plein & Baus GmbH, Burscheid, Germany. This controller contains

an internal programmable list processor that can execute CAMAC commands and

buffer data autonomously. Using this module, computer communication is not timing

critical and is only necessary to transfer large chunks of data.

5.6.1 DAQ Software

Currently, the software measures full coincidence events, or just events due to ions or

electrons alone. The DAQ software was written in Borland Delphi 5 and consists of

8 primary modules containing >2300 lines of code (none of which will be reproduced

here). The program was written to be multi-threaded so that data acquisition does not

conflict with such things as screen updates or the user interface. The current version of

the program is called “Full CIS v1 1.exe”. Brief descriptions of the program modules

are given here.

main.pas

• Performs global variable initialization.

• The main program module that contains the Form:main.
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• Form:main contains all of user input information, including experimental pa-

rameters, and locations of instruments within the CAMAC crate.

• Form:main contains the program control (Start/Stop/Pause) user interface.

• Starts the data acquisition thread DAQThread, the plotting thread PlotThread,

and the runtime thread RunThread.

DAQThread.pas

• Controls all communication with the CAMAC crate.

• Stores data events in the appropriate arrays.

• Occasionally call SaveDataModule routines to save the data to disk.

PlotThread.pas

• Plots histograms of iPos, ePos, iTOF, iQ, and eQ, and detector images to the

screen.

• Updates times and counters on Form:main.

RunThread.pas Very rarely, the DAQThread hangs because it misses the interrupt

request from the CAMAC crate. This thread checks that data is constantly

being acquired. If it does hang, it kills the DAQThread and restarts it.

globals.pas Contains all global variables used in all of the modules.

camac.pas Contains all function prototypes for accessing CAMAC commands using

the DLL “pcicc32 ni.dll”.
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SaveDataModule.pas Contains all data saving routines.

DataForm.pas Contains definitions, methods, and functions for the windows dis-

playing the real-time histograms and images.



Chapter 6

Background Removal and

Spectrometer Calibration

6.1 Introduction

This chapter deals with two steps necessary for performing real CIS experiments:

the removal of unwanted signals from the CIS data; and the calibration of the spec-

trometer. There are many sources of unwanted signals in a typical CIS experiment.

Correspondingly, there are several ways of minimizing the effects of these signals by

taking appropriate action before, during, and after the experiment. Some of these

background sources are demonstrated using 267nm multiphoton ionization of nitric

oxide (NO). Before performing a real CIS experiment, it is also necessary to calibrate

certain spectrometer parameters to calculate particle momenta and distributions cor-

rectly. Simulations are extensively used to determine these parameters.

152
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6.2 Removing Unwanted Data Signals

There are several sources of unwanted signals in the CIS experiment. These include

• events caused by laser light striking the detectors.

• electrons photoemitted from surfaces that are struck by laser light.

• events from photodissociation/photoionization of the background gas.

• multiple hits on the detectors.

• false ion/electron coincidences.

• single laser pulse (ie. non pump-probe) photodissociation/photoionization.

Methods to reduce or remove these effects on distributions and spectra are discussed

here.

6.2.1 Photoemission and Scattered Light

Due to the open nature of the electrodes, the spectrometer collects electrons from a

large volume not limited to just the interaction region. Stray photoelectrons can be

produced via photoemission from UV laser light striking the spectrometer surfaces.

Depending on where these electrons are produced, they can be accelerated and de-

tected. Events can also be caused by the UV light directly hitting the detectors. To

reduce light scattering, the electrodes in the extraction region were designed to be far

apart with a minimum 8mm gap for the laser light to pass through.

The exposed surfaces near the interaction region were coated with either ger-

manium or gold. Work functions for laboratory prepared surfaces of Ge and Au
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are reported to be 4.78eV [87] and 4.83eV [88] respectively. Initial tests performed

using low intensities (∼1µJ) of 267nm (4.64eV) light in our spectrometer showed pro-

hibitively large numbers of photoemitted electrons and scattered light events (>0.3

per laser shot) that precluded any real molecule measurements. The ability of the

267nm laser light to cause photoemission was rather surprising, considering that the

photon energy is below the work functions of both Au and Ge. The observation of

photoelectrons was thought to be due to thermal excitation or the presence of sur-

face defects, either of which could lower the work function. Elimination of these bad

events required, in addition to the light-masking baffles and entrance/exit window

geometries described in Chapter 4, strict control over the quality of the incoming

laser beam. After spatial filtering and ensuring that the steering mirrors to the vac-

uum chamber were defect-free, scattered light/photoemission events were reduced to

<0.005 per laser shot at pulse energies up to 3µJ.

The electron TOF spectrum for NO 267nm multiphoton ionization is shown in

Figure 6.1. Ionization via two photons (2×4.64eV = 9.29eV) to the ground vibra-

tional ionic state (IP = 9.264eV[89]) yields low energy electrons (∼25meV). This NO

photoelectron peak is centred at 1520. Expanding the count axis in Figure 6.1b shows

the presence of many additional peaks located before and after the NO photoelectron

peak in time. The counts between 0 and 63 are artifacts created by the TDC dithering

circuit and should be ignored. Three small peaks preceding the NO peak are seen at

950, 1000, and 1200. The peak at 950 is caused by scattered light directly hitting the

detector. The peak at 1000 is due to photoelectrons created in the region between

the detector and the electron drift tube. The peak at 1200 is due to photoelectrons

created between the ion extraction and ion acceleration grids. These electrons are



Chapter 6: Background Removal and Spectrometer Calibration 155

born at high negative potential and arrive quickly at the detector. The smeared peaks

at 2050 and 2650 are due to photoelectron creation in the electron and ion drift tubes

respectively. They arrive at late times because they require a long time to travel

out of these field free drift regions. Post-experiment removal of unwanted electrons

and scattered light is easily performed since the electron TOF peak of interest is well

separated from the other peaks. Electrons that arrive before and after the desired

peak can reduce the count rates for the desired peaks if they arrive within the same

laser shot. This is because the electron charge ADC will measure multiple hits and

the event will have to be discarded. Fortunately, as seen in the figure, the number of

these events can be made small.

Figure 6.1c shows a closer view of the NO photoelectron spectrum. It is more

asymmetric than expected based on simulations. The shape of this peak is due to

deflections of the electrons by the grid meshes, causing smearing of the TOF peak

towards longer times. To avoid artifacts caused by the grid deflections, it might be

desirable to preferentially select particles that travel towards the detector for data

analysis. Similar smearing of the TOF peaks is also seen in the ion TOF spectrum.

6.2.2 Background Gas Photoionization / Photodissociation

Events caused by photoionization of the background gas are easily seen in the 266nm

multiphoton ionization image of NO (see Figure 6.2). Desired events are caused by

the intersection of the laser and molecular beams. Background gas ionization causes a

stripe of events coincident with the projection of the laser beam on the detector. On

the electron detector, this stripe passes through the intense central spot of the desired

events. On the ion detector, the NO+ ions produced from the molecular beam are
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Figure 6.1: Electron TOF spectrum for NO 267nm multiphoton ionization. The
horizontal axis is in 25ps TDC bins. (a) Full TOF spectrum. (b) Full spectrum with
expanded y-axis. (c) The NO photoelectron peak. See text for description of peaks.
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shifted relative to the background stripe because they travel at the average molecular

beam velocity. Removal of the background ion events is trivial if they are spatially

separated from the ions of interest. Seeding the molecule of interest in helium helps

separate the ions by increasing the average molecular beam speed.

If the background events overlap the real events, as is always the case for elec-

trons, there are two solutions. The first is to decrease the background gas pressure.

This can be achieved by increasing the pumping speed for the chamber by adding

additional pumps, or by decreasing the gas load supplied to the chamber. At 1kHz

laser repetition rate, the gas load can be easily decreased by a factor of ∼ 100 using

a pulsed valve with 10µs opening time. The additional benefits of using a pulsed

valve to increasing spectrometer resolution were already discussed in Chapter 4. Ad-

ditionally, as will be presented in Section 6.3.4, the stability of the molecular beam is

important for accurately determining the projection of the origin onto the detector.

Running a continuous molecular beam can consume considerable amounts of gas and

for long experiments requiring many hours of data acquisition time, the stability of

the beam may be compromised. In contrast, a 10µs pulsed molecular beam consumes

100 times less gas volume.

The second solution to removing background events is to subtract their effect from

the derived distributions and spectra. For this solution, data sets of background only

(BG), and background plus real data (BG+Real), must be collected. To ensure that

the background is identical for both data sets, the molecular beam must be flowing

for both experiments, however, for the background only data set, the piezoslit must

be completely closed to eliminate events from the molecular beam. Both the BG and

BG+Real data sets must be subjected to the same calibration and transformation
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steps to obtain a distribution (kinetic energy, photoelectron angular, energy correla-

tion, etc). In the final step the BG distribution can be subtracted from the BG+Real

distribution to obtain only the Real distribution.

Of the two solutions to reducing background gas effects, the former is superior

as it is always better to eliminate background in the first place rather than correct

for it afterwards. Subtraction of distributions always leads to increased noise. Also,

background subtraction requires the collection of two data sets, thus doubling the

experimental time. High quality data sets require many hours of data collection so

this becomes an important issue when laser and molecular beam stability factors are

considered.

Figure 6.2: Ion and electron images for 267nm multiphoton ionization of NO. Molec-
ular beam ionization events result in the intense spots on the detector. The diffuse,
horizontal stripes are due to photoionization of the background gas.
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6.2.3 Multiple Detector Hits

The detector charge indicates if multiple ions/electrons hit a detector simultaneously

(<1µs apart). Figure 6.3 shows the ion detector charge distribution for 267nm NO

photoionization. The FWHM of the distribution divided by the peak position defines

the pulse height distribution, in this case it is 29%. This is significantly narrower

than that shown in Figure 5.8 because the ions hit a small region of the detector.

From this distribution, single hit events are easily separated from dark counts and

double hits. For the ion detector, non-simultaneous (> 1µs apart) multiple hits are

measured by the scaler card.

Figure 6.3: Ion detector charge distribution for 267nm NO photoionization. The
FWHM of the distribution divided by the peak position defines the pulse height
distribution; in this case it is 29%.
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6.2.4 False Coincidences

An electron/ion pair is called a false coincidence if they originate from two different

molecules. False coincidence events are completely indistinguishable from true coin-

cidence events. If the detection efficiencies for either of the particles is unity, there

are no false coincidences because multiple particle events are eliminated as described

previously. In this case data can be collected at a rate up to 1 per laser shot. For

our spectrometer, the grids and MCP active area greatly reduces the detection effi-

ciency of both particles, and necessitate a data acquisition rate significantly less than

1 per laser shot. Following the analysis of Stert and coworkers[90], assuming Poisson

statistics, the rates of detecting ions and electrons are

wi = ξin (6.1)

we = ξen (6.2)

where ξi and ξe are the ion and electron detection efficiencies respectively, and n is

the average number of photoelectron/photoion pairs produced per laser shot. The

total coincidence rate, the rate of detecting exactly one electron and one ion from a

single laser shot, w11 is given by

w11 = ξiξen [1 + n(1− ξe)(1− ξi)]× exp [−n + n(1− ξe)(1− ξi)] (6.3)

The true and false coincidence rates, w
(t)
11 and w

(f)
11 , are

w
(t)
11 = ξiξen× exp [−n + n(1− ξe)(1− ξi)] (6.4)

w
(f)
11 = ξiξen

2(1− ξi)(1− ξe)× exp [−n + n(1− ξe)(1− ξi)] (6.5)

One of our NO 267nm photoionization data sets yielded 62,531 electron events,

53,930 ion events, and 21,248 coincident events for 373,280 laser shots. Using Equa-

tions 6.1 to 6.3, the calculated total detection efficiencies for electrons and ions are
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0.45 and 0.39 respectively, and the average number of electron/ion pairs produced per

laser shot was 0.37. Assuming grid transmission efficiencies of 0.89 for the 8 lines/mm

grids and 0.79 for the 20 lines/mm grids, the electron and ion detector efficiencies are

0.64 and 0.70 respectively. This information is summarized in Table 6.1.

Table 6.1: Electron/Ion Detection Efficiencies.
Particle Total Detection Efficiency Grid Efficiency Detector Efficiency

Electron 0.45 0.70 0.64
Ion 0.39 0.56 0.70

It is experimentally useful to use substitute Equations 6.1 and 6.2 into Equations

6.3 through 6.5 to obtain the total, true, and false coincidence rates as a function of

the easily measured electron or ion count rates we and wi. Plots of these coincidence

rates as a function of either the electron or ion count rates are shown in Figures 6.4 and

6.5 respectively. The detection efficiencies used are those shown in Table 6.1. As an

example, to achieve <10% false coincidences, the total coincidence count rate should

be ∼5% of the laser repetition rate. The ratio of true to total coincidences approaches

unity for count rates approaching zero. However, the absolute true coincidence rate

is small at low count rates. Thus, there is always a compromise when adjusting laser

power and molecular beam intensity; higher count rates are desired to collect good

signal to noise data, but smaller count rates are needed to avoid large numbers of

false coincidences.

6.2.5 Background Signal Subtraction

When performing pump-probe experiments, events are almost always created by pho-

todissociation/photoionization of the target molecules by either the pump or probe
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Figure 6.4: (top) Total (w11), true (w
(t)
11 ), and false (w

(f)
11 ) coincidence rates versus

ion count rate. The electron and ion detection efficiencies are 0.45 and 0.39 respec-
tively. (bottom) The ratio of the number of true coincidences to the total number of
coincidences versus ion count rate.
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Figure 6.5: (top) Total (w11), true (w
(t)
11 ), and false (w

(f)
11 ) coincidence rates versus

electron count rate. The electron and ion detection efficiencies are 0.45 and 0.39
respectively. (bottom) The ratio of the number of true coincidences to the total
number of coincidences versus electron count rate.



Chapter 6: Background Removal and Spectrometer Calibration 164

laser alone. One optimally wants to adjust the laser intensities to maximize the signals

of interest while minimizing these single pulse backgrounds, however, it is unlikely

that all such events can be eliminated. If the amount of single-colour background is

significant, it may be necessary to subtract the background from the real data in a

similar manner to that described for background gas interference in Section 6.2.2. In

this case, it is necessary to measure three data sets: the pump laser alone; the probe

laser alone; and the pump and probe lasers together.

It is also possible to subtract distributions due to false coincidences. All coin-

cidence events must be separated into ion and electron measurements and pooled

together with events where only a single particle was measured. A data set of false

coincidences can then be constructed by recombining these separated measurements

in a random fashion. Distributions of these false coincidences can be subtracted from

distributions created from events containing both true and false coincidences to yield

distributions resulting only from true coincidences. Use of Figures 6.4 or 6.5 can

give an estimate of the number of false coincidence events that need to be created.

This number can be increased or decreased accordingly to eliminate a feature in a

distribution that is known to be an artifact due to false coincidences.

6.3 Spectrometer Calibration

For the electron spectrometer, the unknown parameters that must be calibrated are:

1) the time difference between the photoionization event within the spectrometer and

the Start trigger of the TOF measurement, te,start; 2) the projection of the origin onto

the detector, (x, y)e,origin; and 3) the detector spatial intensity correction function,

Ie,corr(x, y). Similar parameters ti,start, (x, y)i,origin, and Ii,corr(x, y) are also required
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for the ion spectrometer. Additionally, the arrival time of the high voltage pulse at the

interaction region, tpulse, and the average molecular beam velocity, vbeam, must be cal-

ibrated. These parameters must be calibrated by photodissociating or photoionizing

molecules with well known energy spectra and/or angular distributions.

6.3.1 Photoelectron and Photofragment Angular distribu-

tions

In general, photoelectron angular distributions (PADs) and photofragment recoil dis-

tributions can be expressed as a sum of spherical harmonics:

I(θ, φ) ∝
Lmax∑
L=0

L∑
M=−L

BLMYLM(θ, φ) (6.6)

where I(θ, φ) is the intensity per unit of solid angle, YLM(θ, φ) are the spherical

harmonics, and the coefficients BLM depend on the experimental geometry, and dy-

namics of the photodissociation or photoionization. θ is measured with respect to the

laboratory frame axis, which for linearly polarized light lies along the laser electric

field vector. For single photon processes, the distribution simplifies to the well-known

‘beta’-distribution[91]:

I(θ) ∝ 1 + βP2(cos θ) (6.7)

P2(cos θ) = 1
2
(3 cos2 θ − 1) (6.8)

where β is the anisotropy parameter, and P2(cos θ) is the second order Legendre poly-

nomial. For purely parallel transitions, β = 2, producing a cos2 θ distribution. For

purely perpendicular transitions, β = −1, producing a sin2 θ distribution. Values of β

between these two extremes indicate photodissociation or photoionization dynamics.

Examples of simulated electron TOF distributions with β = 2, 0,−1 using linearly
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polarized light for electric field vectors oriented parallel and perpendicular to the

spectrometer axis are shown in Figure 6.6. The corresponding simulated images are

shown in Figure 6.7.

The anisotropy parameter is a function of the energy release. Therefore, the

complete photofragment/photoelectron energy and angular distribution is described

by

P(ET , θ) = P (ET ) [1 + β(ET )P2(cos θ)] (6.9)

where ET is the kinetic energy release.

For n photon processes, the general expressions for photoelectron/photofragment

distributions contain even order Legendre polynomial terms up to order 2×n [92].

6.3.2 Electron Axial Momentum Calibration

For the electron spectrometer, the spectrometer voltages and distances between grids

are well defined. Additionally, the laser-molecular beam interaction region is suf-

ficiently small and the space focussing conditions such that the only undetermined

parameter required for TOF calculation is the time difference between the photoion-

ization event within the spectrometer and the Start trigger of the TOF measurement,

te,start. With only one unknown, only one calibration experiment needs to be per-

formed. This can be accomplished by measuring a TOF spectrum from an atom or

molecule with a relatively simple PAD. The only information that needs to be gleaned

from the PAD is the TOF for an electron with no initial velocity directed along the

spectrometer axis as measured by the TDC, tv0=0,TDC . The timing offset is then

te,start = tv0=0,analyt − tv0=0,TDC (6.10)
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Figure 6.6: Simulated single photon β = 2, 0,−1 photoionization TOF spectra for
light polarized parallel and perpendicular to the spectrometer axis. The electron
kinetic energy release is 0.78±0.12eV. The extraction field was 12.5V/cm. Each
distribution consists of 106 electrons.
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Figure 6.7: Simulated single photon β = 2, 0,−1 electron images for light polarized
parallel and perpendicular to the spectrometer axis. The electron kinetic energy
release is 2.0±0.1eV. The extraction field is 12.5V/cm. Each image is constructed
from 106 electrons. Axes are labeled in mm.
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where tv0=0,analyt is the analytically calculated TOF for an electron passing through the

spectrometer with the specified voltages. All TOFs measured by the TDC, TOFTDC ,

must be shifted to obtain the real TOF, TOFreal:

TOFreal = TOFTDC + te,start (6.11)

tv0=0,TDC can only be found using an entire TOF distribution. There are several

ways of determining tv0=0,TDC from the TOF distribution. Two of the simplest ways

are described here. One is to simply find the median of the TOF distribution. In

theory, since equal numbers of electrons will be ejected towards the detector as away

from the detector, the median will have TOF equal to tv0=0,TDC . Another way to

find tv0=0,TDC is to fit the central part of the TOF distribution with a polynomial.

As seen in Figure 6.6, for linearly polarized light with its electric field vector aligned

exactly parallel or perpendicular with the spectrometer axis, the median, and thus

tv0=0,TDC , are found near a minimum or a maximum in the TOF distribution (with

the exception of isotropic β ≈ 0 distributions).

Using simulated TOF spectra generated assuming a single electron energy and

angular distribution given by Equation 6.9, we tested the validity of both of the

described methods for obtaining tv0=0,TDC . Electrons were simulated with kinetic

energy 0.78±0.03eV for different values of β. 106 electrons were simulated for each

TOF distribution.

For distributions with large positive β, and laser polarization located along the

spectrometer axis, fitting the central part of the TOF distribution with a 3rd-order

polynomial and using the minimum as tv0=0,TDC proved to be quite accurate. For β '

1.5, the fitted tv0=0,TDC were better than the timing resolution of the spectrometer.

Directly calculating the median is less accurate for β ' 1.5 because there is a dearth of
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events near the minimum which causes tv0=0,TDC to be severely affected by statistical

fluctuations. For β . 1.5, the situation is reversed. Direct calculation of the median

results in an accuracy approximately equal to the spectrometer timing resolution

whereas the polynomial fitting method is significantly worse. The polynomial method

falters because the minima/maxima become shallow and loosely defined near β = 0.

Also, tv0=0,TDC skews slightly away from the extrema because on propagating the

trajectories through the spectrometer, equally spaced v0z slices do not map to the

same number of bins in the TOF spectrum. TOF distributions described by Equation

6.9 obtained with the laser polarization perpendicular to the spectrometer, do not

have a minimum in the TOF that reaches zero, so the median method is recommended

for determining tv0=0,TDC .

In principle, it is possible to measure absolute TOF timing if scattered laser light

causes a detectable event on the detector. In this case, −te,start is equal to the TDC

measured arrival time of the laser event on the detector. In our experiment, scattered

light is often a problem that has to be gated out in order to record real data. Also,

the ability of the laser to cause events is a function of laser intensity and wavelength,

and thus is not always a reliable source. Another method is to use Monte Carlo

simulations of trajectories to generate and fit the parameters, including te,start, that

determine the measured TOF spectrum.

6.3.3 Ion Axial Momentum Calibration

The ion TOF calibration is slightly more involved because it involves the determina-

tion of two parameters, ti,start, analogous to that for the electron spectrometer, and

tpulse, the arrival time of the high voltage pulse at the interaction region. Since two
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parameters are sought, two experiments are required. In the first experiment, the

high voltage pulser used to extract the ions from the interaction region must be re-

placed with a static high voltage source. This eliminates tpulse from the experimental

parameters and allows calculation of ti,start as was done for the electron spectrometer.

Care must be taken to ensure Wiley-McLaren space focussing voltages within the

spectrometer so that time spreading due to the extent of the interaction region is

minimized.

The experiment must then be repeated with the high voltage pulser connected

and operating. This shifts tv0=0,TDC to a different time. Determining the amount of

this shift allows calculation of tpulse via a fitting procedure. Simulations show that

recovery of tpulse from such a fitting procedure is within the timing resolution of the

spectrometer.

6.3.4 Radial Momentum Calibration

The detector length calibrations, x-y stretching factors, and distortions were deter-

mined using the pinhole mask as described in Chapter 5. Radial velocities are mea-

sured by dividing the particle displacement from the projection of the origin onto the

detector by the particle TOF. Finding this origin projection is the challenging part

of the calibration.

For electrons, as stated in Chapter 3, the molecular beam velocity is insignificant

compared to kinetic energy release. Therefore, electron images are approximately

centred on the detector with small variations due to laser and/or molecular beam

alignment. Finding the exact image centre can be difficult if the photoelectron spec-

trum of a molecule is not very structured. Therefore, it is desirable to calibrate for
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(x, y)e,origin using a molecule that does have a structured photoelectron spectrum,

producing complete or partial rings in the detector image. Examples of such rings

are seen in the selected β distributions shown in Figure 6.7. For β < 0 distributions,

these spectral rings are more well defined when the laser polarization is parallel to the

spectrometer axis, while β > 0 distributions are sharper when the laser polarization

is perpendicular. The centre of the rings defines (x, y)e,origin.

In principle, since no radial forces are exerted on the electrons as they traverse

the spectrometer, the location and energy of the rings can be used to calibrate the

TOF parameters te,start and ti,start. However, the limited spatial resolution of the

spectrometer due to effects described in Chapter 3 produces larger uncertainty than

the methods described previously.

Finding the projection of the centre of interaction onto the ion detector is compli-

cated by the presence of the average molecular beam velocity which carries the ions

along the molecular beam direction. Different ion masses have different TOFs, which

means that each mass experiences a different molecular beam velocity displacement on

the detector. Care must be taken to monitor the beam generation conditions (stag-

nation pressure, beam composition, etc.), because these affect the molecular beam

velocity, and can vary even during a single experimental run. The easiest way to

determine the mean beam velocity is if the molecule under study ionizes to a stable

molecular cation. These cations will impact the detector at a single location with

some spread due to the beam velocity spread, the finite size of the interaction region,

and any small recoil of the ion from the photoionized electron. If the experiment is

repeated with a different set of spectrometer voltages, the molecular cations will hit

a different location. The two different hit locations accurately define the molecular
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beam axis, and also allow calculation of the molecular beam velocity vbeam, and the

projection of the interaction region onto the detector (x, y)i,origin. This procedure

is unnecessary if the molecules produce structured photofragment distributions sim-

ilar to those shown in Figure 6.7. In this case, (x, y)i,origin can be calculated in an

analogous manner to the electrons.

6.3.5 Detector Uniformity Calibration

To obtain accurate distributions from the detector, it is necessary to calibrate the

spatial dependence of the detector efficiency. The effect of varying spatial detec-

tion efficiency on the TOF distributions should be minimal because integration over

all spatial coordinates should average out the differences. The projections of the

origins onto the detectors are also expected to be minimally affected by variations

in spatial detection efficiency. However, the photoelectron and photofragment an-

gular distributions might be expected to be quite sensitive to the detector spatial

efficiency. In the imaging community, it is common skip this calibration step and

to ameliorate detector efficiency variation by left/right, up/down averaging of the

detector image to obtain one quadrant of unique data. This type of symmetrization

is only possible if the photophysics of the laser-molecule interactions produce images

that are left/right, up/down symmetric. These types of interactions are limited to

those where the laser polarizations are parallel, or perpendicular to the spectrome-

ter axis. The infallible method for calibrating spatial detection variation is to use

a photoionize/photodissociate molecules for which their photoelectron/photoion en-

ergy and angular distributions (P(ET , θ)) are known. Simulations can be used to

generate the electron and ion images created by these distributions (Ie,real and Ii,real).
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The measured images (Ie,meas and Ii,meas), can then be used to calculate the detector

spatial intensity correction functions (Ie,corr and Ii,corr):

Ie,corr(x, y) =
Ie,real(x, y)

Ie,meas(x, y)
(6.12)

Ii,corr(x, y) =
Ii,real(x, y)

Ii,meas(x, y)
(6.13)

These correction functions can then be used to determine the correct weighting of the

events in images where energy and angular distributions are unknown. For regions of

the detector insufficiently sampled by the image to generate reliable correction func-

tions, the calibration experiment will have to be repeated using different spectrometer

voltages to cover the under-represented areas. The whole calibration procedure de-

scribed here is rather lengthy, so it is not surprising that the symmetrization method

is very popular. The decision to perform this rigorous calibration depends on the

desired accuracy for the experiment.



Chapter 7

Photodissociation dynamics of the

NO Dimer

7.1 Introduction

The preceding chapters have focussed on the machinery involved with designing, con-

structing, and operating a coincidence imaging spectrometer. This chapter provides

an example demonstrating the power of this technique to unravel the photodissocia-

tion dynamics of a seemingly simple molecule, the NO dimer.

The nitric oxide dimer (NO)2 is formed from a pair of nitric oxide monomer rad-

icals. The bonding interaction (dissociation energy ∼700cm−1 [93, 94, 95]) is weak

compared to normal covalent bonds, yet stronger than van der Waals interactions.

Spectroscopic studies have revealed that the ground state has a cis-planar C2v sym-

metry with θ(N–N–O) = 99.6◦, r(N–N) = 2.24 Å, and r(N–O) = 1.16 Å [96]. This

structure, along with the conventional axis definition for the dimer is shown in Figure

7.1. Theoretical analyses of the electronic states predict a plethora of states closely
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spaced in energy for both the ground and excited states [97, 98, 99]. The complexity

of the calculations has resulted in the NO dimer becoming a theoretical benchmark

molecule for testing multiconfigurational effects in molecules.

A broad, featureless absorption band starts at 5.12eV [100] and peaks at approx-

imately 6eV [101, 102]. Excitation to this band can in principle lead to photodissoci-

ation of the dimer via three pathways:

(NO)2
hνpump−−−−→ (NO)∗2 → NO(X2Π) + NO(X2Π) (∆E = +0.087eV ) (7.1)

→ NO(X2Π) + NO(A2Σ+) (∆E = +5.54eV ) (7.2)

→ NO(X2Π) + NO(B2Π) (∆E = +5.78eV ) (7.3)

The energies indicated are the energies required to dissociate the molecule from the

dimer ground state. The molecular orbital (MO) diagrams for the NO(X), NO(A),

and NO(B) monomer product states are shown in Figure 7.2 [97]. Removal of the

π∗
2p electron from the electronic NO(X2Π) ground state produces the NO+(X1Σ+)

ionic ground state located 9.264eV above the neutral. The NO(A2Σ+) state, 5.45eV

above the NO(X) state, is a 3s Rydberg state that upon ionization also correlates

to the ionic ground state. The NO(B2Π) state has doubly excited character and

does not ionize to the cationic ground state, preferring instead to ionize to excited

states of the NO cation. We chose to perform our experiments using excitation

wavelengths between 200nm and 210nm. At 6eV excitation, there is no evidence that

(7.1) plays an important role in the photodissociation dynamics. In addition, the

NO(B) production channel does not contribute at wavelengths greater than 200nm

[103]. Therefore, we focus our experimental and theoretical efforts on the NO(A)

production channel described by Equation 7.2.
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Figure 7.1: Structure of the NO monomer and conventional axis definition.

There has been some disagreement in the literature about how the photodissocia-

tion to NO(A) + NO(X) products occurs. The absence of structure in the absorption

spectrum and fast dissociation timescale led some researchers to conclude that pho-

todissociation to NO(A) + NO(X) occurs directly from a repulsive potential [104].

However, their alignment and vector correlation studies indicated that although the

photodissociation occurred mostly within a plane, the product distributions obtained

were less than the limiting values expected for a direct dissociation [105, 106, 107].

A time resolved photoelectron spectroscopy study recorded a discrepancy between

decay time of the parent (NO)+
2 parent ions (∼320fs) and the rise time of the NO(A)

products (∼730fs) [108]. The authors postulated that the photodissociation resulting

in NO(A) + NO(X) products proceeded sequentially via an unobserved, (NO)†2 ‘dark’

state, viz

(NO)2
hνpump−−−−→ (NO)∗2

τ1−−−→ (NO)†2
τ2−−−→ NO(A) + NO(X) (7.4)

High resolution rotational state correlation experiments have confirmed the tendency

of the NO(A) reaction channel to occur in the plane[109, 94]. Lifetime effects were

cited to be primarily responsible for the β < 2 photofragment angular distributions.
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Figure 7.2: Molecular orbital diagrams for the lowest electronically excited states of
nitric oxide. Energies shown are relative to the electronic ground state.

In addition, vibrational predissociation and restricted intramolecular vibrational en-

ergy redistribution (IVR) within the molecule were used to explain the observed v − J

correlations. Recently, a series of time resolved photoelectron and photofragment

imaging experiments have suggested that an intermediate ‘dark’ state is not needed

to describe the photodissociation of Equation 7.2, postulating that the NO(A) prod-

ucts are formed by excitation of a valence state, followed by crossing to a dimer 3s

Rydberg state which smoothly evolves into the final NO(A) 3s Rydberg state at large

inter-NO separations [110, 111, 112]. The proposed existence of the 3s valence state is

rationalized by observation of a shift in the NO(A) photoelectron peak at short times.

Contrary to the earlier studies, these experiments measured a decay rate of the (NO)+
2

ions that apparently matched the combined rise of the proposed 3s Rydberg + NO(A)

states.



Chapter 7: Photodissociation dynamics of the NO Dimer 179

Our experiments sought to clarify the NO(A) channel photodissociation dynam-

ics using a combination of time resolved photoelectron spectroscopy (TRPES) and

time resolved coincidence imaging spectroscopy (TRCIS). The TRPES experiments

were performed using excitation/probe wavelength combinations of 209.6/279.5nm

and 200.0/266.7nm. The TRCIS experiments used 208.8nm excitation and 278.4nm

probe. In both of these experiments photoionization is used as the probe (see Scheme

7.1). In the case of TRPES, we analyze the photoelectrons generated from ioniza-

tion of the species along the reaction pathway. The TRPES experiments provide high

signal-to-noise time-resolved data to identify the timescales of the dynamics occurring

in the molecule. Using this data, we confirm the NO(A) reaction channel occurs via

the sequential mechanism described by Equation 7.4. With the TRCIS experiments,

we measure the photoelectron and photoion recoil energies and directions of the pho-

todissociation reaction products. At the probe wavelengths used, we also observe

dissociative photoionization of the still-bound NO dimer to learn about the evolving

dynamics on the excited potential energy surface. Recoil frame photoelectron an-

gular distributions obtained from the TRCIS experiments helped us to identify the

electronic symmetry of the intermediate state. With assistance from theoretical cal-

culations, we provide a mechanism that is consistent with all reported experimental

and theoretical observations.
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Scheme 7.1: Schematic representation of NO dimer photodissociation producing
NO(X) + NO(A) photoproducts. The gray arrow represents the disputed chemical
dynamics occurring between the initial excitation and the emergence of the NO(A)
photoproduct. The blue and red arrows show the possible pump excitation and probe
photoionization scenarios.

7.2 Experimental

7.2.1 TRPES Experiments

The laser setup and magnetic bottle spectrometer used for the TRPES experiments

are detailed in Chapter 2.2. Specific experimental parameters are summarized in

Table 7.1.

Around zero pump-probe time delay a strong non-resonant two-photon signal from

NO monomers is present , an unavoidable major constituent of the molecular beam
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Table 7.1: Experimental parameters for the NO dimer TRPES studies

Parameter 209.6nm + 279.5nm 200.0nm + 266.7nm Units

Laser Conditions
Pump pulse energy 2.0 4.9 µJ
Probe pulse energy 11 5.4 µJ
Cross correlation (FWHM) 160 170 fs

Molecular Beam Conditions
Nozzle diameter 70 100 µm
NO / He gas mixture 15 / 85 30 / 70 %
Pnozzle 3.6 1.3 bar

Data Scans
Scan range -700 to 3500 -500 to 2000 fs
Scan step size 25 25 fs
Pump-probe events 3.2 ×106 5.7 ×105

if clusters no higher than dimers are to be produced. Although the monomer signal

had to be subtracted in order to obtain the NO dimer signals, its well characterized

sharp peaks were also used as a sensitive in situ monitor of: (i) the pump-probe cross-

correlation function; (ii) the reproducibility of the absolute pump-probe time delays

upon repeated scans; and (iii) the absolute energy calibration of the photoelectron

spectrum. High signal-to-noise monomer background spectra were obtained using

neat NO molecular beams with stagnation pressures low enough such that no dimer

signals were detected. These NO monomer spectra contained between 3.3× 105 and

8.3 × 105 events. Upon energy calibration, the NO monomer signal was eliminated

by scaling the pure monomer spectrum and subtracting it from each dimer scan.

Importantly, the 209.6nm and 279.5nm wavelengths were specifically chosen such that

the crucial rising part of the sharp NO(A) photoelectron peak was located exactly

between the well separated NO monomer ν = 1 and ν = 2 photoelectron peaks. In
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this way, any remaining small systematic errors in the subtraction of the NO monomer

signals could not affect the kinetic analysis presented here. This is not the case for

the 200.0nm + 266.7nm experiment.

7.2.2 TRCIS Experiments

Due to the lengthy development/construction time of our own Coincidence Imaging

Spectrometer, the TRCIS experiments were performed using the laser system and

apparatus located at Sandia National Laboratories in Livermore, CA. Only a brief

description is provided here; more detail can be found in the literature [26, 27]. The

experimental geometry is schematically the same as our CIS spectrometer shown in

Figure 3.1.

Linearly polarized femtosecond laser pulses at 834nm were produced by regen-

erative amplification of a Ti:sapphire mode-locked oscillator. The pump pulse at

208.8nm and probe pulse at 278.4nm were generated from harmonics of the amplified

fundamental. The maximum pump and probe pulse energies were ≤ 1µJ and ≤ 15µJ

respectively, and were reduced so as to minimize ionization signals from each laser

beam separately. The pump and probe polarizations were aligned to be parallel, with

electric vectors perpendicular to the spectrometer axis. The measured FWHM of the

pump-probe cross-correlation function was 290 fs. The beams were co-propagated

and focussed into the interaction region using a long focal length lens.

Nitric oxide dimers were formed from a pulsed valve supersonic expansion of 10%

NO in helium (stagnation pressure ∼3 bar) through a 100µm pinhole nozzle. The

molecular beam passed through a 1mm skimmer, a differentially pumped region, and

finally into the high vacuum interaction region.
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Small coincidence data sets containing approximately 8000 events were taken in

the pump-probe delay range of -1000fs to +3800fs in steps of 67fs to record the tem-

poral dynamics. Large coincidence data sets containing approximately 5×105 events

were collected at pump-probe delays of 50, 130, 330, 590, and 930fs to obtain high

quality angular distributions. For the measurements presented here, the experimen-

tal conditions were chosen so that the coincidence rate was approximately 0.02 per

laser shot. Assuming detection efficiencies similar to our own spectrometer, Figures

6.4 and 6.5 indicate that the false coincidence rate was <5%. This false coincidence

count rate is low enough such that even without false coincidence subtraction it does

not impact the results presented here..

As in the TRPES experiments, the molecular beam contains unwanted NO mo-

nomers. Non-resonant ionization of the monomer produces NO+ which may be also

produced by dissociative ionization of the NO dimer or ionization of the NO(A)

photoproduct. However, unlike ionization of the monomer, (NO)2 and NO(A) pho-

toionization produces NO+ ions with recoil velocity relative to the average molecular

beam velocity. Since our coincidence technique measures this recoil velocity, removal

of the NO monomer contribution is straightforward.

7.3 TRPES Results, Data Analysis, and Discus-

sion

7.3.1 TRPES - 209.6nm Excitation - General Features

The pump=209.6nm, probe=279.5nm TRPES scan is shown in Figure 7.3. In the

2-dimensional TRPES scan, the number of photoelectrons counted are plotted as a
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function of the pump-probe delay time and the binding energy. The binding energy

is the sum of the pump and probe photon energies minus the measured photoelectron

kinetic energy. The NO monomer signal has been subtracted from the data set.

Figure 7.3: Two views of the pump = 209.6nm, probe = 279.5nm TRPES scan for
the NO dimer. The NO monomer spectrum has been subtracted. The scan axes are
pump-probe delay time and binding energy. The binding energy is the sum of the
pump and probe photon energies minus the measured photoelectron kinetic energy.

The most prominent features in Figure 7.3 are: (i) a broad, nearly structureless

spectrum at early times which decays with time delay; and (ii) a single sharp rising

peak which is the only remaining spectral feature at later times. These general

features in the NO dimer TRPES spectrum have been observed in previous studies

[108, 110, 112]. The broad decaying spectrum is due to photoionization of the excited

neutral NO dimer before it fragments into products. The energy difference between

the two small peaks at binding energies Eb=8.76 eV and Eb=9.03 eV (energy difference
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= 0.27eV = 2200cm−1) agrees within the resolution of the experiment with published

values for the NO symmetric stretching vibration ν1 = 2090cm−1 for the (NO)+
2 (X2A1)

dimer cation[113]. Thus, these two peaks are due to photoionization to ν1 = 0, and

1 of the dimer cation. The threshold energy Eb = 9.35eV for dissociative ionization

of the dimer, (NO)2 + hνpump + hνprobe → NO(X) + NO+(X) + e−, is the sum of

the dimer dissociation energy (∼0.087eV)[93] and the nitric oxide ionization energy

(9.264eV). Therefore, the broad featureless photoelectron band near zero pump-probe

delay time and at energies greater than 9.35eV arises from bound-free Franck-Condon

transitions to the vibrational continuum lying above the dissociation limit of the

(NO)+
2 (X1Σ+) dimer cation. The sharp rising peak at 9.7eV is due to photoionization

of the NO(A2Σ+) photofragment. The NO bond length in the NO(A2Σ+) 3s Rydberg

state is almost identical to that in the NO+(X1Σ+) cation electronic ground state.

Therefore, due to Franck-Condon diagonality (∆ν = 0), the NO(A) photoelectron

spectrum consists almost entirely of a single sharp peak. At long time delays, the high

signal-to-noise data permits us to observe the very weak ∆ν 6= 0 Franck-Condon non-

diagonal NO+(X1Σ+)← NO(A) transitions, as described below. It should be noted

that the magnetic bottle detection efficiency drops dramatically at low electron kinetic

energies (<100meV) so the NO dimer spectrum in Figure 7.3 does not maximize at

high binding energies as it does in the TRCIS experiments described later or published

elsewhere [114, 110, 111, 112]. However, as no conclusions are drawn from the low

kinetic energy region, this does not interfere with the analysis or interpretations

discussed here.

Selected slices of the TRPES scan cut parallel to the pump-probe time delay axis

are shown in Figure 7.4. It is quickly apparent that these time transients cannot
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be fit using a single exponential time constant describing decay of a single initially

excited state to a single product state. This is in contrast to previously published

results [110, 111, 112]. A full global fit of the scan is not easily performed because

initially it is difficult to predict the number of components and the number of time

constants involved in producing the observed TRPES scan. We attempted to simplify

the fitting problem by first decomposing the TRPES scan into decaying components

and rising components.

7.3.2 TRPES - 209.6nm Excitation - Separation into decay-

ing and rising components

Figure 7.5 shows the TRPES scan in Figure 7.3 decomposed into decaying and rising

components. The decomposition was made by interpolating the broad decaying NO

dimer spectrum across the region of the rising NO(A) photoelectron peak. To min-

imize the arbitrariness in this decomposition, we proceeded as follows. The shapes

of the photoelectron intensity transients above Eb = 9.80 eV are all very similar and

show no discernable contribution from a rising component which is very prominent

just below this binding energy. Therefore we set one anchor point for the interpola-

tion at 9.83 eV. Similarly, we chose the second anchor point at 9.38 eV, the maximum

binding energy on the low energy side of the NO(A) peak for which the shape of the

photoelectron intensity transient was almost the same as for 9.83 eV, differing only in

the absolute magnitude. We then, at each time delay, linearly interpolated the pho-

toelectron spectra between 9.38 eV and 9.80 eV in order to extract the decomposed

scan components shown in Figure 7.5.

The TRPES spectrum of Figure 7.5a shows the decay dynamics of the excited
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Figure 7.4: Selected time transient slices of the pump = 209.6nm, probe = 279.5nm
TRPES scan. The vertical lines are the data point uncertainties obtained from full
error propagation analysis. The values of Eb indicate the energy range integrated to
obtain the time transient.
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Figure 7.5: a) Decaying and b) rising components of the pump = 209.6nm, probe =
279.5nm TRPES scan. Note the differing binding energy axes.

NO dimer as it proceeds to dissociation. The binding energy region labeled (i) corre-

sponds to ionizing transitions to the bound (NO)+
2 (2A1) ground state dimer cation.

Therefore the integrated photoelectron signal in this region should show the same

time behaviour as the (NO)+
2 total ion signal. The binding energy regions labeled (ii)

and (iii) correspond to dissociative ionization transitions, producing NO+ ions.

7.3.3 TRPES - 209.6nm Excitation - NO(A2Σ+) product

growth dynamics

In Figure 7.5b, one can see an apparent ‘tuning’ of the rising NO(A) peak with

time delay: the peak maximum shifts by about 50 meV and becomes sharper at
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longer pump-probe time delays. This ‘tuning’ behavior of the rising component was

previously emphasized [110, 111] and interpreted as the signature of a proposed NO

dimer 3s Rydberg state which evolves into the photofragment NO(A) 3s Rydberg

channel.

Integration of the rising component in Figure 7.5b along the binding energy coor-

dinate leads to a time transient shown in Figure 7.6. The experimental data clearly

shows that the rising edge of the NO(A) peak is offset with respect to zero pump

probe delay (which was determined within ±10fs). The solid line in Figure 7.6a is

a fit of the final NO(A) product using the sequential model described by Equation

7.4 yielding time constants τ1 = 130 ± 15fs and τ2 = 600 ± 10fs. These values and

errors include the uncertainty in separating the decaying from rising components, as

described previously. Figure 7.6b shows the residuals between this fit and the data.

As in Chapter 2, the exponentials are convoluted with the instrumental response to

obtain the fitting functions. It is important to note that only a sequential model pro-

duces a satisfactory fit to the data using only two time constants because a parallel

model cannot fit the delayed onset of the NO(A) growth. In order to compare this

with earlier results at 210nm excitation, we have plotted the dotted line in Figure 7.6

which shows a single exponential rise curve with a time constant of 330fs. This is the

previously reported (apparent) single exponential decay time of the (NO)+
2 cation

signal [111, 115]. It can be seen that the fit is poor, confirming the discrepancy

between (NO)+
2 parent ion decay and NO(A) product rise times found in previous

measurements in our lab [115].

Figure 7.6c presents the result of a single exponential fit to the data, yielding a

time constant of 770 ± 20fs. This is in good agreement with the previously reported
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single exponential rise time of 730 ± 20fs [115]. However, the fit in Figure 7.6c is

not ideal as it leads to systematic deviations from the data at short times (∼200fs)

and longer times (1-2ps), as seen in the residual curve in Figure 7.6d. We conclude

that the previous assignment as a single rising exponential was made due to poorer

signal-to-noise and time resolution. In summary, we reiterate that the rising peak in

the TRPES scan is only modeled well with 2 time constants using a sequential model.

7.3.4 TRPES - 209.6nm - Excited (NO)2 decay dynamics

The evidence presented above supporting a two-step sequential dissociation process

was based upon the observed growth of the NO(A) products. These conclusions are

further corroborated by analyzing the decaying excited (NO)2 photoelectron spec-

trum. A full global fit using the sequential model on the data in Figure 7.5 sliced into

40meV wide energy slices yields time constants of τ1 = 140±30fs and τ2 = 590±20fs.

The time constants agree quantitatively with the time constants τ1 = 130± 15fs, and

τ2 = 600± 10fs, obtained from the analysis of the rising NO(A) component.

Selected excited NO dimer time transients from integrated slices of the decom-

posed scan shown in Figure 7.5a are plotted in Figure 7.7. The solid lines are the

sum of the three dashed line components: the cross correlation (CC) component X ;

and the components of a sequential decay model: A being the initially excited species

(NO)∗2; and I being the intermediate excited species (NO)†2. Only the amplitudes of

the components were fit; the two time constants used were τ1 = 140fs and τ2 = 590fs.

Easily seen is the excellent agreement of the sequential model with the experimental

data. The CC component has been observed previously [111, 112]. For reasons de-

tailed below, the CC component has been assigned to non-resonant ionization of the
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Figure 7.6: Integrated rising NO(A) time transient from Figure 7.5b. a) The solid line
is the final product of a sequential model fit yielding time constants τ1 = 130± 15fs
and τ2 = 600 ± 10fs. The dotted line is a single exponential rise with time constant
equal to 330fs. c) The solid line is a single rising exponential fit yielding a time
constant of 770± 20fs. b,d) The residuals between the solid line fits in a) and c) and
the experimental data.
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dimer.

The time transient due to ionization to bound (NO)+
2 , shown in Figure 7.7a, only

occurs in the binding energy region Eb = 8.7− 9.3eV . In this energy region, all three

components (X, A, I ) have significant contributions to the total signal. This can lead

to relatively large uncertainties in the time constants, amplitudes of the fit, and even

the model chosen for fitting. In fact, Figure 7.7a is reasonably fit using just a cross

correlation component and a single exponential decay component with time constant

∼330fs. However, the other energy regions shown in Figures 7.7b and c, consist of

A and I almost exclusively. Therefore, fitting of the photoelectron signals in Figures

7.7b and c enforces the need for the sequential kinetic model to describe the data.

Thus, relying solely on the integrated ion (NO)+
2 signal might explain the previously

published observation of single exponential kinetics [110, 115]. Only by fitting the

entire decaying spectrum is it possible to independently confirm that the sequential

model of Equation 7.4 is the appropriate one. As confirmation of the validity the

model, the fits of the selected transients presented in Figure 7.4 are shown in Figure

7.8.

7.3.5 TRPES - 209.6nm - Deconvoluted Spectra

The global fit of the complete 209.6nm pump, 279.5nm probe TRPES scan using

Equation 7.4 yields time constants τ1 = 140±30fs and τ2 = 590±20fs. It is shown in

Figure 7.9. All features of the spectrum are modeled by the fit, including the apparent

shift in the NO(A) spectrum at short times. The independent fits of the NO(A)

rising component, and the decaying spectral components unequivocally support the

sequential model of Equation 7.4.
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Figure 7.7: Decaying excited NO dimer time transients from Figure 7.5a. The de-
caying scan was integrated over the energy ranges indicated.The solid lines are the
sum of the three dashed line components: the cross correlation component X ; and
the components of a sequential decay model: A being the initially excited species
(NO)∗2; and I being the subsequent intermediate excited species (NO)†2). The two
time constants used in the model are τ1 = 140fs and τ2 = 590fs.
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Figure 7.8: Sequential model fits of the time transients from Figure 7.4. Only the
amplitudes were fit; the time constants used were τ1 = 130fs and τ2 = 600fs. X is
the cross correlation component, A is the initially excited species (NO)∗2, I is the
intermediate species (NO)†2, and P is the final NO(A) product.
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The spectra obtained from a full global fit of the decomposed scan shown in Figure

7.5a are presented in Figure 7.10. The dotted lines in the region between 9.38 and

9.80eV are interpolated and represent only estimated spectra in these regions. The

reason for the uncertainty in this region is because of the small shift in the NO(A)

peak at short pump-probe delays, as seen in Figure 7.9b. This shift is not modeled

accurately using a global fitting procedure, which relies on fixed spectral shapes of the

components. The vertical scales are determined by taking each component’s spectrum

at the pump-probe delay times where each exhibits its maximum population. For

160fs cross correlation, τ1 = 140fs and τ2 = 590fs, these maximum populations

occur at t=0fs for the cross correlation component, 70fs for (NO)∗2, 285fs for (NO)†2,

and t→∞ for NO(A).

Figure 7.10a shows the component that follows the cross correlation. Peaks at

8.76 and 9.03eV agree with ionization to the ν1 = 0, 1 (N–O symmetric stretch)

vibrational levels of the stable (NO)+
2 cation [116]. Our ν1 = 2 peak shows a dip in

the center which is an artifact of the NO monomer signal subtraction. (This only

impacts the CC spectrum since it is the only other non-resonant ionization signal).

The dash-dotted curve in Figure 7.10a shows the subtracted monomer contribution

reduced by a factor of ∼14. The strong similarity of the CC component with the

single photon He(I) photoelectron spectrum [117] suggests that this component is

non-resonant ionization of the NO dimer. The CC signal above 9.90eV is likely due

to non-resonant ionization to higher lying electronic states of the NO dimer cation.

Figure 7.10b shows the spectra corresponding to the resonantly excited initial state

(NO)∗2, and the intermediate state (NO)†2. The lack of structure in these components,

unlike the CC component, suggests that these states have very displaced N=O stretch
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coordinates from the neutral and cation ground states. The onset of the (NO)∗2

spectrum occurs around the energy of the dimer cation ν1 = 2 level whereas the (NO)†2

spectrum rises at higher energy. This is the most distinguishing feature between the

two components and suggests that the NO stretching vibrations play an important role

in the excited state dynamics. The intermediate spectrum does not contain significant

ionization to the cation ν1 = 2 vibrational level and must have a geometry even more

distorted than the initially excited state. The apparent smooth transition from bound

state to dissociative ionization and lack of any threshold effects strongly suggests

that all dimer photoionization is into the electronic continuum of the (NO)+
2 (2A1)

electronic ground state. This single electronic continuum observation is particularly

important for the interpretation of the TRCIS data.

The product state spectrum is dominated by the NO(A) ∆ν = 0 ionization lo-

cated at 9.69eV. This rising component has been removed as described in section

7.3.2. The remaining features are shown in Figure 7.10c. The main structures are

two peaks at 9.99 and 10.25eV. Comparison with the spacing of these peaks with

the vibrational spacing of the NO+(X1Σ+) state [89] reveals that these peaks are

due to non-diagonal Franck-Condon (FC) transitions from the photoionization of the

NO(A2Σ+) photofragment. Since the NO(A2Σ+) Rydberg and the NO+(X,1 Σ+)

ionic states geometries are almost identical, the FC factors for non-diagonal vibra-

tional transitions are extremely small.

In sum, we have shown that at pump=209.6nm, probe=279.5nm, photodissocia-

tion of the NO dimer to NO(X) and NO(A) occurs via a sequential two-step disso-

ciation process. Following fast (τ1 = 130 ± 15fs) decay of an initially excited dimer

state, the intermediate state takes an additional τ2 = 600± 10fs to finally dissociate
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Figure 7.10: Deconvoluted spectra for the 209.6nm pump, 279.5nm probe TRPES
scan. a) The cross correlation component spectrum. The dash-dotted line shows the
location of the subtracted NO monomer spectrum. b) The initially excited (NO)∗2
(solid) and intermediate (NO)†2 (dashed) spectra. c) The product NO(A) spectrum.
The dotted lines between 9.38 and 9.80eV are interpolated and represent only esti-
mated spectra in these regions. The vertical scales are determined by taking each
component’s spectrum at the pump-probe delay times where each exhibits its maxi-
mum population. This occurs at t=0fs for the cross correlation component, 70fs for
(NO)∗2, 285fs for (NO)†2, and t→∞ for NO(A).
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into the NO(A2Σ+) + NO(X2Π) products. The high quality of this data permits us

to resolve the apparent discrepancy in the observed timescales between the parent

ion decay and the NO(A) fragment rise time. Excitation of the NO stretching mode

seems to play an important part in the dissociation process.

7.3.6 TRPES - 200.0nm Excitation

The pump=200.0nm, probe=266.7nm TRPES scan is shown in Figure 7.11. At

200.0nm, the excitation energy (6.20eV) is higher than that at 209.6nm (5.92eV).

The general characteristics of the scan are very similar to the scan taken at pump =

209.6nm, probe = 279.5nm. The primary difference between the scans is the signifi-

cantly faster dynamics at 200.0nm pump. A similar analysis as described previously

for the 209.6nm data again arrives at the necessity for two time constants to fit the

experimental data well. These time constants were determined to be τ1 = 110± 30fs

and τ2 = 330 ± 70fs. The relatively larger uncertainty in the time constants is due

to the difficulty in fitting time constants that are close in range. Unlike the time

transients plotted in Figure 7.8, the 200.0nm pump time transients cannot distin-

guish between a sequential or parallel fitting model because they are mathematically

equivalent for these transient shapes. However, since we have no evidence to support

the parallel model over the sequential model, we conclude that like those at 209.6nm,

the 200.0nm dynamics are sequential. The deconvoluted spectra do not provide any

greater insight into the processes occurring and are not presented here.
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Figure 7.11: Two views of the pump = 200.0nm, probe = 266.7nm TRPES scan for
the NO dimer. The NO monomer spectrum has been subtracted. The scan axes are
pump-probe delay time and binding energy. The binding energy is the sum of the
pump and probe photon energies minus the measured photoelectron kinetic energy.

7.3.7 TRPES Summary

The TRPES experiments presented here suggest that the photodissociation of the

NO dimer at 209.6nm and 200.0nm occurs via a sequential mechanism:

(NO)2
hνpump−−−−→ (NO)∗2

τ1−−−→ (NO)†2
τ2−−−→ NO(A) + NO(X) (7.5)

At 209.6nm excitation, the time constants were determined to be τ1 = 140 ± 30fs

and τ2 = 590 ± 20fs. At 200.0nm excitation, the time constants were determined to

be τ1 = 110 ± 30fs and τ2 = 330 ± 70fs. The lack of structure in the deconvoluted

spectra of (NO)∗2 and (NO)†2 suggest that ionization occurs to vibrationally excited

states of the ground state dimer cation (NO)+
2 (X2Σ+). The (NO)∗2 state has some
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Franck-Condon (FC) overlap with ν1 = 2 of the dimer cation but predominantly

dissociatively ionizes. Larger geometry changes in the (NO)†2 state pushes the FC

envelope even higher into the dissociative continuum. This implies an important role

for the NO stretching vibrations in the dissociation dynamics.

7.4 TRCIS Results, Data Analysis, and Discussion

7.4.1 Mass Selected Photoelectron Spectra

Figure 7.12 shows the photoelectron spectra at 50fs pump-probe delay correlated

with NO+ ions, and with (NO)+
2 ions. Using pump=208.8nm, and probe=278.4nm,

the total energy provided to the system is 10.39eV. The spectra are plotted versus

binding energy as before, subtracting the electron kinetic energy from 10.39eV. The

mass separation of spectra is only possible using coincident detection of the electrons

and ions.

The photoelectron spectrum correlated with NO+ shown in Figure 7.12a peaks

towards the high binding energy threshold, consistent with the TRPES experiments.

The NO symmetric stretch vibrational levels for the molecular (NO)+
2 cation assuming

a constant level spacing of 2090cm−1 [116] are indicated in Figure 7.12b. The inverted

vibrational population and the propensity for the excited state for dissociative ion-

ization over molecular ionization confirms the observation that the excited state is

geometrically different from the neutral and cationic ground states. Presumably, the

initially excited state has significant vibrational energy in the N-O stretching coordi-

nate. As expected, the sum of the two mass correlated spectra resembles the TRPES

deconvoluted (NO)∗2 photoelectron spectrum shown earlier in Figure 7.10b. However,
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from the different vertical scales in Figure 7.12, it is easy to see how the (NO)+
2 pho-

toelectron signal could be overlooked if only the total photoelectron spectrum was

measured.

Figure 7.12: The photoelectron spectrum correlated with a) NO+, and b) (NO)+
2

ions at 50fs pump-probe time delay. Pump = 208.8nm, probe = 278.4nm. In b) the
vibrational energies of the symmetric NO stretch ν1, are indicated. Contributions
due to ionization of the NO monomer have been removed.
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7.4.2 Integrated Ion Transients

The integrated ion time transients for NO+ and (NO)+
2 using pump = 208.8nm,

probe = 278.4nm are shown in Figure 7.13. The contributions due to non-resonant

ionization of the NO(X) monomer have been removed. The transients for both ions

were obtained from the same data set. NO+ ions can arise from several sources:

• Non-resonant dissociative ionization of the NO dimer ground state:

(NO)2 + hνpump + hνprobe → NO + NO+ + e− (7.6)

• Dissociative ionization of the NO excited state:

(NO)2 + hνpump → (NO)∗2 or (NO)†2 (7.7)

(NO)∗2 or (NO)†2 + hνprobe → NO + NO+ + e−

• Photoionization of the NO(A) photofragment:

(NO)2 + hνpump → NO(X) + NO(A) (7.8)

NO(A) + hνprobe → NO+ + e−

The integrated NO+ time transient in Figure 7.13a can show any combination

of these NO+ production channels. The fit using the kinetics model described by

Equation 7.4 and time constants of τ1 = 140fs and τ2 = 590fs determined from

the TRPES 209.6nm experiments is shown by the solid line in the figure. Only

the amplitudes of the components were adjusted to construct the fit. Dissociative

ionization of the NO excited states and photoionization of the NO(A) photofragment

are the primary NO+ production channels. The fit agrees with the model proposed

from the TRPES experiments. The integrated (NO)2 time transient is shown in

Figure 7.13b. The data is fit well with a cross-correlation component and (NO)2

excited state components. As before, only the amplitudes of the components were
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adjusted.

7.4.3 Electron-ion kinetic energy correlation maps

In the preceding section, it was seen how there are several contributions to the in-

tegrated NO+ time transient. These contributions can be somewhat separated by

plotting the correlated ion and electron kinetic energy maps. This map is shown in

Figure 7.14. The colour scale indicates the probability of detecting electron and NO+

ions in coincidence with measured energies of each. The ion kinetic energy, or KER

(kinetic energy release) is defined as the sum of the kinetic energies of both fragment

monomers which, by conservation of linear momentum, is twice the kinetic energy of

the NO+ fragment that is measured.

The correlation maps contain two major features: a broad, structureless sloping

surface that peaks towards zero electron and ion kinetic energy due to dissociative

ionization of the dimer (Equation 7.7); and a sharp peak at Eelectron = 0.66eV that

emerges at longer pump probe delays due to ionization of the NO(A2Σ+) photoprod-

uct (Equation 7.8). The dissociative ionization feature is smooth over the entire ac-

cessible energy region including the transition region towards the bound dimer cation.

This agrees with the TRPES observation. The lack of any threshold behaviour over

the entire photoelectron energy range strongly suggests that all ionization leads to

only one electronic state of the cation, namely the (NO)+
2 (X2A1) ionic ground state.

This point was already suggested previously[111, 100] and will become important in

the analysis of the recoil frame photoelectron angular distributions.



Chapter 7: Photodissociation dynamics of the NO Dimer 205

Figure 7.13: Integrated ion transients for a) NO+, and b) (NO)+
2 . Pump = 208.8nm,

probe = 278.4nm. In a), contributions due to ionization of the NO monomer have
been removed. The solid lines are fits adjusting only amplitudes using a sequential
model with time constants of 140fs and 590fs. X, A, I, and P are the cross-correlation,
initially excited, intermediate, and product components respectively.
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Figure 7.14: Electron-ion energy correlation maps and integrated energy spectra at
various pump-probe delay times. The colour map indicates intensity increasing from
white to red. Integrated electron and ion kinetic energy spectra are shown beside the
axes.
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7.4.4 Time Resolved Kinetic Energy Distributions

The overlapping nature of the NO(A) photoelectron peak with the broad distribu-

tion of the dissociative ionization photoelectrons (Equation 7.7) obscures the KER

spectrum of the ionized NO(A) photoproducts (Equation 7.8). However, separation

of the two KER spectra is possible using the following method. Above and below

the energy for the NO(A) photoelectron peak, the shape of the ion KER spectrum

due to dissociative ionization does not change at different time delays. Thus, the ion

KER spectrum due to dissociative ionization under the NO(A) peak is not expected

to change shape either. The combined ion KER spectra from the two processes was

obtained by integrating the electron kinetic energy between 0.60 and 0.73eV. At 50fs

pump probe delay, there is negligible contribution in the ion KER spectrum from ion-

ization of NO(A). Therefore, a scaled replica of this spectrum was subtracted from the

ion KER spectra at other time delays. The scaling factor was determined by setting

the KER difference spectrum to be zero at KER greater than 0.40eV, the maximum

KER for the NO(A) dissociation channel at 208.8nm. Calculated in this way, the

difference ion KER spectra are the ones correlated with the NO(X) + NO(A) disso-

ciation channel. These ion KER spectra are shown in Figure 7.15. It is important to

note that in this measurement, since dissociation of the dimer occurs before the ar-

rival of the probe pulse, the presented NO(A) ion KER spectra are time-integrations

of the product between zero pump probe delay and the times indicated in the figure.

The vibrational energy limits for the NO(A) and NO(X) photofragments are shown

as vertical dashed lines.

The implications of Figure 7.15 are the following. At all time delays the total
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Figure 7.15: Time resolved total ion kinetic energy release of the NO(X) + NO(A)
photodissociation channel. Error ranges accounting for statistical and scaling factor
errors are indicated with dotted lines. Vibrational energy limits for the photofrag-
ments are indicated by vertical dashed lines.
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available excess energy is 0.40eV. This corresponds to the difference in energy be-

tween the 208.8nm photon and the energies of the NO(X) and NO(A) photoproducts

relative to the NO dimer ground state. For all ion KER energies below this limit

of 0.40eV, conservation of energy dictates that the remaining energy must be parti-

tioned amongst the internal degrees of freedom, i.e. vibrations and rotations. Low ion

KER energies correspond to higher vibrational/rotational excitation and vice versa.

At early times, vibrational excitation of the photofragments is prevalent. At later

times, more population shifts to the ground vibrational state, but with substantial

rotational excitation. Initial excitation of the dimer is mainly in the high frequency

NO stretch coordinate and fragmentation is a result of coupling this energy into the

inter-monomer coordinate. Products formed at early times have little time to transfer

energy to the other modes in the molecule, including the inter-monomer coordinate,

and vibrational excitation is retained in the products. Products formed at later times

however, have more time to complete the vibrational energy transfer and dissociation

leads to less vibrationally excited products. To our knowledge, this is the first direct

observation of time-resolved intramolecular vibrational energy redistribution (IVR)

using time resolved product state distributions.

7.4.5 Photoelectron and Photofragment Angular Distribu-

tions

High resolution studies have looked at the time integrated lab frame (LF) photo-

electron angular distributions (PADs) to infer information about the NO dimer pho-

todissociation [107, 109, 94]. More recent studies have looked at the time resolved

LF-PADs using femtosecond lasers [110, 111]. It should be stressed that these PADs
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are measured in the lab frame. The coincidence experiment is also able to measure

the LF-PADs. Furthermore, in the axial recoil limit, the recoil frame (RF) PADs can

be constructed.

The left side of Figure 7.16 shows the time resolved LF-PADs for the electron

kinetic energy range of 0.05-0.50eV corresponding to the dissociative ionization chan-

nel. All ion energies were accepted. The laser polarizations, as indicated in the figure,

were parallel and define the lab frame axis. The distributions are cylindrically sym-

metric about lab frame axis. The LF distributions were fit (solid lines) to a Legendre

polynomial expansion [118]:

I(θ) ∝
∑
Lmax

βLPL(cosθ) (7.9)

where βL is the Lth-order β parameter, and PL(cosθ) is the Lth-order Legendre poly-

nomial. Only terms of even L are required to fit the PADs since ionization is equally

likely to occur when the electric field is up as when it is down. The distributions were

fit to Lmax = 4, as dictated by the nature of the two-photon ionization process [13].

The RF-PADs are shown on the right side of Figure 7.16 for the same energy. To

obtain sufficient statistics, NO+ ions were selected within a ±20◦ cone of the parallel

laser polarizations. The emission directions of these ions were defined to be θ =

0◦. The directions of the coincidentally detected photoelectrons were histogrammed

relative to the ion recoil direction. Selecting the photoelectrons in this way yields

cylindrically symmetric PADs about the ion recoil direction (neglecting the small

angle between laser polarizations and the ion recoil directions). Since the integrated

solid angle for each azimuthally integrated slice scales as sin θ, the statistics are most

favourable around θ = 90◦ and least favourable θ = 0◦ and θ = 180◦. This explains

the systematic variation of the error bars from the equator to the poles of the angular
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distributions. For RF-PADS, in principle, the value of Lmax in Equation 7.9 is not

predefined by the experiment. However, in practice, contributions of partial waves

with very large Lmax are usually insignificant. Fits of the RF-PADs using Equation

7.9 (solid lines) required the inclusion of terms with L = 2, 4, 6, 8. Fits including

terms of higher L did not improve the reduced χ2 value of the fit. The rotational

temperature of the molecular beam under these experimental conditions is estimated

to be 20K. At this temperature, the average rotation of the dimer about the axes

perpendicular to the N-N bond is ∼ 20◦/ps. This does not factor in any slowing of

the rotation as the dimer dissociates. Thus, the axial recoil approximation is judged

to be valid for this analysis.

Differences between the LF-PADs and RF-PADs are readily apparent. All of the

LF-PADs are largely structureless and show little difference across all of the time

delays measured. In stark contrast, the RF-PADs show significant structure that

varies with time delay. A simple quantitative measure of the change in the RF-PAD

structure is shown in Figure 7.17. In this figure, the ratios of PAD intensity at

θ = 90◦ to the PAD intensity at θ = 0◦ are plotted versus the pump-probe delay. The

I(θ = 90◦)/I(θ = 0◦) varies between 0.95 and 1.08 for the LF-PADs and between 1.25

and 1.86 for the RF-PADs indicating both the richer structure, and the more obvious

time behaviour of the latter.

In the TRPES section, it was argued that all ionization occurs to the ionic elec-

tronic ground state. Thus, the changing shape of the RF-PADs is direct evidence of a

changing electronic configuration occurring during the NO dimer photodissociation.

In Figure 7.17, the population curve of the (NO)†2 intermediate state generated using

time constants from the TRPES measurements is overlaid with the RF-PAD intensity
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Figure 7.16: Time resolved lab frame (LF) and recoil frame (RF) photoelectron an-
gular distributions (PADs). Electron kinetic energies between 0.05eV and 0.50eV and
all ion energies were selected, corresponding to events from the dissociative ionization
channel. For the RF-PADs, the recoil direction of the NO+ fragments is directly
downwards. NO+ ions were selected within a ±20◦ cone of the parallel laser polariza-
tions. The emission directions of these ions were defined to be θ = 0◦. The directions
of the coincidentally detected photoelectrons are histogrammed relative to the ion
recoil direction. The PADs were normalized to the same total flux integrated over
all angles. The solid curves are fits to even Legendre polynomial expansions with
maximum order Lmax = 4 for the LF-PADs and Lmax = 8 for the RF-PADs.



Chapter 7: Photodissociation dynamics of the NO Dimer 213

ratio curve. Both curves maximize at approximately the same time, revealing that

ionization of the (NO)†2 state leads to a RF-PAD that peaks perpendicular to rather

than parallel with the ion recoil and laser polarization vectors.

Figure 7.17: Time dependent ratios of the PAD intensities at θ = 90◦ and θ = 0◦

shown in Figure 7.16 for the recoil frame (RF, solid), and the lab frame (LF, dotted).
The population curve of the (NO)†2 intermediate state using time constants from the
TRPES measurements is overlaid (dashed).

Simple arguments can be used to predict the shapes of the RF-PADs. From

arguments presented previously, we assume that the dimer excited states ionize to

the totally symmetric closed shell ground state of the monomer cation. For Rydberg

states in the absence of core scattering, the RF-PAD is dictated by the selection

rule l = l0 ± 1. If the excited dimer progresses through a 3s type Rydberg state,

as suggested by Tsubouchi et al. [112], the RF-PAD should be a p-wave directed

along the electric field vector. This is the exact opposite of what we observe in the



Chapter 7: Photodissociation dynamics of the NO Dimer 214

RF-PADs presented in Figure 7.16, where most intensity is directed perpendicular

to the electric field vector. Therefore, we can rule out significant 3s Rydberg state

involvement in the photodissociation dynamics.

Calculations outlined in the following section reveal a state of B2 symmetry (in

the C2v point group) that is initially excited in the NO dimer. The subsequent

accessibility of a B2 symmetry 3py Rydberg dimer state is also predicted in the same

energy region. For ionization of a 3py orbital, the ∆l = ±1 selection rule creates

photoelectron distributions with s and d character. Interference between s and d

partial wave contributions from atomic-like orbitals can lead to PADs which peak

perpendicular to the laser polarization, as was first explained by Cooper and Zare[91].

Based on the perpendicular propensity for ionization quantified in Figure 7.17, we

conclude that the intermediate (NO)†2 state is a 3py Rydberg dimer state. This

conclusion is only made possible using the coincidence technique that allows access

to the recoil frame PADs.

7.4.6 TRCIS Summary

In summary, using the TRCIS technique, we are able to draw several conclusions

about the NO dimer photodissociation. Mass selected photoelectron spectra confirm

the large geometry differences between the excited state and the ground and ionic

states, and suggest significant N-O stretching excitation in the initially excited state.

The time behaviour of the integrated ion transients also agrees with the sequential

dissociation model inferred from the TRPES studies. The electron-ion kinetic energy

correlation maps allow separation of the ionization channels that result in the forma-

tion of NO+. The lack of any structure or threshold effects in the time resolved spectra
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implies that ionization occurs to the ground state of the dimer cation. We are able to

separate the time resolved ion KER spectra of the NO(A) neutral dissociation channel

from that of the dissociative ionization channel. We find that NO(A) products emit-

ted at early times show higher vibrational excitation than products emitted at later

times. To our knowledge, this is the first measurement of time resolved vibrational

energy distributions. Time resolved recoil frame photoelectron angular distributions

indicate that the electronic nature of the excited NO dimer changes with the same

kinetics as the population of the intermediate state. The PAD associated with the

maximum intermediate state population has the maximum intensity ratio between

electrons emitted perpendicular to the laser polarization, and those emitted parallel.

This gives us indications of the symmetries of the excited dimer states that will be

discussed in the following sections. Only through the use of the coincidence imaging

technique were these measurements possible.

7.5 Electronic Structure of the Excited NO Dimer

Intermediates

Collaboration with theoreticians at the University of Southern California and the

University of Regina have yielded important results for unraveling the NO dimer

photodissociation dynamics [119]. These results are briefly summarized here.

Schematically, the lowest excited NO dimer states can be constructed by combin-

ing NO monomers is two different ways: a ground state NO(X2Π) monomer with a

monomer in one of the excited doublet states A, B, C, D ; or a ground state NO+(X1Σ)

cation with hypothetical electronic states of NO−. The neutral combinations result in
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ER (excimer, exciton-resonance) states, while the charged combinations result in CT

(charge-transfer, charge-resonance) states. Calculations were made using complete

active space self-consistent field (CASSCF), multireference configuration interaction

singles and doubles (MRCISD), and equation-of-motion coupled-cluster (EOM-CC)

methods. The most important state responsible for oscillator strength of transitions

in the 6eV energy region is the (σ1
dσ

∗1
d ) CT1 state, which is of B2 symmetry. This

state mixes with many other states of B2 symmetry, producing a bright band of states

of similar energy. The presence of these states explains the experimentally observed,

broad, featureless absorption band of the NO dimer[101].

The lowest-lying state of B2 symmetry is the σ1
d3p

1
y X + A3py Rydberg state,

correlating to NO(X) + NO(A) at large separations. The existence of such a 3py

orbital is easily explained with the aid of Figure 7.18. In the dimer, the NO monomers

are quantum mechanically indistinguishable. As the dimer separates, two states are

created from in-phase and out-of-phase combinations of the final NO(X) and NO(A)

monomer states. The in-phase combination results in a 3s-type Rydberg orbital of

A1 symmetry, whereas the out-of-phase combination results in the aforementioned

3py-type Rydberg orbital. The direct transition to the 3s-type Rydberg state is

forbidden due to symmetry reasons and must vibronically couple to a B2 vibration to

be somewhat allowed. However, the 3s-Rydberg state is located located about 0.5eV

below the bright CT1 state and thus can be expected to play little role in the initially

excited configuration.

Analysis of the Frank-Condon factors between the ground and excited states sug-

gest that initial excitation populates roughly two to four quanta of energy in the

N–O symmetric stretch, and low excitation in the inter-monomer stretch. This is
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Figure 7.18: In-phase and out-of-phase MO combinations of the NO(X) and NO(A)
photoproducts.

consistent with the time-dependent internal energy distributions presented in Figure

7.15, which show early products still contain a large amount of internal energy. The

mixing of the CT1 and 3py Rydberg states and their energies are strongly dependent

on the N–O (and also N–N) distances within the dimer. Therefore, the excited N–O

stretching vibration causes oscillations in the electronic configurations that are CT -

like at the maximum r(N–O) turning point, and 3py Rydberg-like at the minimum

r(N–O) turning point. As energy initially deposited into the N–O stretch flows into

the ν3 N-N stretching dissociation coordinate, the electronic configuration becomes

less CT -like and more 3py Rydberg-like.
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7.6 Conclusions

Time resolved photoelectron spectroscopy, time resolved coincidence imaging spec-

troscopy, and ab initio calculations were used to unravel the dynamics of the NO dimer

photodissociation leading to NO(X) and NO(A) products. The TRPES studies con-

firmed that the photodissociation occurs via a sequential mechanism (NO)2
hνpump−−−−→

(NO)∗2
τ1−−−→ (NO)†2

τ2−−−→ NO(A) + NO(X) with time constants determined to be

τ1 = 140 ± 30fs and τ2 = 590 ± 20fs at 209.5nm excitation. Dissociative ionization

of the excited states is preferred over ionization to the molecular cation. The lack of

structure in the photoelectron spectrum led us to conclude that ionization occurs to

the electronic ground state of the cation. The absence of vibrational progressions in

the molecular cation photoelectron region suggests that the geometry of the excited

state is quite different from that of the neutral and cation ground states.

The TRCIS experiments allowed us to measure mass selected photoelectron spec-

tra, as well as distinguish between NO+ ions formed by either dissociative ionization

or ionization of the NO(A) photoproducts. These types of measurements are only

possible using a coincidence measurement method. Vibrational excitement in the N–

O stretching coordinate was observed in the excited NO dimer. The TRCIS method

also allowed us to measure both lab frame and recoil frame PADs. While the lab

frame PADs showed little structure, and little variation with time, the recoil frame

PADs showed rich dynamical behaviour. We conclude that these changes are due to

changing electronic character of the excited state. Ab initio theoretical calculations

identified two electronic states of B2 symmetry, a charge transfer state, responsible

for the oscillator strength of the transition, coupled to a 3py Rydberg state, leading

to dissociation of the dimer to NO(X) and NO(A). The changes in the recoil frame
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PADs were consistent with ionization of the 3py Rydberg type state.

We were also able to directly measure time resolved internal energy distributions

of the NO(A) photoproducts. Products that are formed at early times have more

N–O stretching excitation than products that are formed at later times, which are

vibrationally colder. This supports calculations that suggest that photoexcitation

initially occurs to states with highly excited N–O stretching vibrations. Dissociation

to NO(X) and NO(A) occurs after sufficient time has passed to couple the N–O

stretching energy into the inter-monomer stretch.



Chapter 8

Conclusion

Here we have studied the effects of methyl substitution on relaxation rates in the elec-

tronically excited α, β-enones acrolein (AC), crotonaldehyde (CR), methylvinylketone

(MVK), and methacrolein (MA) using time resolved photoelectron spectroscopy (TR-

PES). We observe large differences between the molecules in the relaxation rates from

the S1 surface. The relative relaxation times are: CR < AC ≤ MVK < MA. Cor-

related with the relative relaxation rates in CR and AC is the absence of HCO(X )

production in photolysis experiments. Relaxation from the S1 state is predicted to

occur via a conical intersection (CI) with the ground state. The topographies of

the S1/S0 CI for all of the enones are considerably tilted along the gradient differ-

ence vector to approximately the same degree. The geometries of the CI’s are also

extremely similar, with the terminal methylene carbon twisted by 90◦ and slightly

pyramidalized. Quantitative treatment of the geometrical, energetic, and topograph-

ical features of the S1/S0 CI’s do not indicate any ‘structural’ differences that might

be responsible for the differing relaxation dynamics. We conclude that the differences

in relaxation rates between the molecules are due to dynamical factors. Based on

220
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our experimental results, we develop a simple model describing how the nonadiabatic

crossing rate through sloped conical intersections is controlled by the relative speeds

or frequencies of important motions. Motions that are responsible for reaching the

conical intersection geometry, but are not responsible for creating the intersection

itself, promote relaxation if they are slow. Conversely, in the coordinates that cre-

ate the intersection, fast motions promote nonadiabatic crossing. Thus CR has the

fastest decay because it has slow motion of the torsional coordinate required to reach

the CI, and fast motion through the CI. AC and MVK have slower relaxation rates

because they pass by the CI region quickly, not allowing the trajectory to reach the

crossing. MA has the slowest decay because like AC and MVK, it passes the CI region

quickly. However, MA has an additional hindrance to nonadiabatic decay because it

also has a methyl group attached where it slows the motion of one of the intersection

coordinates. This study is important because too often only structural parameters

are used to predict reaction pathways without consideration of dynamical factors.

We hope that this is the first of many studies to explore dynamics occurring near

CI’s. Just as Polanyi outlined rules for A + BC reactions in his 1972 paper [120],

this study begins an exploration to whether a similar set of rules can be developed

for nonadiabatic conical intersection dynamics. Ab initio calculations employing full

dynamical treatments are currently possible for small polyatomics [72] (although still

quite computationally taxing), opening new opportunities for combined experimental

and computational investigations.

With TRCIS, we hope to develop the emerging field of “femtochemistry from the

molecule’s point of view”. This thesis has outlined the construction of our coincidence

imaging spectrometer located at the National Research Council. Coincidence imaging
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spectroscopy allows access to measurements not possible using other techniques, such

as photoelectron/photoion energy correlation maps, and recoil frame photoelectron

angular distributions (RF-PADs). Energy correlation maps allow separation of reac-

tion channels leading to the same products. RF-PADs allow access to the electronic

symmetries of the evolving molecular states. We demonstrate the use of TRPES and

time resolved coincidence imaging spectroscopy (TRCIS) to elucidate the photodis-

sociation dynamics of the NO dimer at ∼209nm excitation leading to NO(X) and

NO(A) products. The TRPES experiments reveal the timescales of the reaction and

unequivocally identify the kinetics of the reaction. Theoretical analyses indicate the

presence of an optically bright charge transfer state that can couple to a 3py type Ry-

dberg state. We experimentally observe this state using TRCIS. Additionally, using

energy correlation maps, we are able to determine the internal energy, and therefore

follow intramolecular vibrational energy redistribution (IVR) in the photofragments.

Using this combined TRPES and TRCIS approach, we follow the photodissociation

dynamics in unprecedented detail from initial excitation to the final products.
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Appendix A

Spectrometer Materials

Table A.1: Vacuum compatible materials used in the CIS
spectrometer.

Spectrometer Materials
Material Composition(%) Usage

SS316L (A4SS) C 0.03 max 1 - least magnetic SS
Cr 16 - 18 - most corrosion resistant SS
Fe Balance
Mn 2
Mo 2-3
Ni 10-14
P 0.045 max
Si 1 max
S 0.03 max

SS304 (A2SS) C 0.08 max 1 -common ‘non-magnetic’ SS
Cr 18 - 20 -very corrosion resistant
Fe balance -also called 18-8 Stainless Steel
Mn 2 max
Ni 8-10.5
P 0.045 max
Si 1 max
S 0.03 max

...
...

...

234
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Table A.1: (continued)

Spectrometer Materials

Material Composition(%) Usage
AA 6061-T6 Al 97.9 2 -high strength aluminum alloy

Si 0.60 -no zinc content
Cu 0.28 -non-magnetic: used for spectrometer

electrodes
Mg 1.0
Cr 0.20

CuBe
(UNS17200)

Cu 98.1 3 - expansion coefficient almost the same
as pure copper

Be 1.9 - used for copper grid mounts
PEEK
30% glass-filled

PolyEther-
EtherKetone

- vacuum compatible polymer

- glass fiber reinforcement imparts
higher stiffness than unfilled.
- high dielectric breakdown strength:
used as machinable insulating material

Kapton Polyimide - high dielectric breakdown strength
film: used as insulating film between
plates of high voltage

Ceramic alumina - use as high voltage insulators: coated
with germanium to eliminate surface
charging and produce uniform field drop

PTFE PolyTetra-
FluoroEthylene

- machinable plastic.

1from www.suppliersonline.com
2from www.efunda.com
3from www.copper.org



Appendix B

Constant Fraction Discriminator

Tuning

B.1 Choosing the Fraction and Delay

The fraction (F) of a CFD is usually defined as the amplitude of the prompt pulse

divided by the amplitude of the delayed pulse. Choosing the ideal fraction to give the

best timing characteristics depends on the input pulse shape. The fraction analysis

which follows is taken from a paper by Vallerga and McPhate[121] .

The difference voltage between the comparator inputs is described by the function

G(t)

G(t) = FV (t)− V (t− t0) (B.1)

where F is the fraction, V (t) is the input pulse, and V (t − t0) is the input pulse

delayed by time t0. The CFD produces an output logic pulse when G(t) crosses zero.

236
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The error in the crossing time σt is caused by voltage noise σG at the crossing time T

σt =
σG

dG/dt|T
(B.2)

Assuming that the voltage noise at time t, σV (t), is the same as at time t− t0, σV (t−t0),

the error in G is

σ2
G =

(
dG

dV (t)

)2

σ2
V (t) +

(
dG

dV (t− t0)

)2

σ2
V (t−t0) (B.3)

σG = σV (t)(F
2 + 1)

1
2 (B.4)

The derivative of G(t) with respect to time is simply

dG

dt
= F

dV (t)

dt
− dV (t− t0)

dt
(B.5)

Combining the above equations gives the expression for the error in the crossing time

as

σt =
σV (t)(F

2 + 1)
1
2

F dV (t)
dt
− dV (t−t0)

dt

(B.6)

The condition for the optimum value of F can be found by setting the derivative of

σt with respect to F to be zero and rearranging to give

F = −

 dV (t)
dt

∣∣∣
T

dV (t−t0)
dt

∣∣∣
T

 (B.7)

Both derivatives must be taken at the crossing time T . Unfortunately, Equation B.7

is not as helpful as we would like, because the crossing time T is unknown until the

delay t0 is chosen. However, the optimum delay is not known a priori for an arbitrary

pulse V (t) so further analysis is required.
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B.1.1 Symmetric pulses

For symmetric pulses the slope of the leading edge of V (t− t0) is always equal to the

slope of the trailing edge of V (t), regardless of the delay time chosen. Equation B.7

shows that the optimal fraction is 1. Now that F is known, examination of Equation

B.6 shows that the optimum delay time should be chosen such that V (t) and V (t−t0)

cross when their slopes have the largest difference (ie. the maximum absolute slopes).

The choice of the correct delay is readily apparent in Figure B.1, where the timing

jitter for different external delays are shown. The vertical extent on the prompt

(dark blue) and delayed (light blue) pulses represents noise. The pink regions are the

regions where the pulses overlap. CFD output is triggered inside the dashed circled

region. The timing jitter is the horizontal extent of the triggering region. The timing

jitter is minimized when the external delay is approximately half of the total pulse

width. For Gaussian shaped pulses, the optimal delay is 85% of the full width half

maximum (FWHM) of the pulse.

Figure B.1: Noise timing jitter for symmetric pulses when the external cable delay is
(a) optimal, (b) too short, (c) too long. The CFD triggers when the two curves cross
within the dashed circle.
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B.1.2 Nonsymmetric pulses

It is difficult to find the absolute optimal delay and fraction for nonsymmetric pulses.

Fortunately, a large range of fractions and delays usually gives errors within 1% of

each other. The approach that I have found useful is the following:

1. Find the time of maximum slope on the leading edge tL, and trailing edge tT ,

of the pulse to be measured.

2. Calculate the fraction needed to make the maximum slopes cross.

F = V (tL)/V (tT ). (Remember it is the leading edge of the delayed pulse and

the trailing edge of the prompt pulse that cross)

3. The delay needed is t0 = tT − tL.

4. Calculate the crossing time error σt from Equation B.6.

5. Calculate the fraction via Equation B.7. If this fraction matches the fraction

calculated in step 2, then you have the optimal fraction and delay. Most likely,

they are not consistent so a slightly different F and t0 are needed. If this is

necessary, try adjusting the fraction small amounts, readjusting the delay, and

calculating the timing error again. The goal is to minimize timing error.

In general, pulses with fast leading edges and slow trailing edges should have

F < 1, while pulses with slow leading edges and fast trailing edges should have

F > 1.
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B.2 Walk and Threshold Adjustments

To realize the CFD electronically, two more adjustable parameters must be intro-

duced: the walk and threshold adjustments. The threshold adjustment sets the min-

imum pulse height necessary to trigger the CFD output. The threshold is typically

set just above the noise level of the input.

When the CFD is not receiving input, a small voltage must be applied across the

inputs of the zero crossing comparator (ZCC) so that its output does not oscillate.

This adjustable voltage is commonly called the walk adjustment. The adjustment

of the walk voltage is critical to obtain optimal timing characteristics of the CFD.

Ideally, the walk should be as small as possible to retain optimal timing characteristics.

However, the walk must be greater than the noise level so that the comparator output

does not fluctuate wildly creating spurious triggers.

The walk may be slightly positive or slightly negative. It may be advantageous

to choose one polarity over the other to ease in crossing the maximum slopes on

the leading and trailing edges of the prompt and delayed input pulses (see previous

section). For negative input pulses, large positive walk settings should be avoided

to prevent triggering of the prompt pulse with the baseline ahead of the delayed

pulse. Figure B.2 depicts various walk settings for a negative input pulse with 100%

amplitude variation. Case (a) shows an optimally set walk voltage. Case (b) and (c)

show too large walk settings. In the improperly adjusted cases (b) and (c), the timing

jitter, indicated between the vertical bars, is larger than the optimal case (a).
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Figure B.2: Discrimination timing for input pulses with varying amplitudes (black,
red, green, blue, violet corresponding to 50, 75, 100, 125, 150% amplitude respec-
tively) for various walk/delay settings. The output times for the extreme amplitudes
are shown with vertical dashed lines. (a) Ideal walk setting. (b) walk setting negative
and too large. (c) walk setting positive and too large. In the improperly adjusted
cases (b) and (c), the timing jitter indicated between the vertical bars, is larger than
the optimal case (a).
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B.3 Electronic Implementation : The Tennelec 454

CFD

B.3.1 CFD Triggering

This and the following sections describe how the technique of constant fraction dis-

crimination is implemented in the commercially available Tennelec/Canberra 454

(T454) CFD. Other implementations, including that found inside the Sensor Sciences

DSTDC, are similar. An abbreviated schematic of the Tennelec 454 CFD is shown in

Scheme B.1. Refer to the Tennelec manual schematic for a complete diagram.

The operation of the CFD is as follows. A negative input pulse is applied to

both the threshold crossing comparator (TCC) and the fraction module. If the input

received at the TCC is greater than the threshold voltage at TP2 (which should be

the front test point voltage T divided by ten), an ECL pulse is produced which is

used to gate the threshold gate (TG). The ECL gate pulse is only produced while the

input pulse is greater than the threshold voltage.

Inside the fraction module, the input pulse is split and proper input termination is

ensured. One part of the pulse is sent to the zero crossing comparator (ZCC) directly.

The other part is routed through an external delay cable and into the other input of

the ZCC. The walk adjustment (Z) quiescently keeps the ZCC inverted output HIGH.

When the delayed pulse is greater than the prompt pulse, the ZCC output switches

state and produces a leading edge which is timed with the zero crossing. This timing

edge can only pass through the TG if it coincides with the gate pulse produced by

the TCC.

The timing edge is used as the clock signal (CE-bar) for a D-type flip-flop (IC 3)
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for which the data input (D) is held high. Thus, the leading edge at Q is carefully

timed and passed to the output driving electronics. Q-bar is used to trigger the

output width electronics that after a delay set by the front panel W pot, resets the

flip-flop via RO.
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B.3.2 Choosing the Fraction

Inside the T454, the input pulse is split into two at pins 4 and 5 of the Fraction Module

(FM). The prompt pulse goes into the non-inverting input of a fast comparator IC1

pin 8 (the Zero-Crossing Comparator, ZCC). The delayed pulse is routed through the

external delay cable and into the inverting input of the ZCC, IC1 pin 7. The Fraction

Module is schematically illustrated in Scheme B.2.

Scheme B.2: The Tennelec 454 Fraction Module. If R1 = R2 = R3 = R4 = 50Ω, it
will have an input impedance of 50Ω and F = 1.

Both the fraction, F and the input impedance of the CFD are determined by the

fraction module. The fraction, F is

F =

(
R4

R3+R4

)(
R1

R1+R2

) (B.8)

The input impedance Rin is

1

Rin

=
1

R1 + R2
+

1

R3 + R4
(B.9)

Once F and Rin have been chosen, two free variables remain. If R1 and R4 are
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chosen, then

R2 = Rin

(
R1

R4
F + 1

)
−R1 (B.10)

R3 = Rin

(
R4

R1

1

F
+ 1

)
−R4 (B.11)

If R2 and R3 are chosen, then

R1 = R2

(
1

Rin
− 1

R3
− 1

R2
1

R3
(1− F )− 1

Rin

)
(B.12)

R4 = R3

(
1

Rin
− 1

R3
− 1

R2
1

R2
(1− 1

F
)− 1

Rin

)
(B.13)

B.3.3 Choosing the External Delay Length

Tennelec specifies the internal delay within the T454 to be 600ps. However, module-

to-module variations have revealed this to be 450-600ps. This internal delay must be

subtracted from the overall delay to obtain the length of cable needed for the external

delay.

B.3.4 Adjusting the Walk Compensation (Z)

A simplified version of the walk (or zero crossing adjustment) circuit inside the T454

is shown in Scheme B.3. The voltage measured at the front panel Z test point is

the DC bias voltage seen at the ZCC pin 8. The bias voltage seen at the ZCC pin

7 depends on the driving device because the walk biasing contains the signal input

line. If the DC output impedance of the driving signal is very high, then the ZCC

pin 7 sees one-third of the voltage that pin 8 sees. If the driving output impedance

is lower, the voltage at pin 7 is less than one-third that at pin 8. This stresses the

importance of measuring or adjusting the walk voltage with the input connected.
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Scheme B.3: The Tennelec 454 walk circuit.
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B.3.5 Threshold Adjustment

In the T454, the threshold can be measured directly at TP2 or at the front panel

test point (T) which is 10 times greater than the actual voltage at the comparator.

As shown in Scheme B.1, the TCC produces a gate pulse when input pulses exceed

the threshold voltage. This signal gates the timing signal received from the ZCC.

Ideally this part of the circuit should block all pulses with magnitude smaller than the

threshold voltage, and let through all pulses with magnitude larger than the threshold

voltage. In the T454, while it is true that all pulses smaller than the threshold will

be blocked, pulses larger than threshold might not trigger output. When the CFD

walk and external delay settings are adjusted correctly, and the input pulse is much

larger than the threshold voltage, the CFD behaves correctly (Scheme B.4, Case 1)

When the input pulse is small compared to the threshold voltage, the CFD fails to

trigger because the gate signal from the TCC closes before the zero crossing occurs.

To alleviate this problem, an extra delay cable (threshold delay) was added be-

tween the input and the TCC to delay the gate signal. Practically this is most easily

done by first removing R14 from the component side of the board. A length of coaxial

cable can be soldered to this resistor and replaced resulting in the cable being between

R14 and R68 . The coaxial shield can be grounded via TP2GND and the grounded

side of C2.

Another solution suggested by John Vallerga is to add a 39pF capacitor between

the TCC input (IC1, pin10) and ground. In this manner, the input signal’s high

frequencies are attenuated prior to entering the TCC, thus slowing the rise and fall

time of the threshold gate pulse and allowing the zero crossing to occur before the

gate closes. Unfortunately, the overall signal pulse is attenuated, so the sensitivity
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of the TCC is reduced, so small pulses are lost. Thus the chosen capacitor value is

extremely critical. Too large capacitance and the input signal is attenuated too much,

and too small capacitance and the gate closes before the zero crossing occurs.

When testing, unless unwanted signals overwhelm the CFD, it is best to set the

threshold potentiometer to the minimum level so that the walk voltage and delay

cable can be adjusted first. After the walk voltage and delay cable length has been

optimized, the threshold can be set.

B.4 Summary

In order to adjust a CFD for optimal operation, the following steps should be taken:

1. Choose fraction (F) and external delay: fast leading edge, slow trailing edge -

F<1; symmetrical pulse - F=1; slow leading edge, fast trailing edge - F>1.

2. Set the walk (Z) to a small negative or positive voltage. If a constant timing

source is available, check on scope that minimum jitter is found.

3. Set Threshold to eliminate unwanted small signals.

4. Iterate all steps adjusting parameters slowly to achieve best resolution.

Achieving optimal resolution requires an extensive amount of time and patience.

It is important to realize what resolution is necessary prior to starting CFD tuning

to avoid wasting time when other factors in an experiment can limit the resolution

more drastically.
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Scheme B.4: Timing diagram showing the arrival of the zero crossing edge and the
threshold gate signal at the threshold gate. See text for discussion.


