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Abstract 

Hydrothermal fluids near and above the critical point of water have unique and 

potentially very useful thermophysical properties. At present, the lack of knowledge of 

supercritical water chemistry hinders implementation of innovative hydrothermal technologies. 

The development of new experimental methods and application of molecular modeling tools is 

clearly warranted to provide a better understanding of the complex properties of aqueous systems 

at elevated temperatures and pressures. 

The thermodynamic, dielectric and transport properties of hydrothermal fluids are 

investigated using Molecular Dynamics (MD) simulation and flow injection techniques. The 

spatial hydration structures and self-diffusion coefficients of phenol, aniline and naphthalene in 

aqueous infinitely dilute solution are examined from ambient to supercritical conditions by means 

of MD simulations. It is shown that the solvation shell around aromatic molecules undergoes 

significant changes along the liquid-vapour coexistence curve and, essentially, disappears at 

supercritical conditions. The changes in hydration structures are reflected in the values of the self-

diffusion coefficients which dramatically increase near the critical point of water. The 

thermodynamic and dielectric properties of the Simple Point Charge Extended (SPC/E) water 

model are examined over a broad range of sub- and supercritical states. Accurate thermodynamic 

and dielectric equations of state (EOS) for the SPC/E water model are presented. The 

parameterizations provide the most accurate, up-to-date description of the properties of high-

temperature SPC/E water, thus enabling for the direct comparison of molecular simulation results 

with experimental data via the corresponding states principle.  

The experimental methodology for the study of aqueous fluids at extreme conditions by 

using the ex situ flow injection technique is presented. The methodology significantly simplifies 

the technical aspects of flow injection analysis in hydrothermal fluids as sample injection and 



  iii

detection are performed at ambient temperature, thus allowing the use of standard on-line 

detection methods. The proposed ex situ experimental technique is applied to the examination of 

the hydrodynamic regime of a flow-through tubular reactor from ambient to supercritical water 

conditions. Application of the ex situ Taylor dispersion technique to measurements of the binary 

diffusion coefficients in hot compressed water is also presented. The ex situ flow injection 

methodology provides a basis for further development of flow injection analysis techniques at 

supercritical water conditions. 
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Chapter 1 

Introduction 

Water is a unique chemical compound that plays a key role in a variety of biological and 

geological processes. Its abundance and outstanding properties as a solvent have also made water 

an essential part of numerous technological applications.  

Aqueous fluids at high temperatures and pressures have attracted growing attention over 

the last two decades.1-21 At ambient temperature and pressure water exists in two states, gas and 

liquid (see Fig. 1.1) with the corresponding densities at saturation being about 1.85×10-5 and 

0.997 g/cm3, respectively. As temperature increases, the density of saturated vapour increases 

(due to higher compression), whereas the liquid density decreases (due to thermal expansion), see 

Fig. 1.2. At the critical point (Tc = 647.096 K, ρc = 0.322 g/cm3 and pc = 22.064 MPa)22 the 

difference between the densities of the gas and liquid phases disappears. Supercritical water (i.e. 

water above Tc) can be compressed from gas-like to liquid-like densities without going through a 

phase transition. The properties of water near its critical point are drastically different from those 

at ambient conditions. Unlike ambient water which has low compressibility, high viscosity and is 

an outstanding solvent for electrolytes, near-critical water is highly compressible and expandable, 

low in viscosity and has a low dielectric constant. High isothermal compressibility and volume 

expansivity of water in the near-critical region allow for significant changes in density (and 

subsequently some other thermophysical properties) to be achieved with small changes in 

temperature and/or pressure. For instance, the compressibility of supercritical water at T = Tc + 

1K  and ρ = ρc is four orders of magnitude larger than that of liquid water at ambient conditions, 

see Fig. 1.3. 
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Figure 1.1 Pressure-temperature diagram of water.23  

 

 

Figure 1.2 Pressure-density diagram of water.23 
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Perhaps, the most remarkable and important is the change in character of water as a 

solvent at elevated temperatures and pressures. The behaviour of the dielectric constant of water 

is shown in Fig. 1.4. Near and above its critical point water acts as a low polarity fluid becoming 

a poor solvent for electrolytes. This phenomenon underlies geological processes of mineral 

formation and deposition in the deep earth and at seafloor hydrothermal vents. 

Numerous experimental and theoretical studies have been conducted in order to better 

understand molecular-level origins of the unique behaviour of high-temperature and supercritical 

water, see Refs. [1-10, 21, 24-27] and therein. At ambient conditions liquid water forms a three-

dimensional network of hydrogen (H-) bonds where each water molecule participates in the 

formation of four H-bonds. Preferred dipole orientations in the liquid water structure result in an 

unusually large dielectric constant of about 80 at 298 K. The average number of H-bonds per 

water molecule decreases with increasing temperature and decreasing density from about four at 

ambient conditions to less than one above the critical point. The three-dimensional network of H-

bonded water molecules begins to break around 473 K and completely disappears above the 

critical point.2,6 It is worth mentioning that H-bonding still persists in dense supercritical water 

with the H-bonded configurations represented by small water clusters.5,8,9,11 These changes in 

water structure are reflected in the behaviour of the dielectric constant of water which rapidly 

decreases along the saturated liquid curve as density (and the extent of H-bonding) decreases, and 

reaches a value of about εc = 5.3628 at the critical point, see Fig. 1.4.  

Near and above its critical point water also exhibits excellent transport properties. The 

viscosity of dense supercritical water is about ten times smaller than that at ambient conditions.12 

Subsequently, molecular mobilities rise dramatically as the critical point is approached and 

exceeded. The temperature and pressure dependence of water diffusivity has been studied by a 

number of research groups.27,29-36 The self-diffusion coefficient of water increases from about 2.3 
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× 10-9 m2/s at ambient conditions to approximately 90 × 10-9 m2/s at the critical point.35 

Noteworthy, the substantial increase in diffusivity of water is observed around 523 K at saturation 

which coincides with the onset of the disruption of the spatial H-bonded structure of liquid water. 

It is worth mentioning that the simplistic hydrodynamic (Stokes-Einstein type) equations, 

commonly used for the calculation of the mass transport coefficients at moderate conditions, fail 

to adequately describe the behaviour of the self-diffusion coefficient of water at, near, and above 

its critical point.32, 35 This observation significantly undermines the ability to predict diffusivity of 

solutes based on bulk viscosity values of high-temperature and supercritical water. 

The unique properties of supercritical water form a basis for the development of 

innovative hydrothermal technologies. Enhanced mass transfer and the ability of near-critical 

water to mix with gases and non-polar organic compounds makes it a very promising medium for 

a number of environmentally friendly technological applications, such as Supercritical Water 

Extraction16 and Supercritical Water Oxidation15,19,37 as well as for chemical processing.18,20,38-40 

The most important technological application of water is in power generation. The need to meet 

the world’s future energy demands has led to international efforts to develop a new generation of 

nuclear energy systems (GEN IV). One of the selected designs is the Supercritical-Water-Cooled-

Reactor (SCWR). The SCWR concept features a combined power cycle which utilizes 

supercritical water both as a coolant and as a working fluid which results in considerable plant 

simplification. Increased thermal conductivity combined with the high heat capacity of 

supercritical water are expected to boost thermal efficiency of SCWRs to approximately 44% 

compared to about 33% for current Light Water Reactors (LWRs).41 

 

 



 

 5

  

Figure 1.3 Isothermal compressibility ( )T
1

T pρρκ ∂∂= −  of supercritical water.23 The value 

κT
REF=0.000453 MPa-1 for the saturated liquid at 298.15 K was used as a reference. 

 

 

Figure 1.4 Dielectric constant of water.28 
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1.1 Rationale 

 

The properties of pure water have been carefully evaluated and standardized over a wide 

range of high-temperature and supercritical states by the International Association for the 

Properties of Water and Steam (IAPWS). However, the behaviour and reactivity of supercritical 

aqueous solutions remains poorly understood. From a technological perspective, the design and 

optimization of industrial processes where supercritical water is used as a solvent, a reaction 

medium or a working fluid, requires thorough examination of the complex properties of aqueous 

fluids near and above the critical point. 

Nowadays, computer simulations provide valuable data about the properties of 

hydrothermal fluids. Considering the technical difficulties in conducting physical measurements 

at sub- and supercritical water conditions, molecular simulations will arguably remain the major 

source of information in the future. In this respect, the standardization of the properties of model 

systems over a wide range of high-temperature and supercritical states of water is of great 

practical importance. Unfortunately, despite the large number of computer simulation studies 

carried out for water, an accurate continuous description of its thermophysical properties is still 

lacking for any of the intermolecular potentials currently in use. 

From a reaction kinetics perspective, elucidation of mass-transfer coefficients of solutes 

at near and above the critical point of water is very important for estimation of the reactions rates 

and in the development of predictive kinetics models. Furthermore, several recent kinetics 

studies42-48 seem to indicate that changes in H-bonding and the disappearance of the “cage” effect 

in particular, may cause a non-Arrhenius behaviour in the rate constants (with negative 

temperature dependence) for the near-diffusion controlled reactions in the range from about 423 

to 623 K. Therefore, systematic studies of hydration structures and dynamics of solutes are 
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clearly warranted to provide a better understanding of the chemistry in water at near-critical 

conditions.  

The need for additional experimental data on mass-transfer coefficients of solutes and 

validation of the molecular simulations results necessitates the development of simple 

experimental methods for molecular diffusivity measurements in near-critical water. From a 

chemical engineering standpoint, development of sampling techniques for the examination of 

hydrodynamic performance of chemical reactors under supercritical water conditions is essential 

for obtaining reliable and reproducible kinetics data. 
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1.2 Objectives 

 

The objectives of this thesis are the following: 

1. Examine the spatial hydration structures and molecular diffusivity of select organic 

compounds from ambient to supercritical water conditions by means of Molecular 

Dynamics (MD) simulation. 

2. Provide continuous description of the thermodynamic and dielectric properties of the 

Simple Point Charge Extended water model over a wide range of high-temperature and 

supercritical states. 

3. Construct an experimental flow-through apparatus for the study of hydrothermal systems. 

4. Develop a flow-injection methodology for the examination of fluids at extreme 

conditions. 

5. Examine the hydrodynamic performance of flow-through chemical reactors under 

supercritical water conditions. 

6. Develop an experimental technique for the evaluation of the binary diffusion coefficients 

in high-temperature and supercritical water. 
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1.3 Thesis Outline 

 

Theoretical and experimental methods are described in Chapter 2. MD simulations of 

naphthalene and aniline are presented in Chapters 3 and 4, respectively. The thermodynamic and 

dielectric equations of state for high-temperature SPC/E water are given in Chapter 5. The 

experimental hydrothermal reactor system and the ex situ flow injection methodology for the 

examination of the hydrodynamic performance of flow-through supercritical water reactors are 

described in Chapter 6. Application of the ex situ Taylor dispersion technique to measurements of 

the binary diffusion coefficients in high-temperature and supercritical water is discussed in 

Chapter 7. Summary and future outlook are given in Chapter 8.  
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Chapter 2 

Theoretical and Experimental Methods  

2.1 Molecular Dynamics Simulations 

 

Computer simulations have become an essential part of modern physical chemistry. 

Molecular simulation methods provide information about the thermodynamic, transport and 

structural properties of a model system. The main advantage of computer simulations is the 

ability to gain insights into the microscopic molecular-level origin of the macroscopic 

phenomena. Computer simulations are particularly valuable for the examination of system 

properties under extreme conditions, where physical experiments are difficult or impossible to 

perform.  

Monte Carlo and Molecular Dynamics simulations are the two commonly used classical 

statistical mechanics methods. The Monte Carlo (MC) technique, in its simplest implementation, 

is based on a random displacement of a particle in the system. The acceptance or rejection of a 

random move depends on the transition probability, which is chosen to produce system averages 

in a particular ensemble.1 Although MC is a very fast and efficient method for sampling the 

configuration space it does not provide any information about the dynamics.  

The time-dependent properties of a model system can be obtained by using the molecular 

dynamics (MD) simulation method. The MD simulation technique is based on the solution of the 

Newtonian equations of motion. In this chapter, basic theory, key simulation techniques and 

selected water models are described. 
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2.1.1 General Principles 

 

The essence of the MD simulation is the solution of the classical equations of motion 

which define the relationship between forces acting on a particle and the motion of the particle:  

,
dt

d
m

dt
d

mm i
i

i
iiii 2

2 rv
af ===    (2.1) 

where f is the force, m is the mass of the particle, t is time and a, v and r are the acceleration, 

velocity and position of the particle i, respectively. For an N atom 3D system the propagation of 

particles trajectories by one time step involves the solution of a system of either 3N second-order, 

or a corresponding set of 6N first-order, differential equations. The solution of the equations of 

motion requires calculation of the force acting on each particle. The forces are derived from the 

potential energy V: 

V
irf −∇=i .     (2.2) 

The potential energy, which defines the energetics of interactions in the system, can be 

viewed as a sum of contributions arising from one-body, two-body, three-body interactions etc.: 
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The first term in Eq. 2.3 depends only on the position of the particle and represents the effect of 

an external field. The second term depends on the magnitude of pair separation jiij rrr −=  and 

contributes the most (in absence of the external field) to the total potential energy. Calculation of 

the interactions between triplets is computationally very expensive and typically the sum in Eq. 

2.3 is truncated at the second term. The contributions to potential energy due to triplets and higher 

terms are included in the “effective” pair-potential: 
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 The effective pair-interaction potential can be split further into the electrostatic and 

dispersion (van der Waals) interactions. The van der Waals interactions are represented by using 

continuous (soft-sphere, Mie-type) or discontinuous (hard-sphere, square-well) empirical 

functions with a few adjustable parameters.1,2 The most commonly used form is the Lennard-

Jones 12-6 potential: 
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where the two empirical parameters σ and ε are the diameter and the depth of the potential well, 

respectively. Interactions between unlike atoms are approximated by using the Lorentz-Berthelot 

mixing rules, )/2σ(σσ jiij +=  and jiij εε=ε . 

 Electrostatic interactions are treated by considering an appropriate Coulomb potential: 
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where qi and qj are the charges on the sites i and j and ε0 is the permittivity of free space.  

 Thus, the total potential energy for an atomic system in the absence of an external field is 

given by: 
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  (2.7) 

Note that interaction between a pair of rigid molecules, which is a rather complex 

function of the relative positions (ri, rj) and orientations (Wi, Wj), is modeled by using the so-called 



 

 17

“site-site” approximation, where the total interaction is represented by a sum of pairwise 

contributions from distinct sites a and b of molecules i and j: 

( ) ( )ab
a b

ab,, rΩΩr ∑∑= VV jiij ,   (2.8) 

where baab ji rrr −=  is the inter-site separation.  

 

2.1.2 Molecular Dynamics Simulation Techniques 

2.1.2.1 Periodic Boundary Conditions 

 

Simulation of the bulk properties of a substance represented by a small number of model 

particles (102-104) is performed by using periodic boundary conditions (PBC). In PBC the central 

simulation box is surrounded by its periodic replicas. During the simulation a particle leaving the 

central box is replaced by its periodic image entering the central box from an opposite direction, 

Fig. 2.1. Note that such a representation of a macroscopic system imposes artificial periodicity, 

and, thus, does not allow capturing long-wavelength (wavelengths greater than a box length) 

fluctuations. Generally for system sizes above 256 particles PBC have little effect on the 

equilibrium thermodynamic and structural properties of a model system.1, 2  

For simplicity the geometry of a primary simulation cell is typically chosen to be a cubic 

box. Other geometries include the rhombic dodecahedron and the truncated octahedron, which are 

closer to the spherical shape, and therefore are more efficient for representing a spatially isotropic 

system.1 
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2.1.2.2 Potential Truncation 

 

The calculation of the potential energy of a system subject to PBC requires the 

calculation of all interactions of a given particle with all other particles in the primary and 

periodic simulation boxes, which creates an enormous computational task. However, taking into 

consideration the fact that the largest contribution to the potential energy arises from interactions 

between nearest neighbours, the short-range interactions are calculated by applying the 

“minimum image convention” approximation. In the minimum image (MI) convention the 

position of a particle is viewed to be at the center of a simulation box such that it interacts with its 

N-1 nearest neighbours only. A further approximation in handling the short-range forces involves 

application of a spherical cutoff, where interactions of a particle with its neighbours are 

calculated explicitly only within a spherical cut-off distance rcut (typically half of the cubic 

simulation box length), Fig. 2.1.  

 

Figure 2.1 Schematic diagram of periodic boundary conditions. 
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To minimize the effect of potential truncation on the properties of the system, appropriate 

long-range interaction corrections (beyond rcut) to the potential energy and virial should be 

applied by adding an analytical correction “tail” terms, e.g.:  

)(r)( cut
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ji

LJ
cut

LJ
tot VVV += ∑

<
ijr ,    (2.9) 

where Vcut is the truncated LJ potential and Vtail is the long-range potential energy correction term. 

For two atom types a and b, the correction to the potential energy is given by: 
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where Na and Nb are the number of atoms of types a and b, V is the volume of the system, and 

gab(r) and Vab(r) are the pair-correlation function and pair-potential, respectively. The gab(r) is 

typically taken to be unity at r > rcut. 

 An analytical tail correction can only be applied for rapidly decaying interaction 

potentials (more than r-3). Accurate calculation of the long-ranged electrostatic interactions 

requires other methods. The two widely accepted approaches are the Ewald summation technique 

and the reaction field (RF) method. Both methods consider a system surrounded by a dielectric 

continuum with a dielectric constant εRF. In the RF method the electrostatic interactions beyond 

the cut-off distance rcut are treated by using macroscopic electrostatics, where the surrounding 

dielectric creates a reaction field within a spherical cavity of radius rcut.1 In contrast with the RF 

approach, the Ewald summation technique explicitly considers the electrostatic interactions 

within a much bigger (macroscopic) system made of a large number of periodic replicas of the 

primary simulation box. In this thesis the long-range Coulomb interactions were handled by using 

the Ewald summation technique.  
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2.1.2.3 Ewald Summation Method 

 

The Coulomb contribution to the potential energy of a system due to point charges can be 

expressed as1: 
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where the sum over n is taken over all simple cubic lattice points, n = L(k,l,m), L is the length of 

the simulation box and k, l and m are integers. The prime indicates the exclusion of the i = j term 

for n = 0. Note, that Eq. 2.11 is written in reduced units of charge. The lattice sum in Eq. 2.11 is 

only conditionally convergent. To improve the convergence, the electrostatic potential energy is 

viewed as a sum of charge densities. Each point charge is surrounded by a diffuse charge 

distribution of equal magnitude and opposite sign, so that the interactions between neighbouring 

point charges are screened. The form of the distribution is taken to be Gaussian: 
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where α determines the width of the distribution, and r is the position relative to the center of the 

distribution. The electrostatic potential due to the screened charges is a rapidly decaying function 

of r and therefore can be calculated by a direct summation in real space. In order to obtain the 

potential due to the original point charges, a cancelling distribution is added to compensate for the 

effect of the screening distribution. It is necessary to add the cancelling distribution to the original 

point charge centered at rj. In this case the electrostatic potential energy becomes a smoothly 

varying periodic function, which can be evaluated in the Fourier space. The final result is then 

corrected for the presence of the extra self-term, Fig. 2.2.  
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The Coulomb energy for the system of point charges in cubic periodic boundary 

conditions is given by1: 
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is the complementary error function and k = 2πn/L2. 

 

 

Figure 2.2 Schematic representation of point charges in the Ewald summation technique. 

 

The accuracy in the calculation of the electrostatic interactions by using the Ewald 

approach depends on the value of the convergence parameter α and the truncation of the real and 

Fourier space sums. Traditionally, the real space sum is truncated at n = 0, which reduces 

electrostatic energy calculations to the minimum image convention approximation, and, thus, 

significantly reduces the cost of the calculations. The convergence parameter α and the number of 

the reciprocal lattice vectors n are chosen to minimize the error in estimation of the electrostatic 

energy.1,3 In this thesis the real space part of the Ewald sums was calculated by using the 
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spherical truncation with rcut = L/2. The convergence parameter α was set at 5/L. The number of 

the reciprocal lattice vectors (typically n2
MAX ≤ 30 – 32) was chosen to maintain the relative error 

in the calculation the electrostatic potential energy below 0.005%. 

 The result in Eq. 2.13 corresponds to a macroscopic spherical sample surrounded by a 

conducting medium with dielectric constant ∞=RFε , so called “tin-foil” boundary conditions. 

For the examination of the dielectric properties of the system, it is advantageous to use a reaction 

field dielectric constant RFε similar to that of bulk medium.3, 4 The “surface” correction term is5: 
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where M is the instantaneous total dipole moment of the simulation box of volume V. The total 

dipole moment is given by: 
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where µi is the molecular dipole, qiα is the partial charge on site α of molecule i and diα = riα - ri is 

the vector from the center to site α.  

2.1.2.4 Rigid Body Rotation  

 

The rotation of a rigid body about the center of mass is governed by the torque, τ. The 

equations of rotational motion in the body-fixed coordinate system are given by: 
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where ω is the angular velocity and Ixx, Iyy and Izz are the three principal moments of inertia. The 

torques, however, are most easily evaluated in the space-fixed coordinate system by considering 

the forces acting on all sites of the molecule: 

ia
a

iaiai
a

iai )( fdfrrτ ×=×−= ∑∑s    (2.18) 

where dia are relative positions of atoms to the center of mass of the molecule.  

Transformation between space-fixed and body-fixed coordinate systems is performed by 

using the rotation matrix, A, which defines the molecular orientation in the space-fixed frame in 

terms of Euler angles (φ,θ,ψ) 
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so that 
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Unfortunately, the equations of motion for the molecular orientation, expressed in terms 

of the three Euler angles, diverge as θ  approaches 0 or π: 
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The singularity can be avoided if the molecular orientation is expressed by using a set of 

four scalar quantities, a quaternion Q ª (q0, q1, q2, q3,) with 1=+++ 2
3

2
2

2
1

2
0 qqqq .6 When 

quaternion parameters are defined as: 
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the rotation matrix becomes: 
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Singularity-free equations of motion for quaternions are given by: 
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where ωb is the angular velocity in the body-fixed coordinate system.  

  

2.1.2.5 Integration of the Equations of Motion 

 

Once the forces acting on each particle have been calculated, the equations of motion can 

be solved by using the finite difference approach. Among most commonly used integration 
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schemes are the Verlet and Gear algorithms.1,2 In this thesis the equations of motion were 

integrated using the Gear predictor-corrector algorithm.  

The predictor-corrector method is implemented in two stages. First, the positions, 

velocities, accelerations etc. of particles at time t+δt are predicted (without solving equations of 

motion) by using Taylor expansion around time t: 
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where r, v, a and b are the positions, velocities, accelerations and jerks (the third time derivative 

of position), respectively. The forces at time t+δt, obtained by using the predicted positions, are 

used to estimate the error in the predicted values of accelerations:  

( ) ( ) ( )δttδttδtt +−+=+∆ pc aaa .    (2.26) 

The error is then used to correct predicted positions, velocities, accelerations etc: 
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The values of the empirical corrector coefficients depend on the order of the differential 

equation being solved and the number of position derivatives considered. In this thesis, the 

fourth-order Gear algorithm was employed.  
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2.1.2.6 Molecular Dynamics in NVT and NPT Ensembles 

 

The equations of motion, discussed above, generate the system properties in the 

microcanonical (NVE) ensemble. Simulation of a model system at constant temperature and/or 

pressure requires modification of the equations of motion. The average system temperature can be 

maintained at a desired set point by coupling the system to a thermostat (thermal bath), whereas 

constant pressure simulations require dynamic adjustments of the simulation box size using a 

barostat. A number of different methods for temperature and pressure control have been 

developed.1,2  

In this study the constant-temperature simulations were performed by using Gaussian 

thermostat.7 The instantaneous kinetic temperature of the system is given by 
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where T is temperature, p and m are the momentum and mass of particle i, and kB is the 

Boltzmann constant. The equations of motion can be written in such way as to constrain the 

current kinetic temperature to the desired thermodynamic temperature by using a “friction 

coefficient” ξ(r,p):7 
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The Gaussian thermostat generates the trajectories in the isokinetic (NVEkin) ensemble, 

which differ from the truly canonical averages by O(1/N).1 In this study, separate thermostats 

were used to control the translational and rotational temperatures.  

MD simulations at constant pressure were carried out by using Andersen barostat, which 

couples the system’s pressure p to the volume of the simulation box V by using a fictional piston 

of “mass” Q.8 The adjustable parameter Q determines the frequency of volume fluctuations. The 

kinetic and potential energies for the piston are given by: 

V

VQ

V

V

pV

K

=

= 2

2
1 &

,     (2.31) 

where p is the desired pressure. If the position and velocities of particles are written in reduced 

units so that 3
1

V⋅= sr and 3
1

V⋅= sv & , the equations of motion become: 
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where p and p are the instantaneous and the desired pressure, respectively. The instantaneous 

pressure of the simulation cell is given by: 

    ∑
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2.1.3 System properties 

 

The aim of computer experiments is to measure certain properties of a model system at 

given experimental conditions. As in a typical physical experiment it is extremely important to 
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allow sufficient time for the system to reach equilibrium (or steady-state, in case of non-

equilibrium MD) before taking measurements.  

2.1.3.1 Thermodynamic Properties 

 

In computer simulations the simple experimentally observable thermodynamic quantities, 

such as temperature and pressure (Eqs. 2.28 and 2.33), are obtained by averaging instantaneous 

values A(t) over the length of the equilibrated trajectory, τrun: 

∑
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where ‚…Ú denotes ensemble average.  

The error in ensemble averages is typically obtained from the analysis of the statistically 

uncorrelated parts (blocks) of the trajectory:  
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where σ2(A) is an estimate of the variance and the block average is given by: 
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where τblock is the length of the time-block.  
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2.1.3.2 Structural Properties 

 

The local structure of a fluid can be characterized by a set of distribution functions. The 

radial distribution function (RDF), or g(r), is the simplest site-site pair distribution function which 

describes how, on average, the atoms (sites) are radially packed around each other. The RDF is 

defined as a probability density of finding site j at a certain distance r from site i located at the 

origin:  
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2 rrrrr δδδρ .  (2.37) 

 The radial distribution functions for the Simple Point Charge Extended9 (SPC/E) water 

model at ambient conditions are shown in Fig. 2.3. 

 

Figure 2.3 The oxygen-oxygen, gOO(r), and oxygen-hydrogen, gOH(r), radial distribution 

functions of the SPC/E water at ambient conditions. 
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The information about the position and intensity of peaks in g(r) can be used to deduce 

the local structure of the fluid. The integration of the RDF yields the coordination number, which 

gives the average number of neighbours within a certain radial distance. The g(r) is directly 

related to the experimental structure factors obtained by X-ray and neutron diffraction 

measurements and, thus, is commonly used to gauge a model potential. 

The RDF can fully characterize the structure of an atomic fluid only. An unambiguous 

elucidation of a local structure in a molecular system requires not only radial but also angular 

information. The spatial distribution function (SDF), or )g( Ωr, , introduced by Svishchev and 

Kusalik10, is the orientationally resolved pair distribution function. The SDF is evaluated in the 

body-fixed coordinate system of a molecule. In spherical body-fixed coordinate system with  

),( φθ≡Ω  the SDF is given by: 
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and indexes n, l, and m indicate partitioning of the radial and the angular coordinates.  

 The SDF is typically visualized as an isodensity surface at some probability level, for 

instance, higher than that of a bulk system. The oxygen-oxygen SDF for the SPC/E water at 

ambient conditions is shown in Fig. 2.4. This figure clearly illustrates the local tetrahedral 

structure of water at 298K. The two cups located along the direction of the OH bond of water are 

due to the H-bond accepting neighbours, whereas the elongated feature below the central oxygen 
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atom corresponds to the H-bond donating water molecules. The two more distant features are due 

to the interstitial non-hydrogen bonded neighbours. 

 

 

 

Figure 2.4 The oxygen-oxygen spatial distribution function of the SPC/E water at ambient 

conditions at a probability level of )g( Ωr, = 1.55. 

2.1.3.3 Dynamic Properties 

 

The time-dependent properties of a model system are commonly examined with the aid 

of time correlation functions: 
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BA
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t
tc = ,     (2.40) 

where cAB(t) is the normalized time correlation function of properties A and B. The time integrals 

of the time correlation functions are related to the transport coefficients. For example, the self-

diffusion coefficient is given by:1, 2 
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where Dα
 is the translational self-diffusion coefficient in the principal molecular frame (α = x,y,z), 

T is the temperature, kB is the Boltzmann constant, m is the mass of the particle and vvcα (t) is the 

normalized linear velocity autocorrelation function defined in the local frame11 (see Fig. 2.5): 
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where eα(0) are the unit vectors of the principal molecular frame at t = 0 and vα(t) is the α 

component of the linear velocity of the center of mass. 

 The self-diffusion coefficient can be also obtained from the mean-square displacement by 

using the Einstein relation:1, 2 

    ( )2(0))(
3
12 iit

tlimt rr −=
∞→

D ,    (2.43) 

where ri(t) is the particle position. 

 In addition to providing information about the dynamics and transport coefficients, time-

correlation functions can be used to calculate spectra via Fourier transforms.  

2.1.3.4 Dielectric Properties 

 

 The dielectric constant of a model system is obtained by examining the equilibrium 

fluctuations of the total dipole moment M of the primary simulation cell:12 
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with 

      ∑=
i

iµM      (2.45) 

where m is the molecular dipole, V is the volume of the primary simulation cell, T is the 

temperature, kB is the Boltzmann constant, εRF is the dielectric at the boundary and ε is the 

dielectric constant of the medium. Note, that calculation of the dielectric constant requires rather 

long simulation runs (especially at low temperatures and high densities) so that ‚M2Ú reaches a 

stable value and ‚MÚ is effectively zero. The variation of the static dielectric constant of the 

SPC/E water with time is shown in Fig. 2.6. 

 

 

Figure 2.5 The normalized linear velocity autocorrelation function of the SPC/E water at ambient 

conditions. 
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Figure 2.6 The static dielectric constant of the SPC/E water at 460 K and 0.785 g/cm3. The block 

size is 10 ps. Error bars represent standard error of the running average.  
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2.1.4 Water Models 

 

Molecular simulations are widely used in the study of aqueous fluids. The potential 

describing the interactions between water molecules is an essential part of molecular modeling of 

aqueous systems. Over the years a large number of water models have been proposed. The history 

of the development, parameters and performance of interaction potentials for water has been 

described in several review articles.13-16 The main effort in the development of water models has 

been put into accurate representation of properties of water as a solvent.  

Among the most successful effective pair-potentials for water is the Simple Point 

Charged Extended (SPC/E) model by Berendsen et al.9 This three-site rigid non-polarizable water 

model is represented by partial charges located directly on the oxygen and hydrogen atoms with 

the Lennard-Jones interaction potential on the oxygen. The geometry, charges and LJ parameters 

are given in Table 2.1. Despite its simplicity, the SPC/E model reproduces reasonably well the 

thermodynamics, structure and dynamics of real water over a wide range of states. The results of 

SPC/E model for the dielectric constant, self-diffusion coefficient, pair correlation functions, 

critical point parameters etc. agree well with experimental data.13-15, 17-24  

Another widely used family of water models is the Transferable Intermolecular Potentials 

(TIPs). The most commonly used is the four-site TIP4P model.25 In contrast to the SPC/E 

potential, the negative charge in TIP4P model is positioned on the bisector of the HOH angle in 

the direction of the hydrogens. Several modifications of the TIP4P potential have been proposed 

to improve the performance of the model for high-density states and ices.26-29 

Rigid non-polarizable condensed phase potentials, such as SPC/E and TIP4P, poorly 

describe the thermodynamic properties of a real water vapour due to their inability to account for 

the electronic polarization. Among the most successful polarizable water potentials30-35 are the 
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Polarizable Point Charge (PPC) model of Svishchev et al.30 and the Gaussian Charge Polarizable 

Model (GCPM) developed by Chialvo and Cummings33. While maintaining the simplicity of 

point charge models, the PPC model accounts for the polarization of the molecule in a local 

electric field. The polarization of the molecule is modeled in terms of the charge magnitude on its 

three sites and the position of the negative charge. In the GCPM model, which is similar to PPC, 

the partial point charges are replaced by diffuse (Gaussian) charge distributions. Polarizability is 

introduced via induced dipoles located at the centers of mass of the water molecules. The 

dispersion interactions in the GCPM are described by a Buckingham exp-6 potential. The 

parameters and calculated physical properties of select water models are given in Table 2.1. The 

geometries of water models listed in Table 2.1 are shown in Fig. 2.7. 

It is worth mentioning that none of the models developed so far is capable of accurately 

representing the properties of water over substantially large ranges of temperature and density 

which include all three phases. Therefore, the choice of a water model largely depends on the 

phenomenon and conditions being examined. Further considerations include the cost of 

simulations which for non-polarizable models scales as a square of the number of sites. 

Implementation of the polarizability into water potential slows down calculations by a factor of 2 

to 10.  
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Figure 2.7 Geometries of water models (adapted from http://www.lsbu.ac.uk/water/models.html).  

Indexes a-d indicate the geometry type of water models listed in Table 2.1. 
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Table 2.1 Model parameters and values for the calculated physical properties of water models. 

 
*  Refer to Fig. 2.7 
+ At 298 K 

 

 

1. Ref. [9]; 2. Ref. [11]; 3. Ref. [36]; 4. Ref. [37]; 5. Ref. [20]; 6. Ref. [25]; 7. Ref. [38]; 8. Ref. [39]; 9. Ref. [29]; 10. Ref. [40]; 11. Ref. [30]; 12. Ref. [21]; 

13. Ref. [33];14. Ref. [41]. 

 

 

Model 

T
yp

e∗ σ,  

Å 

ε, 

kJ/mol 

l1,  

Å 

l2,  

Å 
q1 q2 θ ° φ ° 

µ,  

D 
ε+ D×10-5 

cm2/s+ 

ρ max, 

°C 

Tc, 

 K 

ρc, 

g/cm3 

pc, 

bar 

SPC/E1 a 3.166 0.65 1 - 0.4238 -0.8476 109.47 - 2.352 712 2.493 -384 6405 0.295 1605 

TIP4P6 c 3.15 0.65 0.9572 0.15 0.52 -1.04 104.52 52.26 2.187 532 3.293 -257 5888 0.3158 1498 

TIP4P/20059 c 3.159 0.7749 0.9572 0.1546 0.5564 -1.1128 104.52 52.26 2.309 609 2.089 +59 6408 0.318 1468 

TIP5P7 d 3.12 0.67 0.9572 0.7 0.241 -0.241 104.52 109.47 2.297 81.57 2.623 +47 521.310 0.33610 85.610 

PPC11 b 3.234 0.60 0.943 0.06 0.517 -1.034 106 127 2.5211 7711 2.611 +411 60612 0.3012 19512 

GCPM13 c 3.69 0.9146 0.9572 0.27 0.6113 -1.2226 104.52 52.26 2.72313 84.313 2.2613 -1313 642.2113 0.33413 245.613 

Exp.14  
1.855 

(gas) 
78.4 2.30 3.984 647.1 0.322 220.64 
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2.2 Flow Injection Techniques 

 

Flow Injection42 (FI) is a family of powerful non-chromatographic methods for solution 

handling and data acquisition. FI principles are used in a variety of chemical, clinical, 

environmental and industrial applications.43-45 FI methods are based on injection of a well-defined 

volume of sample into a continuously flowing carrier stream. The designs of FI systems range 

from very simple to quite elaborate. The basic FI manifold consists of a pump, an injector, a 

reactor and a flow-through detector. The advantages of FI techniques over conventional batch 

methods include, but are not limited to, high degree of automation, flexibility and simplicity of 

instrumental set-up.  

In addition to the application of FI methods in routine chemical analysis, continuous 

monitoring, on-line flow treatment, process control, etc. the FI can be also used as an impulse-

response technique. In impulse-response FI experiments the information about physical and/or 

chemical transformation(s) in a flow system is obtained from analysis of the initial and final time-

concentration profiles. Examples of impulse-response FI measurements include elucidation of 

molecular diffusion coefficients (Taylor dispersion technique), examination of thermal or 

chemical stability of target compounds/materials, dissolution rates, degree of enzyme 

immobilization etc.46 For instance, corrosion of a target material inserted in the carrier stream, can 

be studied by repeatedly injecting small amounts of a corrosive agent and monitoring the release 

of material with suitable detection methods.47 

2.2.1 Residence Time Distribution 

 

Perhaps one of the most important practical applications of the impulse-response 

technique in chemical engineering practice is the examination of the hydrodynamic performance 
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of chemical reactors.48-50 Analysis of impulse-response curves of an inert tracer compound gives 

information about the residence time distribution (RTD) function of a flow-through reactor 

vessel. The RTD function characterizes the time spent by an element of fluid from its entry into 

the system until it reaches the exit, see Fig. 2.8. The RTD curve provides useful information 

about the flow pattern (e.g. extent of fluid mixing, pathological flows etc.) which is used for 

diagnostics and optimization of reactor performance.49,51 The advantage of RTD measurements 

over the computational fluid dynamics (CFD) methods is that impulse-response experiments do 

not require an a priori knowledge of fluid properties whereas, solutions of the (Navier-Stokes) 

momentum balance equations relies on accurate values of thermodynamic and transport 

coefficients of a fluid. 

The RTD function or E-curve is mathematically related to the input and response signals 

through the convolution integral: 

( ) ( ) ( )∫ ⊗=−=
t

EIdττtEτItR
0

,    (2.46) 

where I(t) and R(t) are respectively input and response curves, E(t) is the RTD function for which 

( )∫
∞

=
0

1d ttE . It is important to emphasize that, in contrast to the response curve, the RTD 

function of a vessel (at particular operating conditions) does not depend on the shape (form) of 

the input function. In other words, the RTD curve can be obtained by the deconvolution of an 

arbitrary input and the corresponding response functions. In practice, most of the flow injection 

experiments are performed by introducing a very short pulse of a tracer into a flowing system, 

which allows one to approximate the input signal I(t) by the Dirac delta function, C0δ(t), where C0 

is the initial concentration of the injected tracer. Although such approximation is rarely fulfilled 

in reality, it considerably simplifies the solution of Eq. 2.46.  



 

 41

 

 

Figure 2.8 Schematic illustration of the RTD experiment. Adapted from Ref. [49] 

 

The RTD function for a δ-input is given by: 
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e

e ,    (2.47) 

where Ce(t) is the exit concentration of a tracer at time t.  

The RTD curve is typically characterized by calculating the moments of the distribution. 

Commonly, only the first two moments are considered. The first moment corresponds to the mean 

residence time of the fluid in the reactor vessel, τ, and is given by: 

( )dttEt
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⋅=τ ∫
∞

.    (2.48) 
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The second moment of the distribution, the variance, σ2, describes the spread of a tracer 

due to dispersion processes: 

     ( ) ( )dttEτtσ
0

22 ∫
∞

−= .    (2.49) 

 The direct numerical evaluation of moments of the RTD function from the experimental 

impulse-response curves has the shortcoming of giving significant errors due to the weighting 

factor tn, which puts a large weight on the tail of distribution.52 Various approaches to flow 

modeling and parameter estimation from the tracer injection experiments are discussed in detail 

in a number of publications, see Refs. [49, 51-53] and therein.  

In short, behaviour of an ideal reactor can be described by using plug-flow (PF), perfect 

continuously stirred (CST) tank or power-law fluid (laminar flow) models. Real flow systems 

often deviate from ideal behaviour and are commonly modeled by using tanks-in-series (N-CST) 

or dispersed plug-flow (DPF) models. The axially dispersed plug-flow (ADPF) model is perhaps 

the most widely used model for the description of flow-through in vessels, and is given by the 

following differential equation: 
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=
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∂

0 ,   (2.50) 

where C is the tracer concentration, Da is the axial dispersion coefficient, 0u is the area-averaged 

axial velocity of the fluid and k′ is the first-order rate constant. In this model, the dispersion term 

accounts for the deviations of a real system from an ideal plug flow behaviour. Axial dispersion 

or longitudinal mixing of the fluid in a reactor vessel may occur due to several reasons, such as 

radial molecular diffusion, non-uniform fluid velocity profile distribution, etc. One of the main 

advantages of this flow model is that it allows for the description of flow patterns ranging from 

plug (Da = 0) to fully mixed (Da Ø ¶) flows and does not require any prior knowledge of the 
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velocity distribution profile in the system. The axial dispersion coefficient, Da, is commonly 

expressed as a characteristic dimensionless Péclet number, PeL: 

a
L D

uLPe = ,     (2.51) 

where L is the length of a reactor. In a few special cases the ADPF model can be solved 

analytically. Thus, for small extents of axial dispersion (PeL > 500) in absence of chemical 

reaction (k′ = 0) the E-curve is given by49: 
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−= 2

2
LL

τ4
τtPeexp

π4
Pe

τ
1tE .   (2.52) 

In case of a δ-impulse injection, the flow parameters, PeL and τ, can be evaluated by direct fitting 

the experimental response curve into Eq. 2.52. 

Unfortunately, for a vast majority of situations (non-ideal injection of a tracer compound, 

complex flow-through reactor configuration etc.) the time-domain analytical solution can not be 

obtained. However, an analytical solution of an arbitrary flow model can be easily evaluated in 

the frequency domain with the aid of transfer functions.  

2.2.2 Transfer Function Concept  

 

Application of transfer functions in modeling flows in pipes, chemical reactors and 

analytical systems has been described in a number of publications, see Refs. [50, 51, 54-56] and 

therein. Briefly, the transfer function, h(s), for the system initially at rest (or in equilibrium), is 

defined as the ratio of the Laplace transform of the response function of the system to the Laplace 

space perturbation input signal by the following equation:54 



 

 44

)(
)(

)(

)(
)(

0

0

si
sr

dtetI

dtetR
sh

st

st

==

∫

∫
∞

−

∞
−

,    (2.53) 

where s is the Laplace space variable, r(s) and i(s) are the Laplace transforms of the response, 

R(t), and the impulse, I(t), functions, respectively. An analytical expression for a transfer function 

can be derived from Eq. 2.53 using a particular flow model and appropriate initial and boundary 

conditions. The most common flow models and their corresponding transfer functions are 

presented in Table 2.2.  

Table 2.2 The most common flow models used in the RTD studies and the corresponding transfer 

functions. 
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 The transfer function approach is ideally suited for characterization of complex FI 

manifolds and/or flow patterns (e.g. multi-channel input, feedback control, presence of stagnant 

regions, channelling of fluid or short-circuiting etc.) where several different processes may occur 

simultaneously or in sequence. In short, a dynamical flow system in the Laplace domain can be 

visualized by using block diagrams, where each block represents a transfer function with block 

connectors indicating the flow of a signal, as in Fig. 2.9. Taking into consideration the 

design/geometry of the FI system, and/or by examining the experimental impulse/response 

curves, a suitable combined model can be selected. For example, the transfer function for a 

reactor, described by the plug-flow and complete mixing regimes in sequence, is given by: 

[ ]
H

PFR τs1
1sτexp(s)h
⋅+

⋅⋅−= ,   (2.54) 

where τPF and τH are the plug-flow and the hydraulic residence times, respectively. 

Thus, the Laplace domain response curve for a particular flow model can be easily 

obtained by combining the model’s transfer function with an appropriate Laplace domain input 

signal, i.e. r(s) = i(s)hR(s). The most common input functions used in the RTD studies and their 

Laplace transforms are given in Table 2.3. 

The model parameters can be obtained by using Fourier analysis57, transfer function 

fitting in the Laplace domain58 or time-domain analysis51,59,60. The time-domain curve fitting 

method is considered to be the most accurate and robust procedure.52 The method is based on 

time-domain comparison of the experimental and predicted response curves, where the predicted 

response curve, R′(t), is calculated by using the measured (or approximated) tracer impulse 

function, I(t), and the flow model transfer function. 
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Figure 2.9 Block diagrams and the corresponding transfer functions for a) single, b) sequential, 

c) parallel and d) positive feedback processes. 

 

Table 2.3 The most common input functions and their corresponding Laplace transforms. 
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The normalized impulse curve may be expressed by a Fourier series as:  
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with Fourier coefficients given by 
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and 
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where 2τ is a time long enough so that ( ) 0=→ τ2tI . 

The predicted response function, R′(t), can be also represented by the Fourier series: 
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where the Fourier coefficients are 
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The Fourier coefficients in Eqs. 2.55 and 2.58 are related through the definition of the 

transfer function in the Fourier domain (s = inπ/τ):  
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so that 
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Thus, the Fourier coefficients of the predicted response curve, R′(t), can be evaluated 

based on the measured input signal and the transfer function parameters. The experimental and 

predicted response curves are then compared in terms of the root mean square error (RMS): 
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which is minimized with respect to transfer function parameters using an optimization algorithm.  

 

2.2.3 Taylor Dispersion Technique 

 

The Taylor dispersion technique, another widely used application of the flow injection 

principles, is a commonly used method for molecular diffusion coefficient measurements, Refs. 

[61-66] and therein. The method, based on the original works by Taylor67 and Aris68, relies on the 

dispersion measurement of a pulse of a solute (pure or in solution) flowing in laminar flow 

through a long capillary tube of uniform diameter. The advantages of this technique over other 

methods69, 70 are low cost, experimental simplicity and high achievable accuracy. 
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Briefly, the Taylor dispersion method utilizes the parabolic velocity profile characteristic 

of laminar flow to resolve capillary peak broadening due to the effect of molecular diffusion 

alone. An ideal Taylor dispersion experiment is shown schematically in Fig. 2.10. The 

mathematical model considers a fluid flowing in laminar flow* through an infinitely long 

isothermal straight capillary tube of uniform diameter d0 with average cross-section axial velocity 

0u . At time t = 0 an infinitely narrow plug of sample is injected into the tube at x = 0, such that 

the concentration of the solute is uniform over the cross section. At laminar flow conditions the 

intermixing between streamlines can only occur due to molecular diffusion process. Thus, if the 

binary diffusion coefficient of a solute, denoted D12, is infinitely small, the injected plug will 

assume a parabolic velocity profile which will yield a widely dispersed peak, see Fig. 2.11. If the 

opposite is true and the diffusion coefficient is very large, then the plug elements will uniformly 

sample all different streamlines which will result in the original sharp peak, slightly broadened by 

diffusion in the axial direction, Fig. 2.11. 

The dispersion process can be mathematically described by the one-dimensional 

differential equation for the concentration perturbation averaged over a cross section (a.k.a. 

Axially Dispersed Plug-Flow model): 

 

x
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a ∂
∂

−
∂
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02

2

.    (2.64) 

                                                      
* Laminar or streamline flow – a type of fluid (liquid or gas) flow in which the fluid travels smoothly in 

parallel layers (laminae). The velocity, pressure and other properties remain constant at each point in the 

fluid.49 



 

 50

 

 

 

Figure 2.10 Schematic illustration of the ideal Taylor dispersion experiment. Adapted from Ref. 

[71]. 

 

 

Figure 2.11 The effect of solute diffusion on the E-curve for laminar flow in straight tubes of 

uniform diameter (τ is the hydraulic holding time). The insert shows the parabolic velocity profile 

characteristic to laminar flow regime. 
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It has been shown67,68,71 that the axial dispersion coefficient, Da, is related to the binary 

diffusion coefficient of a solute, D12, via: 

12

2
0

2
0

12 192 D
du

DDa ⋅
+≅      (2.65) 

where d0 is the inner diameter of the tube. Note also that the result in Eq. 2.65 is an approximation 

which is subject to two experimental conditions:71 
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where τ is the mean residence time of the pulse in the manifold. It is worth mentioning that the 

condition in Eq. 2.67 is rarely fulfilled in practice as it requires very long experimental runs. It 

has been shown71 that for 
( )

10
2d
τD

2
0

12 >
⋅

 the error in estimation of the diffusion coefficient from 

Eq. 2.65 is less than 0.6%, which is significantly lower than the experimental uncertainty of the 

measurement (typically on the order of 3-5 %).  

 Practical considerations for the Taylor dispersion technique include flow parameter 

determination from the concentration distribution measurements, sample introduction, influence 

of the sample concentration on the diffusivity measurements and diffusion tube geometry. It is 

worth mentioning that, due to experimental limitations, the Taylor dispersion measurements are 

conducted in coiled capillaries, whereas the mathematical treatment of the dispersion process 

outlined above is based on diffusion in long straight tubes of uniform circular diameter. The 

implications of helical tube geometry for the diffusion coefficient measurement have been 
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considered by several research groups.71-73 Among dimensionless parameters required to describe 

the dispersion process in coiled tubes are the Reynolds number, 

η
duρ

Re 00= ,     (2.68) 

the Schmidt number, 

12ρD
ηSc = ,      (2.69) 

the coil ratio, 

0d
Dc=ω ,     (2.70) 

and the Dean number  

0.5ωReDe −⋅= ,    (2.71) 

where ρ is density and η is dynamic viscosity of the fluid. The Reynolds number is a measure of 

relative magnitudes of inertial and viscous forces. Thus, for flow in tubes a fully developed 

laminar flow is established for Re < 2000, whereas for Re > 4000, the flow is turbulent.49 The 

Schmidt number determines the ratio of kinematic viscosity ( ρην = ) to mass diffusivity. 

Typical values of Sc number are on the order of 0.25-2.5 and 250 – 2500 for gases and liquids, 

respectively. The De number is the Reynolds number modified by the coil curvature (i.e. analog 

of Re for coiled tubes). The relative error in parameter estimation from the experimental response 

curves obtained in helical tubes by using Eq. 2.65 is given by72: 
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Eq. 2.72 in combination with Eqs. 2.66 and 2.67 can be used as a guide for the FI 

manifold design as well as optimization of operating flow parameters. Alizadeh et al.71 indicate 

that, for ω > 100 and any set of conditions that satisfy inequality De2Sc < 20, the coiling of the 

diffusion tube has a negligible effect (< 0.05%) on the dispersion process. Jansen73, based on 

numerical calculations, concluded that for ω > 20 and De2Sc < 100 “there will be no significant 

difference” (< 3 %) with the straight tube behaviour.  
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Chapter 3  

Spatial Hydration Maps and Dynamics of Naphthalene in Ambient and 

Supercritical Water  

 

 

 

3.1 Abstract 

 

 The hydration structures and dynamics of naphthalene in aqueous solution are examined 

using molecular-dynamics simulations. The simulations are performed at several state points 

along the coexistence curve of water up to the critical point, and above the critical point with the 

density fixed at 0.3 g/cm3. Spatial maps of local atomic pair-density are presented which show a 

detailed picture of the hydration shell around a bicyclic aromatic structure. The self-diffusion 

coefficient of naphthalene is also calculated. It is shown that water molecules tend to form π-type 

complexes with the two aromatic regions of naphthalene, where water acts as the H-bond donor. 

At ambient conditions, the hydration shell of naphthalene is comprised, on average, of about 39 

water molecules. Within this shell, two water molecules can be identified as π-coordinating, 

forming close to one H-bond to the aromatic rings. With increasing temperature, the hydration of 

naphthalene changes dramatically, leading to the disappearance of the π-coordination near the 

critical point. 
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3.2 Introduction 

 

Hydrophobic hydration has become a topic of considerable interest during the last half 

century1-3. The hydrophobic effects are important in stabilizing biological structures. They also 

determine the environmental fate of many hazardous contaminants, such as polycyclic aromatic 

hydrocarbons (PAHs). When a hydrophobic substance is dissolved in water, the network of 

hydrogen (H-) bonds tends to reorganize around a solute by creating a cavity. Aromatic species 

are particular interesting candidates for the study of the hydrophobic hydration, as they form 

weak π-type complexes with water.  

Computer simulations provide most of our current information concerning the structure 

of water around the solute. In recent years several investigations of benzene - water interactions 

have been carried out, using Monte Carlo (MC) and molecular-dynamics (MD) methods.4-14 

These studies have shown that water molecules form a hydrophobic cavity around benzene, with 

little preference for the C-H…OH2 complex formation in the plane of the benzene ring. The results 

also indicate that axially coordinated water molecules tend to adopt a π-type H-bonding 

arrangement along the C6 axis of benzene (H-bond is formed between the hydrogens of water and 

the π-electronic system of the aromatic ring); see, for example, local density maps given by 

Raschke and Levitt4, and Laaksonen et al.11 MC studies by Ravishanker et al.8 and Linse et al.10 

have reported the axial coordination of 2 and 2.8 water molecules respectively, whereas MD 

study by Schravendijk and van der Vegt13 reports the presence of one π-type hydrogen bond 

between the center of the aromatic ring of benzene and water. It is worthwhile noting that in a 

classical point-charge model a small partial negative charge is placed on the carbon atoms of 

benzene (with the periphery hydrogens carrying positive charges), which favours H-bond 

formation between the central area of the ring and axially coordinated water molecules.15 
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In this work we have chosen to study naphthalene, an important bicyclic aromatic 

species. Its molar solubility in water at room temperature is approximately two orders of 

magnitude lower than that of benzene. Naphthalene, like benzene, has an oblate shape. It has 

larger surface area, and this can be used to explain its lower solubility (over benzene). The effects 

of aromaticity are less obvious to discern. On the one hand, an aromatic nature of this molecule 

should favour π-complexation with water, as its structure is essentially two fused benzene rings. 

On the other hand, the two carbons making up the fused-ring region of naphthalene (carbons 9 

and 10 in the standard nomenclature, see Fig. 3.1) exhibit partial positive charges, as shown by 

ab-initio studies.16,17 One can argue that its ability to form H-bonds is constrained due to a 

reduction in negative charge density on its fused-ring structure, hence, its low molar solubility in 

water. 

 

Figure 3.1 Molecular geometry and reference axes for naphthalene  

 

Another point of interest is the influence of temperature on hydration. The three-

dimensional (3D) H-bond network structure of water begins to disappear above 400 K, as 

revealed by neutron scattering studies and computer simulations, which has a dramatic effect on 
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aqueous solubility and critical micelle concentration.18-20 To our knowledge, the effect of 

temperature on hydration of naphthalene has not yet been investigated.  

The main purpose of this work is to characterize the hydration structure around 

naphthalene by means of MD simulation, from ambient to supercritical conditions. The detailed 

3D maps of local atomic pair-density are presented. We calculate the number of water molecules 

making up the first hydration shell, or the coordination number, and the extent of H-bonding to 

the aromatic rings. The self-diffusion coefficient of naphthalene in water is also calculated, as the 

experimental measurements are not in agreement with each other. This information is needed in 

many practical applications, such as the supercritical water oxidation technology and 

environmental modeling.  

The remainder of this chapter is organized as follows. Computational details are 

described in Section 3.3. Simulation results are discussed in Section 3.4. Our conclusions are 

given in Section 3.5. 

3.3 Computational Details 

 

The simple point-charge (SPC/E) model of Berendsen et al.21 for water was used in this 

study. The point charge parameters and geometry chosen for naphthalene were by McDonald et 

al.16 Simulations of naphthalene-water system were performed in the NVT ensemble along the 

coexistence curve of the SPC/E water between 263 and 633 K, and above the critical point at 

833K with the density fixed at 0.3 g/cm3. Table 3.1 lists examined state points, together with the 

simulated values for the self-diffusion coefficient of naphthalene. Note that the critical 

temperature of the SPC/E water was estimated to be 630 K by Bougoulouris et al.22 and 641 K by 

Hayward et al.23 The system size was 988 water molecules and 1 naphthalene molecule. The 

thermostatted equations of motions were integrated using the fourth-order Gear algorithm24 with 
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the time step of 1 fs, and the rotational degrees of freedom were represented using quaternions25. 

The long-range Coulombic forces were evaluated using the Ewald summation technique in cubic 

periodic boundary conditions. The Lennard-Jones interaction cutoff radius was set at half of the 

cell side length. The equilibrated simulation run times were 400 ps long. The self-diffusion 

coefficients were calculated from the velocity autocorrelation function. The statistical uncertainty 

in the self-diffusion coefficient for naphthalene was estimated to be around 10% at 298 K 

increasing to 30% at 833 K, while for water the uncertainty was less than 1%. A Linux-based 

parallel Transport GX28 system with dual 64 bit AMD Opteron processors was employed.  

We have also performed an additional simulation of benzene-water mixture at infinite 

dilution at temperature of 298 K. The model of Jorgensen7 for benzene was used. 

 

 

Table 3.1 Simulated state points and self-diffusion coefficients, Dself, for naphthalene 

 

Temperature (K) Density (× 103 kg/m3) Dself (× 109 m2/s) 

263 1.000 0.292 

298 1.000 1.21 

373 0.952 3.15 

473 0.847 7.55 

573 0.665 16.9 

633 0.3 59.3 

833 0.3 56.5 
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3.4 Results and Discussion 

3.4.1 Analysis of Spatial Distribution Functions  

 

The traditional radial distribution function (RDF), the g(r), the usual output of computer 

simulations and x-ray diffraction (or neutron scattering) experiments, does not fully describe 

liquid structure in a system where particles interact via strongly anisotropic (direction dependent) 

potentials. Better understanding of complex liquids can be achieved by using the spatial 

distribution function (SDF), the G(R) or G(r, Ω), where r and Ω  = (θ, φ) are the radial and 

angular coordinates of the site-site separation vector, R. In particular, the spatial distribution 

function can be used to map and visualize the 3D distribution of atomic (molecular) density 

surrounding each molecule in a liquid, as shown by Svishchev and Kusalik26, and Soper27 in their 

work with water. Some of its recent applications to the study of hydrophobic hydration include 

benzene-water4 and phenol-water28 systems.  

In this study we provide detailed 3D maps of local solvent density around a naphthalene 

molecule in an infinitely dilute aqueous solution. Fig. 3.2(a) illustrates the local structure at 

ambient conditions. In this figure the total SDF of oxygen atoms of water around carbon atoms of 

naphthalene is shown (from top and side perspectives). This density map graphically represents 

ten individual Cnaphthalene-Owater pair-distributions. Note that in Fig. 3.2(a) red color identifies 

locations of oxygen atoms around each carbon site at the probability level of the GCO(r, Ω) = 1.6 

or higher. At this probability level, both an overall hydration shell (large “carved” oval shape 

with solute molecule inside) and its π-coordinating water molecules (2 pairs of small ovals on 

both sides of the naphthalene plane) are clearly revealed.  
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Figure 3.2 Total spatial distribution function of (a) oxygen and (b) hydrogen atoms of water 

around carbon atoms of naphthalene, with a probability level of gCO(r, W) = 1.6 and gCH(r, W) = 

1.3, respectively, at 298 K. Combined side view plot is also shown. 

 

Spatial density map in Fig. 3.2(a) is drawn using the spherical reference frame for each 

individual Cnaphthalene-Owater distribution; only regions of the total local pair-density equal to or 

higher than 1.6 are displayed. To gain further insights into the local structure we also show actual 

pair-density levels at different separations from a central molecule. This is done by mapping the 

coordinates of water molecules into the principal Cartesian frame (with the origin placed on the 

molecular center of symmetry of naphthalene, see Fig. 3.1), and displaying the two-dimensional 

(2D) density plots for different planar slices, cut through the spatial density map4. Thus, in Fig. 

3.3 we present the 2D maps of local oxygen density for the orthogonal X-Y, X-Z and Z-Y planes, 

at three different temperatures. These plots help visualize the hydration shell in the plane of solute 

molecule (the X-Y plane), and in the perpendicular-to-plane directions. In Fig. 3.3 the color depth 

represents the probability level. The hydration shell (cage), π-coordination and cavity (excluded 
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volume) can be clearly seen from the red-scale shading, where white represents lowest density 

increasing to dark red as highest density. Comparison of these density plots at increasing 

temperatures shows a diminishing structure around naphthalene, noting that near the critical 

point, at 633 K, there is effectively no π-coordination or “cage” remaining. 

Similarly, Fig. 3.2(b) shows the total SDF of hydrogen atoms of water around 

naphthalene, which combines 20 individual Cnaphthalene-Hwater SDFs. It is important to note that the 

hydrogen density is offset, positioned towards the non-fused carbons of the molecule, or in other 

words to the outside of the ovals seen in the carbon-oxygen SDF [Fig. 3.2(a)]. This is due to the 

geometry of the water molecule and the mode of coordination, with one of the two hydrogens 

pointing toward the aromatic ring (H-bonding). The inner hydrogen is hidden from view in Fig. 

3.2(b), but can be clearly seen in the 2D maps of Fig. 3.4 showing the probability and structure of 

the hydrogen density in the X-Y, X-Z and Z-Y planes passing through the center of the naphthalene 

molecule (same planar cuts through the SDF as in Fig. 3.3, but now for the hydrogen density). A 

progressive decline of π-coordination with temperature is again clearly revealed in this figure. At 

a temperature of 473 K, π-coordination nearly disappears, while a diminished hydration cage is 

still evident, as demonstrated by the enhanced pair-density around the periphery of the 

naphthalene ring [see Figs. 3.3(b) and 3.4(b)]. At 633 K, the hydrogen density distribution reveals 

no specific hydration structures. 

We now turn our focus on the calculation of the total coordination number, or the number 

of water molecules involved in forming the hydration shell of naphthalene. Traditionally, the 

calculation of the coordination number has relied upon the integration of the radial distribution 

functions. For example, the coordination number for water (around water) in neat liquid is usually 

calculated by integrating the first peak of the oxygen-oxygen pair-density distribution, the gOO(r). 

It is apparent from Figures 3.2-3.4 that the hydration shell of naphthalene has an ellipsoidal 
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shape, with some localized features due to the π-coordination. Using the rotationally averaged 

and spherically symmetric atom – atom RDFs, i.e. the gCO(r) functions, or the center-of-mass – 

center-of-mass RDF for naphthalene – water pairs can be ambiguous (as for any large multi-site 

molecule), due to spatial averaging.  

In order to account for the shape of the hydration shell, we have chosen to perform the 

3D integration of the unfolded SDF, the GCO(R), as it offers the most straightforward definition of 

the coordination number. The coordination number is calculated from a triple integral of the 

solute-solvent SDF over volume occupied by the hydration shell. We shall use the Cartesian 

coordinate frame and write it as: 

( )dV Gn
hV

COtotal ONaph ∫∫∫⋅=− Rρ, ,    (3.1) 

where nNaph-O, total is the total coordination number of water molecules around naphthalene, GCO(R) 

is the total carbon-oxygen pair-distribution, ρO is the average number density of oxygen atoms, R 

= (x, y, z), dV = dx dy dz and Vh is the volume of the hydration shell. It should be noted that we 

normally compute and accumulate the site-site spatial distribution functions during the simulation 

run using the local spherical coordinates, r and Ω  = (θ, φ), of the site-site separation vector, R. 

The simulated pair-density distributions can be also mapped into the principal Cartesian reference 

frame, in which molecular axes of symmetry define the reference axes (as in Fig. 3.1). Use of 

Cartesian coordinates has an advantage of uniformly sized volume elements, which can simplify 

the visualization of the local pair-density for large molecules and its multiple integration. One can 

also directly map the local pair-density into the Cartesian space during the simulation run, as was 

done by Raschke and Levitt in their study of benzene-water system4.  
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Figure 3.3 2D plots showing the probability density of oxygens of water around carbons of 

naphthalene at (a) 298, (b) 473 and (c) 633 K. Cuts through the carbon-oxygen SDF along the 

orthogonal X-Y, X-Z and Z-Y planes are shown. Color depth represents probability level. The 

integration boundaries for the Equation (3.1) are shown with the thin dashed lines. 
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Figure 3.4 2D plots showing the probability density of hydrogens of water around carbons of 

naphthalene at (a) 298, (b) 473 and (c) 633 K. Cuts through the carbon-hydrogen SDF along the 

orthogonal X-Y, X-Z and Z-Y planes are shown. Color depth represents probability level. 
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 The integration boundaries in Eq. 3.1 (i.e. the outer boundaries of the hydration shell) 

represent the surface in 3D space on which the first minima of the SDF are located. In practice, 

locating these minima can be tricky due to the statistical noise in the SDF and/or “weak” 

structural features (for example, the SDF may have no clear minimum in certain spatial regions 

around solute molecule). In our case, the hydration shell is nearly ellipsoidal in shape, and using 

this assumption it was decided to fit to the locations of first minima of the SDF GCO(R), an 

ellipsoid of the form: 
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,    (3.2) 

where a, b and c are the fit parameters. For comparison, one can draw an analogy with the radial 

analysis of the structure in simple liquids, where the first minimum of the g(r) usually defines the 

radius of the outer boundary of the first coordination shell (sphere). In this study we use a non-

spherical volume element. Then, in the fit procedure, we simply require the GCO(R) to have a 

global minimum value on a quadric (ellipsoidal) surface given by Eq. 3.2. We may add that this 

3D analysis can be easily extended to arbitrary solvation shapes.  

To illustrate our approach, we display the integration boundaries for the naphthalene-

water system, as projected onto the three principal coordinate planes X-Y, X-Z and Y-Z, in Fig. 

3.3. They are shown as ellipses (the thin dashed lines) overlaying the regions of the lowest pair-

density (the lighter colored regions) that are located on the outside of the first maximum (the 

darker area). The coordination number is thus the average number of water molecules located 

within the ellipsoidal volume which (projected) boundaries are the thin dashed lines in Fig. 3.  

The average coordination number of naphthalene at ambient conditions as determined 

from our simulations appears to be 39.2 water molecules. At higher temperatures the coordination 

number of naphthalene decreases sharply, to about 6.5 water molecules at 633 K. All our 
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coordination numbers are given in Fig. 3.5. For comparison, we have also performed a simulation 

of benzene in water at infinite dilution and calculated its coordination number from the total 

carbon-oxygen SDF for the benzene-water pairs. The coordination number of benzene at ambient 

conditions appears to be 32.0. A similar value (30.7 coordinated water molecules) has been 

reported by Linse10, although for a different benzene model.  

 

 
 

Figure 3.5 Total coordination numbers, nNaph-O, total, for naphthalene. Also shown are π-

coordination numbers, nNaph-O, π-complex and π-type H-bond numbers, nHB, π-complex. 

 

3.4.2 Cylindrical Distribution Functions and π-Coordination  

 

One of the most interesting features of the naphthalene hydration maps are four distinct 

peaks located above and below the plane of the molecule (two on each side), due to the π-

coordinated water molecules. Our next step will be the calculation of their average number 

(hereafter, π-coordination number), as well as the number of hydrogen bonds formed by these 
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molecules with the biaromatic structure. For the analysis of coordination and H-bond numbers in 

the π-region we have employed the cylindrical distribution function (CDF) introduced by 

Plugatyr et al.28 in their work with phenol. We recall that the CDF g(r, z) is defined as the 

probability of finding an atom at a separation z from the plane of the molecule within the 

cylindrical volume of radius r; this distribution function is well suited to characterize the axial 

coordination of water molecule above and below the plane of aromatic rings (for more details see 

Fig. 1 of Ref. 28). We should also point out that the variable r in the CDF is the radius of the 

cylindrical sector and not the radius-vector of the neighbouring site (as in the SDF). The origin of 

the local frame for the naphthalene-water CDFs is placed on the center of each aromatic ring. 

In the case with naphthalene r is set to 1.217 Å, or the radius of either aromatic ring, thus 

each CDF shown in this work is the average of four equivalent distributions (accounting for 2 

rings and 2 directions, i.e. + z and – z). The CDF for ring (naphthalene) – oxygen (water) pairs 

was used to determine the average π-coordination number, nNaph-O, π-complex (i.e. the number of 

water molecules located just above and below the aromatic rings), while the CDF for ring 

(naphthalene) - hydrogen (water) pairs was used to determine the average number of H-bonds 

between naphthalene and its π-coordinated water molecules, nHB, π-complex.   

Fig. 3.6(a) shows a series of the ring - oxygen CDFs, from 298 K to 833 K. The position 

of the first peak shifts from 3.1 Å at 298 K to 3.2 Å and 3.5 Å at 473 K and 633 K, respectively. 

At ambient temperature (298 K) the first minimum appears at 5.1 Å, shifting to smaller 

separations with increasing temperature. Integration up to the first minimum yields the numerical 

value for the average π-coordination number. With temperature the number of π-coordinated 

water molecules decreases from 2.3 at 298 K to about 0.34 at 633 K (see Fig. 3.5). In other 

words, at ambient conditions on average only 2 water molecules occupy 4 accessible regions for 

π-coordination near the biaromatic structure of naphthalene. 
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Figure 3.6 Cylindrical distribution functions of (a) oxygen and (b) hydrogen atoms of water 

above and below the plane of an aromatic ring of naphthalene (due to symmetry, both rings are 

equivalent) 
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Calculation and integration up to the first minimum of the ring - hydrogen CDF [Fig. 

3.6(b)] yields the number of hydrogen bonds that naphthalene forms with its π-coordinated water 

molecules. We should point out that the first minimum in the ring - hydrogen CDF is clearly 

evident at temperature of 298 K at about 2.4 Å, but disappears at 373 K and higher; for this 

reason, the constant integration limit of 0.244 nm was used at all temperatures to estimate the 

number of H-bonds. At ambient temperature naphthalene is involved in roughly 0.29 π-type H-

bonds per side of each aromatic ring (hence, overall naphthalene accepts 1.17 H-bonds), with this 

dropping to 0.03 at 633 K. This means that only about a half of the π-coordinated water 

molecules form H-bonds with the aromatic rings. One may also conclude that near and above the 

critical point of the SPC/E water the extent of this axial H-bonding to naphthalene is nearly zero. 

All these data can be found summarized in Fig. 3.5.  

Similar analysis of the benzene-water CDFs reveals that at 298 K benzene ring π-

coordinates 1.44 water molecules (0.72 molecules can be found on each side of the aromatic 

ring), forming overall 1.14 π-type H-bonds (0.57 H-bonds on each side of the aromatic ring). We 

may thus conclude that benzene is more H-bonded with water than naphthalene (per ring basis); 

its aromatic ring is twice more likely to accept H-bonds than each of the aromatic rings of 

naphthalene. No doubt, lesser H-bond accepting capacity of naphthalene greatly diminishes its 

solubility in water. 
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3.4.3 Self-Diffusion Coefficient 

 

Aqueous molecular diffusivities of naphthalene have been measured in a range of 

temperatures, and the results tend to depend on the degree of dilution. Thus, for ambient 

conditions, Gustafson and Dickhut29 report a value of 0.75×10-9 m2s-1, while Tominaga et al.30 

give 0.94×10-9 m2s-1, the concentration of naphthalene being 15 ppm (50 % saturation) and 1 

ppm, respectively. Presumably, at a higher concentration naphthalene begins to self-associate, 

which increases its effective molar volume accounting for the decrease in its observed diffusion 

rate. As the experimental measurements are not in agreement with each other, in this work we 

calculate the self-diffusion coefficient of naphthalene at infinite dilution, an important property 

that is used in engineering practices and multimedia environmental models.31 The linear velocity 

autocorrelation function (VACF) for the center of mass of naphthalene was used to calculate its 

self-diffusion coefficient. Note that at lower temperatures, this VACF has a characteristic 

minimum occurring at about 0.61 ps, which indicates a cage effect. Above the critical point of 

water, the VACF decays exponentially, indicating weak intermolecular interactions. Fig. 3.7 

reports the calculated self-diffusion coefficients, along with the experimental results. 

Our simulated self-diffusion coefficients for naphthalene tend to correlate more closely 

with the experimental (1 ppm) values of Tominaga et al.,30 particularly at lower temperatures. As 

the uncertainty in the simulated data for naphthalene appears to be large (around 10 % at 298K), 

we have compared the VACF results with those that can be obtained by analyzing the mean 

square displacement. The self-diffusion coefficient of naphthalene at 298 K obtained from the 

VACF is 1.21×10-9 m2/s, which compares well with the value of 1.15×10-9 m2/s obtained from the 

mean square displacements. For water these two methods yield, respectively, 2.57 and 2.56×10-9 

m2s-1. 
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With temperature the self-diffusion coefficient of naphthalene increases, as expected, 

with a particularly dramatic rise near the critical point of water. This effect can be explained by 

the fact that the number of water molecules making up the hydration shell around naphthalene 

dramatically drops; hence, the increase in thermal motion and disruption of the H-bond network 

act together to liberate naphthalene from the constraint of the hydration shell.  

 

 
 

Figure 3.7 Self-diffusion coefficients for naphthalene 
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3.5 Conclusion 

 

In this chapter, results have been presented from classical MD simulations of aqueous 

naphthalene at infinite dilution. The structure and dynamics of a simulated system along and 

above the coexistence curve of SPC/E water have been studied. Detailed, spatially-resolved, 3D 

maps of local water density around naphthalene have been obtained. These hydration maps 

clearly show the augmentation of local water density around the periphery of the naphthalene 

molecule due to the hydrophobic cage effect and the π-coordination. The total number of water 

molecules in the hydration shell, or the coordination number, was calculated by direct 3D 

integration of the local spatial pair-density distributions (the atom-atom SDFs). At ambient 

temperature the hydration shell of naphthalene contains, on average, 39 water molecules. Within 

this shell, two water molecules can be described as π-coordinating, forming close to one H-bond 

to the aromatic rings. The extent of π-type H-bonding to the aromatic regions in the naphthalene-

water system is less than that in the benzene-water system, thus underlying naphthalene’s 

hydrophobic nature. With increasing temperature, the hydration of naphthalene undergoes 

significant changes, with the loss of H-bonding and cage structure near the critical point of water. 

The average number of water molecules found around naphthalene at near critical and 

supercritical conditions (at 633 and 833 K, respectively) is around 6. These striking changes to 

the hydration structure affect the self-diffusion coefficient, which shows a dramatic increase near 

the critical point.  
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Chapter 4 

The Hydration of Aniline: Analysis of Spatial Distribution Functions 

 

4.1 Abstract 

 

Molecular dynamics simulations of aniline in aqueous infinitely dilute solution are 

performed from ambient to supercritical conditions. Spatial hydration structures of aniline are 

examined along the liquid-vapour coexistence curve of water at 298, 373, 473, 573 and 633 K 

and above the critical point at 733 and 833 K with density fixed at 0.3 g/cm3. The coordination 

and H-bond numbers of aniline are calculated. The self-diffusion coefficient of aniline is also 

evaluated. The hydration structures of aniline at high temperatures are drastically different from 

those in ambient water. At room temperature the solvation shell of aniline is comprised of 

approximately 32 water molecules, whereas above the critical point aniline forms a complex with 

about 8 water molecules. We find that in ambient water the lone pair of nitrogen of the amino 

group is hydrated by one water molecule, with which it forms one H-bond. The amino hydrogens 

are hydrated by approximately one water molecule each, but form, on average, 0.6 H-bonds 

(each). The results also indicate the formation of weak H-bonded π-complexes between hydrogen 

of water and the aromatic ring of aniline. 
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4.2 Introduction 

 

Over the last two decades, near-critical water has attracted much attention as a promising 

medium for a variety of technological applications such as power generation, hazardous waste 

utilization, materials processing, etc.1-6 The development and optimization of these technologies 

requires thorough examination of complex properties of near-critical aqueous solutions. 

Understanding the effect of solvent on the diffusivity and reactivity of solutes at sub- and 

supercritical water conditions is of particular interest. The loss of the extended H-bonded 

structure of water at near critical conditions enhances the diffusivity of solutes. On the other 

hand, the disappearance of the solvent “cage” affects reaction kinetics as the number of collisions 

per encounter decreases from “multiple” at ambient conditions to a “single” event in a low-

density supercritical water. The interplay between these two factors is particularly pronounced for 

rates of near-diffusion-controlled reactions which exhibit non-Arrhenius behaviour (with negative 

temperature dependence) in the range of about 423 to 623 K.7-13 Systematic studies of molecular 

dynamics and hydration structures are clearly warranted to provide a detailed understanding of 

the chemical reaction mechanisms in water at near-critical conditions.  

From a chemical perspective, the information about mass transport coefficients and 

hydration structures of the reacting species is essential for estimation of the diffusion-controlled 

limit via the Smoluchowski equation. Unfortunately, very little is known about diffusivity of 

organic solutes at near and above the critical point of water.14-17 Furthermore, the simple 

hydrodynamic (Stokes-Einstein-Debye) approach, commonly used for the calculation of the mass 

transport coefficients at ambient conditions, does not adequately describe the behaviour of the 

self-diffusion coefficient of water at near and above its critical point.18,19 
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In this study, we examine solvation structures and self-diffusion coefficients of aniline in 

aqueous infinitely dilute solution from ambient to supercritical conditions. Aniline is an important 

model system which allows for the study of both hydrophilic and hydrophobic hydration. Small 

gas-phase aniline-water complexes have been previously examined by several research groups20-

22. Piani et al.22 and Spoerel and Stahl20 have studied the properties of the 1:1 aniline–water 

complex. The results indicate that in this complex water is H-bonded to aniline with the 

interaction taking place at the lone pair of the nitrogen. Inokuchi et al.21 have studied infrared 

photodissociation spectra of [aniline-(H2O)n]+ (n = 1-8) complexes which were interpreted with 

the aid of DFT calculations. The authors show that for n = 2, water forms 1-1 H-bonded structure 

with each amino hydrogen of aniline, whereas for n = 3, a 2-1 branched complex was reported.  

A number of computer simulation studies, focused on the properties of aqueous amine 

solutions,23-30 indicate that at ambient conditions the amino group is coordinated to about three 

water molecules and exhibits much better H-bond accepting than H-bond donating 

character.23,25,27-29 

The goal of this study is to examine the hydration structure and diffusivity of aniline from 

ambient to supercritical water conditions. The remainder of the chapter is organized as follows. 

Computational details are described in Section 4.2. Simulation results are discussed in Section 

4.3. Our conclusions are given in Section 4.4.  
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4.3 Simulation Details 

 

 In this study the Simple Point Charge Extended31 (SPC/E) water model was used. The 

rigid point charge interaction potential for aniline, based on the OPLS force field, was taken from 

work of Jorgensen and co-workers.27 The geometry, charges and Lennard-Jones (LJ) parameters 

are given in Table 4.1. 

MD simulations were carried out in the NVT ensemble along the liquid side of the 

coexistence curve of the SPC/E water at 298, 373, 473 and 573 with the corresponding densities 

being 1.00, 0.96, 0.87 and 0.67 g/cm3, respectively. In the supercritical region simulations were 

performed at 633, 733 and 833 K with density fixed at 0.30 g/cm3. The system size was 503 

waters and 1 aniline molecule. The isokinetic equations of motion were integrated using the 

fourth-order Gear algorithm32 with time step of 1 fs. Rotational equations of motion were 

represented using quaternions.33 The equilibrated simulation run lengths were 500 ps. The long-

range Coulomb forces were handled by means of Ewald sums in cubic periodic boundary 

conditions. The cutoff distance for the LJ interactions was set at half of the simulation cell length. 

The translational diffusion coefficient was calculated from the velocity autocorrelation function 

(VACF). The simulations were carried out on a Linux-based parallel Transport GX28 system 

with dual 64 bit AMD Opteron processors. 
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Table 4.1 Electrostatic, geometric, and Lennard-Jones parameters for water and aniline models. 

Species Atom 
ε 

(kcal/mol) 
σ (Å) q (e) R (Å) − (deg) 

H2Oa H 0.0000 0.0000 0.4238  109.47 (H-O-H) 

 O 0.1554 3.1660 -0.8476 1.000  

       

C6H5NH2
b Cipso 0.070 3.550 0.180 1.400 (C=C) 120.0 (CCC) 

 CA 0.070 3.550 -0.115 1.080 (C-H) 120.0 (CCH) 

 HA 0.030 2.420 0.115 1.430 (C-N) 120.0 (CCN) 

 N 0.170 3.300 -0.900 1.010 (N-H) 111.0 (CNH) 

 H(N) 0.000 0.000 0.360  106.4 (HNH) 

 
a Ref. [31]; b Ref. [27]. 

 

4.4 Results and Discussion  

 

In this study we employ the radial, cylindrical and spatial distribution functions to 

examine the details of the hydration of aniline molecule. The spatial distribution function34 

(SDF), or G(r, Ω), accounts for both radial, r, and angular components, Ω = (θ, φ), of the site-site 

separation vector R and is best suited for characterization of complex spatially anisotropic 

interactions between molecular species.16, 17, 30, 35-39  

The primary structure of water around aniline at ambient conditions is shown in Fig. 4.1. 

The hydrating water molecules form, as expected, both H-bond donating and H-bond accepting 

pairs with the amino group. Two pairs of cups along the direction of the N-H bonds are due to H-

bond accepting water molecules, whereas elongated features located below the nitrogen are due to 

H-bond donating water molecules. In addition, water tends to form a π-type complex with the 

aromatic region of aniline, as indicated by the presence of a pair of contours directly above and 
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below the center of the aromatic ring, see Fig. 4.1. The hydration shell of aniline at low 

probability levels is drawn in Fig. 4.2. This figure illustrates the general shape of the hydrophobic 

shell around aniline. 

 

 

 

Figure 4.1 The SDF of water around central aniline molecule at 298 K. Local atomic densities of 

oxygen (red) and hydrogen (blue) of water are shown at probability levels of GO(r, Ω) = 2.5 and 

GH(r, Ω) = 1.8, respectively. (a) front view; (b) side view; (c) rear view; (d) top view. 
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Figure 4.2 The SDF of water around central aniline molecule at 298 K. Local atomic densities of 

oxygen (red) and hydrogen (blue) of water are shown at probability levels of GO(r, Ω) =1.65 for 

oxygen and GH(r, Ω) =1.55 for hydrogen atoms of water, respectively. (a) front view; (b) side 

view; (c) top view. 
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Details of the hydration structure of aniline can be clearly seen in Fig. 4.3, which displays 

2D density maps (cuts through the 3D spatial distributions) of oxygen, hydrogen and charge 

probability densities in the three orthogonal planes with respect to the symmetry of aniline 

molecule. The charge probability density, Gq(r, Ω), was obtained by combining the aniline-

oxygen SDF, GO(r, Ω), and the aniline-hydrogen SDF, GH(r, Ω): 

Gq(r, Ω) = qO·GO(r, Ω) + 2·qH ·GH(r, Ω),    (4.1) 

where qO and qH are the partial charges on oxygen and hydrogen atoms of water. Fig. 4.3 clearly 

illustrates the most probable location and orientation of H2N- and π-coordinated water molecules 

in the first hydration shell of aniline. In addition to relatively strong coordination of water 

molecules around the amino group and the π-region, shown with darker colors, Fig. 4.3 also 

reveals the details of the secondary, more distant features of water structure in the vicinity of the 

amino group. Thus, the ridge spanning around the amino group at distances from 3.5 Å to about 

3.9 Å (see Fig. 4.3(a,c), X-Z projections) is due to the presence of a bridging water28, which, 

arguably, is H-bonded to both neighbours occupying H-bond accepting sites. The charge density 

maps, Fig. 4.3(c), show details of the electrostatic environment around aniline and allow for 

discerning those features of the hydration structure that might not be visible on atomic density 

distributions. Thus, Fig. 4.3(c) illustrates the layered structure of the hydration shells of aniline 

characterized by alternating hydrogen-oxygen densities. Note that the inner and outer layers of 

the first hydration shell consist of primarily hydrogen atoms of water, with oxygen located in-

between. 
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Figure 4.3 2D maps of local (a) oxygen, (b) hydrogen and (c) charge probability densities of 

water around aniline at 298 K. Color depths represent probability level. The boundary of the first 

hydration shell is shown by the dashed line. 
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The results of previous studies on methylamine23,28 indicate that the amino group is 

coordinated to about three water molecules with which it forms approximately two (apparently 

strong) hydrogen bonds. The nature of the third water molecule is somewhat unclear. Based on 

the analysis of the RDFs, Dunn and Nagy23 have speculated that the third “non-hydrogen bonded” 

water forms a bridge between the two other H-bonded neighbours. Kusalik28 having examined 

both RDFs and SDFs, concluded that the bridging water feature, clearly resolved in the nitrogen-

oxygen SDF (see Fig.8 of Ref [28]), is located too far from the nitrogen, and therefore cannot be 

accounted as the extra water molecule. According to Kusalik28, the nitrogen accepts a single 

strong H-bond from water, while water, in return, accepts only one strong H-bond from the amino 

group, where H-bond accepting water (located at the appropriate separation of 2.8 Å) occupies 

only one of the two H-bond accepting cups (see Fig. 4.1) at any instant in time. The second cup is 

occupied by a slightly more distant water molecule that is H-bonded to the local hydration 

structure. 

It should be mentioned that previous discussions in literature are based on the analysis of 

the nitrogen-oxygen RDF, which shows a distinct first maxima at about 2.83-2.85 Å 

corresponding to apparently strong N-H ⋅⋅⋅O and N ⋅⋅⋅H-O hydrogen bonds. The analysis of the 

nitrogen-oxygen SDF, obtained in this study, indicates that the maxima of the probability density 

for the oxygen of the H-bond donating water site is located somewhat closer to the nitrogen than 

that of the H-bond accepting water. In order to obtain an unambiguous picture we have used the 

nitrogen-oxygen SDF to compute the radial distribution function of oxygen atoms above and 

below the plane of the aniline molecule, Fig. 4.4(a). The results clearly illustrate that the total gN-

O(r) is, in fact, a combination of two different distributions. The below-the-plane gN-O(r), which is 

due to the H-bond donating water, is characterized by a sharp peak located at 2.8 Å with 

corresponding minima at 3.24 Å, and does indicate the presence of a strong H-bond. The above-
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the-plane RDF (H-bond accepting neighbours) shows a broad first peak with maxima and minima 

shifted to 2.98 Å and 4.4 Å, respectively, and therefore suggests a weaker H-bond. Averaging of 

these two RDFs yields the first maximum at 2.83 Å with minimum at 3.42 Å, which is in 

agreement with previous results.23,28 Fig. 4.4(b) shows a complementary set of N-H(w) and H(N)-

O RDFs. The position and shape of the first peak in gN-H(w)(r) with maxima and deep minima (~ 

0.1) located at 1.8 Å and 2.39 Å confirms the presence of a strong H-bond between the hydrogen 

of water and the nitrogen. Note, that relative positions of the first peaks in gN-O(r) and gN-H(w)(r) at 

2.8 Å and 1.8 Å, respectively, suggest a linear H-bond. At the same time, the g(N)H-O(r) is 

characterized by the first maximum at about 2.0 Å with the minimum (~ 0.4) at 2.4 Å. Thus, the 

H-bond accepting sites appear to be shifted farther away by about 0.2 Å from the norm for a 

strong H-bond location. Analysis of the coordination numbers reveals that the lone pair of 

nitrogen is hydrated by one water molecule with which it forms one strong linear H-bond. 

Integration of the gH(N)-O(r) and the above-the-plane gN-O(r) up to 3.44 Å (actual location of the 

minima is difficult to discern due to overlapping secondary structure features) indicates that each 

H-bond accepting cup contains close to one water molecule, forming in total, two weak (0.6) H-

bonds with the hydrogens of the amino group. In the analysis of coordination numbers for water 

molecules located in the π-region of aniline, we have employed the cylindrical distribution 

function (CDF) proposed by Plugatyr et al.16 The CDF is well suited for characterization of the 

local atomic density around planar surfaces.16,17 The CDFs of the oxygen, gX-O(r,z), and hydrogen, 

gX-H(r,z), atoms of water in aniline’s aromatic region are shown in Fig. 4.5. Note, that positive z 

values correspond to pair distributions above the plane of aniline as defined in Fig. 4.1(a-c). At 

298K, the oxygen CDF, Fig. 4.5(a), is characterized by the first peaks located at |z| = 3.2 Å with 

the corresponding minima at |z| = 5.1 Å. The total number of π-coordinated water molecules at 

ambient conditions was determined to be 1.53. The hydrogen CDF, given in Fig. 4.5(b), suggests 
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the presence of weak π-type H-bonds between hydrogen atoms of water and the aromatic ring, as 

indicated by small peaks centered at |z| = 2.3 Å with minima at |z| = 2.7 Å. At 298 K the total 

number of π-type H-bonds was determined to be 0.75. Note, that the strong coordination of water 

molecules around the amino group of aniline affects the distribution of water molecules in the π-

region, as indicated by slightly asymmetric peaks (~ 10 %) below and above the plane of aniline, 

Fig.4.5. 

 

 

Figure 4.4 Radial distribution functions between a) nitrogen – oxygen (water) and b) hydrogen 

(amino) – oxygen (water) and nitrogen-hydrogen (water) in aqueous aniline solution at 298 K. 
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Figure 4.5 Cylindrical distribution functions of (a) oxygen and (b) hydrogen atoms of water in 

the axial region of the benzene ring of aniline. The origin of the local frame is at the center of the 

benzene ring of aniline. The radius of the cylindrical sector is 1.4 Å. 

 

The total coordination number of aniline was calculated from a triple integral of the 

aniline-oxygen SDF over the volume occupied by its hydration shell. As in our previous study17, 

the boundary of the hydration shell was determined by minimizing the average value of the GO(r, 

Ω) on the surface of an ellipsoid. The outer boundary of the first hydration shell of aniline is 

shown in Fig. 4.3(a) by a dashed line. At ambient conditions the total coordination number of 

aniline was calculated to be approximately 32.  
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The changes in the primary hydration structure of aniline with temperature are illustrated 

in Figs. 4.5 and 4.6. As expected all peaks broaden and shift to larger distances. An apparent 

increase in the coordination number of the amino group at 373 and 473 K, see Fig. 4.7, is due to 

the shift of the position of the first minima in gN-O(r) from 3.42 Å at 298 K to 3.90 Å at 473 K. 

The total number of H-bonds with the amino group decreases from about 1.9 at 473 K to 0.82 at 

633K and further to 0.55 at 833 K. The number of water molecules in π-coordination drops from 

1.53 at ambient conditions to less than 0.3 at 833K. The disappearance of the pronounced minima 

in aniline-hydrogen CDF is noted at 473 K, Fig. 4.5(b). The number of π-type H-bonds at 473K 

and above was calculated by integrating the corresponding CDF up to 2.7 Å and yielded 0.47 and 

0.13 at 473 and 633, respectively. The overall coordination number of aniline decreases from 26.5 

at 473 K to about 8 water molecules at supercritical conditions. These changes in the hydration 

structure can be clearly seen in Fig. 4.8 and 4.9, which show local probability density maps at 473 

and 633 K, respectively. Note almost complete disappearance of the solvation shell around 

aniline near the critical point of water, Fig. 4.9.  

The self-diffusion coefficient of aniline was calculated from the linear velocity 

autocorrelation function (VACF). The relative uncertainty was estimated to be approximately 

10%. The results are shown in Fig. 4.10. The value of the self-diffusion coefficient at 298 K was 

determined to be 0.992 µ 10-9 m2/s, which compares well with the experimental value of 1.050 µ 

10-9 m2/s reported by Niesner and Heintz40. As expected, the self-diffusion coefficient of aniline 

increases with temperature. A dramatic rise in diffusivity of aniline is observed near the critical 

point of water. Such behaviour is due to the combined effects of increased thermal motion and 

disappearance of the H-bonded structure in supercritical water. 
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Figure 4.6 Radial distribution functions between a) nitrogen-oxygen and b) nitrogen-hydrogen 

(water) and hydrogen (amino) – oxygen in aqueous aniline solution. 
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Figure 4.7 Coordination numbers and number of H-bonds for aniline. 
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Figure 4.8 2D maps of local (a) oxygen, (b) hydrogen and (c) charge probability densities of 

water around aniline at 473 K. Color depths represent probability level. The boundary of the first 

hydration shell is shown by the dashed line. 
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Figure 4.9 2D maps of local (a) oxygen, (b) hydrogen and (c) charge probability densities of 

water around aniline at 633 K. Color depths represent probability level. The boundary of the first 

hydration shell is shown by the dashed line. 
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Figure 4.10 Self-diffusion coefficient of aniline in aqueous infinitely dilute solution. 
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4.5 Conclusion 

 

MD simulations of aqueous aniline at infinite dilution were carried out along the 

coexistence curve of water up to the critical point of water and above the critical point with 

density fixed at 0.3 g/cm3. The spatial structure of water around the aniline molecule was 

calculated and analysed in detail. The results indicate that at ambient conditions the first 

hydration shell of aniline is comprised of about 32 water molecules. The amino group is 

coordinated to about three water molecules by accepting one strong and donating two weak (0.6) 

H-bonds. In addition, approximately 1.53 water molecules participate in the formation of a π-type 

complex with the aromatic region of aniline. The total number of π-H-bonds was calculated to be 

about 0.75 at 298K. As temperature increases, the hydration structure undergoes significant 

changes. The disappearance of the solvent “cage” is noted near the critical point of water. At 633 

K aniline is solvated by only 8 water molecules, 1.86 of which are coordinated with the amino 

group, forming about 0.82 H-bonds in total. The changes in the hydration structure with 

temperature (and density) are reflected in the value of the self-diffusion coefficient of aniline 

which shows a dramatic rise near the critical point of water. 
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Chapter 5 

Accurate Thermodynamic and Dielectric Equations of State for High-

Temperature Simulated Water 

 

 

5.1 Abstract 

 

The thermodynamic and dielectric properties of the Simple Point Charge Extended 

(SPC/E) water model are examined over wide temperature and density range by means of 

molecular dynamics simulations. Accurate analytical thermodynamic and dielectric equations of 

state for the SPC/E pair-potential are presented. Parameterizations cover a broad range of high 

temperature states including the critical region. The critical point parameters of SPC/E water were 

determined to be ρc = 0.276 g/cm3, Tc = 640.25 K and pc = 164.37 bar. The value of the static 

dielectric constant, e, of SPC/E water at its critical point was calculated to be 5.35, which 

compares remarkably well with the corresponding experimental value of 5.36 [D.P. Fernandez et 

al., J. Phys. Chem. Ref. Data 26, 1125 (1997)]. Analytical thermodynamic and dielectric 

equations for the saturated liquid and vapour densities are also given. 
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5.2 Introduction 

 

The behaviour of aqueous systems at elevated temperatures and pressures has become a 

topic of extensive research over the past few years. Knowledge of the thermodynamic, dielectric 

and transport properties of high temperature and supercritical water and aqueous fluids is very 

important for the continuing development of many essential technological processes like power 

generation, waste destruction, materials synthesis, etc.1-5 Of special interest for current high 

temperature research is a novel combined GEN IV nuclear power cycle which utilizes 

supercritical water coolant for in-core and out-of-core components, leading to a significant 

improvement in energy efficiency.6 

At present, computer simulations provide most of the information about the molecular 

level physical-chemical processes occurring in water at extreme conditions. However, the results 

are often difficult to interpret as the simulated fluid differs from the real substance in its phase 

coexistence properties and critical point parameters. It is important to emphasize that accurate 

knowledge of the thermodynamic behaviour of a model system is crucial for the determination of 

the corresponding states which allows for direct comparison of simulation data and experimental 

results. Considering the interest simulations can have for power and chemical industries, and for 

geochemistry, there exists a great practical need for the development of accurate equations of 

state for computer simulated water. 

One of the most widely used pair-potentials for water is the SPC/E water model of 

Berendsen et al.7 The thermodynamic properties of this model has been reported in a number of 

publications.8-13 These studies were primarily focused on elucidation of the coexistence properties 

of the SPC/E pair-potential. The dielectric properties of the SPC/E model have been examined by 

Guissani and Guillot8, Wasserman et al.14, Neumann15, Mountain and Wallqvist16, Skaf and 
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Laria17, Guàrdia and Martí18 and others. Despite its simplicity, the overall results indicate that the 

SPC/E water model describes fairly well the critical parameters of real water, its liquid-vapour 

coexistence curve and the behaviour of the dielectric constant. These findings make SPC/E model 

a very attractive pair-potential for simulating high temperature and supercritical states of water 

and aqueous solutions. 

The first thermodynamic EOS for the SPC/E water was proposed by Guissani and 

Guillot8 who used the expression for the compressibility factor to describe the pρT surface. Later, 

Hayward and Svishchev13 have parameterized the Pitzer-Sterner19 EOS for SPC/E water. Both 

EOS have rather limited range of validity (0.023 § ρ § 0.72 g/cm3 and 550 § T § 660 K). In 

addition, the Pitzer-Sterner EOS for the SPC/E water does not adequately describe the behaviour 

of the higher-order derivatives of the pressure. This is due, in part, to the limited number of 

simulated pρT data points used in the optimization of the EOS, as well as quite complex (27 

coefficients) non-linear functional form of the Pitzer-Sterner formulation. It is worth mentioning 

that the reference state-of-the-art equations of state for real substances, such as IAPWS-9520 (56 

coefficients), are parameterized by using so-called “multi-property fitting”, where, in addition to 

a substantial pρT data set, values of heat capacities, speed of sound, second virial coefficient, etc. 

are also included to ensure proper behaviour of the derivatives. Unfortunately, even nowadays, 

simulation of assorted thermophysical properties for a large number of state points over a wide 

pρT area is still a tedious and time consuming task. Hence, the choice of the functional form of 

the EOS for simulated fluids is extremely important. 

Recently, a new class of advanced technical equations of state has been developed by 

Wagner and Span.21-24 The functional forms of this new type of EOS were successfully optimized 

for non-polar, weakly polar and typical polar fluids21-23, as well as for natural gases and 

mixtures24. The latter EOS24 was adopted by the GERG (Groupe Européen de Recherche 
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Gazières) as the international reference equation of state for natural gases (GERG-2004). This 

equation was also parameterized for the corresponding binary and multicomponent mixtures. 

Detailed description regarding the development and performance of this class of EOS can be 

found in Refs. [21,24]. Simplicity and excellent numerical stability, combined with the high 

achievable accuracy24, (similar to the best state-of-the-art reference equations), makes them very 

attractive for use in computer based predictions of properties of fluids. Perhaps, their best 

advantage from a simulation point of view is that substance-specific coefficients can be easily 

fitted to restricted data sets.  

In the general form these equations of state are written as: 
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where a is the Helmholtz energy, R is the gas constant, T is the temperature, ρ is the density, δ = 

ρ/ρc is the reduced density and τ = Tc/T is the inversely reduced temperature (R = 8.314472 J mol-1 

K-1 and MW(H2O) = 18.015280 g mol-1). All thermodynamic properties can be calculated from 

Eq. 5.1 by considering the ideal, αo, and residual, αr, parts of the Helmholtz energy and their 

derivatives. For example, the expression for pressure is given by: 
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where ( )τδ δαα ∂∂= /rr . Other applicable relations can be found in Ref. [24].  

The explicit functional form of the new GERG-2004 EOS for water reads24: 
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The GERG-2004 EOS for water is represented by 16 linear coefficients and two reduced 

parameters, δ and τ. It is noteworthy, that the accuracy of the pρT fit for this new EOS is not 

affected by the choice of the reference (scaling) temperature (say, Tc) as the fit coefficients simply 

scale as: 
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where cT  and *
cT are “true” and “pseudo” critical temperatures respectively. The same does not 

apply to critical density; however, most of the influence of the inaccurate value of the ρc on the 

quality of the pρT fit can be still compensated by the optimized coefficients.21 

Considerable efforts have been also directed to the improvement of the dielectric EOS for 

water and steam. Recently, Fernandez et al.25 have collected and analyzed a large data set of static 

dielectric constants values for water. They presented dielectric EOS for real water valid over the 

temperature range from 238 to 873 K and pressures up to 1200 MPa. The functional form of the 

analytical EOS is very similar to that proposed by Wagner and Span24. 

The purpose of this study is to parameterize the thermodynamic (GERG-2004) and 

dielectric equations of state for SPC/E water over a wide range of temperatures and densities and 

examine their performance. The remainder of this chapter is organized as follows. Simulation 
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methodology is described in Section 5.3. The fitting procedures are presented in Section 5.4. 

Analysis of the EOS is given in Section 5.5. Our conclusions are given in Section 5.6. 

5.3 Simulation Details 

 

Thermodynamic and dielectric properties of the SPC/E water model were obtained in the 

NVT ensemble (constant density) by using conventional molecular dynamics. We have simulated 

over 250 state points between temperatures of 460 to 880 K with densities ranging from 0.023 to 

0.920 g/cm3. Simulations were performed by using 343 particles in cubic periodic boundary 

conditions (PBC). We have also performed several additional simulations using a smaller, 216 

particle, and a bigger, 512 particle, system; the results obtained were the same within statistical 

uncertainty. The fourth-order Gear algorithm26 was used to integrate the isokinetic equations of 

motion with a time-step of 1 fs. Rotational degrees of freedom were represented using 

quaternions27. The Ewald summation technique was employed exclusively to handle the long-

range Coulomb forces. It has been shown28 that for the examination of the dielectric properties of 

a polar fluid in PBC, it is advantageous to use Ewald summation method with dielectric 

boundary RFε similar to that of bulk medium. The static dielectric constant was calculated from 

the equilibrium fluctuations of the total dipole moment of the simulation cell:29,30 

( )( )
( ) TVk

M

BRF

RF
2

3
4

2
121 π

εε
εε

=
+

+−
,    (5.5) 

where e is the static dielectric constant, eRF is the dielectric constant at the boundary, V is the 

volume of the simulation box, kB is the Boltzmann constant and T is the temperature. Note, that in 

this study the ratio ‚MÚ2/‚M2Ú does not exceed 0.005 %, with typical values being around 0.001%. 

The value of eRF was taken to be that of real water at given density and temperature. The 

simulation runs were 250 ps long with an equilibration period of 20 ps. Average root-mean-
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square fluctuations for the pressure and static dielectric constant were determined to be within 

10%. 

 

5.4 Data Sets and Fitting Procedure 

5.4.1 Thermodynamic EOS 

 

In order to properly describe the low density states of the SPC/E model we have added 

(to the simulation data) 70 data points at densities ranging from 0.1 to 9.1 × 10-7 g/cm3 every 50 K 

between 460 and 780 K. The pressure for these low density states was calculated using the second 

virial coefficient, B(T), of the SPC/E water model.31 Overall, 399 pρT points were generated, 148 

of which are unstable states. Unstable states are located inside the liquid-vapour coexistence 

region, having a positive derivative of the pressure with respect to density. Although we did not 

observe any phase separation at these state points on the time-scale of our simulations, they were 

excluded from the EOS parameterization to mimic “real” fluid thermodynamics. We find 

however that our final analytical fits reproduce the simulated pρT values for these unstable states 

remarkably well (within the statistical uncertainty of the simulated data). 

 In the GERG-2004 formulation the expression for the Helmholz free energy is given in 

reduced parameters and, thus, requires the values of the Tc and ρc to be determined. In molecular 

simulation, the location of the critical point can be deduced by calculating the coexistence 

properties in the Gibbs ensemble Monte Carlo32,33 (GEMC) followed by application of the scaling 

law (order parameter) and the law of rectilinear diameters.8,11 Unfortunately, high uncertainty in 

density estimates and finite size effects in the vicinity of the critical point may not allow for an 

accurate determination of the critical parameters.34 A higher accuracy in the determination of the 
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critical parameters has been claimed by using the mixed-field finite-size scaling35,36 (MF-FSS) 

combined with histogram-reweighting37 MC simulations in the grand canonical ensemble12,38,39 

(HRGC). A comprehensive review of MC techniques in the study of phase equilibria can be 

found in Ref. [34]. 

Alternatively, one can determine the location of the critical point by simulating a large 

number of state points over entire pρT surface and parameterizing an analytical EOS.8,13 

However, this method may not yield the correct result either due to analyticity of the EOS. 

 In this work we take advantage of the dimensionless functional form of the GERG-2004 

EOS, which enables self-consistent optimization of the critical parameters. The evaluation of the 

critical parameters, adopted in this study, relies on the examination of the thermodynamic 

behaviour of the analytical EOS in the vicinity of the critical point. The critical temperature and 

density were obtained by comparing the variation of the order parameter and the diameter of the 

coexistence curve of the SPC/E model with those of real water. The parameterization of the EOS 

was performed as follows. First, the coefficients in Equation 5.3 were optimized with “estimate” 

values of ρ*
c and T*

c over the range of densities and temperatures from 0.25 to 0.32 g/cm3 and 

from 625 to 645 K, respectively, with ∆ρ = 0.005 g/cm3 and ∆T = 1 K. All data points were 

assigned equal weighting as the structure of the data set is fairly even. In order to ensure correct 

behaviour of the first and second derivatives of the pressure at the critical point, an additional 

constraint during optimization was imposed: 

0=⎟⎟
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Next, for each set of optimized coefficients and corresponding ρ*
c and T*

c values, the 

coexistence properties of the EOS were evaluated. The calculation of the liquid-vapour boundary 

was based on the phase-equilibrium condition, which represents the equality of temperature, 
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pressure and Gibbs free energy (Maxwell construction) in the coexisting vapour and liquid 

phases: 
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ρ δ
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where pσ is saturated pressure, ρ′ and ρ′′ are saturated liquid and vapour densities, respectively. 

After that, the order parameter, ( ) ,2/ cvllv ρρρρ −=∗ and diameter, 

( ) ,2/ cvld ρρρρ +=∗  of the analytical EOS were compared to those of real water over the 

temperature range of 0.01 < θ  < 0.04, where cTT /1−=θ . Note, that the lower limit of θ  was 

set to 0.01 in order to ensure that the correlation length did not exceed the simulation box size. 

The sum of squares, χ2 (Χ2), for the order parameter and rectilinear diameter was plotted as a 

function of ρ*
c and T*

c (here, Χ2 represents mean-square deviations of the fitted model properties 

from real water values). The values of the critical density and temperature for the SPC/E model 

were obtained by locating the minimum on the χ2-ρ*
c-T*

c surface. 

5.4.2 Dielectric EOS 

 

To the selected values of the static dielectric constant of SPC/E water obtained in this 

study (240 state points) we have added 87 literature values from studies by Guissani and Guillot8, 

Wasserman14, Svishchev30, Neumann15 and Mountain and Wallqvist16. The resulting data set 
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covers the density and temperature range from 0.023 to 1.0 g/cm3 and from 298 to 2500 K, 

respectively, with the majority of the values (306 points) located above T = 500 K isotherm. 

In this study the values of the dielectric constant of SPC/E water were fitted by an EOS 

of the form: 

4/103
6

4/63
5

4/62
4

4/10
32

4/1
11 τδτδτδδτδτδτε vvvvvv ++++++= , (5.8) 

where δ and τ are the same as in Eq. 5.1. 

 The functional form of this equation was adopted from the work of Fernandez et al.,25 

who used a similar expression to describe density and temperature variations of the Alder-Harris 

g-factor. All data points were assigned equal weighting. 

 

5.5 Data Analysis 

5.5.1 Thermodynamic EOS 

 

The simulated state points and analytical isotherms for the SPC/E water are shown in Fig. 

5.1. The critical parameters were determined to be ρc = 0.276 g/cm3 and Tc = 640.25 K with a 

corresponding critical pressure of pc = 164.37 bar. The results agree well with some previous 

estimates for the SPC/E water, see Table 5.1. The order parameter and diameter of the 

coexistence curve are plotted in Fig. 5.2. The temperature behaviour of the effective Verschaffelt 

exponent, ( ) ,ln/ln θρρβ ∂−∂= vleff  is plotted in Fig. 5.3. As can be seen from Fig. 5.3, the 

variation of βeff with temperature is very similar to that of real water up to θ ≈ 0.06, followed by 

an increase to the classical limit of 0.5 at T = Tc. Similar observations for the SPC/E pair-potential 

were reported by Guissani and Guillot.8 
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Figure 5.1 Representative isotherms for the SPC/E water. Continuous lines show isotherms from 

500 (bottom curve) to 880 K (top curve) with ∆T = 20 K. The points are the simulation results. 

 

Figure 5.2 Order parameter and the diameter of the coexistence curve as a function of the 

reduced temperature cTT /1−=θ . 
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Figure 5.3 Temperature dependence of the Verschaffelt exponent, βeff. 
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Table 5.1 Critical point parameters of the SPC/E water 

 

 Method Tc (K) ρc  (g/cm3) pc (bar) Zc Ref. 

Guissani and Guillot MD, scaling laws 640 0.29 160 0.187 8 

Errington et al. THSG 639.0 ± 1.1 0.2622± 0.0084   9 

Alejandre et al. MD, scaling laws 630.4 0.308   10 

Boulougouris et al. GEMC 630 0.295 148 0.172 11 

Errington et al. HRGC, MF-FSS 638.6 ± 1.5 0.273 ± 0.009 139 ± 4  12 

Hayward and Svishchev MD, EOS 641 0.28 163 0.197 13 

This work MD, EOS 640.25 0.276 164.37 0.201  

Exptl.  647.096 0.322 220.64 0.229 20 
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The mean relative error of the fit was determined to be on the order of 2% for pressure, 

which is significantly less than the calculated statistical uncertainty of the simulation 

(approximately 10%). The resulting liquid-vapour coexistence curve of the SPC/E water is 

compared with previous simulations and experimental data in Fig. 5.4. As can be seen from this 

figure, our results agree reasonably well with previous simulations by Alejandre et al.10 and 

Boulougouris et al.11 Note, that the current EOS shows good extrapolation behaviour for the 

coexistence curve down to temperatures of about 400 K, which is significantly below the 

temperature range of simulated data. Nevertheless, we recommend the range of validity for this 

EOS to be from 460 to 880 K, in temperature, and from 0 to 0.92 g/cm3, in density (the range of 

simulated state points), as the relative error of the analytical fit becomes too high below 460 K. 

In general, it is worth noting that based on our experience with classical water models 

and various equations of state, an accurate analytical parameterization of the low temperature 

states of computer simulated water should be left to a separate study, if one seeks to cover the 

region around the density maximum and supercooled states. The quality of a global analytical fit 

of the pρT data worsens dramatically with the inclusion of low temperature state points, and for 

the SPC/E pair-potential their accurate analytical description could be even futile. The SPC/E 

model exhibits the density maximum and equilibrium melting point at a very low temperature (Tm 

of around 215 K according to Abascal et al.40), with slow kinetics and large equilibration times 

(hence, modest practical utility). 

In addition to the fit parameters for the GERG-2004 EOS for the SPC/E water, which are 

given in Appendix A.1, we also provide corresponding auxiliary equations for the saturated liquid 

and vapour densities, by using the same functional forms as in the reference IAPWS-95 

formulation for real water substance20:  
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Saturated liquid density equation: 
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with cTT /1−=θ . 

 

Saturated vapour density equation: 
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The coefficients for the Equations 5.9 and 5.10 for the SPC/E water are given in 

Appendix A.2. 

In Fig. 5.5 we have compared the coexistence curve, thermodynamic spinodals and line 

of maximum isothermal compressibility [ ( )TT p∂∂= − /1 ρρκ ] of simulated EOS with those of 

real water in reduced units. This figure illustrates that the SPC/E potential nicely captures the 

thermodynamics of a real fluid at high temperatures; for instance, it provides a good description 

of the derivative properties, such as the compressibility. The density and temperature behaviour 

of the isothermal compressibility is shown separately in Fig. 5.6 to illustrate quality of the SPC/E 

model in the vicinity of the critical point. 
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Figure 5.4 Liquid-vapour coexistence curve for water.  

 

 

 

Figure 5.5 Liquid-vapour coexistence curve, thermodynamic spinodals and line of 

compressibility maximum of water, MAX
Tκ . 
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Figure 5.6 Isothermal compressibility of water as a function of reduced density at three selected 

temperatures above Tc.  

 

 

5.5.2 Dielectric EOS 

 

The temperature dependence of the static dielectric constant of SPC/E water along 

selected isochors together with data set values are shown in Fig. 5.7. The mean relative error of 

the fit was calculated to be less than 4%. The fitting parameters for the dielectric EOS (Equation 

5.8) are given in Appendix B.1. The variation of the dielectric constant of the SPC/E water along 

the liquid-vapour coexistence curve (Equations 5.11 and 5.12), is compared to that of real water 

in Fig. 5.8. As expected (from a non-polarizable model), above its critical density the SPC/E 

water model slightly underestimates the value of the dielectric constant, whereas below ρc the 

prediction of the model is consistently higher than that in experiment. A similar conclusion has 
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been reached by Skaf and Laria17; with simulations done by Guàrdia and Martí18 also support this 

claim. We may note that some of the calculated values for the dielectric constant of the SPC/E 

water provided by Skaf and Laria fall into a parameterization range of our EOS. We have 

confirmed that these values are within the statistical uncertainty of our fit. The value of the static 

dielectric constant at the critical point of the SPC/E water was calculated to be 5.346, which is 

very close to the accepted experimental value of 5.361. We also provide auxiliary equations for 

the behaviour of the static dielectric constant along the coexistence line. The fitting parameters 

are given in Appendix B.2. 

Static dielectric constant at saturated liquid density: 
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Static dielectric constant at saturated vapour density: 
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Note also that, although our dielectric EOS (Eq. 5.8) for SPC/E water is capable of fitting 

all available simulation data from 298 to 2500 K within total error of 4 %, we recommend its 

technical use be restricted to temperatures ranging from 400 to 880 K only, where the 

thermodynamic EOS accurately predicts the coexistence properties and derivatives of the 

pressure. In this case, any ambiguities regarding the definition of the coexistence curve, reduced 

parameters and corresponding states of the model and real fluid will be avoided. 
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Figure 5.7 Temperature dependence of the static dielectric constant of the SPC/E water. 

Continuous lines represent isochors from 0.1 (bottom) to 1.0 g/cm3 (top).  

 

 
 

Figure 5.8 Static dielectric constant along the coexistence curve of water. 
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5.6 Conclusion 

 

We have examined over 320 thermodynamic state points of the SPC/E water model in the 

NVT ensemble by means of MD simulation. Accurate thermodynamic and dielectric equations of 

state for SPC/E water are presented. The thermodynamic EOS is valid over the temperature and 

density ranges, of 460 to 880 K and 0.0 to 0.92 g/cm3, respectively. It is shown that the proposed 

EOS describes well the liquid-vapour coexistence properties of SPC/E water and exhibits good 

extrapolation behaviour to temperatures and pressures beyond its parameterization range. The 

critical parameters of SPC/E water were determined to be ρc = 0.276 g/cm3, Tc = 640.25 K and pc 

= 164.37 bar. The dielectric EOS, fitted over a wider density and temperature range from 0.0 

g/cm3 to 1.0 g/cm3 and from 298 to 2500 K, respectively, provides the most accurate, up-to-date, 

representation of the dielectric properties of SPC/E water. The value of the dielectric constant at 

the critical point of SPC/E water was determined to be 5.35, which compares very well with the 

corresponding experimental value of 5.36. Analytical thermodynamic and dielectric equations for 

saturated liquid and vapour densities are also given. 
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Chapter 6  

Residence Time Distribution Measurements and Flow Modeling in a 

Supercritical Water Oxidation Reactor: Application of Transfer 

Function Concept 

 

6.1 Abstract 

Residence time distribution (RTD) measurements are carried out in a flow-through 

tubular supercritical water oxidation (SCWO) reactor using ex situ pulse response experiments. 

The experiments are performed from ambient to supercritical water conditions with a volumetric 

flow rate fixed at 1 ml/min. The transfer function concept is used to interpret tracer information 

and to elucidate hydrodynamic flow patterns inside the “hot zone” of the reactor vessel. The 

experimental RTD curves are modeled by an axially dispersed plug flow. At supercritical 

conditions the studied tubular SCWO reactor can be characterized as a mixed flow system (with 

Péclet numbers of 1.4 – 2). The results also indicate the presence of fast preferential fluid flow in 

the reactor below 573 K and 10 MPa. 
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6.2 Introduction 

 

Supercritical water oxidation is now recognized as one of the most promising “green” 

technologies for the destruction of hazardous organic waste. The development and process 

optimization of this advanced technology requires thorough understanding of both the chemical 

reaction kinetics and physical effects (hydrodynamic flow patterns) at supercritical water 

conditions. In recent years, a double-wall reactor concept (transpiring wall reactor)1-7 has been 

implemented in order to overcome the main technological problems of the SCWO process, 

namely corrosion of reactor materials and precipitation of salts. In a transpiring wall reactor 

oxidation takes place in the upper zone of the tubular space under supercritical water conditions, 

whereas the lower zone of the reactor is kept below the critical temperature to minimize salt 

precipitation. 

From a physical standpoint, the flow pattern in a SCWO reactor (especially in a 

transpiring wall reactor) is arguably quite complex to be described by ideal flow models. These 

models are often used for the estimation of mean residence times in experimental laboratory 

SCWO studies, Ref. [8-10] and therein. It is important to emphasize that the kinetics data 

obtained without proper account of the hydrodynamic regime of a SCWO reactor may be 

inconsistent or even misleading, which makes any comparison of the prospective reactor 

configurations ambiguous and may cause problems if used in scale-up.11,12 Generally, deviations 

from ideal reactor behaviour may arise from non-uniform fluid velocity profile distribution, back-

mixing (axial dispersion), imperfect mixing (continuously stirred reactors), by-passing, the 

existence of dead space, etc. Rigorous testing of the hydrodynamic performance of the SCWO 

reactor and accurate determination of the residence times of the reacting mixture inside the “hot 

reaction zone” is therefore crucial for obtaining reliable and reproducible kinetics data. 
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One of the approaches to modeling flow patterns in chemical reactors employs 

computational fluid dynamics (CFD) methods. The application of CFD requires accurate values 

of the transport properties of the fluid under supercritical conditions in order to solve momentum 

balance (Navier-Stokes) equations. The fluid flow in SCWO reactors has been examined by 

means of CFD tools by several research groups.3,13,14 

An alternative and perhaps easier method for evaluating the hydrodynamic performance 

of chemical reactors uses the residence time distribution (RTD) measurements. This method does 

not require a priori knowledge of fluid properties. The RTD curves are obtained by introducing 

an inert tracer compound at the reactor inlet and monitoring its concentration at the outlet†. 

Unfortunately, due to extreme supercritical water conditions a direct in situ approach of 

obtaining the RTD curves is quite difficult and requires sophisticated analytical equipment 

capable of withstanding high temperatures, pressures and a corrosive environment. In addition, in 

cases where the time-concentration profile of a tracer is monitored only at the reactor outlet, the 

RTD measurements under supercritical water conditions also necessitate extensive calibration 

procedures in order to account for changes in water density, attenuation of the spectroscopic 

coefficients or, in the case of electrochemical detection, changes to the dielectric constant of 

water. 

Current literature contains only a handful of RTD studies for SCWO reactors, which are 

summarized in Table 6.1. As can be seen from Table 6.1, previous RTD studies were conducted 

either under subcritical water conditions or using scCO2 as a carrier. With the exception of a 

study by Lieball,3 the RTD experiments were performed using a one-point measuring technique 

(i.e. tracer concentration was monitored at the reactor outlet only). In the case of indirect RTD 

                                                      
† Detailed description of the RTD measurements can be found in classical chemical engineering texts such 
as Levenspiel [15]. 
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measurements, where concentration of a tracer is monitored after temperature and pressure let 

down,16 caution should be taken in interpreting the tracer information, as the RTD curves 

obtained in this fashion do not describe the behaviour of the reactor alone, but also reflect 

alterations to the flow in other system components, such as heat exchangers, various fittings, the 

back-pressure regulator, etc. 

In this work, we examine the hydrodynamic performance of a flow-through SCWO 

reactor using ex situ RTD measurements. The response curves of the SCWO reactor system are 

obtained with and without the reactor section in separate pulse injection experiments. The transfer 

function concept is then used to interpret tracer information and gain insights into flow patterns 

inside the reactor’s “hot zone”. This approach significantly simplifies the technical aspects of 

RTD experiments under supercritical water conditions, as tracer injection and detection are 

performed outside the “hot zone” of the SCWO reactor system. We characterize the 

hydrodynamic behaviour of a tubular flow-through reactor equipped with narrow inlet and outlet 

lines, from ambient to supercritical conditions. 

The remainder of this chapter is organized as follows. The experimental apparatus and 

procedures are given in Section 6.2. The modeling procedure and employed flow models are 

described in Section 6.3. The results are discussed in Section 6.4. Our conclusions are given in 

Section 6.5. 



 

 130

Table 6.1 Summary of the RTD studies in SCWO reactors. 

 

Reactor Type Carrier Conditions Tracer Measuring 
Technique Detection Ref. 

Transpiring wall 
(2-zone) CO2 

T = 323 K 
P =5 MPa Toluene 1 point, 

direct UV 1 

Transpiring wall water T = 573 K 
P = 25 MPa Salt solution 2 point, 

direct 
Electric 

Conductivity 3 

CO2 
T = 373 - 473 K 
P = 10 - 30 MPa 

Isophorone 
in MeOH 

1 point, 
direct Tubular 

water T = 473 - 523 K 
P = 20 - 25 MPa Benzoic acid 1 point, 

indirect 

UV 16 

Helical tubular water T = 573 K 
P = 24 MPa Rodamine B 1 point, 

direct UV - Vis 17 

 

 

 

 

 

Figure 6.1 Schematics of the flow-through SCWO reactor system 
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6.3 Experimental Apparatus and Procedure 

6.3.1 Experimental apparatus 

 

The schematics of the employed bench-top flow-through tubular SCWO reactor system is 

shown in Fig. 6.1. The apparatus consists of two HPLC pumps (Bio-Rad® 1330 and Waters® 

M6000 A). In this study, only one pump was used to deliver pure degassed deionized water, 

which serves as a carrier fluid. A six-port two position manual sample injection valve, equipped 

with a 500 µL sample loop, was installed to carry out flow injections of a tracer solution into the 

SCWO system. The reactor was constructed of a stainless steel SS316 tube (4.6 mm i.d., L = 250 

mm). Carrier water was preheated to the operating temperature by passing through a coiled 

capillary tube (0.25 mm i.d., L = 1 m) before entering the reactor. The preheater and the reactor 

fit inside a high temperature oven. The temperature of the oven was maintained and controlled by 

a thermostat (Omron® E5SC) equipped with a K-thermocouple. A heat exchanger was used to 

cool down the effluent to ambient temperature. Cooled and partially depressurized effluent was 

passed through a 10 mm optical path stainless steel flow cell FIA-Z-SMA (FIA Inc.). On-line 

spectroscopic measurements were performed using Ocean Optics® USB-2000 UV-Vis 

spectrometer equipped with a CCD camera. The effluent was fully depressurized after passing the 

second back pressure regulator. The pressure in the system was controlled by an adjustable back 

pressure regulator (Upchurch® P-880) and monitored using a Nupro® pressure gauge. All high-

pressure parts of the employed SCWO reactor system, from the pumps to the back pressure 

regulator, are connected using stainless steel SS316 tubing (0.5 mm i.d.). 
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6.3.2 Experimental procedure 

 

Two sets of flow injection experiments were performed. The first series of experiments 

was conducted without the tubular SCWO reactor in order to obtain the response curves of the 

injection section (fore- and after- sections) of the experimental apparatus. The preheater was 

connected directly to the heat exchanger using a low dead-volume union. The second series of 

experiments was performed at identical operating conditions as the first one, but with the SCWO 

reactor installed. In both sets of experiments at least three individual RTD measurements were 

performed at each state point. The volumetric flow rate in all experiments was fixed at 1 ml/min. 

Summary of experimental conditions as well as calculated fluid velocities and Reynolds numbers 

are given in Table 6.2. The fluid velocity was estimated based on the assumption of an ideal plug 

flow behaviour in the tubular reactor. The Reynolds number was obtained according to the 

following expression: 

µ
ρ duRe ⋅⋅

= ,     (6.1) 

where ρ , u, and µ are density, velocity and dynamic viscosity of the fluid, respectively, and d is 

the diameter of the tube. The reactor was assumed to operate isothermally. 

In this study, phenol was used as a tracer compound. High thermal stability of phenol in 

the absence of oxygenated media has been reported in a number of studies.19,20 Phenol (Sigma-

Aldrich, 99% pure) was used to prepare 1000 ppm stock solution. Fresh tracer solutions were 

made by diluting stock phenol solution with deionized water. Prior to each injection, the system 

was allowed to stabilize at a set operating temperature and pressure for about 20 min. After that, 

an injection valve, preloaded with tracer solution, was switched on, and a pulse of aqueous phenol 

solution was introduced into the system. The duration of the square pulse in this study was 30 s. 

The beginning of spectra acquisition was synchronized with the injection event. The primary 
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channel of the spectrometer was used to monitor phenol absorbance at a wavelength of 270 nm. 

The baseline spectrum was collected at 500 nm. The spectrometer acquisition time was set at 1 

sec. The spectrometer was calibrated using five external standard injections. 

In order to ensure correct mass balance during RTD measurements, the total 

concentration of phenol was calculated from the obtained RTD curves and compared with the 

total concentration of injected tracer. In this study, more than 95% of the injected phenol was 

detected in each individual experiment. 

 

Table 6.2 Summary of the experimental conditions* 

 

T, K p, MPa ρ, kg⋅m-3 µ, µPa⋅s u,10-3 m⋅s-1 Re 

298 2 998 890 1.0 5 

473 5 867 135 1.2 34 

573 10 715 87.1 1.4 53 

648 22.5 408 48.2 2.5 96 

698 22.5 105 27.5 9.6 168 

748 22.5 85 29.2 11.8 158 

798 22.5 77 31.6 13.0 146 
           

 *The values of density and dynamic viscosity of water were taken from Ref. [18] 
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6.4 Modeling procedure and flow models 

6.4.1 Flow parameter estimation from ex situ RTD measurements 

 

In this study, we combine the experimental approach of van Nugteren-Osinga et al.21 with 

the transfer function concept in order to examine hydrodynamic behaviour of the tubular flow-

through reactor under sub- and supercritical water conditions. Van Nugteren-Osinga et al. have 

shown that under suitable experimental conditions it is possible to obtain an impulse/response 

function of a particular section of the flow system by means of a deconvolution procedure of the 

response curves obtained with and without the section concerned (This section can be a reactor 

itself, back-pressure regulator, mixing tee, or any other component of the flow system.). In their 

study the fast Fourier transform algorithm was used to calculate the time domain 

impulse/response functions of the flow-injection system components. 

The application of transfer functions in RTD modeling studies has been described in a 

number of studies, Ref. [11, 22-25] and therein. The transfer function is defined as the ratio of the 

transformed time domain response and input functions. The transfer function of the residence 

time distribution can be written as25: 
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where s is the Laplace space variable, r(s) and i(s) are the Laplace transforms of the normalized 

time domain input, I′(t), and output, R′(t), concentration curves. 

The schematic diagrams of the in situ RTD measurements and the ex situ approach 

employed in this study are shown in Fig. 6.2. In a typical in situ RTD experiment (see Fig.6.2(a)), 
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the input and output concentration curves are measured directly at the reactor’s inlet and outlet, 

which is often referred to as the two point measuring technique. In the ex situ RTD measurements 

(see Fig.6.2(b)), the concentration response curves are obtained in a series of pulse injection 

experiments conducted without and with the section of the flow system concerned. 

A typical SCWO apparatus consists of a feed line, preheater, reactor, heat exchanger, 

back-pressure regulator, various fittings, etc. The RTD curve for the SCWO reactor system can 

be viewed as a convolution of several functions that characterize the flow in each individual 

section of the experimental apparatus. The response of a system without the section of interest 

can be written in Laplace space as: 

)()()()(1 shshspsr BA ⋅⋅= ,    (6.3) 

where is p(s) is the Laplace transform of the normalized tracer pulse function, P′(t), and transfer 

functions hA(s) and hB(s) characterize the flow in the fore- and after- sections of the experimental 

apparatus, respectively.  

The Laplace domain response of the system with the section of interest installed (e.g. 

reactor) is given by: 

)()()()()(2 shshshspsr BRA ⋅⋅⋅= ,   (6.4) 

where hR(s) is the transfer function of the new section of the flow system. 

Thus, under the assumption that the tracer solutions entering consecutive flow system 

components are homogeneously mixed over the cross-section, the transfer function of the section 

under investigation, hR(s), can be found from the deconvolution of the two normalized 

experimental response curves obtained with, R′2(t), and without, R′1(t), the section of interest: 
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Figure 6.2 Schematic diagrams of the a) in situ and b) ex situ RTD measurements 
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An analytical expression for a transfer function can be derived from Eq. 6.2 using a 

particular flow model and appropriate boundary conditions.11 Modeling of complex reactor 

behaviour may require a combination of several “basic” transfer functions in series or in parallel. 

The application of combined flow models has been described in detail by Wen and Fen.11 

Among the techniques used for flow parameter estimation from RTD data are moment 

analysis, weighted moment analysis, Fourier analysis, transfer function fitting in the Laplace 

domain and time domain curve-fitting.24-27 Detailed description of these methods can be found in 

Ref. [27]. Time domain curve-fitting is considered to be the most robust and reliable procedure.27 

The method is based on time-domain comparison of the experimental and predicted response 

curves. According to Eq. 6.5, the concentration response curve of the flow-through system 

obtained with the section of interest, R′2(t), can be predicted by using the experimental RTD 

curve of injection section of experimental apparatus, R′1(t), and the flow model transfer function 

for the section under investigation. 

Briefly, both normalized response curves can be expressed in terms of Fourier series: 
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with Fourier coefficients evaluated by 
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where 2τ is the time at which the signal of the response function, R′2(t), vanishes. The Fourier 

coefficients of both response functions are related through the definition of the transfer function 

in the Fourier domain (s = inπ/τ):  
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Thus, the response of the system with the section installed, R′2(t), can be predicted by 

evaluating its Fourier coefficients using the experimental RTD curve, R′1(t), and the transfer 

function for the section under investigation. The experimental and predicted response curves are 

then compared in terms of the root mean square error (RMS)27: 
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which is minimized with respect to transfer function parameters using an optimization algorithm.  

6.4.2 Flow models 

 

In this study, the flow pattern in a tubular SCWO reactor were characterized using the 

axially dispersed plug-flow (ADPF) model:  
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where C is the average cross-section tracer concentration, Da is the axial dispersion coefficient, 

0u is the averaged axial velocity of the fluid and k′ is a pseudo-first order rate constant. The 
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ADPF model is perhaps the most widely used model for the description of flow in tubular 

chemical reactors.11,24,28 In this flow model, the axial dispersion coefficient accounts for the 

deviations of real systems from an ideal plug flow behaviour. One of the main advantages of this 

flow model is that it allows for the description of flow patterns ranging from plug (Da = 0) to 

fully mixed (Da Ø ¶) flow and does not require any prior knowledge of the velocity distribution 

profile in the system28. The axial dispersion coefficient, Da, is commonly expressed as a 

characteristic dimensionless Péclet number, Pe: 

aD
uLPe = ,     (6.10) 

where L is the characteristic length of the section of experimental apparatus.  

The transfer function for the ADPF model (closed-closed boundary conditions) is given 

by11: 
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where /Peτ)k'(s41 ⋅+⋅+=ϕ and Pe is the Péclet number,τ  is the mean residence time of 

the fluid in the system and k′ is the pseudo-first order rate constant for tracer disappearance (for a 

non-reacting system, k′ = 0).  

It is important to emphasize that the employed SCWO reactor features narrow inlet and 

outlet lines. It has been shown that such reactor configurations may exhibit marked variations in 

radial fluid velocity, where the fluid passing along the center of the tube has distinctly shorter 

residence time than that flowing closer to the periphery. 29 Hence, two flow models have been 

constructed. The block diagrams of the two flow models employed in this study are shown in Fig. 

6.3. In Model 1, Fig. 6.3(a), the flow in the system is described using the ADPF model, for which 
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the flow is characterized by two parameters, the mean residence time,τ , and the Péclet number, 

Pe. In Model 2, Fig. 6.3(b), the flow pattern in the reactor vessel is viewed as a combination of 

two sub-flows in parallel, where each sub-flow is represented using the ADPF model. Here, the 

flow in the reactor is characterized by two sets of flow parameters; Pe1 and 1τ  are, respectively, 

the dispersion coefficient and the mean residence time of the fast flowing fraction f, while Pe2 

and 2τ , are the corresponding flow parameters of the remaining fluid. It should be noted that 

Péclet numbers, obtained in this study, must be considered as mean values that characterize the 

overall dispersion in the SCWO reactor. 

 

Figure 6.3 Block diagrams of the employed flow models 

 

Due to the “two-stage” nature of the ex situ RTD experiments, the mean response of the 

system without the section of the experimental apparatus under investigation (reactor) was 

calculated by averaging several individual normalized RTD curves obtained at the same 

experimental conditions. It should be noted that all experimental RTD curves, acquired without 

the reactor section at identical experimental conditions, showed excellent reproducibility with the 

root mean square deviation being less than 3%.  
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In the optimization of Model 1, the mean residence time parameter was initialized using 

the value calculated from the difference in the first moments of the normalized experimental RTD 

curves obtained with , )('
2 tR , and without, )('

1 tR , the SCWO reactor: 

dttRtdttRt
tt

mom )()(
12

0

'
1

0

'
2. ∫∫ ⋅−⋅=τ .   (6.12) 

The flow parameters obtained from Model 1 were used as starting parameters for the 

optimization of Model 2. Time domain curve-fitting procedure was carried out using 

Mathematica® 4.1 package. The non-linear fit was performed according to the Levenberg – 

Marquardt algorithm. 

 

6.5 Results and Discussion 

 

The inspection of experimental RTD curves, obtained without and with the SCWO 

reactor, suggests that the flow in the studied tubular reactor is subject to a substantial degree of 

mixing at all experimental conditions examined, see Fig. 6.4. 

The results obtained using Model 1 (the ADPF model) as well as mean residence times 

calculated from moment analysis are given in Table 6.3. At ambient and moderate conditions (Re 

§ 34) Model 1 does not capture the shape of the experimental RTD curves, as the RMS error of 

the fit exceeds 24%, see Table 6.3. However, at Re ¥ 53, the ADPF model reproduces the 

experimental data quite well with the RMS error of less than 8.3%, Fig. 6.4(c-d). The Péclet 

number decreases from approximately 2.1 at 573 K and 10 MPa (Re = 53) to 1.4 at 798 K and 

22.5 MPa (Re = 146). Relatively low Péclet numbers indicate a high rate of mixing of the fluid in 

the reactor at elevated temperatures and pressures. This hydrodynamic behaviour can be 

attributed to a turbulent flow with recirculation, the presence of which was observed by Batten for 
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similar reactor geometries at Re > 130.29 The turbulence occurs due to a sudden increase in the 

diameter of the tube, where the fluid entering the vessel has a significantly higher velocity than 

that in the reactor. When the length of such a reactor is too short, the laminar flow, which is 

expected at low Reynolds numbers (Re < 2000), is not established. Furthermore, the presence of a 

narrow outlet line creates a recirculation zone. 

Model 2, for which the flow in the reactor is described using two sub-flows in parallel, 

provides a much better fit for the experimental data at low temperatures, Fig. 6.4 (e and f). The 

RMS error of the fit was calculated to be less than 6 %, Table 6.4. The results obtained from 

Model 2 suggest that at low Reynolds numbers (Re § 34) about 37% of fluid maintains a rather 

high average axial velocity. At 298 K and 2 MPa (Re = 5), the Péclet number and the mean 

residence time of the fast flowing fraction were determined to be approximately 89 and 169 s, 

respectively. The remaining 63% of the fluid is characterized by a distinctly longer mean 

residence time of 319 s and a somewhat low Peclet number of approximately 9. At 473 K and 5 

MPa (Re = 34), the Péclet number of the fast and slow fractions decreases to about 53 and 4, 

respectively, with corresponding mean residence times of approximately 112 and 311 s. These 

results suggest that the overall rate of mixing of the fluid in the reactor increases with Reynolds 

number. At higher temperatures and pressures (Re > 53) the flow is fairly well mixed and, as a 

result, can be described using the more simple Model 1. 

It is worth pointing out that once the flow parameters in the reactor system have been 

determined, the transfer function approach can also be used for the direct evaluation of the rate 

constants for reactions occurring in the “hot zone” of flow-through SCWO reactors. No doubt, 

these investigations will provide more accurate information about oxidation reaction rates under 

supercritical water conditions. 
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Figure 6.4 Examples of experimental and predicted RTD curves using Model 1 (a-d) and Model 

2 (e-f) at a) 298 K b) 473 K, c) 648K, d) 748 K, e) 298K and f) 473 K. 
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Table 6.3 Mean residence times, Péclet numbers and the average RMS error obtained using Model 1. 

T, K P, MPa Re mom.τ , s Pe τ , s RMS, % 

298 2 5 266.8 ± 5.1 10.0 ± 1.0 233.3 ± 5.9 24.5 

473 5 34 239.0 ± 10 3.9 ± 0.2 189.3 ± 7.4 27.7 

573 10 53 225.8 ± 3.6 2.1 ± 0.1 221.7 ± 5.0 8.1 

648 22.5 96 203.8 ± 71.2 1.6 ± 0.2 200.7 ± 67.7 8.0 

698 22.5 168 202.5 ± 7.7 2.0 ± 0.6 205.5 ± 5.5 3.6 

748 22.5 158 138.2 ± 27.6 1.6 ± 0.6 144.0 ± 23.6 4.8 

798 22.5 146 138.4 ± 4.3 1.4 ± 0.4 136.8 ± 2.7 8.2 

*Uncertainties correspond to 95% confidence intervals. 

 

Table 6.4 Mean residence times, Péclet numbers and the average RMS error obtained using Model 2. 

T, K P, MPa Re f Pe1 1τ , s Pe2 2τ , s aveτ a, s RMS, % 

298 2 5 0.37 ± 0.03 88.5 ± 16.8 169.2 ± 5.3 9.2 ± 0.5 319.3 ± 2.4 263.6 ± 4.3 5.7 

473 5 34 0.37 ± 0.03 52.6 ± 14.9 111.8 ± 1.2 3.6 ± 0.3 310.8 ± 10.3 236.4 ± 9.1 3.2 

*Uncertainties correspond to 95% confidence intervals. 
a

21. )1( τττ ⋅−+⋅= ffave  
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6.6 Conclusion 

 

A methodology for the evaluation of the hydrodynamic performance of flow-through 

SCWO reactors from the ex situ RTD measurements has been described. The method is based on 

the application of the transfer function concept for the deconvolution of the experimental RTD 

curves obtained with and without the reactor section. The main advantage of the described 

approach is that tracer injection and detection are performed outside the “hot zone” of the 

experimental SCWO apparatus, which allows for the use of standard analytical tools for tracer 

detection. 

The pulse response experiments were carried out in a flow-through tubular SCWO 

reactor system from ambient to supercritical conditions. Phenol was used as a tracer compound. 

The behaviour of the reactor was characterized over a wide range of temperatures and pressures 

by calculating the mean residence time of the fluid and the degree of axial dispersion, the Péclet 

number. The obtained results suggest that above 573 K and 10 MPa the studied tubular reactor 

configuration behaves as a mixed system (Pe ~ 1.4 – 2). The results also indicate the presence of 

fast preferential flow in the reactor vessel below 473 K and 5 MPa. 
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Chapter 7 

Diffusion Coefficients of Phenol in Hot Compressed Water: Ex situ 

Taylor Dispersion Technique and Molecular Dynamics Simulations 

 

 

7.1 Abstract 

 

Application of ex situ flow injection method in combination with the Taylor dispersion 

technique to measurements of binary diffusion coefficients in high-temperature compressed water 

is presented. Diffusion coefficients for phenol in aqueous solution are measured at 25 MPa from 

298 to 473 K. Self-diffusion coefficients for phenol in infinitely dilute aqueous solution are also 

calculated over a wide temperature and density range, including supercritical states, by means of 

the molecular dynamics simulation method. The values of limiting binary diffusion coefficient of 

phenol, obtained by using the ex situ Taylor dispersion method, agree well with available 

experimental and computer simulation data. The ex situ Taylor dispersion method is a promising 

technique for diffusion measurements in high-temperature and supercritical water. 
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7.2 Introduction 

 

Technological applications of high-temperature and supercritical water for power 

generation, hazardous waste utilization, materials processing, etc. have attracted much attention 

over the last two decades.1-6 Despite significant research in the area, very little is known about 

mass transfer coefficients of organic and inorganic solutes in aqueous solutions at elevated 

temperatures and pressures. This is primarily due to experimental difficulties in conducting 

diffusivity measurements in the sub- and supercritical region (Tc = 647 K and pc = 22.1 MPa for 

water). Up-to-date only a few experimental measurements of diffusion coefficients in hot 

compressed water have been reported.7-14 The technical problems in determining mass transfer 

coefficients in aqueous solutions at extreme conditions have prompted application of molecular 

dynamics simulation methods.15-26 The need for additional data and validation of molecular 

simulation results necessitate the development of accurate and easy-to-use experimental methods 

for diffusion measurements at sub- and supercritical water conditions.  

Amongst the methods27,28 employed for diffusion measurements in supercritical fluids, 

the most commonly used is the Taylor dispersion technique29,30, see Refs. [27, 31-38] and therein. 

The method is based on the dispersion measurement of a narrow pulse of a solute (pure or in 

solution) flowing through a long tube of uniform diameter in a fully developed laminar flow. The 

Taylor dispersion technique (a.k.a. the capillary peak broadening method) combines experimental 

simplicity with high achievable accuracy. The fundamentals and practical applications of the 

Taylor dispersion technique have been described in-detail by Alizadeh et al.39, Levelt Sengers et 

al.31, Funazukuri32 and others. Unfortunately, application of the Taylor dispersion method to 

diffusion measurements at extreme experimental conditions in situ is difficult and requires 
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sophisticated analytical equipment capable of withstanding high temperatures and pressures. To 

our knowledge, only one experimental investigation of diffusion coefficients in sub- and 

supercritical water using the in situ Taylor dispersion technique has been reported by Goemans et 

al.10 

Recently, we have developed the ex situ flow injection methodology, which has been 

successfully applied to the examination of the hydrodynamic regime of a flow-through tubular 

reactor under supercritical water conditions.40 The main advantage of the ex situ method is that 

the sample injection and detection are performed outside the “hot zone” of the experimental 

apparatus, which allows for the use of standard “off-the-shelf” injectors and flow-through 

detectors. 

The goal of this study is two-fold. First, to test the applicability of the ex situ method to 

the Taylor dispersion technique for diffusion measurements by examining the limiting binary 

diffusion coefficients of phenol from ambient to supercritical conditions. Second, to calculate the 

molecular self-diffusion coefficient of phenol in infinitely dilute aqueous solution over a wide 

temperature and density range by means of the molecular dynamics (MD) simulation method.  

The remainder of this chapter is organized as follows. The ex situ experimental approach 

is explained in Section 7.3. The experimental apparatus and procedures are described in Section 

7.4. The results are discussed in Section 7.5. Our conclusions are given in Section 7.6. 
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7.3 Ex situ Taylor dispersion technique 

 

 The experimental approach is schematically illustrated in Fig. 7.1. Essentially, the ex situ 

flow injection method is a modification of the two point measurement technique32,41, where the 

impulse and response signals are recorded in situ at the entrance and exit of a section of the 

experimental apparatus under investigation, see Fig. 7.1(a). In contrast, the ex situ experiment, 

Fig. 7.1(b), is conducted in two stages. In Stage 1, the dispersion of a solute pulse in the flow 

system is measured without the diffusion tube, whereas in Stage 2, performed under identical 

experimental conditions as in Stage 1, the dispersion of a pulse is recorded with the diffusion tube 

installed. The extent of dispersion of a solute pulse in the diffusion tube alone can be calculated 

from the deconvolution of the response curves obtained in Stages 1 and 2, by using the same 

methodology as in typical two point measurement experiments. The deconvolution methodology 

is described in detail elsewhere32,40,41, here we provide a concise overview. 

The response curve of a tracer can be viewed as a convolution of several functions that 

characterize the flow in each individual section of the experimental apparatus (injector, preheater, 

diffusion tube, temperature exchanger, back-pressure regulator, detector, various fittings, etc.). In 

Laplace space, the response of a system without the section of interest (in this case, diffusion 

tube) can be written as: 

)()()()(1 shshspsr BA ⋅⋅= ,    (7.1) 

where is p(s) is the Laplace transform of the normalized input pulse function, P′(t), and transfer 

functions hA(s) and hB(s) characterize the flow in the fore- and after- sections of the experimental 

apparatus, respectively.  

The response of the system with the diffusion tube installed is given in the Laplace 

domain by: 
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)()()()()(2 shshshspsr BDA ⋅⋅⋅= ,   (7.2) 

where hD(s) is the transfer function of the diffusion tube of the flow system. 

 

 

 

Figure 7.1 Schematic diagrams of the a) in situ and b) ex situ Taylor dispersion techniques 

 

Thus, the transfer function of the diffusion tube, hD(s), can be found from the 

deconvolution of the two normalized experimental response curves R′2(t) and R′1(t): 

{ }
{ })(

)(
)(
)()( '

1

'
2

1

2

tR
tR

sr
srshD L

L
== .    (7.3) 



 

 153

An analytical expression for a transfer function can be derived from its definition, Eq. 

7.4, using a particular flow model and appropriate boundary conditions: 
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where s is the Laplace space variable, r(s) and i(s) are the Laplace transforms of the normalized 

time domain input, I′(t), and output, R′(t) response curves.  

The dispersion of an inert solute in a steady-state laminar flow through a tube of uniform 

diameter can be described by a one-dimensional differential equation for the concentration 

perturbation averaged over a cross section, or the Axially Dispersed Plug Flow39 model (ADPF): 
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where C is the solute concentration, Da is the axial dispersion coefficient and 0u is the cross 

section averaged axial velocity of the fluid. The binary diffusion coefficient of a solute, D12, is 

related to the axial dispersion coefficient, Da, via29,39: 
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DDa ⋅
+≅      (7.6) 

where d0 is the inner diameter of the tube. Note, that Eq. 7.6 is subject to certain experimental 

conditions discussed by Alizadeh et al.39 

The transfer function for the ADPF model (Eq. 7.5) with small extents of dispersion (PeL 

> 500) is given by42: 

( )⎥⎦
⎤
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⎡ −= ϕ1

2
exp)( LADPF Pesh     (7.7) 
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where 
Pe
s τϕ ⋅⋅

+=
41 and 

a
L D

Lu
Pe 0=  is the Péclet number,τ  is the mean residence time of 

the fluid in the system and L is the characteristic length of the section of experimental apparatus. 

From (7.3) and (7.7) it follows that  
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The transfer function parameters, namely the mean residence time,τ , and Péclet number, 

PeL, can be obtained from experimental response curves R1′(t) and R2′(t) by using the time 

domain curve-fitting procedure, described by Fahim43. Finally, the binary diffusion coefficient is 

calculated from Eq.7.6 with 0u and Da given by: 

τ
Lu0 =      (7.9) 

and 

L
a Pe

Lu
D 0= .     (7.10) 

 The proposed experimental approach addresses the main technical issues of conducting 

experimental measurements in high-temperature and supercritical water. First, the detection of the 

response curve is performed at ambient conditions after cooling and depressurization, which 

significantly simplifies experimental set up. Secondly, sample injection into a pressurized carrier 

fluid is carried out at ambient temperature, eliminating problems associated with injection into 

compressible fluids. Thirdly, the deconvolution approach accounts for the finite volume of the 

injected sample, the finite volume of the detector, as well as all variations in the fluid velocity 

profile in both the fore- and after- sections of the experimental apparatus due to capillary 
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curvature, its non-uniformity and the presence of various fittings (unions, back-pressure regulator, 

etc). It is important to emphasize that a sufficiently long preheater section must be installed in 

order to ensure that dispersion measurements are conducted at isothermal conditions. 

 

7.4 Experimental Apparatus and Procedures 

7.4.1 Experimental Apparatus 

 

The schematics and photograph of the experimental apparatus is shown in Fig. 7.2. The 

apparatus consists of two HPLC pumps (Bio-Rad® 1330 and Waters® 590). One pump was used 

to deliver pure degassed deionized water, which serves as a carrier fluid, while the other pump, 

connected to the sample injection valve, was used for loading the sample loop with aqueous 

phenol solution. A six-port two-position electrically actuated sample injection valve (Valco®), 

equipped with a 250 µL sample loop (i.d. = 0.03″) was employed. To avoid pressure drop upon 

the injection event, the sample loop was pressurized to the same operating conditions as the flow 

system. All parts of the flow-through apparatus were constructed of stainless steel SS316 tubing 

and connected using SS316 zero dead volume unions (Valco®). Note, all tubing and fittings of 

the flow injection manifold have internal diameter of 0.03″ (~ 0.762 mm). The carrier water was 

preheated to the operating temperature by passing through a 3.0 m coiled capillary tube. A 3.10 m 

coiled diffusion tube with coil diameter of 25 mm was used in this study. The inner diameter of 

the diffusion tube was determined gravimetrically in a separate set of experiments to be 0.7847 

mm. The coiling ratio, 0c dDω = , of the diffusion tube in this study is 31.86. The preheater and 

the diffusion tube fit inside a high temperature oven. Oven temperature was controlled by a 

thermostat (Omega® CN2110) equipped with a K-thermocouple. A custom built heat exchanger 
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(L = 2.5 m), coupled to a cold plate (TE Technology, Inc.) was used to cool down the effluent to 

ambient temperature. The temperature of the heat exchanger was maintained at 25 °C by a 

temperature controller (TE Technology, TC-24-25). The pressure in the system was controlled by 

adjustable back pressure regulators (Upchurch® P-880) and monitored using a Nupro® pressure 

gauge. The pressure gauge was installed upstream from the sample injection valve. Cooled and 

depressurized effluent was passed through a 10 mm optical path stainless steel flow cell (FIA-Z-

SMA, FIA Inc.). On-line spectroscopic measurements were performed using an Ocean Optics® 

USB-2000 UV-Vis spectrometer equipped with a CCD camera.  

7.4.2 Experimental procedure and flow parameters 

 

Two sets of flow injection experiments were performed. The first series of experiments 

was conducted without the diffusion tube in order to obtain the response curves of the injection 

section (fore- and after- sections) of the experimental apparatus. The preheater was connected 

directly to the heat exchanger using a zero dead-volume union. The second series of experiments 

was performed at identical operating conditions as the first one, but with the diffusion tube 

installed. In both sets of experiments at least four individual measurements were performed at 

each state point. In order to minimize the effect of diffusion tube curvature on the dispersion of a 

solute due to elongation of the velocity profile and the presence of secondary flows, the 

volumetric flow rate at the pump in all experiments was set at 50 mL/min. According to Eq. 71 of 

Ref. [39] deviations from the straight tube behaviour at this flow rate at all experimental 

conditions examined do not exceed 0.2 %. The gravimetrically measured average flow rate in all 

experiments was determined to be 47.693 ± 0.069 mL/min. Instantaneous pressure fluctuations 

due to the HPLC pump were about 0.15 MPa.  
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In this study we have chosen to examine the limiting binary diffusion coefficients of 

phenol, primarily due to its high thermal stability at elevated temperatures and pressures.44,45 

Standard 1000 ppm aqueous phenol solution (LabChem Inc.) was diluted to prepare fresh 50 ppm 

(0.531 mmol/L) working solutions. Prior to each injection, the system was allowed to stabilize at 

set operating conditions for about two hours. After that, a sequence of four square-wave pulses 

was introduced into the manifold. Note that application of a complex input function, used in this 

study, helps to minimize uncertainty in obtaining fitting parameters in the deconvolution 

procedure. The sample injection valve was controlled by a custom build programmable timer. 

The time delay between sequential pulses was set to be precisely 20 min. At the operating flow 

rate, the duration of a single square pulse in this study was approximately 315 s. The beginning of 

spectra acquisition was synchronized with the first injection event. The primary channel of the 

spectrometer was used to monitor phenol absorbance at a wavelength of 270 nm. The baseline 

spectrum was collected at 500 nm. The spectrometer acquisition time was set at 1 sec.  

In order to ensure correct mass balance during diffusion measurements, the total 

concentration of phenol was calculated from the obtained response curves and compared with the 

total concentration of injected tracer. In this study, more than 98% of the injected phenol was 

detected in each individual experiment. 
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Figure 7.2 a) Schematic diagram and b) photograph of the experimental apparatus 
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7.4.3 Simulation details 

 

Simple Point Charge Extended (SPC/E) model of Berendsen et al. 46  for water was used 

in this study. Among several rigid point charge models for phenol found in literature47-49, we have 

used the model of Mooney et al.49 The charges, geometry and Lennard-Jones (LJ) parameters 

used in this work are given in Table 7.1.  

Molecular dynamics simulations were carried out in the NVT and the NPT ensembles. 

Constant density simulations were performed from 0.2 to 1.0 g/cm3 at 298, 373, 473, 573, 673 

and 773 K. The constant pressure simulations were carried out over the same temperature range 

with the model fluid pressure set at 18.6 MPa which corresponds to approximately 25 MPa of the 

real fluid (the same corresponding states were simulated as in experimental measurements). Note, 

that the critical pressure of the SPC/E water was estimated to be 16.3 MPa by Hayward and 

Svishchev50, 16.0 MPa by Guissani and Guillot51 and 16.4 MPa by Plugatyr and Svishchev52. The 

system size was 503 water molecules and 1 phenol molecule. The isokinetic equations of motions 

were integrated using the forth-order Gear algorithm53 with a time step of 1 fs. Rotational degrees 

of freedom were represented using quaternions54. The equilibrated simulation run lengths were 

500 ps. The long-range Coulomb forces were evaluated using the Ewald summation technique in 

cubic periodic boundary conditions. The cutoff distance for the LJ interactions was set at half of 

the cell length. The translational self-diffusion coefficients were calculated from the velocity 

autocorrelation function, with the statistical uncertainty being around 10%. The simulations were 

carried out on a Linux-based parallel Transport GX28 system with dual 64 bit AMD Opteron 

processors. 
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Table 7.1Electrostatic, geometric and Lennard-Jones parameters for water and phenol models 

 

Species Atom ε, kJ/mol σ, Å q, e r, Å –, deg 

H 0 0 0.4238 
H2O a 

O 0.6517 3.166 -0.8476 
1.0 109.47 (H-O-H) 

H 0 0 0.44   

O 0.650 3.07 -0.64 0.960 (H-O) 110.5 (H-O-C) 

Caro:1 0.294 3.55 0.54 1.364 (C-O) 120.0 (O-C-C) 

Caro:2,6 0.294 3.55 -0.4125 1.390 (C-C) 120.0 (C-C-C) 

Caro:3,5 0.294 3.55 -0.03  120.0 (C-C-H) 

Caro:4 0.294 3.55 -0.30   

Haro:2,6 0.126 2.42 0.20 1.08 (C-H) 180.0 (dihedral) 

Haro:3,5 0.126 2.42 0.143   

C6H5OH b 

 

Haro:4 0.126 2.42 0.159   
 

 a Ref. [46]; b Ref. [49]. 

 

7.5 Results and Discussion 

 

Normalized experimental response curves obtained at 298, 373 and 473 K and 25 MPa 

are shown in Fig. 7.3. As can be seen from this figure, all individual peaks are nearly Gaussian in 

shape and exhibit excellent reproducibility within each run. The reproducibility of the response 

curves obtained at identical experimental conditions (i.e. between runs) was evaluated by 

calculating the average root mean square (RMS) deviation, Eq. 7.11. In this study the mean RMS 

deviation was determined to be 0.5 and 1.4% for the response curves obtained without and with 

the diffusion tube, respectively.  
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where functions R'(t) represent normalized response curves and subscripts a and b identify 

different runs. 

Due to the fact that the experiments performed with and without diffusion tube are 

independent in nature, the statistical analysis was performed using all combinations of the 

response curves, R1′(t) and R2′(t), obtained at identical experimental conditions. The fitting 

parameters of the ADPF model, namely, the mean residence time,τ , and the Péclet number, PeL 

were obtained by using the time-domain fitting procedure43. In this study, the average RMS of the 

fit does not exceed 0.05 %. 

In order to validate the proposed experimental method we have performed measurements 

at ambient conditions. The value of the limiting binary diffusion coefficient of phenol in aqueous 

solution at 298 K and 0.1 MPa obtained in this study is 0.996 × 10-9 m2/s. Our result is somewhat 

higher than that of Yang and Matthews55 (0.925 × 10-9 m2/s at 298. 15K) and Castillo et al.56 

(0.940 × 10-9 m2/s at 296.2 K), but agrees well with the value of 0.998 × 10-9 m2/s, reported by 

Niesner and Heintz57, and the result from our computer simulation of 1.05 × 10-9 m2/s. 

The limiting binary diffusion coefficients for phenol, obtained in this study, are given in 

Table 7.2 along with experimental flow parameters. The results of our computer simulations are 

shown in Table 7.3. The experimental and simulation data along with available literature values 

are shown in Fig. 7.4. Note, that all previous experiments were conducted at ambient pressure 

with the highest temperature examined being 343 K by Castillo et al.56 We report experimental 

diffusion coefficients for phenol in aqueous solution obtained at a much higher pressure of 25 
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MPa and over a significantly wider temperature range from 298 to 473 K. The binary diffusion 

coefficient for phenol in aqueous solution at 25 MPa was determined to be 1.17 × 10-9, 2.82 × 10-9 

and 7.38 × 10-9 m2/s at 298, 373 K and 473 K, respectively. These values are in agreement, within 

statistical uncertainty, with our molecular simulation results of 1.12 × 10-9, 2.61 × 10-9 and 7.39 × 

10-9 m2/s at the corresponding state points.  

The main experimental uncertainty in estimation of the diffusion coefficients in this work 

comes from the values of the Péclet number, PeL, obtained from the fit. In our experiments PeL 

values increase from about 680 at 298 K to approximately 2150 at 473 K with corresponding 

increase in uncertainty of the fit from 3.5 to 14 %. It should mentioned, that rather high 

uncertainty in Péclet numbers at elevated temperatures is mainly due to the limitation of the 

experimental apparatus, namely the length of diffusion column (3.1 m). Increased fluid velocity at 

higher temperatures (lower densities) combined with faster solute diffusion result in very small 

differences in the shape of the response curves obtained with and without the diffusion tube, 

which, ultimately affects the accuracy in determining the fitting parameter, PeL. In this study we 

report values of the diffusion coefficient of phenol only up to 473 K, as the error margins at 

higher temperatures may exceed 30 % with the employed diffusion column geometry. 

The simulation data along the experimental 25 MPa isobar is shown in Fig. 7.4. As can 

be seen from this figure, the self-diffusion coefficient of phenol increases dramatically with 

temperature as the critical point of water is approached. Thus, at temperatures of 673 K and 773 

K its value was calculated to be 68.3 × 10-9 and 128.5 × 10-9 m2/s, respectively. Such behaviour 

can be attributed to the combined effect of increased thermal motion at elevated temperatures and 

the disappearance of the H-bonded network structure of water at near and supercritical conditions. 
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Figure 7.3 Examples of the response curves obtained with and without diffusion coil at 25 MPa 

and a) 298 K, b) 373 K and c) 473 K. 
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Table 7.2 Flow parameters and the limiting binary diffusion coefficient of phenol obtained by 

using the ex situ Taylor dispersion technique. 

 

T, K P, MPa ha, mPa s Re De Sc De Sc1/2 Dexptl. × 109, m2/s 

298.15 0.1 890.9 1.45 0.26 897.1 7.68 0.996≤ 0.026 

298.15 25 887.6 1.45 0.26 752.6 7.06 1.17≤ 0.04 

373.15 25 288.7 4.47 0.79 105.6 8.13 2.82≤ 0.15 

473.15 25 140.0 9.21 1.63 21.5 7.57 7.38≤ 1.94 
 

a Values were obtained from the IAPS Formulation 1985 for the Viscosity of Ordinary Water 

Substance.58 

 

 

Figure 7.4 Temperature dependence of the binary diffusion coefficient of phenol in aqueous 

solution. The insert shows low temperature data. 
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Table 7.3 Self-diffusion coefficients of phenol in aqueous infinitely dilute solution obtained by 

using MD simulations. 

 

ρ, g/cm3 T, K P*, MPa Dsimul. × 109, m2/s 

1.0 298.15  1.05 

 373.15  2.57 

 473.15  5.79 

 573.15  7.12 

 673.15  7.79 

 773.15  11.15 

0.8 298.15  1.89 

 373.15  4.75 

 473.15  8.53 

 573.15  10.92 

 673.15  14.08 

 773.15  16.56 

0.6 573.15  21.07 

 673.15  25.53 

 773.15  27.13 

0.4 673.15  32.45 

 773.15  41.52 

0.2 673.15  59.96 

 773.15  71.22 

 298.15 18.6 1.12 

 373.15 18.6 2.61 

 473.15 18.6 7.39 

 573.15 18.6 17.83 

 673.15 18.6 68.26 

 773.15 18.6 128.5 

 

* Corresponds to approximately 25 MPa of real water.  
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7.6 Conclusion 

 

The application of the ex situ flow injection technique in combination with the Taylor 

dispersion method to binary diffusion coefficient measurements in high-temperature compressed 

water was investigated. The self-diffusion coefficient for phenol in infinitely dilute aqueous 

solution was calculated over a wide temperature and density range by means of MD simulations. 

The proposed ex situ experimental approach was validated by performing diffusion 

measurements of phenol in aqueous solution at temperatures from 298 to 473 K and pressures of 

0.1 and 25 MPa. The results obtained in this study are in excellent agreement with available 

experimental and simulation data. The ex situ Taylor dispersion technique is a promising method 

for measurements of the diffusion coefficients in sub- and supercritical water. This study provides 

new experimental and simulation data on the diffusivity of phenol in water over a wide range of 

state parameters; further mass transfer studies of high-temperature and supercritical aqueous 

fluids are underway. 
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Chapter 8  

Summary and Future Outlook 

 

The properties of hydrothermal fluids were examined by using MD simulations and flow 

injection methods. The MD simulations of naphthalene, aniline and phenol in aqueous infinitely 

dilute solution were performed from ambient to supercritical conditions. The hydration structures 

of naphthalene and aniline were analyzed with the aid of the radial, cylindrical and spatial 

distribution functions. The detailed spatial atomic density maps of water around solute molecules 

were presented. The coordination and H-bond numbers were calculated. The self-diffusion 

coefficients of naphthalene, aniline and phenol in sub- and supercritical water were also obtained. 

The results indicate that the hydration structures at near-critical conditions are drastically 

different from those in ambient water. The disappearance of the solvation shell is noted near the 

critical point of water. The changes in the hydration structures of solutes with temperature and 

density are reflected in the value of the self-diffusion coefficients which show a dramatic increase 

near the critical point of water. 

The thermodynamic and dielectric properties of SPC/E water over a wide range of high-

temperature and supercritical states were examined. The thermodynamic and dielectric EOS for 

high-temperature SPC/E water were parameterized. The thermodynamic EOS captures nicely the 

liquid-vapour coexistence curve of SPC/E water as well as the behaviour of the derivative 

properties and exhibits good extrapolation behaviour to temperatures and pressures beyond its 

parameterization range. The proposed thermodynamic and dielectric EOS provide the most 

accurate, up-to-date description of the properties of SPC/E water at elevated temperatures and 

pressures.  
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The experimental hydrothermal flow-through reactor system for the study of aqueous 

fluids at elevated temperatures and pressures has been constructed. Recognizing the difficulties of 

conducting physical measurements at supercritical water conditions, a novel ex situ flow injection 

methodology was developed. The method permits the use of standard “off-the-shelf” flow-

through detectors in the study of hydrothermal fluids. The technique has been successfully 

applied to the examination of the hydrodynamic regime of a flow-through chemical reactor from 

ambient to supercritical water conditions. The developed ex situ Taylor dispersion technique has 

been used for measurements of the limiting binary diffusion coefficients of phenol in hot 

compressed water. The ex situ methodology provides a basis for application of flow-injection 

analysis methods in the study of hydrothermal fluids. 

Considering the future development of emerging hydrothermal technologies for power 

generation, hydrogen production, etc. there is a need to explore properties of supercritical 

aqueous solutions well above the critical point of water. Despite recent progress in the 

development of experimental methods for the examination of aqueous systems at supercritical 

conditions, molecular simulations will likely become the main source of information at extreme 

temperatures and pressures. Therefore examination and standardization of the thermophysical 

properties of binary and multicomponent model systems, such as water-oxygen, water-hydrogen 

and water-nitrogen mixtures, at high-temperatures and pressures is of high priority. Prospective 

experimental studies will be aimed at further development of the ex situ methodology for direct 

kinetics measurements under supercritical water conditions.  
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Appendix A.1 

 

Parameters of the GERG-2004 EOS (Eq. 5.3) for the SPC/E water potential. 

 

i ni 

1 0.1375067 × 101 

2 -0.2714312 × 101 

3 0.2291789 

4 0.1235740 × 10-1 

5 0.1363098 

6 -0.4761535 × 10-1 

7 0.1070494 × 10-1 

8 -0.6433575 

9 0.1904144 × 10-1 

10 0.1381584 × 10-1 

11 -0.2904775 

12 0.1338702 

13 -0.5428815 × 10-1 

14 -0.8407437 × 10-2 

15 -0.5574307 × 10-2 

16 0.4128380 × 10-2 

 

ρc = 0.276 g/cm3 Tc = 640.25 K  pc = 164.37 bar 

 

R = 8.3114472 J mol-1 K-1  MW (H2O) = 18.015280 g mol-1 
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Appendix A.2 

 

Parameters in Eqs. 5.9 and 5.10 for the saturated liquid and vapour densities for the SPC/E water 

potential. 

 

i bi ci 

1 1.68476 -1.08882 

2 3.26727 -7.17605 

3 -2.78144  3.80079 

4 2.22876× 101 -4.01415 × 101 

5 6.12971× 104  2.66399 × 102 

6 7.69858 ×1013 -1.83639 × 104 

 

Appendix B.1 

 

Parameters in the dielectric EOS (Eq. 5.8) for the SPC/E water potential. 
 

 

i vi 

1 1.295308×10-1 

2 5.766912×10-1 

3 1.703666 

4 2.181501 

5 -9.539024×10-2 

6 -1.498977×10-1 
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Appendix B.1 

 

Parameters in Eqs. 5.11 and 5.12 for the static dielectric constant for the SPC/E water potential 

along saturated liquid and vapour densities. 

 

i ki li 

1 1.5438526 -1.718803 

2 7.035231 -8.375979 

3 1.410946×101  1.027206×101 

4 1.185805×102 -4.853311×101 

5 -1.449341×105  3.779133×102 

6 1.555298×1014 -2.667138×104 

 

 ε c = 5.346 


