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Abstract

Mechanochemistry, the use of mechanical stresstieate chemical reactions, has emerged as a
significant area of interest in recent years. Tiveotetical approaches have been developed to sanula
mechanochemical processes: COnstrained Geomeiriedafe External Force (COGEF) and External
Force is Explicitly Included (EFEI). In the COGEFethod, mechanical stress is simulated by increasing
the distance between atoms in a molecule that seryeilling points (PPs) at a constant rate. IrEREI
methods, a constant external forég.j is applied between PPs, allowing the atoms toertovmaintain
that force. Both methods have been used in thetitee to study the ring opening of cyclobuteneannd
mechanochemical conditions. These studies have rsitbat applying a force betweearis PPs in
cyclobutene induces ring opening along the conooggbathway in COGEF-based simulations and ring
opening along the disrotatory pathway in EFEIl-bas@dulations. The latter is consistent with
experiments. The work in this thesis identifies dhigin of the differences in the outcomes obtaingtth
these two methods, which may be of interest inctivetext of researchers selecting methods to sieulat
mechanochemical processes. The results demonshtiatehe origin of the difference in behaviour is
related to the manner in which these methods d#fterpotential energy surface (PES) through the
application of a mechanical stress. Specificalhe PES obtained with the COGEF method does not
contain a minimum energy pathway (MEP) linking ojitene to the disrotatory product, whereas the
EFEI surface does contain such a path. The difte®imn PESs suggest that the EFEI method is more
suitable to simulate mechanochemical processesEHR# approach was then used to examine how the
electronic structure evolves to permit a formallgrbidden disrotatory reaction to occur. The
circumvention of the Woodward-Hoffmann rules wag doe to a change in the electronic structure.
Instead, the application of an external force shifte transition state along the reaction coordinat
towards the reactants, lowering the barrier forrénctions. The orbital effects that disfavor mogam

from reactants to products are rendered secondamgthanochemical factors.
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Chapter 1:Introduction

1.1 Concept of Mechanochemistry

During chemical reactions, the reactants must overcome an energy barrier to be converted
into products. This energy can be provided through heat, light, electrical potential, or by
performing mechanical work on the system. These different means of activating reactions
function by directing the applied energy to different degrees of freedom (DOFs) in either specific
or non-specific ways, as outlined in Figure 1-1. Thermochemical activation involves heating the
system, with the heat being distributed on average according to the equipartition principle. As
such, the application of heat excites nuclear motions in a non-specific way. Photochemical
methods involve subjecting molecules to radiation of particular wavelengths, which then induce
specific transitions between electronic states to allow reactions to occur. Electrochemical
methods affect the electronic DOFs in a non-specific manner by altering orbital energies through
the application of an electric potential. At the molecular level, mechanical work can be
performed on molecules by subjecting specific atoms, called pulling points (PPs), to mechanical
stresses. These stresses result in the application of an external force (Fex) between the PPs,
which results in specific changes in molecular structure by altering the nuclear DOFs. The
associated work performed on the system can be used to overcome reaction barriers. This
approach is termed mechanochemistry. The combined ability to alter reaction barriers and induce
specific changes in molecular structure through mechanochemistry may have several benefits for

experimental research.
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Figure 1-1: A demonstrative plot of how the different means of activating reactions affect the
nuclear and electronic degrees of freedom (DOF). Both thermal and electrochemical means of
activation increases the energy of all nuclear and electronic DOF respectively. Photochemical
activation involves promoting reactions by targeting specific electronic DOF. In
mechanochemistry, reactions are activated by applying an external force, Fey to specific nuclear
DOF.

Historically, mechanochemistry has been used to break down solid materials.! As noted
above, mechanochemistry can also be used at the molecular level, and such efforts have gained
interest in recent years.>® This interest stems from the ability to lower reaction barriers while
inducing specific changes in geometry to selectively activate reactions. The barrier is altered
through two means. First, the application of Fe: deforms molecules along a specific direction on
the ground-state PES which modifies the PES on which the molecule moves. Second, the
application of Fey performs work on the system in the amount of W = Feqq(X), where X
represents the nuclear coordinates of the system and q represents the distance between PPs. The

energy input by performing the work can contribute to that required to overcome the barrier, and



hence reduce the residual energy needed to overcome the barrier, e.g. through heat, is reduced.

This concept is illustrated in Figure 1-2.

energy

reactant
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\ 4
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Figure 1-2: A demonstrative plot of how mechanical stress can be used to activate reactions.
Here, AEq represents the reaction barrier on the Born-Oppenheimer PES (red curve) and AE
represents the reaction barrier on the force-modified PES (black curve) that results from
performing work on the system. The difference between the two reaction barriers is highlighted
with a blue arrow. Mechanical stress is applied by applying Fex to PPs in a molecule as shown in
the cyclobutene structure.

1.2 Historical aspects of mechanochemistry

The majority of review articles date the origins of mechanochemistry to the textbooks of
Fridrich Wilhelm Ostwald at the end of the 19™ century.™* Ostwald described mechanochemistry
as the study of the chemical and physio-chemical changes of matter in all states of aggregation.
Mechanochemistry in practice has been applied since prehistoric time when primitive peoples
made fire from rubbing two rocks together. In this process, the mechanical energy from the
friction between the two rock surfaces is converted into heat. Grinding and milling have also
been used for millennia. The first recorded example of experimental mechanochemistry can be

attributed to Theophrastus of Ephesus, a student of Aristotle. In this study, he found that rubbing



cinnabar with a brass pestle in a brass mortar in the presence of vinegar resulted in metallic

mercury according to the mechanochemical reaction:

HgS+Cu ——> Hg+ CuS (1.1)

During the twentieth century, mechanochemistry has found many applications in solid-
state chemistry and materials science. Throughout this period, studies on solid-state
mechanochemistry were focused on investigating the influence of high pressure on phase
transitions in crystals and rates of solid-state reactions. > The application of mechanochemistry to
material science was explored in the late 1960s. During this time, oxide-dispersion strengthened
nickel and iron-based superalloys were prepared using a ball mill apparatus. This process,
referred to as mechanical alloying, has developed into a powerful tool for the synthesis of alloys
and other compounds that are difficult to prepare by conventional melting or casting techniques.
® The mechanical activation of reactions using a ball mill apparatus occurs due to pressure and
shear. The relationship between pressure and shear can be varied depending on specific features
of the ball mill apparatus. Other apparati used to activate reactions are mills of shock action,
which include jet mills, turbulent mills, and high peripheral-speed mills. Reactions are activated
mechanochemically in these devices as the result of the collision of a particle with a solid surface
in a gas jet or with a moving solid blade. Mills of shear action such as rollers and Leech mills are
also used for mechanochemical synthesis. In this approach, a substance is placed between two
solid surfaces. The substance is exposed to shear forces as one solid surface slides across

another.



Although mechanical activation methods through grinding and milling are effective for
the synthesis of solid materials on the bulk scale, they are largely non-specific in terms of the
forces applied and the chemical bonds affected. The forces applied in these methods are not
precise in terms of magnitude and direction. The non-specific nature of these methods has
motivated the use of techniques with greater precision in the applied forces. The advances in
mechanochemical methods from single-molecule manipulation techniques to molecular force

probes and sonochemical experiments are discussed in Section 1.3.

1.3 Advances in mechanochemical methods

Single-molecule manipulation methods such as atomic force microscopy (AFM), optical
tweezers, and magnetic tweezers have emerged as powerful experimental tools for studying the
forces and motions associated with biological and chemical systems at the molecular level.’
AFM-based techniques have had great success in single-molecule imaging and manipulation,
specifically in investigating the mechanical design and folding properties of proteins. ®° In an
AFM experiment, the molecule under study is held between a sharp tip at the end of the
cantilever and a copper stage. A typical setup of an AFM experiment is shown in Figure 1-3. The
force is applied to the molecule by increasing the separation distance between the sample surface
and the cantilever. The displacement of the cantilever is measured from the reflection of a laser
beam off the cantilever on a position-sensitive detector. The extension of the molecule can be
determined from the separation distance between the cantilever tip and the sample surface. The
force on the molecule can be determined from the spring constant and the deflection of the
cantilever. The spring constant of the cantilever depends on the material properties and its shape,

with typical values ranging from 10" to 10° pN / nm.® The values of the applied forces in AFM



experiments are on the orders of magnitude of 10 to 10* pN. This range of forces is sufficient

for several mechanochemical processes, including bond rupture. *°

Detection laser

PSD

Cantilever

\\
¢
¢

Figure 1-3: A general schematic of an AFM experiment. A protein molecule is attached to the
sample surface and the cantilever tip. As the stage is retracted along the axial direction, the
separation distance between the cantilever and the sample surface is increased. The deflection of
the cantilever provides the force on the molecule and is measured from the reflection onto a
position-sensitive detector. **

Optical tweezers, also known as an optical trap, have been used since the 1970s*2 and are
often referred to as the most versatile single-molecule manipulation method.*® In experiments
using optical tweezers, a focused laser beam exerts radiation pressure on an optically transparent
spherical bead. The molecule under study is attached to the bead through a non-covalent bond.
The equilibrium position of the bead is near the focus of the laser beam. The shift of the bead
from its equilibrium position results in a restoring force that is proportional to the displacement.

For small displacements from the equilibrium position, the restoring force is linearly

proportional to the displacement as shown in Hooke’s law:

F =—kAz (1.2)



where F is the magnitude of the restoring force, Az is the extension from the equilibrium length,
and k is the force or spring constant. The value of the spring constant depends on the steepness of
the optical gradient (i.e. how tightly the laser beam is focused) as well as the polarizability of the
trapped bead.® The applied force can also be generated by changing the intensity of the laser
beam. In this case, the force acting on the bead is proportional to the gradient of the laser
intensity.™* Forces applied in experiments using optical tweezers are on the order of 0.1 to 100
pN in magnitude. ° Optical tweezers have many applications in biological systems including
trapping and manipulating viruses and bacteria®, characterizing molecular-scale biological

1617 and sorting cells by their intrinsic optical characteristics.'®

motors

Magnetic tweezers can also be used for the analysis of single molecules. In experiments
using magnetic tweezers, the optically transparent plastic bead is replaced by a
superparamagnetic bead that is controlled by an external magnetic field. The magnetic field
exerts a constant force on the superparamagnetic bead. Simplified schematics of experiments
using optical tweezers and magnetic tweezers are shown in Figure 1-4. The force applied to the
bead is proportional to the gradient of the magnetic field at the position of the bead. Magnetic
fields generated by sharp electromagnetic tips or small permanent magnets can be used to apply
forces greater than 200 pN.*® The applied force decreases as the bead moves further away from
the magnet. Due to the properties of the magnetic field used to apply force, magnetic tweezers
can be used to perform parallel single-molecule measurements.® The permanent magnet
configuration in magnetic tweezers combines force-clamp properties with the ability to impose

rotation. This makes magnetic tweezers ideally suited to investigate DNA topology. 21?2



(a) (b)

Figure 1-4: General schematics of single-molecule experimental techniques using (a) optical
tweezers and (b) magnetic tweezers. Optical tweezers apply radiation pressure from a focused
laser beam to transparent bead of distinct refractive index. The shift of the bead from the focal
center produces a restoring force that is proportional to the displacement. Magnetic tweezers
apply a force using an external magnetic field onto a superparamagnetic bead. The force applied
is proportional to the gradient of the magnetic field. ®

The use of AFM, optical tweezers, and magnetic tweezers allow precise forces to be
applied to individual molecules. However, the single-molecule nature of these methods makes
them unsuitable for practical synthetic efforts. Recent advances in molecular force probes and
sonication experiments have made it possible to subject a large number of molecules to precise

forces. The force ranges for these methods are summarized in Table 1-1.

Table 1-1: A comparison of the force ranges obtained using various mechanochemical methods

Mechanochemical method Force range (pN)
Atomic force microscopy 10' - 10°
Optical tweezers 0.1-100
Magnetic tweezers 0.1-200
Molecular force probes 150 - 600
Sonication 10* - 108

A molecular force probe is an inert molecule with a restoring force that can be varied
systematically in increments of a hundred picoNewtons by constraining a single internuclear
distance in the target molecule. The concept of a molecular force probe used to activate chemical
reactions was first proposed by Boulatov (2009).>* The authors in this study identified three

8



criteria that a molecular force probe must satisfy. First, the probe must be more structurally
anisotropic than the functional group that it is bound to on the molecule. This would localize the
strain on the non-reactive part of the molecule. Second, the functional groups and chemical
reactions associated with the molecular force probe must be compatible with the molecule under
study. *® Finally, the molecular force probe should allow large restoring forces to be applied
without the synthesis of highly strained molecules. An example of a molecule that is ideally
suited to be a molecular force probe is stiff stilbene, which has two stable and structurally
different isomers. Under photochemical conditions, cis-trans isomerization occurs about the
central C=C bond in stilbene. The photoisomerization subjects the target molecule to external
forces. The magnitude of the applied force can be controlled by using linkers of different lengths
and chemical composition to connect the target molecule to the molecular force probe. The
reaction under study was the ring opening of trans-3,4-dimethylcyclobutene to trans-2,4-
hexadiene (Figure 1-5a). The reactant structure was connected to the phenyl rings in E and Z
isomers of stilbene through linkers of approximately 16 to 20 atoms (Figure 1-5b). The
dissociation of the carbon-carbon scissile bond in the reactant structure was found to be
activated by the E-Z photoisomerization. The authors rationalized this by observing an

accumulation of products at rates that depend on temperature and photon flux.



(@)

AH;=31020.5kcalmol™ = NP
| NG

. ,””

A

(b)
/‘\ .
( i
X Y
X Y X Y hv
Product Transition state_ Ground state Ground state Transition state Product

Figure 1-5: (a) Reaction scheme for the ring opening of trans-3,4-dimethylcyclobutene and (b)
the structures of the macrocycles formed from incorporating the target molecule into the stiff
stilbene molecular force probe via linkers. The linkers, X and Y, are of varying length and
chemical composition. The force applied to the methyl groups attached to the carbon atoms of
the scissile bond depend on the nature and length of the linker. %*

Static quantum chemical calculations using density functional theory (DFT) were
performed to calculate the restoring force that is exerted from the linkers. The DFT calculations

showed that changes in enthalpic reaction barriers decreased steadily with increased size in

macrocycle as illustrated in Figure 1-6.
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Figure 1-6: Measured (blue) and calculated (red) difference in enthalpic barriers for the
formation of the Z and E products in the ring opening of trans-3,4-dimethylcyclobutene as a
function of size of the macrocycle unit. The size of the macrocycle is used to modify the
magnitude of the applied force, with larger macrocycles resulting in smaller forces.?*

Using a molecular force probe to mechanically induce chemical reactions has several
advantages. One of the main advantages is that bulk quantities of the probe-target molecule
macrocycle can be synthesized and irradiated. Another advantage is the ability to modify the

linkers used to connect the probe to the target molecule. Different linker sizes can permit

restoring forces of varying magnitude and direction.

Sonication has become a popular technique for subjecting a large number of molecules to
precise forces. 22" Sonication involves applying sound energy to agitate particles in a solution.
The mechanical effects of ultrasound do not come from a direct interaction of the sonicator with
the chemical species. Instead, mechanical action occurs due to acoustic cavitation.”® This
involves the formation, growth, and collapse of bubbles in a solution. The formation of
cavitation bubbles occurs through a nucleated process, in which assembled molecules near the

liquid-vapour interface are actively involved in the evolution of cavitation bubbles. * The
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growth of cavitation bubbles can occur through various mechanisms. The use of high-intensity
ultrasound results in a small cavity growing rapidly through inertial effects. At lower intensities,
cavity growth occurs much slower through a process known as rectified diffusion. 2° In rectified
diffusion, the growth process of the bubbles is greater than the shrinking process due to the fact
that the cavity's surface area is significantly greater during expansion than during compression.
At a certain point during the growing process, the cavity bubble reaches a critical size where it
can efficiently absorb energy from the external sound field. The critical size of the cavity is
determined by the frequency of the ultrasound. Once the size of the cavity exceeds the critical
size, the cavity cannot efficiently absorb sound energy, which results in its collapse.

The collapse of cavitation bubbles produces intense local heating of temperatures at
approximately 5000° C as well as high pressures of about 500 atmospheres. ** The changes in the
cavity size and acoustic pressure throughout the formation, growth, and collapse are illustrated in
Figure 1-7. The shock waves produced from the collapse of cavitation bubbles produces high-
velocity interparticle collisions. The large-scale vibrations that result from the shock waves

provide the force that causes extension and deformation in the chemical species of interest.

creation growth collapse

cavity radius

time

Figure 1-7: Changes in cavity size throughout a typical sonication process. At a certain point
during the growth process, the cavity reaches a crtical size. Sizes exceeding the critical size
result in the collapse of cavitation bubbles.
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Sonochemical methods have been reported extensively as a means to mechanically
activate chemical reactions. A particular study focused on using sonication to activate the ring
opening of benzocyclobutene (BCB). * This reaction is governed by the Woodward-Hoffmann
(WH) rules®*®, which state that the ring opening of BCB should open along a conrotatory
pathway for the thermally allowed pathway and a disrotatory pathway for the thermally
forbidden pathway. Conrotatory opening refers to both methylene groups rotating in the same
direction whereas disrotatory opening refers to both methylene groups rotating in opposite
directions. Under mechanochemical conditions, the system is activated along the formally
forbidden disrotatory pathway. Specifically, the application of stress using sonochemical
methods on trans-substituents follows a conrotatory pathway whereas applying stress on cis-
substituents leads to the system following a disrotatory pathway. As a result, an identical product
is formed in violation of the WH rules. The mechanochemical, thermal and photochemical

pathways are illustrated in Figure 1-8.
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Figure 1-8: Expected reaction pathways of (a) thermally forbidden or photochemically allowed
and (b) thermally allowed ring opening of BCB. Upon activation by light, the WH rules predict
that both cis and trans BCB follow a disrotatory pathway. The stereochemistry is inverted from
reactant to product with the cis isomer forming the E,E- product and the trans isomer forms the
E,Z-product. Upon activation by heat, both isomers undergo conrotatory ring opening. The
stereochemistry is preserved from reactant to product with the cis isomer forming the E,Z-
product and the trans isomer forming the E,E-product. Under mechanochemical conditions (c),
the cis-isomer follows a disrotatory ring opening and the trans isomer follows a conrotatory
opening yielding the identical E,E-product.

The results of the sonication experiments demonstrate how mechanical stress can be used
to selectively bias the system along particular pathways. The ability to violate the WH rules is
fundamentally interesting, and more generally, selectively activating reactions along competing
pathways may be of synthetic value. This has motivated several theoretical studies on
mechanochemistry. The next section in this chapter will focus on discussing the theoretical

models developed to simulate mechanochemical processes.
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1.4 Theoretical models

Historically, mechanochemical simulations were performed using the COnstrained
Geometries simulate External Force (COGEF)** method. This approach is based on imposing a

distance constraint between the PPs:

o (X) = [Xi _Xj]z -0y (1.3)

where o is the distance constraint as a function of nuclear Cartesian coordinates X, X; is the

position of atom i, x; is position of atom j, and qo is the target distance between the pulling points
i and j. The constraint equation (1.3) is satisfied when the calculated distance using atomic
positions equals the target length. Imposing the distance constraint into mechanochemical

simulations modifies the PES on which the molecule moves:

VCOGEF (X’ q) :VBO (X) - Fintq(x) (1-4)

where V.qqe (X,Q) is the force-modified potential energy function that arises from imposing a

distance constraint on the system, Vgo is the Born-Oppenheimer potential energy as a function of
all nuclear Cartesian coordinates x without any constraints, q(x) is the calculated distance
between PPs, and Fiy; is the magnitude of the restoring force required to keep the PP separation
at the target distance qo. In general, Fi, is determined by projecting a force vector whose
components correspond to the forces acting on atoms i and j along the vector connecting those

atoms. In the COGEF approach, the distance between PPs is the control variable and the
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constrained geometry is used to obtain the force acting on the PPs. Mechanical stress is
simulated by increasing the distance between PPs at a constant rate.

An alternative method to simulate mechanochemical processes involves applying a
constant external force between the two PPs and allowing the distance to change. In this
approach, known as External Force is Explicitly Included (EFEI), Fe is treated as the control
variable and the optimized geometry is obtained from applying Fex between the two PPs. The
differences between how mechanical stress is simulated in both COGEF and EFEI methods are

further shown in Figure 1-9.

(a) )

(b)

J

1‘ 'T‘ constant F
constant pulling rate \1,
\1, calculate q(x)

calculate F

Figure 1 -9: Schematic demonstrating how mechanical stress is simulated using (a) COGEF and
(b) EFEI. Hydrogen atoms in a cis-configuration attached the carbon atoms of the scissile bond
of cyclobutene are used as PPs in both representations. In COGEF-based simulations, the
distance between PPs q(x) is increased at a constant rate until it reaches the target value go. The
force required to keep the distance fixed at qo is calculated. In EFEI-based simulations, a
constant force is applied between PPs and the distance can be calculated from the optimized
structure.

Recent experimental approaches have shown that the force is the control variable and can
be applied directly to atoms or functional groups. ** In force-clamp AFM experiments, properties
such as catalytic activity are found to change when subjected to a constant external force. ¥’
Forces can also be applied in an isotensional manner through the use of mechanophores, which

convert mechanical energy into force. 3 ** Mechanophores are force-sensitive groups that can be
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incorporated into a material to alter its reaction to stress. An example of such a case is the
addition of aliphatic polymer chains onto a benzocyclobutene (BCB) moiety. “°** An advantage
of using mechanophores is the possibility of avoiding non-specific rupture at forces large enough
to break covalent bonds. **

The experimental results have motivated further theoretical studies on applying stress
using a constant external force. Marx and coworkers*® have developed a theoretical framework
for understanding how the PES is modified from the applied Fey as the control parameter. The
force-modified potential energy surface (FMPES) obtained from EFEIl-based simulations is

defined as:

Vera (X Fo) =Vgo (X) — R A(X) (1.5)

The expression for the FMPES is similar to that of the COGEF-based simulations. The
application of Fey directly modifies the PES in EFEI-based simulations whereas it indirectly
affects the PES through a structural constraint go in the COGEF-based simulations. At stationary

points on the FMPES, the gradient of the potential V.V, (X,F.,) is equal to zero for fixed
values of Fey. AS a result, Fey cancels out the internal force, F = ~V Ve (X0) acting on the PPs

at the minimum point xo. The EFEI approach is often regarded as the correct force-transformed
Born-Oppenheimer PES with X, (Fex) describing the exact deformation of the molecular
structure Xo as a function of Feq. ** Important properties such as reactant and transition state (TS)
molecular structures as well as activation energies as function of Fey can be evaluated using the

EFEI formalism.
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1.5 Previous theoretical studies

Several theoretical studies on chemical reactions using both COGEF and EFEI-based
simulations have appeared in the literature. *** A recent study focused on investigating the ring
opening of cyclobutene along conrotatory and disrotatory pathways using COGEF-based
simulations.*® The authors were motivated by the previous sonication results on the mechanically
activated ring opening of BCB along the disrotatory pathway mentioned in Section 1.3. In this
study, Car-Parrinello molecular dynamics simulations (CPMD)*" (see Chapter 2) were used to
investigate the ring openings of unsubstituted cyclobutene and ester substituted BCB. The
results of the CPMD simulations showed that the ring opening of unsubstituted cyclobutene
proceeded through the conrotatory pathway and the ring opening of ethyl substituted cyclobutene
proceeded through the disrotatory manner. The details of this study are further discussed in
Chapter 3.

A previous theoretical study has used EFEIl-based simulations to investigate the
mechanochemical response of cyclobutene. *? In this study, Marx's formalism was applied to
investigate how Fe: modifies the PES. This allows one to locate transition states and barrier
heights on the FMPES. The simulations were carried out using the Complete Active Space Self-
Consistent Field (CASSCF) method* (see Chapter 2) with second order perturbation theory
corrections CASPT2(4,4) /6-31G(d,p) level of theory.***° The resulting FMPESs for applying a
constant Fey between cis-PPs and trans-PPs are shown in Figure 1-10. *° The plots show how the
energetic profiles for conrotatory and disrotatory minimum energy pathways are affected

differently from the application of Fe. The barrier heights for the conrotatory and disrotatory

18



pathways obtained from applying Fey between cis-PPs become nearly equivalent when Fey = 1.5
nN. The FMPES obtained using trans-PPs shows that the barrier for the conrotatory pathway
decreases with Fey The barrier for the disrotatory pathway remains largely unaffected from

pulling on trans-substituents. The results of this study show that the barrier for the disrotatory
pathway decreased with increasing Fex; when using cis-PPs.

(b)

Relative Energy (kcallmol)

24 2 o
.

Masg:a/ot.atory Conrotatory§

" -Weighted Distance (A'amu1/2)

Disrotatory Conrotatory
MaSS-Weighted Distance (A"amu

Figure 1-10: Force-modified potential energy surfaces obtained for the ring opening of
cyclobutene under mechanochemical conditions with (a) cis-PPs and (b) trans-PPs. The barriers

for the disrotatory pathway and conrotatory pathway are almost equivalent at 1.5 nN when using
cis-PPs. The conrotatory barrier decreases steadily with applied Fey and the disrotatory barrier
remains unaffected when using trans-PPs.

1.6 Objectives of thesis

The previous theoretical studies have used COGEF and EFEIl-based simulations to
investigate the mechanical response of cyclobutene. These studies have shown that COGEF and

EFEI simulations lead to different results for the ring opening of cyclobutene. It would be useful
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to understand the origin of this difference, given that the qualitatively different outcomes of these
two methods may lead to entirely different interpretations of experimental data and complicate
the theoretical prediction of reaction barriers under mechanochemical conditions. Chapter 3 of
the thesis reports the results of a study undertaken to identify why COGEF and EFEI methods
yield different results for the ring opening of cyclobutene. The results indicate that two factors
are at play. First, the FMPESs obtained through COGEF and EFEI methods are very different. In
the case of COGEF, a minimum corresponding to the product of disrotatory ring opening does
not exist. Meanwhile, the EFEI potential is smoothly transformed through the application of
increasing Fex such that the relative Kinetics along the conrotatory and disrotatory pathways
favour disrotatory opening at high Fey. Second, in molecular dynamics simulations performed
according to the COGEF approach, i.e. where the PPs are separated at a constant rate to mimic
the application of an external force, the movement of the PPs is too slow at some times and too
fast at others compared to the natural motion of the PPs during the reaction performed without
constraints. This mismatch between PP motion and reaction kinetics allows the system to explore
other pathways. Overall, the results of this study clarify the origin of the qualitative differences
in the results of the COGEF and EFEI based simulations of the ring opening of cyclobutene, and
indicate more general factors that must be considered when simulating reactions under
mechanochemical conditions.

The results from Martinez and colleagues*” have explained the activation of the ring
opening of cyclobutene along the disrotatory pathway in terms of energetics. Specifically, the
disrotatory pathway is activated since the barrier is reduced on the FMPES. Ultimately, the WH
rules are based on the conservation of orbital symmetry. The typical route that the system has to

take to follow a thermally forbidden pathway is to be exposed to irradiation resulting in changes
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in the electronic state and orbital occupations. The application of Fey does not interact with
orbitals in a direct manner to induce electronic excitations. Therefore, it would be of fundamental
value to determine how Fe promotes reactions along pathways that are formally forbidden
according to the WH rules. Chapter 4 describes a study taken to explore the changes in electronic
structure that occur during pericyclic reactions induced to follow ‘forbidden’ pathways under
mechanochemical conditions. The results demonstrate that the WH rules are indeed broken
during these processes, as opposed to a new mechanochemical pathway becoming available.
Instead the mechanical work performed on the system through the application of Fey outweighs
the underlying changes in electronic structure that disfavour the ‘forbidden’ processes. These
fundamental insights into the interplay between mechanical work and electronic structure likely

have broader application in the context using mechanical stresses to activate reactions.
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Chapter 2: Computational Methods

2.1 Introduction

Chemical simulations were performed to investigate the effect of applied Fex: on the ring
opening of cyclobutene along conrotatory and disrotatory pathways. Static quantum chemical
(QC) calculations were used to obtain optimized geometries and vibrational frequencies of
minima on the force-modified potential energy surface (FMPES). Sections 2.2 and 2.3 describe
the concept of the potential energy surface (PES) and the effect of force on the thermodynamics
and kinetics of a reaction. Locating minima on the PES involves performing geometry
optimizations, which are discussed in Section 2.4. Characterizing the structures on the PES can
be accomplished by calculating vibrational frequencies as described in Section 2.5. Molecular
dynamics (MD) simulations, which are described in Section 2.6, were performed to explore the
PES in a physically meaningful manner. MD simulations were performed to investigate how to
properly mechanochemical processes with two methods: External Force is Explicitly Included
(EFEI) and COnstrained Geometries simulate External Force (COGEF). Mechanical stress is
simulated in the EFEI method by applying a constant external force, Fey;, between two atoms in a
molecule that serve as pulling points (PPs) and allowing those atoms to move to maintain that
force. In MD simulations using the COGEF method, a target PP separation is defined and
increased over time to mimic the application of an external force. The implementation of both of
these methods is discussed in Section 2.7. The static and MD simulations were performed using
the CASSCF method®. Section 2.8 describes the basis sets used in the calculations. The CASSCF
method is an extension of the Hartree-Fock method, which is described in Section 2.9. Finally,

the details of the CASSCF method are discussed in Section 2.10.
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2.2 Potential Energy Surfaces

In computational chemistry, energy calculation methods are used to relate the energy of a
molecule to its geometry. This is used to construct the potential energy surface (PES). Every
energy-structure pair corresponds to a point on the PES. The structure-energy relationship is
fundamental to computational chemistry and apparent from the total energy or Hamiltonian

operator, H:

2 2 — 2 -
|

2
i 2m, = i ety T H Aney T H dneghy,

where 7 is the reduced Planck constant (h/2z), m; and M, are the masses of the electron and

nuclei respectively, V? isthe Laplacian operator, Z; and Z; are nuclear charges, e is the charge of
the electron, ¢ is the permittivity of free space, rjj is the electron-electron distance, ry; is the
nuclear-nuclear distance, and rj; is the electron-nuclear distance. The first two terms represent the
electronic and nuclear Kinetic energies, respectively. The last three terms represent the potential
energy for the system. The full molecular Hamiltonian accounts for nuclear and electronic
motions as well as the electrostatic interaction between all particles. Since the nuclei are much
heavier than the electrons, their velocities are much slower. As a result, the electrons can adjust
instantaneously to changes in nuclear positions. This implies that the total wave function can be
separated into nuclear and electronic components:

Y., (rR)=¥

(R)¥ee. (K R) (2.2)

nuc elec
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where r represents the electronic coordinates and R represents the nuclear coordinates. The
electronic wave function only depends parametrically on the positions of the nuclei, not their
momenta. The separation of the total wave function into nuclear and electronic components is
referred to as the Born-Oppenheimer approximation. The Born-Oppenheimer approximation is
generally employed to construct the PES for a chemical system. The Born-Oppenheimer PES is
constructed by solving the electronic Schrédinger equation for a large number of geometries:

H

IIjelec (r, R) =E \Pelec (r’ R) (23)

elec elec

where H._ is the electronic Hamiltonian and Eeie is the electronic energy. The potential energy

elec
of a given structure is obtained by adding the nuclear-nuclear repulsion term, which is a constant
from the perspective of the electrons, to the electronic energy. For a system with N atoms, there
are 3N Cartesian coordinates that define the geometry. Three of the coordinates describe the
translation of the molecule in x, y, and z directions and another three to describe the rotation of
the molecule with respect to three axes. This results in 3N-6 coordinates for non-linear molecule
and 3N-5 coordinates for linear molecules to describe the internal movement of the nuclei.
Constructing the PES for a particular molecule allows one to identify reactant and product
structures as well as the transition state structure. The reactant and product structures correspond
to local minima on the PES whereas the transition state structure is a first-order saddle point that
connects the two minima. A minimum is defined as a point of the PES, where all first derivatives
of energy with respect to atomic positions are zero and the second derivatives of the energy with
respect to positions are positive in all directions. For a first-order saddle point, the second

derivative of the energy with respect to the reaction coordinate is negative whereas the second
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derivatives are positive in all other directions. The reaction coordinate is defined as a geometric
parameter that results in the lowest energy pathway from reactants to products.

In mechanochemical simulations performed according to COGEF and EFEI formalisms,
the Born-Oppenheimer PES is modified by including the mechanical work term as shown in Eqg.

(2.4).

V(% Foe) =Vao (X) — Fa(X) (2.4)

where V (x,q) is the force-modified potential energy function, Vgo is the Born-Oppenheimer

potential energy as a function of all nuclear coordinates x without any constraints, q(x) is the
calculated distance. In the COGEF method, F corresponds to the force that must be applied to
keep the q(x) at its target value. The magnitude of this force exactly equals the restoring force,
Fint, acting along the constrained coordinate. In the EFEl method, F corresponds to the
magnitude of an external force applied along the vector defined by q(x).

The reactants, products, and transition state structures are located at stationary points on
the FMPES. Since the Born-Oppenheimer potential energy and calculated distance between PPs
are functions of coordinates, the first and second derivatives of the force-modified potential
energy can be evaluated. Evaluating the first and second derivatives is useful for performing the
geometry optimizations, vibrational frequency calculations, and molecular dynamics (MD)

simulations as discussed in further sections.
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2.3 Effect of Force on Thermodynamics and Kinetics of a Reaction

The positions of the reactant, product, and transition state structures on a PES can provide
information on the relative stability of molecules as well as the rate at which a reaction occurs.
The change in enthalpy difference of reactants and products, AH, can be used to evaluate other

thermodynamic properties such as the Gibbs free energy change, AG and the entropy change, AS:

AH =AG -TAS (2.5)

where T is the temperature. In the absence of Fey, the change in Gibbs free energy upon moving
from reactants, R, to products, P, can be expressed as:

AG(F,, =0) = AG® +k,T In[R]/[P] (2.6)

Xt

where AG'is the standard state free energy change, kg is Boltzmann's constant, and [R] and [P]
are reactant and product concentrations. The application of Fe tilts the free energy surface along
the mechanical reaction coordinate, which is the distance between PPs, q(x). The free energy
surface is altered by an amount that is linearly dependent on q(x).> As a result, the change in free

energy in the presence of Fey can be expressed as

AG(F,) =AG’ +k,T In[R]/[P] - F.,a(X) + AGeir, (Fur) (2.7)

stretch

At equilibrium, the Gibbs free energy change is zero. Eq. (2.7) becomes
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AG® — Foy AA(X) + AG e (Fe) = —KeT IN Ky (F,,) (2.8)

stretch

where K., is the equilibrium constant and AG(.,(F.,) accounts for the Gibbs free energy

stretch
change that results from the shift in minima of reactant and product states on the unmodified free
energy surface to the force-modified free energy surface. This concept is further illustrated in
Figure 2-1.
Eqg. (2.8) shows that the equilibrium constant under mechanochemical conditions depends
exponentially on the applied Fe. Hence, by applying Fey, one can alter the equilibrium of the

reaction to increase or decrease the populations of molecules in reactant and product states.

_—
X
¢ -im A . ’ GO
q -~ — - \a
’
s
4
4
o AGHF
AG - AG(F) o
stretch, A e -FX
+ AGs"g::na ......... .
X(F)  x(F) Xs(F)

Figure 2-1: The effect of applied Fey: on the Gibbs free energy curve for a reaction. The dashed
black curve represents the Gibbs free energy in the absence of Fe and the solid red curve
represents the Gibbs free energy from the application of Fey. The application of Fey shifts the
position of reactant (xa), transition state (xi), and product (xg) structures. The Gibbs free
energy of the product state, B is lowered to a greater extent than reactant state, A. As a result, the
rate of the forward reaction and the population of state B are increased.’
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For a unimolecular reaction that involves the conversion of reactants R to products P, the

rate of formation of products can be described by:

d[P] _ | rom
5 =R (2.9)

where [R] and [P] represent the concentrations of reactant and product respectively, k is the rate
constant for the reaction, and n is a stoichiometric coefficient if the reaction is elementary. The

rate constant can be calculated using the Arrhenius equation:

k= A E /T (2.10)

where A is the Arrhenius pre-exponential factor, AE* is the activation energy for the reaction, R
is the universal gas constant, and T is the temperature. The Arrhenius equation is reliable for

calculating rate constants when there is a temperature dependence on reaction rates. The

activation energy is similar to the reaction barrier, AES , Which is the potential energy barrier that

separates reactant and product minima. The activation energy, however, is an experimentally
derived parameter that depends on the temperature of the reaction.

The effect of applied Fex 0n the kinetics of a reaction was first described by Bell
(1978). * In this work, a theoretical framework was developed for understanding the adhesion
between cells. The model proposed that the application of Fe,; lowers the activation energy of a

reaction by
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AEBeIIi(Fext) = AEOJ+r - Fextq(x) (211)

where AES is the barrier for the reaction in the absence of Fexrand AE,,,*(F,,) is the barrier for

the reaction in the presence of Fe. This notion that the application of Fey lowers the activation
energy for a reaction was also explored by Zhurkov (1965).° In this study, a modified version of

the Arrhenius equation was proposed for describing the mechanical degradation of polymers:

 La—(AE. ~W)/RT
k(F) =ke (2.12)

where k(Fext) is the rate constant for the reaction under mechanochemical conditions and W is the
work performed on the system. Eq. (2.12) shows that performing work on the system lowers the
activation energy and therefore increases the rate of the reaction.

Other kinetic models are based on transition state theory (TST)®. TST makes three
important assumptions: the transition state corresponds to a saddle point on the reaction
coordinate and is used to determine the rate of the reaction, the motion of the system at a saddle
point along a particular reaction coordinate can be treated as a free translational motion and
expressed using kinetic theory’, and the transition state is in quasi-equilibrium with an

equilibrium constant

;_[TST
K™= [R] (2.13)
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where [TS]* is the concentration of the transition state species. The rate of formation of the

products can be expressed as

AIP]  irer  ivs
o =KITSI=K'KIR]

(2.14)
where k* is the rate constant for the conversion of transition state to products. The rate constant is
directly proportional to the frequency of the vibrational mode that corresponds to the transition

state converting to products:

I _
k*=xv (2.15)

where v is the frequency of the vibrational mode and « is a proportionality constant. The

equilibrium constant is related to the Gibbs free energy through

—AG*
KiszTe RT

hv (2.16)

Combining equations (2.15) and (2.16) yields a new rate constant:

kT =2
— I B
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As discussed above, the application of Fey alters the positions of the minima and transition state
structures on the Gibbs free energy surface. From Eq. (2.17), a decrease in the Gibbs free energy
barrier for the reaction will result in an increase in the rate constant and thus increase the rate of
the reaction. Using Eg. (2.5), the rate constant can be expressed in terms of the enthalpy and
entropy change of a reaction:

Ast AR

_ B a R
k—K'Te R e RT (218)

It is assumed in TST that the entropy changes in a reaction are not significant in a relative sense.
The enthalpy changes in a reaction should resemble potential energy changes. In this thesis, the
mechanochemical effects on the kinetics of a reaction will be examined by calculated potential
energy barriers. Furthermore, one would expect that a decrease in the potential energy barrier

leads to an increase in reaction rate

2.4 Geometry Optimizations

The thermodynamics and kinetics of a chemical reaction are based on the positions of
structures on the PES and the associated energies. The location of structures on the PES involves
performing a geometry optimization. A geometry optimization is the most common type of
calculation performed in computational chemistry. This calculation involves locating minima
and transition state structure on the PES. Obtaining the geometries and energies of minima and
transition state structures allows one to determine reaction mechanisms with associated
energetics and the preferred geometries for calculating other molecular properties. Searching for

these structures requires locating stationary points on the PES. A stationary point is defined as a
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point on the PES in which the internal forces acting on the nuclei are zero. The basic procedure
in a geometry optimization is to start with an initial guess structure of molecular species, i.e.
reactant, product or transition state, and update the atomic positions iteratively until the forces on
the nuclei are very small. A common type of optimization procedure used in computational
chemistry codes is the Newton-Raphson method. ® In this procedure, the geometry is updated

according to the expression

1
0. =0 —H; 9 (2.19)

where Qi+1 and q; are column vectors containing 3N coordinates that define the molecular
geometry, g; is a column vector of 3N first derivatives of the energy with respect to coordinate q;
and H; is the Hessian matrix that contains 3N x 3N second derivatives of the energy with respect
to Cartesian coordinates. The first derivatives represent the forces on the nuclei and can be
calculated analytically by a computational chemistry program. The second derivatives, however,
are too expensive calculated analytically and are generally estimated during the optimization

procedure. Once the geometry is updated, the Hessian matrix is updated using the expression

89,0, Aq (2.20)

a

[ 0°E ] _ A(GE/aq,),

This procedure is repeated until the convergence criteria are satisfied. The geometry optimization
is converged when all first derivatives and displacements are small and close to zero. For most

computational chemistry codes, the maximum force on the nuclei should be less than 4.5 x 10™
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Hartree / Bohr.® In this thesis, geometry optimizations are performed to locate minima and
transition state structures on the FMPES. Intrinsic reaction coordinate (IRC) calculations are also
performed to map out certain reaction pathways. IRC calculations involve starting with a system
corresponding to a transition state and following the minimum energy path (MEP) in each
direction from the transition state until the stationary points on either side of the transition state
are reached. Ultimately, these calculations generate the MEP on the potential energy surface that

connects the reactants, transition state, and products for a given reaction.

2.5 Frequency Calculations

Vibrational frequencies are useful for characterizing the nature of stationary points on the
PES as well as evaluating properties such as zero-point corrected energies and vibrational
partition functions. A vibrational frequency calculations involves first generating the Hessian
matrix, H, for the system, which corresponds to a matrix containing the second derivatives of the
potential energy with respect to nuclear positions. H can then be used to obtain normal modes,
which correspond to the collective vibrational motions of the atoms, and the force constants of

the modes. To do this, H is transformed into a product of three matrices:

_ -1
H = PKP (2.21)

where P is a square matrix with column vectors containing eigenvectors that are the normal
modes and K is a diagonal matrix with the diagonal elements correspond to eigenvalues that are
the force constants. The force constants can be related to the vibrational frequencies using the

harmonic oscillator approximation for a diatomic molecule:
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V_i E 1/2
27\ (2.22)

where 4 is the reduced mass of the vibrational mode, v is the frequency, and k is the force
constant. The matrices P and K are useful for visualizing normal modes and characterizing
stationary points. For minima, all diagonal elements of K are positive, which results in all
positive frequencies. For a transition state structure, one diagonal element of K is negative. As a
result, the frequency that is associated with a negative force constant is imaginary. The normal
mode with the imaginary frequency corresponds to the motion of the molecule along the reaction

coordinate.

2.6 Molecular Dynamics Simulations

Static calculations such as geometry optimization and IRC allow one to explore a limited
portion of the PES. Locating minima and saddle points on the PES during a geometry
optimization is carried out by following a series of structures, which have no physical meaning.
Performing MD simulations explores the PES in a physically meaningful way by studying how
systems evolve over time. In MD simulations, nuclei are treated as classical particles that obey

Newton’s equations of motion:
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where Fi, mj, rj, and a; are the force, mass, position, and acceleration, respectively, of particle i.
The potential energy, V, for the system can be obtained either through force field methods such
as bond stretching, angle bending, and torsions or through quantum chemical calculations. The
latter, known as ab initio or first-principles MD simulations, is used to evaluate the potential
energy function in the MD simulations performed in this thesis.

Solving Newton’s equations of motion by integrating the forces yields trajectories that
contain the motions of the atoms over many time steps. Newton’s equation of motion cannot be
directly solved for systems with more than two atoms. As such, Verlet integration is used to
numerically predict changes in atomic positions over time. Standard Verlet integration involves

updating the position of the atoms for a time step, 4¢ according to the expression

r(t+At) = 2r (t) — . (t — At) + a, () At? (2.24)

The standard Verlet algorithm is based on a Taylor expansion of updating the positions forward
and backwards in time. The velocities of the atoms are not directly included in this algorithm.

Instead, they are calculated numerically through differences in atomic positions:

I (t+At) —r, (t — At)

n(1)= 20t

(2.25)

Velocities are needed in the algorithm for calculating the temperature and determining the total
energy of the system. One of the main disadvantages of using standard Verlet integration is that
the positions and velocities are not calculated at the same time. As a result, this complicates

evaluating the total energy as well as controlling the temperature of the system. For this reason,
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the velocity Verlet algorithm is generally employed in MD simulation to numerically predict
changes in atomic positions. In this algorithm, the positions and velocities are updated according

to the expressions

I (t+At) =r, (t) + v, () At + 0.58, () At’ (2.26)

Vv, (t+At) = v, (t) +0.5(a, (t) + &, (t + At)) At (2.27)

The velocity Verlet algorithm provides physically meaningful trajectories because the positions
and velocities are evaluated at each time step. The initial positions and velocities are provided
for the atoms at the onset of the MD simulations. The starting structure is usually obtained from
a previous geometry optimization. The velocities are selected at random using a Maxwell-

Boltzmann distribution function:

3/2
m 1
f(v) :(ZHKBTJ exp(—Emv Tk;T) (2.28)

The next step in the MD simulation is to re-scale the initial velocities to keep the temperature of
the system in a given range. This involves defining a target temperature and an allowed range for
this temperature. If the temperature is outside the range, the velocities are re-scaled uniformly

using the expression
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i LT (2.29)

current

Although velocity re-scaling is an effective method of keeping the temperature in a given range,
when the temperature ventures outside the desired range it is reset to the desired temperature by
uniformly scaling all atomic velocities by the same factor. Thermostats are often used to correct
temperature fluctuations for the entire systems, in which the atomic velocities are not scaled
uniformly. Some of the common thermostats employed in MD simulation are the Berendsen®®,
Anderson*!, and Nosé-Hoover (NH)'?* thermostats. NH thermostats are used for the MD
simulations performed in this thesis. In the NH thermostat, the system is coupled to a heat bath
that adds or removes energy that results in temperature fluctuations consistent with the canonical
ensemble. The heat bath is considered an integral part of the system by adding a time-scaling
parameter s that is associated with a mass Q. The magnitude of Q determines the coupling
between the heat reservoir and the real system. As such, the value of Q influences the
temperature fluctuations. The value of s determines the extent to which the timescale in the

extended system is stretched by according to the expression:

dt = sdt (2.30)

The effectiveness of the NH thermostat depends on the value of Q. The value of Q should be
chosen so that the oscillations of the thermostat are equivalent to the oscillations of the real
system. Once the temperature fluctuations are controlled through re-scaling and thermostats, the
system is allowed to equilibrate at the simulation conditions for a significant period of time. For

the MD simulations performed, the system was equilibrated in canonical (NVT) ensemble. In the
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canonical ensemble, the total number of particles N, the volume V, and the temperature T are
held constant throughout the simulation. Once the system is equilibrated, the velocity Verlet

algorithm is used to update the positions and velocities over time.

2.7 Implementation of COGEF and EFEI-based Simulations

For the COGEF-based MD simulations, mechanical stress is simulated by increasing the
distance between PPs at a constant rate. This is accomplished by imposing a distance constraint
between the PPs. The constraint is enforced in the simulation using the method of Lagrange
multipliers. In most quantum chemical software packages, the RATTLE algorithm™ is used as
an iterative procedure to update the position of atoms over time with the constraint included. In

the RATTLE algorithm, the total force acting on the system is

where F; is the force due to intermolecular and intramolecular interactions that are not associated
with the constraint and G; is the force that must be applied to atom i due to satisfy the constraint.

The magnitude of this force corresponds to the F in Eq. (2.4), and is given by:

G, =-A)r; (2.32)

where ri; = |ri — rj| is a vector defined by the distance and direction between the two atoms

involved in the constraint, and /4 is a Lagrange multiplier that must be determined to obtain the
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force that is required to keep the distance between PPs fixed at go. The positions in the RATTLE

algorithm are updated according to

r(t+ At) =1, (t) + Atv, () + (At / 2m) [ F (1) —22(1)r; (1) | (2.33)

and the updated velocities are given by

[F®-240)r,0) ]
Vv, (t+At) = v, (t) + (At/2m.) (2.34)
x| F(t+At) = 24(t+ AYr (t+At) |

The Lagrange multiplier is chosen such that the calculated distance between PPs equals the target
length. An acceptable tolerance is introduced into the simulations. If the initial chosen constraint
differs from the target length by a value less than the acceptable tolerance, then a new constraint
must be selected. If not, the positions are updated according to Eq. (2.33). The next step in the
algorithm is to compute the velocities of the atoms at time z+4¢. The dot product of r;j(t+At) and
Vij(t+ At) is calculated. If the dot product differs significantly from zero by an acceptable
tolerance then a new constraint must be selected. If not, the velocities are updated according to
Eqg. (2.34). The above procedure is repeated until the chosen distance constraint converges to the
target length.

In the EFEI-based MD simulations, mechanical stress is simulated by applying a constant
force between the PPs. The implementation of the EFEI approach involves calculating the vector

that connects the two PPs to obtain the distance and the mechanical work term, FexQ(X). Fext IS
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provided to the program as a number and the program projects this force along the vector
connecting the PPs. The components of the resulting force vector are then added to the forces
acting on the PPs due to their positions on the Born-Oppenheimer surface to obtain the total
forces acting on these atoms. The geometry is then optimized with a new distance between PPs
and a new energy. Preliminary calculations based on the EFEI formalism have shown that the
application of Fey can significantly lower the energetics associated with stretching a carbon-

carbon bond (Fig. 2-2).
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Figure 2-2: Energy as a function of carbon-carbon length for several values at Fey under the
EFEI formalism. The carbon-carbon bond length is modeled using a Morse potential. As the
value of Fey; increases, the barrier for bond dissociation also decreases.

The data shown in Figure 2-2 demonstrates that the application of F¢y in the context of the
EFEI formalism does not significantly affect the energetics of the system at the equilibrium bond

length. The effect of force is more apparent at longer bond lengths, in which the barrier for the

dissociation of carbon-carbon bond decreases with increased applied Fey:.
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2.8 Molecular Orbitals and Basis Sets

In computational chemistry, ab initio methods attempt to calculate the total energy of a
system by solving the electronic Schrodinger equation without fitting parameters to experimental
data. Many different approximation methods exist for solving the electronic Schrddinger
equation. One approximation that is common to nearly all ab initio methods is the use of a basis
set. A basis set is a set of functions that are used to generate molecular orbitals. The molecular

orbitals can be expanded as a linear combination of basis functions:
K
200 =9g(W)D ¢, (r) (2.35)
v=1

where y; represents the molecular orbitals as a function of electronic coordinates x, g(w) is an
artificial spin function introduced to account for the fact that molecular orbitals depend on spin

coordinates w, ¢, represent the atomic basis functions as a function of spatial coordinates r, ¢

are the coefficients that indicate the contribution of each basis function to the molecular orbital, v
is the index of the basis function, and K is the total number of basis function. A molecular orbital
can be thought of as an unknown function in the infinite coordinate system that is spanned by the
complete basis set. Increasing the number of functions in a basis set results in a better
representation of the molecular orbitals. This section will focus on discussing the various types
of basis functions with an emphasis on atom-centered functions, which are used in the

calculations performed in this thesis.
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There are two main types of atom-centered basis functions that are employed in
electronic structure calculations: Slater-type orbitals (STOs)® and Gaussian type orbitals

(GTOs)'®. STOs take the form of

¢g,n,|,m (ra 0, 7) = NYI,m (0, 7/)['"_16—4
(2.36)

where N is a normalization constant and Y|, are spherical harmonics, ¢ is a parameter, and n I,
m are the principle, the angular momentum, and the magnetic quantum numbers respectively.
The exponential dependence on the distance between the nucleus and the electrons in the STOs
is also observed in the exact orbitals for the hydrogen atom. As such, the exponential dependence
ensures a rapid convergence with increasing functions. Also, STOs exhibit a cusp at the nucleus
as in the case of the exact orbitals of the hydrogen atom. In practice, STOs are not commonly
used in a basis set due to the fact that there are a large number of integrals that cannot be
evaluated analytically.

GTOs lead to integrals that can be evaluated analytically. GTOs can be expressed in polar
coordinates as

Benin(r,0,7) = NY,Ym(e,y)ir'(ﬁj o
=1 V2 (2.37)

The squared distance term between the electron and the nucleus in the exponential indicates that
GTOs decay too quickly at distances that are far from the nucleus. In contrast to STOs, which
exhibit a cusp at the nucleus, GTOs have a zero slope at the nucleus. The basic features of a

Gaussian function can be improved by using contracted Gaussian functions that are obtained
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from a linear combination of primitive Gaussian functions. This makes the shape of the function
closely resemble that of a Slater function.

There are many different contracted basis sets available in the literature or built into
electronic structure programs. Pople basis sets'” are commonly employed in quantum chemical
calculations. A Pople basis set takes the form of X-YG, where X represents the number of
functions used to describe core electrons and Y represents the number of functions used to
describe valence orbitals. Including G in this expression indicates that the functions are of
Gaussian type. The basis set that is used to perform the calculations in this thesis is 6-31G(d,p).
This is a split valence basis set, which means that the core orbitals are represented by a
contraction of six primitive GTOs and the valence orbitals are split into two different basis
functions. The first basis function describes the inner part of the valence orbitals and is a
contraction of three primitive GTOs. The second basis function describes the outer part of the
valence orbitals and is represented by one primitive GTO. The (d,p) term indicates that
polarization functions are added to all atoms in the basis set. Polarization functions consist of
higher angular momentum basis functions that are added to allow atoms in molecules to respond
to asymmetry in their local environment. In the 6-31G(d,p) basis set, a single d-type polarization
function is added to all heavy atoms whereas a single p-type function is added to each hydrogen

atom.

2.9 Hartree-Fock Theory

The starting point for the majority of quantum chemical calculations is the Hartree-Fock
method. For multi-electron systems, approximate solutions to the electronic Schrodinger

equation can be obtained by using the variational principle. The variational principle states that
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an approximate wave function has an energy above or equal to the energy of the exact wave
function. The energy of the approximate wave function, also known as the trial wave function,

can be calculated using the expression

<\y*e.ec (N R Pl W R)>
(¥ e (1 R)| Wy (i R)) (2.38)

elec —

where Weiee and W eiec are the trial wave function and its complex conjugate respectively. The
numerator is the expectation value of the electronic Hamiltonian operator and the denominator is
the norm of the wave function. The trial wave function should satisfy the same properties of the
exact wave function. These properties are that the wave function is single-valued, continuous,
antisymmetric with respect to the interchange of any two electrons, and does not distinguish
between electrons. The antisymmetry and indistinguishability requirements can be met by
building it from Slater Determinants, while the continuity requirement is achieved by selecting
appropriate basis functions. A Slater determinant is the determinant of an N x N matrix of
molecular orbitals yn, in which the columns represent the number of molecular orbitals and the
rows represent varying the orbitals by the electronic coordinates, x(N). For the general case of N

electrons and N molecular orbitals, a Slater determinant is given by

71 X(1) x2oX(1)...xyX(2)

i 11 X(2) 1, X(2). x X(2)

IN o 239
JX(N) 7, X(N) 7 X(N)

\PSD =
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In the Hartree-Fock model, the trial wave function is constructed from a single Slater
determinant. Using the variational principle, the energy of a single Slater determinant wave

function can be expressed as
N l N N
E:Zhaa+§ZZ[Jab_Kab] (240)

where hg, is the one electron energy and is given by

haazj-dxlza(xl) __l_z_l a(Xl)
2 =
Jap 1S the Coulomb integral and given by
2 2
3, = J‘J‘dxldxz |Za (X1)|r|7(b (X2)| (2.42)
12

and Kjp, is the exchange integral and is given by

K,, = J’J‘dxldxz Z;(Xl)}(b (Xl)Z;(Xz)Za (X,) (2.43)

r1 2

The total Hartree Fock energy can be minimized using the variational principle by altering the

coefficients of the molecular orbitals to give the set of molecular orbitals corresponding to the
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lowest electronic energy for molecules. The energy of a molecular orbital y, can be evaluated

using the Fock equation

F (%) 22 (%) = 8,24 (%)
(2.44)

where f is the Fock operator and is the sum of the one-electron, Coulomb, and Exchange

operators. The one-electron operator is defined as

A Vlz - Zi
h, Z[—T—Z—J (2.45)

=1

where the first term represents the one-electron kinetic energy and the second term is the
Coulomb potential due to M nuclei. The Coulomb operator accounts for the average Coulomb

repulsion between electrons in molecular orbitals a and b. The Coulomb operator is expressed as

A d ?
J,x)=] m (2.46)

12

where the | 2 (X2)|2term is the charge cloud that results from an electron occupying x, The

exchange operator when applied to orbital a exchanges the coordinates of the electrons in

orbitals a and b.

12

Kb (Xl))(a (x,) = (J' dx, x, ();z)la (XZ)]Zb (x,) (2.47)
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The exchange operator accounts for the Pauli repulsion between electrons in molecular orbitals a

and b.

The &, eigenvalue in the Fock equation is the energy of the molecular orbital. The

molecular orbitals that are optimized using the Fock equations are used to construct the Slater
determinant. The Fock equation can be expressed in terms of a linear combination of K basis

functions:

f () it (N =2, Ch (1)
V-1 v-1 (2.48)

The above eigenvalue equation can be solved more easily by conversion into a matrix problem.

Multiplying from the left by a basis function and integrating yields

FC=SCe
(2.49)

where F is the Fock matrix that contains Fock matrix elements, F,s. Each matrix element
contains two parts from the Fock operator; integrals that involve one-electron operators and a
sum over occupied molecular orbitals of coefficients that are multiplied with two-electron
integrals. The S matrix is the overlap matrix and contains matrix elements, S, that have the

form of

S, = [ drigh, (1), (r,) 050
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with each matrix element representing the spatial overlap between basis functions o and 5. The C
matrix is a K x K matrix with columns defining the coefficients, c;,. The € matrix is a diagonal
matrix with molecular orbital energies as the diagonal elements. The method for determining the
set of coefficients C that define the lowest energy single Slater determinant trial wave function
is known as the self-consistent field (SCF) procedure. The SCF procedure involves starting with
an initial guess of coefficients that form the Fock matrix. The Fock matrix is diagonalized to
form a new set of coefficients. The new set of coefficients is then used to construct a new Fock
matrix. This procedure is repeated until the set of coefficients used for constructing the Fock

matrix is equal to the coefficients that result from diagonalization.

2.10 Complete Active Space Self-Consistent Field Theory

The Hartree Fock method captures the kinetic energy of electrons, the nuclear-electron
attraction, the exchange interactions, and electron-electron Coulombic repulsion. The exchange
interactions account for the Pauli repulsion between electrons. The electron-electron Coulomb
repulsion is treated in an average sense; instantaneous electron-electron interactions are not
considered. As a result, the Hartree-Fock method overestimates the electon-electron Coulomb
repulsion energy. The energy that is not captured in a Hartree-Fock calculation is known as the
correlation energy. There are two types of correlation; dynamic correlation and static correlation.
Dynamic correlation arises from electrons actively moving to avoid other electrons. Static
correlation, also known as non-dynamical correlation, occurs in system with multiple resonance
states of similar energies. This type of correlation accounts for the fact that electrons can avoid

each other by occupying different resonance states. Both types of correlation are not captured in
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the Hartree-Fock method since the trial wave function is constructed from a single Slater
determinant.

A single Slater determinant wave function represents a single resonance state. The
Coulomb electron-electron repulsion energy can be decreased by allowing electrons to spread out
over several resonance states. Multi-reference methods such as Complete Active Space Self-
Consistent Field (CASSCF) are used for chemical problems where static correlation is significant
such as describing bond dissociation leading to open-shell products and formation of singlet
diradicals. CASSCF, however, does not capture dynamical correlation. Multi-determinant
methods such as full configuration interaction, couple-cluster, and perturbation theory
calculations are generally used to capture dynamical correlation.

In the CASSCF approach, the trial wave function is constructed by including all Slater
determinants that correspond to relevant resonance states. These Slater determinants are called
configuration state functions (CSFs). The CSFs are generated by starting with a single Slater
determinant corresponding to the HF wave function, and identifying occupied and unoccupied
orbitals associated with the changes in electronic structure that occur during the reaction. There
will be m relevant electrons, which are termed active electrons. Likewise, there will be n relevant
orbitals, which are termed active orbitals. Collectively, the active electrons and orbitals are
termed the active space. The set of CSFs are then obtained by generating Slater determinants
corresponding to all possible combinations of m active electrons in the n active orbitals that are

consistent with the multiplicity of the system. The resulting number of CSFs is:

N _ nl(n+1)! (2.51)

determinants
[mj![m +1j!(n —mj![n _m +1]
2)\ 2 2 2
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which can become very large for large active spaces. The selection of which orbitals and
electrons to include in the active space is crucial to the success of a CASSCF calculation.
Selecting these orbitals is a labourious procedure, involving an examination of orbitals from the
preliminary Hartree-Fock calculation to identify those which should be included in the active
space. As such, CASSCEF calculations are certainly not ‘black box’ in nature and require a great
deal of care more than other methods such as Hartree-Fock and density functional theory.

Once the active space is identified, the CASSCF wave function is represented as a linear

combination of CSFs *°
WYeasscr :ZAK(DK (2.52)
K

where Ak is a configuration mixing coefficient, @k is the CSF, and K is the number of CSFs in
the linear combination. The mixing coefficients and molecular orbital coefficients within the
CSFs themselves are optimized variationally to minimize the energy of the wave function. The
use of Hartree-Fock molecular orbitals in the optimization may be problematic in two scenarios.
The first is when extended basis sets are employed that result in many virtual orbitals with low
energies and are not well suited to describe electron correlation. The second problem arises if the
real wave function has significant multi-configurational character. As such, Hartree-Fock theory
would be qualitatively incorrect in describing the nature of the orbitals of the active space. A
way of overcoming this problem is to use natural orbitals in the CASSCF optimization. Natural
orbitals are the eigenvectors of the reduced one-particle electron density matrix.”> The density

matrix, p, for a wave function constructed from CSFs can be expressed as

52



P = ZzaaKq)?(DK
7K

(2.53)

where the coefficientsa,, represent a set of numbers that form the density matrix. The natural

orbitals reduce the density matrix to diagonal form:

p'= Z b i D,
K (2.54)

where the coefficients bk are the eigenvalues of the reduced density matrix, p’, and represent
the occupation numbers of each natural orbital. For a single Slater determinant wave function,
the reduced density matrix is identical to the density matrix used in the formation of the Fock
matrix. As such, the molecular orbitals have occupation numbers of exactly 0, 1 or 2. For a
multi-determinant wave function constructed from natural orbitals, the occupation numbers may
have fractional values between 0 and 2.

Natural orbitals are used in the calculations of the ring opening of cyclobutene and
cyclohexadiene along conrotatory and disrotatory pathways in Chapter 4. The set of natural
orbitals that define the active space for cyclobutene are shown in Figure 2-3. In the ring opening
of cyclobutene, there are four active electrons (two forming the @ bond and two forming the

carbon-carbon scissile ¢ bond).
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Figure 2-3: Natural orbitals that define the active space for cyclobutene. The different colours
on the orbitals indicate different phases of the wave function. The orbitals are arranged from left
to right in order of increasing energy.

For the forbidden disrotatory pathway of cyclobutene, the system progresses through a
singlet diradical structure, in which two orbitals in the active space each have an occupation
number of 1. The singlet diradical has multiple resonance states that can be accurately described
with using a multi-reference wave function constructed from natural orbitals.

The CASSCF method is used to investigate the mechanochemical response of

cyclobutene along conrotatory and disrotatory pathways using COGEF and EFEI conditions. The

results of this study are presented in Chapter 3.
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Chapter 3: COGEF and EFEI-based MD Simulations of Cyclobutene

3.1 Introduction

Molecular dynamics (MD) simulations allow one tgte the potential energy surface
(PES) in a physically meaning manner by studying Bgstems evolve over time. Incorporating
mechanical stress into MD simulations can be a@udeising two different approaches: External
Force is Explicitly Included (EFEf)and COnstrained Geometries simulate External Force
(COGEFY. These two approaches differ in the applicatiothefexternal forcereq. In the EFEI
method, a constant value Bf is applied between two atoms in a molecule thatesas pulling
points (PPs) and the distance changes to mairtaitidrce. In the COGEF method, the distance
between PPs is fixed at a target value by stregctiie PPs at a constant rate. The force that
corresponds to keeping the distance between Pig #trget can then be calculated. Previous
theoretical studies have used both EFEI and COGEfRads in MD simulations to investigate
the mechanochemical response of cyclobutene.

A recent study based on the COGEF model has use@a&@enello molecular dynamics
(CPMD) simulations to investigate the ring openiofy cyclobutene along conrotatory and
disrotatory pathway$. The CPMD simulations were performed using derfsitctional theory
(DFT) with the local density approximatiband the BLYP exchange-correlation functional. A
total of 10 BLYP and 10 LDA independent CPMD sintidas were performed for unsubstituted
cyclobutene witttis-PPs (Fig. 3-1) and a pulling rate of 2.0 A /pse Buthors useds-PPs in
the simulation because a sonication study repduyedickenboth and coworkerias shown that
the applying stress betweers-PPs activates the ring opening of benzocyclobutdoreg the

formally forbidden disrotatory pathway.
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Figure 3-1: Chemical structure of cyclobutene wiis-PPs shown in red stars. The grey spheres
represent the carbon atoms whereas the blue sphepessent hydrogen atoms. In the MD
simulations, stress is applied between d¢ieePPs using both EFElI and COGEF methods. The
termsao, B, y, andd represent torsions that define the rotation of rttethylene groups. These
torsions are used to calculate conrotatory ancd@igry angles that are reported later in this
section.

All simulations showed the formation of the contotg product. Snapshots taken
throughout the simulation are shown in Figure 3FRese structures show that the system
initially moves in a manner consistent with theradiatory pathway when the scissile bond
dissociates at ~0.75 ps. Shortly after=(0.82 ps), one of the methylene groups moves in a
manner that leads to the product of the conrotapatyrway, which is formed bty= 0.85 ps.
Rotation about the central carbon-carbon bond \ialoleading totrans-1,3-butadiene. The

formation of the conrotatory product is inconsistemith the results of sonochemical

experiments.

AR RS e

0.75 ps 0.82 ps 0.85 ps 0.90 ps

Figure 3-2: Snapshots taken throughout a CPMD simulation ofitige opening of cyclobutene.
The PPs are shown with red stars. During the coofr$ke simulation, both methylene groups
rotate in the same direction yielding the conratafoduct®
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To demonstrate thais-pulling led to the conrotatory product, the authoonsidered the
changes in the conrotatory and disrotatory andiesughout the simulation. Both angles are
defined in terms of the rotation of the methyleneugs using the torsions illustrated in Figure 3-
1. The conrotatory angle is defined in terms ofhbotethylene groups rotating in the same
direction and equalsufo)—(B+y). The disrotatory angle is defined in terms oftbotethylene
groups rotating in opposite directions and equatsf{) — (y+ 3). These angles are defined in
such a way that the disrotatory (conrotatory) amghels tat360° as the system moves along the

disrotatory (conrotatory) pathway. The results@esented in Figure 3-3a.
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Figure 3-3: Changes in(a) conrotatory and disrotatory angles &) carbon-carbon scissile
bond distance throughout a CPMD simulation of iing opening of cyclobutene. Both angles
are defined in terms of the rotation of the methglgroups. The disrotatory angle (gray curve)
increases at the beginning of the simulation uaiproximately 0.75 ps, where the carbon-
carbon scissile bond breaks. After this point,disotatory angle fluctuates around zero and the
conrotatory angle (black curve) dominates the biglavof the system. The carbon-carbon
scissile bond distance steadily increases untibtred dissociation. After this point, the distance
fluctuates around a constant vafue.

Initially, the system follows the disrotatory patiyy with the disrotatory angle increasing
and the conrotatory angle fluctuating around z@&ite dissociation of the scissile bondtat

0.75 ps is accompanied by a sharp drop in the tdieny angle to zero. At this point, the
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conrotatory angle drops to -18thdicating progression along the conrotatory pawrhis is
followed by a steady increase in both the disroyatnd conrotatory angles, which does not
seem to be consistent with opening along eithenvpay. The change in carbon-carbon scissile
bond distance was also monitored throughout theulasion (Fig. 3-3b). At the onset of the
simulation, the carbon-carbon scissile bond distasteadily increases at a relatively constant
rate. The carbon-carbon distances of the sciseitel Increases rapidly between 0.75 and 0.9 ps,
which can be attributed to its dissociation. Aftiee bond breaks, the distance increases slowly
from a value consistent with the PPs separatidharproduct.

The results of the CPMD simulations on ester stuisti benzocyclobutene showed that
the ring opening under mechanochemical conditionscgeds predominately through a
disrotatory manner. A total of 15 LDA and 20 BLYPPKID simulations were performed with 6
of the 15 LDA simulations and 17 of the 20 BLYP siations showing disrotatory opening. The
authors rationalized the system following a formpdibrbidden disrotatory pathway through
intermediate orbital localization. Specificallyetkester functional groups and the benzene ring
provide the orbitals with enough flexibility to age symmetry throughout the course of the
reaction. The symmetry of the highest occupied mdé orbital (HOMO) was monitored
throughout the simulation. The HOMO, which wasromisymmetrical in the reactant becomes
anti-symmetrical in the product (Fig. 3-4). Suchemmediate orbital localization effects, in
which the orbitals are localized on the atom, cahwebitals of different symmetry in violation

of the WH rules.
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symmetric

antisymmetric

Figure 3-4: Change in the symmetry of the HOMO throughout a CP¥nulation. The HOMO
is mirror-symmetrical in the reactant and becomas-symmetrical in the product. The
connection of orbitals with different symmetry lsatb the mechanically induce anti-WH
product®

Another recent study has examined the ring openofg cyclobutene under
mechanochemical conditioisThe study was carried out by performirp initio MD
simulations that were based on the EFEI method. MiBesimulations were performed at the
CASPT2(4,4) /6-31G(d,p) level of theot$.A constant applied external forde,, was applied
betweencis and trans substitutents, with 20 independent trajectorigsored for each case.

Snapshots taken from the MD simulations are shawbdthcis andtrans-pulling at aFe value

of 2.5 nN in Figure 3-5.
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Figure 3-5: Snapshots taken during an MD simulation for thg Bpening of cyclobutene using
(a) cis-PPs andb) trans-PPs atF¢: of 2.5 nN. The black spheres denote the carbomsatnd
the white spheres denote the hydrogen atoms. ThefePrepresented using yellow arrows. The
application of Fe: betweencis-PPs results in the system proceeding through eotdisry
pathway whereas the applicationf; betweentrans-PPs yields the conrotatory product. The
rupture of the carbon-carbon scissile bond wasrtegaat a minimunfe; of 1.5 nN. Applied
forces that were greater than this value resultethe system following the same pathways as
observed for 2.5 nN.

The series of structures shown in Figure 3.5a RWRs in acis configuration with respect
to the ring show that the system moves along tiseotdtory pathway before and after the
dissociation of the scissile bond. Likewise, theidures in Figure 3.5b, which were obtained
with the PPs in drans configuration, show that the ring follows a comtoty pathway. The
results of the MD simulations indicate that theesgbn of PPs influences the reaction pathway
that the system follows. These results are comgistéh those of sonication experiments, which
demonstrated that cyclobutene moieties embeddetharomolecules can be selectively opened
along conrotatory or disrotatory pathways basetherpositions of the groups used to apply the
external force.

Collectively, the previous theoretical studies cade that EFEI-based and COGEF-based

MD simulations lead to different results for thegiopening of cyclobutene. Specifically, the
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studies using the COGEF method have shown the mygt®ceeds exclusively through a
conrotatory pathway when stress is applied betveeeRPs and differs from previous sonication
experiments. The studies using the EFEI method staWat the system proceeds exclusively
through a disrotatory pathway when stress is apgdbetweencis-PPs in agreement with the
sonication experiments, assuming that cyclobutsraeduitable approximation to the substituted
cyclobutene molecules used in those experiments.obfective of this Chapter is to identify the
origin of the differences between the outcomesimuktions performed using these methods.
To accomplish this, first-principles molecular dgmas (FPMD) simulations were performed to
study the ring opening of cyclobutene under COGER#& BFEI conditions. The results of the
COGEF and EFEI-based MD simulations are present&kctions 3.3 and 3.5 respectively. The
analysis of the MD simulations will be carried doy performing relaxed potential energy
surface (PES) scans for the disrotatory and cotmgtgpathways. The results are presented in
Sections 3.4 and 3.6 respectively. Determininguhderlying difference between the COGEF
and EFEI methods would clarify the correct manoesitmulate MD simulations that incorporate

mechanical stress.

3.2 Computational details

All calculations were performed at the CASSCF(681G(d,p) level of theory?
FPMD simulations based on EFEI and COGEF methods werformed using a version of the
GAMESS-US software packaé! that we modified to enable calculations on the derc
modified potential energy surface (FMPES). The FPKiBwulations were performed under

2,13

canonical (NVT) conditions using a Nosé-Hoover thesta to maintain a temperature of

300K and a time step of 1.0 fs. A 5 ps timescals used for the EFEI-based simulations. The
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timescales for the COGEF-based simulations werserhguch that they were long enough to
permit the reaction to occur. To understand how gresence of an applied force affects the
outcome of the FPMD simulations, force-modified grdtal energy surfaces (FMPESSs) were
generated for both COGEF and EFEI methods usiraxedl PES scans with the Gaussian 09
software packadé In general, PES scans involve calculating thergndor a series of

molecular structures. The structures are obtairyedabying a parameter such as a bond length,
angle, or torsion. The initial and final valueswasll as the number of steps in between are
specified for the selected parameter. In rigid scail of the non-constrained variables are kept
fixed from the starting structure. In relaxed scam®wvever, the non-constrained variables are
optimized. This allows a series of optimized stuoes to be generated on the PES. The
parameter that was systematically varied was tetawce between PPs in the COGEF-based

simulations and the magnitudefed; in the EFEI-based simulations.

3.3 COGEF-based MD simulations

FPMD simulations were performed for the ring openiof cyclobutene under
mechanochemical conditions using the COGEF proeedBpecifically, the application of a
mechanical force was modeled by increasing thewdlist between the PPs at a fixed rate. Five
independent trajectories were evaluated at eatbuofdifferent pulling rates, yielding a total of
20 calculated trajectories. The pulling rates usetke 0.5 A/ps, 1.5 A/ps, 2.5 Alps, and 5.0 A/ps.
The timescales for each pulling rate varied to petine reaction to occur. All MD simulations
showed that opening proceeds exclusively througbnaotatory pathway.

Snapshots that are taken for an MD simulation @ilking rate of 0.5 A/ps are shown in

Figure 3-6 to illustrate the conrotatory ring opegnprocess that was observed.tAt0.0 ps, the
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system is in the form of cyclobutene. The scisbitand dissociates at= 2.8 ps, with the
orientation of the methylene groups consistent waigening along the disrotatory pathway.
However, shortly aftert(= 3.0 ps), one of the methylene groups rotatesrmanner that leads to
the conrotatory product. Rotation about the cermaabon-carbon bond follows, with the system
ultimately formingtrans-1,3-butadiene along the conrotatory pathway. $hises of processes is

analogous to those shown in Figure 3-2, which vaése obtained using the COGEF model.

2 x

3.4ps 3.8ps x 5.0ps O

Figure 3-6: Snapshots taken during an FPMD simulation for thg ppening of cyclobutene
using a pulling rate of 0.5 A/pscis-PPs were used in the simulation and shown withstacs.
The motion of the system is indicated using dadelarrows.

The carbon-carbon scissile bond distances thatlgdethe structures in Figure 3-6 are
shown in Figure 3-7. At the beginning of the sintiola, the carbon-carbon scissile bond distance
increases at a slow rate. At approximately 3.0aplgrge increase in the carbon-carbon scissile
bond distance is observed, and can be attributdetaleavage of the carbon-carbon scissile
bond. After this point in the simulation, the dista fluctuates around the distance indisel,3-
butadiene product before steadily increasing to tlhebon-carbon distance itrans-1,3-

butadiene.
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Figure 3-7: Changes in the carbon-carbon scissile bond distdadag a FPMD simulation of
the ring opening of cyclobutene withs-PPs at a pulling rate of 0.5 A/ps. Initially, tHistance
increases at a relatviely slow rate. The dissamatif the carbon-carbon scissile bond occurs at
approximately 3.0 ps and is observed by a suddemrease in the carbon-carbon scissile bond
distance.

The conrotatory and disrotatory angles for the opgning of cyclobutene were also monitored
throughout the FPMD simulation. These angles wateutated using the definition introduced
by the previous COGEF stutlyin which the conrotatory angle equatst§) — (3+y) and the
disrotatory angle equals€p) — (y+6). The calculated conrotatory and disrotatory andbe the
duration of the FPMD simulation are shown in Fig8r8. At the onset of the simulation, the
conrotatory angle fluctuates around zero and thsrotditory angle steadily increases. At
approximately 3.0 ps, the conrotatory angle in@sasharply and the disrotatory angle drops
below zero. The analysis of the angles indicatas tte ring opening of cyclobutene proceeds
toward a disrotatory pathway at the initial stagdsthe simulation. However, after the
dissociation of the carbon-carbon scissile bond tlonrotatory pathway dominates the

behaviour of the system. The conrotatory pathveayte ring opening of cyclobutene was also

observed for the other rates of pulling.
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Figure 3-8: Changes in the conrotatory angle (black curve) #oed disrotatory angle (blue
curve) during an MD simulation at a pulling rate@® A/ps. During the initial stages of the
simulation, the conrotatory angle fluctuates arowedo and the disrotatory angle steadily
increases. The carbon-carbon scissile bond is eteav approximately 3.0 ps. After this point,
the disrotatory angle drops below zero and theatatory angle significantly increases.

The results obtained from the COGEF-based FPMD lsiibns are consistent with the
previous COGEF simulatiohsin which the ring opening proceeded exclusivéiyotigh a
conrotatory pathway. These results, however, acenisistent with sonication experimehts

which demonstrated that the ring opening proceledsigh a disrotatory pathway when stress is

applied between polymeric substituents msaconfiguration.

3.4 Analysis of COGEF-based MD simulationsusing PES scans

The results from the COGEF-based MD simulationswshioat the ring opening of
cyclobutene proceeds exclusively through a corwogapathway regardless of the rate of
pulling. To understand why this is the case, tREPES was constructed for both the conrotatory

and disrotatory pathways. The FMPES was obtairyeiddorporating the mechanical work that
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results from pulling at a constant rate into therrBOppenheimer PES according to the

expression

Veoger (X, 0) = Vgo (X) — Fa(X) (3.1)

where V. (X,Q) is the force-modified potential energy functiontthaises from imposing a

distance constraint on the systérge is the Born-Oppenheimer potential energy as atiomof
all nuclear coordinates without any constraintgy(x) is the calculated distance, arg is the
magnitude of the restoring force required to kdepRP separation at the target distapce

The Born-Oppenheimer and COGEF FMPESs were gedefatéboth conrotatory and
disrotatory pathways. In the conrotatory PES,ttisionsa andé were set equal to each other
and fixed throughout the distance scan. This caimgtrs consistent with the rigorous definition
of the conrotatory pathway in which the two methgainits move in the same direction at the
same rate. In the disrotatory PES, the torswrmedp were set equal to each other and fixed
throughout the distance scan. This constraint ssistent with the rigorous definition of the
disrotatory pathway in which the two methylene simtove in opposite directions at the same
rate. The constraints in the PES scans are fuithustrated in the Figure 3-9. The Born-
Oppenheimer PESs for the conrotatory and disrotgtathways are shown in Figure 3-10. In
these plots, the energy was calculated by scarthendistance between PPs at the fixed torsions.

Yellow lines one these plots illustrate the minimanergy pathways (MEPS) on each surface.
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Figure 3-9: Schematic representations of cyclobutene showiagtimstraints in the PES scans
for the(a) disrotatory pathway an(b) the conrotatory pathway. In the disrotatory PE&hsthe
torsionsa andp are fixed and set equal to each other. In theatatory PES, the torsionsand

0 are fixed and set equal to each other. The distbetween the PPs (R) was also kept fixed
during the scan for both pathways.
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Figure 3-10: Born-Oppenheimer potential energy surfaces ofitigeapening of cyclobutene for
the (a) disrotatory pathway an(b) conrotatory pathway. The different colors on tloatour
plots represent the Born-Oppenheimer potential gnend are expressed in kcal/mol. The
energies are calculated relative to the optimizeactant geometry, which corresponds to a
structure at a PP distance of 2.5 A. The minimumrgy pathway (MEP) for both surfaces is
outlined in yellow. For both pathways, the systerogpesses from reactant-like geometries at
small PP distances to the respective products.dbuble daggers indicate estimated transition
states for both pathways.

For the disrotatory Born-Oppenheimer PES, the gnergeases steadily as the system
progresses from reactant-like geometries at snmialls€parations to structures with larger PP
separations resembling the disrotatory transitiates(Fig 3-10a). The estimated transition state
on the disrotatory PES is observed at a PP distaide A and is indicated by a double dagger
symbol. As the system progresses from this poirthersurface to a structure with a PP distance
of 4.3 A, the energy of the system sharply decea$be sharp decrease in energy can be
attributed to the dissociation of the carbon-carbossile bond. Once the carbon-carbon bond is
cleaved, the methylene groups are free to rotaterto the disrotatorgis-1,3-butadiene, which
was observed at a PP distance of 5.2 A. fFaes-1.3-butadiene product is not observed on the
disrotatory Born-Oppenheimer PES because its cathdion distance of 5.5 A is not on the
scanned surface. At longer PP distances, it is@&gdehat thecis-1,3-butadiene product would
rotate around the carbon-carbon single bond to toans-1,3-butadiene.

For the conrotatory Born-Oppenheimer PES, the gnstepdily increases as the system
progresses from reactant-like geometries at smilldidtances to structures with larger PP
distances resembling the conrotatory transitiotesfig 3-10b). The estimated transition state
on the conrotatory PES is observed at a PP distin®® A and is indicated by a double dagger

symbol. As observed on the disrotatory Born-Oppanee PES, the energy on the conrotatory

Born-Oppenheimer PES decreases sharply as therspstgresses from the estimated transition
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state to a structure with a PP distance of 3.6 Acelthe carbon-carbon bond is cleaved, the
methylene groups are free to rotate to form theratatory cis-1,3-butadiene product, which
corresponds to a PP distance of 3.9 A and labekeR on the surface. Thes-1,3-butadiene
conrotatory product rotates around the carbon-carbmgle bond to form thdrans-1,3-
butadiene conrotatory product, which corresponds RP distance of 4.8 A and labeled trBns-
on the surface.

The reaction barriers for both pathways can benegéd from the MEP connecting the
reactant and product. The barrier for the conroyapathway is approximately 38 kcal /mol
whereas the barrier for the disrotatory pathwagpgroximately 51 kcal /mol. The barriers were
calculated using the optimized reactant and thienagtd transition states. These values are in
close agreement with the barriers calculated uhiagptimized transition state structures, which
were 37 kcal / mol and 50 kcal / mol for the coatoty and disrotatory pathways respectively.
The relatively large difference in the barrierseigpected since the disrotatory ring opening of
cyclobutene is a formally forbidden high energyhweady according to the Woodward-Hoffmann
rules.*>1°

The FMPESs for the COGEF-based simulations werergéed using equation (3.1). The
resulting plots are shown in Figure 3-11. The yellme on the conrotatory surface indicates the
MEP path on that surface. The solid red line appgaon the disrotatory and conrotatory
surfaces designates a MEP that starts on the aliergt surface and then moves to the
conrotatory surface after the scissile bond disgesi The dashed red line indicates a possible
route along which the system remains on the disyptasurface after the scissile bond

dissociates.
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The MEP on the disrotatory surface shows that thergy increases steadily as the
system progresses from reactant-like geometriesnall PP distances to structures with larger
PP distances resembling the disrotatory transsgtate (Fig 3-11a). The estimated transition state
on the disrotatory PES is observed at a PP distaide A and is indicated by a double dagger
symbol. As the system moves from this point toracstire with a PP distance of 4.3, the carbon-
carbon scissile bond is cleaved. As the carbonecasiissile bond breaks, the methylene groups
rotate from a disrotatory torsion of 150° to 120his is consistent with the results of the MD
simulations. When the torsions reach 120°, theegyss in a geometry in which the methylene
units could easily rotate to yield either the caatory or disrotatory products. The data indicate
that movement along the disrotatory direction &RPF separation increases leads to an increase
in the energy. In fact, the position correspondingthe disrotatory product is not a local
minimum on the FMPES. These results indicate tle transformation of the Born-
Oppenheimer PES due to the application of an eatdéonce under COGEF conditions prevents
the system from following the disrotatory pathwance the scissile bond dissociates. Indeed, the
lowest energy pathway the system can follow afer $cissile bond dissociates involves the
torsion remaining at 12Qred dashed line), which does not lead to a straatonsistent with the
ring opening of cyclobutene. Instead, once thedossreach 120 it is energetically favourable
for the system to move to the conrotatory pathwath the torsions increasing in a manner that
involves both methylene units rotating in the satimection. This pathway is designated by the
red line on the conrotatory PES, which is a coratian of the red line on the disrotatory PES. In
addition to the pathway that connects the initiatatatory pathway to the conrotatory product, it
is possible for the system to follow a pathway I(y&lline in Figure 3-11b) that remains entirely

on the conrotatory surface. Ultimately, both patysvésolid red and yellow curves) lead to the
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formation of the conrotatorirans-1.3-butadiene product. This change in the FMPE®w@us

for the fact that only conrotatory products wersated during the MD simulations.
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Figure 3-11: FMPESs of the ring opening of cyclobutene under EBGnechanochemical
conditions for (a) the disrotatory pathway andt{i® conrotatory pathway. The different colors
on the contour plots represent the COGEF poteptigrgy and are expressed in kcal/mol as
shown in the legends. Note that the colors on teethtory surface do not correspond to the
same energy range on the conrotatory surface. Tieegies are calculated relative to the
optimized reactant geometry, which corresponds $triacture at a PP distance of 2.5 A. The
solid yellow, solid red, and dashed red curvesasgmt the energy pathways starting from the
conrotatory structures at small PP distances lgathnthe conrotatoryrans product, starting
from the disrotatory structures at small PP distarieading to the conrotatory trans product, and
an alternative pathway on the force-modified dstaty PES.

The results obtained from the FMPES scans under EFO¢dnditions are consistent with
the FPMD simulations. The PESs show that the useso€ OGEF model results in FMPESs that
strongly favor the conrotatory pathway. The MEP tlog system to follow is to progress from

reactant-like distance on the disrotatory FMPE®tm the product on the conrotatory FMPES,

as observed in the FPMD simulations. Regardlegheofate of pulling in the MD simulations,
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the system proceeds exclusively through the cotogtapathway because the underlying
FMPES does not contain a MEP that leads to theotdisry product, and moreover, the

disrotatory product is not a minimum on that suefac

3.5 EFEIl-based MD simulations

FPMD simulations for the ring opening of cyclobwgennder EFEI mechanochemical
conditions were carried out by applying a consktetweercis-PPs and allowing the distance
to change over time. A total of 30 MD simulatiowere performed with five independent
trajectories calculated at six different values-gf. TheF¢ values varied from 2500 pN to 3000
pN in 100 pN intervals. The results of the MD siatidns show that the ring opening is
observed whertfre: > 2800 pN. All simulations showed that the openimgcpeds exclusively
through a disrotatory pathway.

Snapshots that are taken from an MD simulatidfe,at= 2900 pN are shown in Figure 3-
12. The structure at 0.1 ps shows that the scidsifed is quite extended and the methylene
groups are rotated in a manner consistent with onotilong the disrotatory pathway. This
deformation of the structure is due to the applicabf Fe¢. The scissile bond ruptures at ~1.6
ps, with the methylene groups moving in a mannat yirelds the disrotatory product. Rotation
about the central carbon-carbon bond follows. Wteety, this series of processes yielomns-

1,3-butadiene along a disrotatory pathway.
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Figure 3-12: Snapshots taken during an MD simulation for the pening of cyclobutene at
Fex = 2900 pN.cis-PPs were used in the simulation and are shown reithstars. As the
reaction progresses, both methylene groups rotatepposite directions to yield thes
conrotatory product observed at around 1.8 ps.tRataround the carbon-carbon single bond
leads to the formation of thieans-conrotatory product at 2.5ps. The motion of thetam is
indicated using dark blue arrows.

To illustrate the formation of the disrotatory puotl in the constant force MD
simulations, the change in the carbon-carbon $eibsind distance was monitored over time. At
the beginning of the MD simulation, the carbon-cariscissile bond distance fluctuates around
the equilibrium bond length until breaking rapichy approximately 1.5 ps (Fig 3-13). The
sudden jump in distance can be attributed to thavelge of the carbon-carbon scissile bond. In

the EFEI based simulations, the system is notcteet in a continuous manner as in the case of

the COGEF based simulations.
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Figure 3-13: Changes in the carbon-carbon scissile bond distdngeg an MD simulation at a
Fex Of 2900 pN. Initially, the distance fluctuates @md the equilibrium carbon-carbon single
bond length. The dissociation of the carbon-carbossile bond occurs at approximately 1.6 ps
and is observed by a sudden increase in the destanc

The conrotatory and disrotatory angles for the rapgning of cyclobutene were also
monitored throughout the MD simulation. The caltedbconrotatory and disrotatory angles are
shown in Figure 3-14. At the onset of the simolatithe conrotatory and disrotatory angles
fluctuate around 0 and 100° respectively. At appnately 1.6 ps, the disrotatory angle sharply
increases and the conrotatory angle decreases f8lolhe analysis of the angles indicates that
disrotatory angle dominates the behavior of theesysthroughout the FPMD simulation. The

results obtained for the carbon-carbon scissiledblamgth as well as the conrotatory and

disrotatory angles were observed for the MD sinmarhest at the other values Bfy:.
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Figure 3-14. Changes in the conrotatory angle (black curve) gneddisrotatory angle (blue
curve) during an MD simulation & of 2900 pN. During the initial stages of the siatidn,
the conrotatory and disrotatory angles fluctuateuad O and 100° respectively. The carbon-
carbon scissile bond is cleaved at approximatedpsdl. After this point, the conrotatory angle
drops below 0° and the disrotatory angle signifiyaimcreases.

The observed disrotatory opening in the EFEI-bdsBMD simulations is inconsistent
with the COGEF-based simulations, which showed tiihg opening proceeds exclusively
through a conrotatory pathway. The results of thdElEbased simulations, however, are in

agreement with previous sonication experimentsuraggy that cyclobutene is a suitable

approximation to the substituted cyclobutene mdéscused in those experiments.

3.6 Analysis of EFEI-based MD simulations using PES scans

To understand the formation of the disrotatory piidin the EFEI based FPMD
simulations, FMPESs were constructed for both damtooy and disrotatory pathways. The
FMPES was obtained by incorporating the mechanwatk term that results from the

application ofFe¢ betweercis-PPs according to Marx’s formali$m
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VEFEI (X’ q) :VBO (X) B FMQ(X) (3-2)

where V-, (X,q) is the force-modified potential energy function ttlaises from applying a

constant¢: between the PP¥g0 is the Born-Oppenheimer potential energy as atiomof all
nuclear coordinates, andq(x) is the calculated distance between PPs. The lasdclFMPESSs
for both pathways are shown in Figures 3-15 to &t = 500, 1000, and 1500 pN with labels

indicating stationary points and yellow lines iratiog MEPs.
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Figure 3-15: FMPES of the ring opening of cyclobutene for (agdisrotatory pathway an(b)
conrotatory pathway under EFEI mechanochemical itond atF.: = 500 pN. The different
colors on the contour plots represent the EFEImi@keenergy and are expressed in kcal/mol as
shown in the legends. The energies are calculaative to the optimized reactant structure at
Fex = 500 pN. The MEP for both pathways is outlinedy@llow and the transition states are
indicated with double daggers.
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Figure 3-16: FMPES of the ring opening of cyclobutene for (agdisrotatory pathway an(b)
conrotatory pathway under EFEI mechanochemical itiond atFe: = 1000 pN. The different
colors on the contour plots represent the EFEIrg@teenergy and are expressed in kcal/mol as
shown in the legends. The energies are calculaiative to the optimized reactant structure at
Fex = 1000 pN. The MEP for both pathways is outlinedyellow and the transition states are
indicated with double daggers.
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Figure 3-17: FMPES of the ring opening of cyclobutene for (agdisrotatory pathway an(b)
conrotatory pathway under EFEI mechanochemical itiongd atFe: = 1500 pN. The different
colors on the contour plots represent the EFEIrg@teenergy and are expressed in kcal/mol as
shown in the legends. The energies are calculaiative to the optimized reactant structure at
Fex = 1500 pN. The MEP for both pathways is outlinedyellow and the transition states are
indicated with double daggers.

To illustrate the greatest effect of appliegk on the potential energy surface, the results
of the FMPES obtained &t = 1500 pN will be compared to the Born-OppenheiES. The
solid yellow lines on the disrotatory and conrotgtbMPESSs indicate the MEP (Fig. 3-17).

In the disrotatory FMPES, the energy increaseddsie as the system progressed from
reactant-like geometries at small PP separationsttoctures with larger PP separations
resembling the disrotatory transition state (Figl7a). The estimated transition state on the

disrotatory FMPES is located at a PP separatiof.dfA. The formation otis-1,-3-butadiene

(cis-Pere1go) Occurred in the same position as indicated irBb-Oppenheimer MEP.
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In the conrotatory FMPES, the energy steadily desme as the system progressed from
reactant-like geometries at small PP separationsttoctures with larger PP separations
resembling the conrotatory transition stat (Figl7®). The estimated transition state on the
conrotatory FMPES is located at a PP separatich®fA. Thecis-1,3-butadiene product was
not observed on the conrotatory FMPES. This carattébuted to the fact that no barrier
betweencis andtrans products was observed on any part of the FMPES. plsition oftrans-
1,3-butadiene was shifted to a larger PP distamcemparison to the Born-Oppenheimer MEP.

For each of the FMPES obtained under EFEI mechamoal conditions, the barriers
for the disrotatory and conrotatory reactions caneBtimated from the MEP. The estimated
barriers as a function of appli€dy are shown in Figure 3-18. The barriers were catedl using
the optimized reactant structures at ekghand the estimated transition states on the FMPESs.
It was found that increasing the appli€d, betweencis-PPs reduces the barrier on the
disrotatory FMPES relative to the barrier on th@rotatory FMPES. AFe: = 1500 pN, the
barrier for the conrotatory pathway is greater thiaa barrier for the disrotatory pathway. The
reduction of the barrier on the disrotatory FMPEtive to that for the conrotatory pathway is
consistent with the results of the FPMD simulatigresformed with the EFEI model, which

showed disrotatory opening at highy;, consistent with sonication experiments.
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Figure 3-18. Estimated reaction barriers on the FMPES as a ilumaif appliedF¢ for the
conrotatory pathway (black curve) and the disratafmthway (blue curve). ABey increases,
the barrier on the disrotatory FMPES decreasesivelto the barrier on the conrotatory FMPES.
At Fexr= 1500 pN, the disrotatory barrier is lower thae tonrotatory barrier.

3.7 Comparison of COGEF and EFEI methods

The COGEF and EFEI methods resulted in the systeliowiing different reaction
pathways in the FPMD simulations of the ring opgni cyclobutene. The data presented above
indicate that this difference originates from th&edent ways in which the COGEF and EFEI
models modified the PES. In the case of COGEFPIES is modified in a way that yields an
MEP that initially moves along the disrotatory patly followed by a transition to the
conrotatory pathway once the scissile bond ruptutesaddition, the product along the
disrotatory product is not a minimum on the FMPHSamed with COGEF. Meanwhile, the
FMPESs obtained with EFEI show that conrotatory disdotatory pathways remain accessible,
but the relative heights of the barriers along ¢heathways change in a manner that renders the

disrotatory pathway kinetically favoured at higlke:
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The differences in the results of the MD simulasigrerformed with the COGEF and
EFEI models may also be influenced by the rate lichvthe PPs separate with these two
techniques. Figure 3-19 provides a comparison@ttiange in the PP separation obtained in the
MD simulations as a function of time. The data shbat in EFEI-based simulations, the carbon-
carbon scissile bond distance oscillates aroundl@evconsistent with that in cyclobutene with
Fext = 2900 pN withcis PPs prior to bond rupture &t= 1.6 ps. A rapid increase in the PP
separation occurs when the scissile bond dissaciatel then the separation oscillates around a
constant value consistent with that in the prodiibe rapid jump between reactant and product
distances over a period of a few femtoseconds wiescissile bond ruptures is consistent with
the speeds at which reactive processes occur. Mekenthe separation between the PPs in the
COGEF-based FPMD simulations increases linearsflggoints during the simulation. As such,
the PPs are separating much too quickly when thetim does not occur, and far too slowly
when the reaction does take place. The latter effezvents the system from ‘jumping’ from
reactant to product when the scissile bond dissegidather, the system adopts some unstable
form where the scissile bond has ruptured, but RRs are moving too slowly due to the
application of the constraints in the COGEF modlak time spent in this unstable state provides

the system with an opportunity to explore othectiea pathways.
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Figure 3-19: Changes in PP distance during FPMD simulations tha ring opening of
cyclobutene under COGEF mechanochemical conditibhge curve) at a pulling rate of 0.5
Alps and EFEI mechanochemical conditions (red QuavEex= 2900 pN.

3.8 Summary

Overall, the results demonstrate that the methaino@ilating the presence of an external
force directly affects the outcome of MD simulasorThe ring opening of cyclobutene was
observed to proceed exclusively through a conrptatbanner in the COGEF based MD
simulations and in a disrotatory manner in the EBBsed MD simulations. The FMPESs
obtained using both approaches were found to hdafisigntly different. In the COGEF-based
FMPES, the system does not follow a pathway thatideto the disrotatory product. This is
because it is energetically unfavourable to fore disrotatory product on the COGEF FMPES.
In contrast to the COGEF-based FMPES scans, thd-E&¥ed FMPES scans showed that the
disrotatory pathway can be accessed due to a iedunt reaction barrier relative to the

conrotatory pathway. The explicit inclusionfes; in the EFEI based simulations directly lowers
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the Born-Oppenheimer potential energy and perrhgg¢action to follow the disrotatory. It was
found that the constant pulling rate in the COGEBdul simulations resulted in a slower reaction
timescale than observed in the EFEI based simuakstwhich allowed the system enough time to
follow a conrotatory pathway. The results presented this chapter suggest that
mechanochemical processes should be modeled usngREI method since this approach is
consistent with sonication experiments and captubes ring opening of cyclobutene in

timescales that resemble typical chemical reactions
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Chapter 4: Orbitalsunder Mechanochemical conditions

4.1 Introduction

The violation of the Woodward-Hoffmann (WH) rutébserved in previous sonication
experiments and the results of the MD simulatioasebl on the ‘External Force is Explicitly
Included’ (EFEIf method in the previous chapter have motivatedéurstudies on investigating
the formation of the formally forbidden disrotatgyoduct. The results obtained from Chapter 3
are consistent with those obtained by Martinez emdorkeré. In that work, first-principles
molecular dynamics (FMPD) and force-modified pa@nénergy surface (FMPES) scans were
performed to show that application of an externaicé, Fe, betweencis-substituents in
cyclobutene activates the disrotatory pathway. Batidies showed that the disrotatory pathway
is activated because the barrier is reduced orFMBES. The conclusions from the work of
Martinez and coworkers, as well as the results f@hapter 3, explain the formation of the
disrotatory product in terms of energetics. Ultietgt the WH rules are based on the
conservation of orbital symmetry. The typical rou#&en to undergo a thermally forbidden
pathway is to irradiate the system, which changeseiectronic state and orbital occupations.
However, the application d¥.« does not interact with the electronic structur@imanner that
can induce excitations. Therefore, it would be ohdamental interest to investigate how
applying Fe¢ promotes reactions that are forbidden by the WHesulThe objective of this
chapter is to examine how the WH rules are beinguoivented from an electronic perspective.
This was accomplished by performing quantum chemazdculations to study how the

electronic structure evolves during the disrotatopgning of cyclobutene and the conrotatory,
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which is the formally forbidden pathway, openingayclohexadiene under mechanochemical

conditions.

4.2 Computational details

All calculations were performed at the CASSCF/6-31.6) level of theory. For the ring
opening of cyclobutene, an active space of fouctedes in four orbitals (4,4) was specified in
the simulations. For the ring opening of cyclohe&ad, an active space of six electrons in six
orbitals (6,6) was specified in the simulations.MEP simulations and intrinsic reaction
coordinate (IRC) calculations based on the EFEI ehagere performed using a version of the
GAMESS-US software packatféthat we modified to enable calculations on the FIgPEhe
MD simulations were performed under canonical (N\WWOnditions using a Nosé-Hoover
thermostdt® to maintain a temperature of 300K. The simulatiorese carried out for a 5 ps
timescale with a time step of 1.0 fs. The poputeiof the natural orbitals comprising the active
space for the ring openings of cyclobutene andofytadiene were monitored throughout the
FPMD simulations and along the reaction coordinates results are presented in Sections 4.3
and 4.4 for the FPMD simulations and IRC calculadicespectively.

The analysis of the natural orbital populationsl| W& further discussed by examining
how the application oF affects the molecular geometries of key specieagalhe reaction
coordinate. The structures of the molecular gedesetand natural orbitals are presented in
Section 4.5. Finally, Section 4.6 describes howhaaochemical control in chemical reactions
can be achieved. In particular, this section wilastigate how the application &% can

promote forbidden reactions on the ground statentatl energy surface (PES).
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4.3 Populations of Natural Orbitalsduring MD simulations

The disrotatory ring opening of cyclobutene and twnrotatory ring opening of
cyclohexadiene were investigated by performing FPMibwlations on the FMPES. The
simulations were based on the EFEI approach asistied in the previous chapter. The force-

modified potential enerdyin the FPMD simulations is expressed as

V (X, Foq) = Vao (X) = FoeQ(X) (4.1)

where V (x,F,,) is the force-modified potential energy functioratttarises from applying a

constant=.: between the PP¥g0 is the Born-Oppenheimer potential energy as atiomof all
nuclear coordinates without any constraints, arg{x) is the calculated distance between PPs.
The hydrogen atoms attached to the carbon atorssisdile bond were used as PPs, with the PPs
in acis-configuration to induce opening along the distapathway and &ans-configuration
was used to induce opening along the conrotatatywzey.

The FPMD simulations of cyclobutene showed that fiidden process occurred
within the simulated time scales wheg; > 2800 pN and the allowed process occurred when
Fex > 3100 pN.The populations of the natural orbitalgemmonitored throughout the FPMD
simulation for the thermally allowed and forbiddpathways to determine how the electronic
structure changed during the ring opening procesBee populations of the natural orbitals
comprising the active space of cyclobutene are shiawigure 4-1. These data show that when
the system follows the disrotatory pathway, it lesed-shell with populations of 0 or 2 for the

majority of the simulation. However, at approximiatg.6 ps, a diradical is briefly formed, as
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shown by the crossing between the lowest energytaetorbital (green curve) and the highest
energy reactant orbital (black curve). The diradioemed during the FMPD simulations of the
disrotatory ring opening of cyclobutene is not atishary point, however, it is a structure that
the system passes through along the reaction ctwtedi Previous studies have shown that
diradical formation occurs during the disrotatoirygropening of cyclobutene in the absence of
Feq and is necessary to meet the changes in orbitaingyry that occur during this reactior’

The populations of the natural orbitals for the rotdatory opening of cyclobutene show that
the diradical is not formed during the FPMD simuas, however, the orbital populations
exhibit a small ‘jump’ at approximately 2.0 ps (FMglb). This result is consistent with the
formation of a delocalized structure during thewasion of cyclobutene into 1,3-butadiene and

is expected for the ring opening of cyclobutenanglthe thermally allowed pathway.
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Figure 4-1: Populations of the natural orbitals comprising teive space during FPMD
simulations of the ring opening of cyclobutene ttog (a) disrotatory pathway Btx = 2800 pN
and (b) conrotatory pathway B¢« = 3100 pN. The natural orbitals of the reactants$ products
are shown at the left and right, respectively factecurve. The different colored curves denote
correlated orbitals and the colours on the orbitadécate different phases of the wave function.
The orbitals are arranged from bottom to top ireowf increasing energy*
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Figure 4-2: Populations of the natural orbitals comprising #ive space during FPMD
simulations of the ring opening of cyclohexadiewe the (a) conrotatory pathway Bt =
5400pN and (b) disrotatory pathway B = 4100pN. The different coloured curves denote
correlated orbital*

The populations of the natural orbitals compridimg active space for the ring opening of
cyclohexadiene are given in Figure 4-2. The dataesponding to the thermally allowed
disrotatory pathway indicate that a diradical i$ feomed during this process. As in the case of
the ring opening of cyclobutene along the conrejapathway, a sharp jump is observed in the
population of the natural orbitals at approximat2l ps when the system converts to products.
The populations of the natural orbitals for thegrinpening of cyclohexadiene along the
thermally forbidden conrotatory pathway indicatattla diradical is formed at approximately
1.5ps. This result is similar to the behavior obedr along the disrotatory pathway of

cyclobutene and is expected for a reaction thiatrisdden by the WH rules.
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4.4 Populations of Natural Orbitalsalong IRC

IRC calculations were performed to examine thetedea structure of the ring openings
of cyclobutene and cyclohexadiene over a wider earfd-e than was possible with the FPMD
simulations. The populations of the natural orkitalong the IRC for the ring opening of
cyclobutene along the conrotatory and disrotatoajhways are shown in Figure 4-3. The

populations of the natural orbitals were calculazhg the IRC aF. values of 0, 1000, 2000,

and 3000 pN.
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Figure 4-3: Populations of the natural orbitals comprising délséve space along the IRC for the
ring opening of cyclobutene along (a) the disratafmathway and (b) the conrotatory pathway.
The natural orbitals monitored are analogous teehshown in Fig. 4.1. The transition state is
located at 0 ami? bohr. Four curves are shown for each valugspf*
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The populations of the natural orbitals along tR€ Ifor the disrotatory ring opening of
cyclobutene demonstrate that the system progreébsmsgh a diradical structure regardless of
increased applieBe: (Fig. 4-3a). As such, the applicationkaf; does not cause the evolution of
the electronic structure to differ significantlyofn the reaction in the absencerf. As the
value of F¢ increases, the separation between the transitete sind the diradical increases
along the reaction coordinate. The populationshef matural orbitals along the IRC for the
conrotatory ring opening of cyclobutene are coesistvith the results obtained from the FPMD
simulations in Figure 4-1b. The data shows a slidgitrease in the population of one of the
occupied orbitals and an increase in the populadbone of the unoccupied orbitals as the
system moves from reactants to products (Fig. 4-8hg distance between this delocalized
structure and the transition state increase sieadth F. as observed for the diradical and

transition state in the disrotatory pathway.
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Figure 4-4: Populations of the natural orbitals comprising dleéve space along the IRC for the
ring opening of cyclohexadiene along (a) the catory pathway and (b) the disrotatory
pathway. The transition state is located at 0 dffitbohr. Four solid curves represent the
populations at various values Bfx. The dashed curves in (a) represent the IRCs lesdcl
using the high-force transition stateFat = 2000 and 3000 pK.
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The populations of the natural orbitals along tR€ Ifor the conrotatory ring opening of
cyclohexadiene demonstrate that the system prodbenisgh a diradical structure at all values
of Fext (Fig. 4-4a). The distance between the diradicaicttire and the transition state increases
with Fe: as observed in the case of the ring opening ofobytene along the disrotatory
pathway. Two sets of data are provided Fgg = 2000 pN and 3000 pN, which correspond to
IRCs calculated using different transition stateigures. Two distinct transition states were
located along the conrotatory pathway for the pgning of cyclohexadiene. The structures of
these transition states are shown in Figure 4-% @rhe transition states is observed whgp
< 1500 pN whereas the other transition state isrgbdewhenFe; > 1500 pN. The latter is

referred to as the high-force transition stateigufe 4-4a.

‘f
(a) f\ (b) " N )
) 4‘7ﬁ * & N
J

o

Figure 4-5. Chemical structures of the transition states foe tdonrotatory pathway of
cyclohexadiene afa) Fex = 1000 pN andb) Fe: = 2000 pN. The structure shown (a) is
present whefre: < 1500 pN whereas the structure showfbinwhenFg: > 1500 pN.

The populations of the natural orbitals along tR€ Ifor the disrotatory ring opening of
cyclohexadiene are consistent with the resultsiobtafrom the FPMD simulations and the
populations of the natural orbitals along the IRCthe conrotatory ring opening of cyclobutene.

The calculated populations show that the systerogas through a delocalized structure, which

is formed by a slight decrease in the populatioroé of the occupied orbitals and a slight
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increase in the population of one of the unoccumdatals (Fig 4-4b). The position of the

delocalized structure shifts steadily towards the@lpct ad- increases.

4.5 Effects of Fe: on Molecular Geometry

The separation between the transition state aratlidal along the IRC was found to
increase WwithFe: for the disrotatory ring opening of cyclobutene ah& conrotatory ring
opening of cyclohexadiene. This implies that thera change in geometry of either or both of
these structures &3 increases. To explore this, the structural det#Hildhe transition state and
diradical for the ring opening of cyclobutene aldhg disrotatory pathway were compared by
generating line structures at several values&f It is clear that the transition state is more
significantly affected byF: as compared to the diradical, with this structundtiag toward
reactant geometries &g increases (Fig. 4-7). The shift in the transititates along the reaction
coordinate in the reactant direction reduces theidsa which supports the notion that the
application ofF¢: modifies the potential energy surface (PES) inaamer that accelerates the
reactions as discussed in Chapter 3. The diradicattures, however, appear to exhibit similar
structures regardless of increaseg. This result is expected because the electronictstre is
determined by geometry, and there exists a limstetdof structures on the Born-Oppenheimer
PES whose ground-state wave function correspondsdioadical structure. To further explore
the structural differences in the transition statel diradical withFe, the distance between
carbon atoms of the scissile bond was evaluatedherring openings of cyclobutene and
cyclohexadiene along conrotatory and disrotatothyays. The results are presented in Figure

4-6.
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Figure 4-6. Changes in the carbon-carbon scissile bond distartbd=, for (a) the conrotatory
ring opening of cyclobutene, (b) the disrotatomgropening of cyclobutene, (c) the disrotatory
ring opening of cyclohexadiene, and (d) the coneooyaring opening of cyclohexadiene. The red
curves in (d) represent the high-force structdre.

The data for the conrotatory ring opening of cycdi@ne show that the carbon-carbon
scissile bond has a distance of approximately A 2% both the transition state and delocalized
structures whefe: = 0 pN. AsF¢ is increased the carbon-carbon distance in thaitran state
decreases to a value of 2.07 A whgg = 3000 pN (Fig. 4-6a). Meanwhile, the carbon-carbo
distance in the delocalized structure is increasei39 A over the same force range.

The data for the disrotatory ring opening show thatcarbon-carbon scissile bond has a

distance of approximately 2.85 A in both the trtiosi state and the diradical structures when

Fe: = O pN. As in the case for the conrotatory openitig carbon-carbon distance in the
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transition state decreased to a value of 2.07 A«at=3000 pN (Fig. 4-6b). However, the
diradical structure is not significantly affecteg . as in the transition state.

Both sets of data for the ring opening of cycla@mét along conrotatory and disrotatory
pathways are consistent with line structures shawkigure 4-7. The carbon-carbon scissile
bond distance for the transition state decreasdls R, which indicates that this structure
becomes more reactant-like.

The data for the disrotatory ring opening of cyelwfidiene show that the carbon-carbon
scissile bond distance in the transition stateotssignificantly affected untiFe: exceeds a value
of 2000 pN. This may reflect the applied; affecting other degrees of freedom such as angles
and torsions that contribute to the reaction cowtdi. The carbon-carbon scissile bond distance
in the delocalized structure, however, is strorgffected by the application % in a manner
that increases the separation between this steuend the transition state along the reaction
coordinate (Fig. 4-6c). Two sets of data are gifen the conrotatory ring opening of
cyclohexadiene, which correspond to reaction paysvealculated using two different transition
states as described in Figure 4-5. The two setlaiaf are consistent with the results obtained for
the disrotatory ring opening of cyclobutene. Speaily, the data illustrates that the carbon-
carbon scissile bond distance in the transitiotestiecreases witlre, while the diradical
remains largely unaffected. This can be attribtitetthe fact that only a small region of the Born-
Oppenheimer PES connecting the reactants and geodoigesponds to a ground state electronic
structure with unpaired electrons. The positiothef transition state, however, is determined by
the shape of the total FMPES, and thus is affebtedhe application of.: As such, the
transition state structures are shifted towards réectants, which activate the disrotatory

pathway by reducing the reaction barrier.
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As a whole, the results show that the transiti@tesstructures are significantly affected
by the application of«: wWhereas the diradical structure remains largelgffented for all the

reactions considered.

transition states diradicals
\ J.

Fux=0pN F,.= 2000 pN F..=0pN F..= 2000 pN

-
p—
—

|

Figure 4-7: Structures, natural orbitals, and natural orbipydations of the transition states
and diradicals along the disrotatory pathway fog ting opening of cyclobutene. The line
structures provide a comparison of the structurtheftransition states and diradicals with black,
red, blue, and green lines representiiag = 0, 1000, 2000, and 3000 pN. The natural orbitals
comprising the active space of the transition stated diradicals evaluated wita=0 and 2000
pN are shown below the line structures along wiitéirt populations. Different colors of the
orbitals indicate different phases of the wave fiomc™

The shift in the position of the transition stateng the IRC in the reactant direction is
also evident from the natural orbitals of cyclomaeavithcis pulling, which are plotted in Figure
4-7. A comparison of the natural orbitals of thensition state at.=0 and 2000 pN indicates

that the latter has significaatbonding character between the carbon atoms dddissile bond.
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The orbital populations in the transition stat&gt= 0 pN indicate that the transition state has a
high degree of diradical character. Meanwhile, ahgital populations in the transition state at
Fex = 2000 pN are closer to 0 and 2, indicating thiscttre is shifted toward the reactant. This
shift in the position of the transition state todidhe reactant on the IRC with increasifg;
causes the transition state and reactant to hasteasingly similar structures, and hence
energies, reducing the barrier wkh:. The results also show that the diradical fornmabocurs
regardless ofFe:. The changes in orbital structures and populatimasling to diradical
formation are disfavored on the ground state. FEuntlore, applyingFe: cannot change the
electronic state, and must instead induce the sacgshanges in the electronic structure by

altering the geometry on the ground-state PES.

4.6 Forcesalong IRC

To investigate how the application 6 activates the forbidden reactions on the ground

state PES, it is convenient to expand Eq. (4.1) as

E=<¢

to explicitly show the contributions from the ekextic energy Eqec), Nuclear-nuclear repulsion

DZ M N ZI N-1 N 1
—_ - J —
2 Izﬂ;lzz:l; riI ;]ZX:L rij 1=1J>1 IFij

4”>+ > > A% -, q) 4.2)

energy Enn), and mechanical worlEfe), which correspond to the first, second, and tterdhs
on the right-hand side, respectively. In Eq. (4®mic units have been usedis the electronic

wave functionM andN are the number of nuclei and electrons, respdygtive is the charge of
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nucleusl, andrj;, ri andr;; correspond to electron—electron, electron—nuclans, nucleus—

nucleus distances, respectively.

Differentiating each term in Eq. (4.2) with respaxthe reaction coordinats, yields an

effective force, ﬁk :—%. This effective force corresponds to how each e energy

contributions affects the motion of the system gld¢ime reaction coordinate, whekendicates
whether the derivative is evaluated uskg., Exnn, andEnecn. The effective force has units of

Namu'? and the relative magnitudes determine which facgovern the behaviour of the
system. The values Offu.|-|Fu *Fu| @Nd |Frea| ~|Fin +Fua| were evaluated along the IRCs

calculated at~ex = 0, 1000, 2000, and 3000 pN. The first of thesangties compares the
electronic factors to all other contributions, vehihe second term compares the mechanical work
against all other contributions. The values obt@iatF.: = 0 and 2000 pN for the ring opening

of cyclobutene along conrotatory and disrotatohways are shown in Figure 4-8.
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Figure 4-8: Comparison of the contributions to the effectivecéofromEjec, Enn, @NdEmech at
values ofF¢; = 0 and 2000 pN for the ring opening of cyclobuteheng (a) the disrotatory
pathway and (b) the conrotatory pathway
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The data for both pathways obtainedFag = O pN only corresponds t@F..|—|Fu|

because no work was performed on the system. Fordisrotatory pathway, the reactants,

transition state, and diradical are at positions7a®, 0.0, and 0.5 arfitbohr along the reaction
coordinate wherfre: = 0 pN. |lfdec|—|lfNN|20 within this region, which indicates that progreds

the system from the reactant through the transsiate and to the diradical is governed by the
electronic structure whelRe: = 0 pN, as opposed to nuclear-nuclear repulsibis iE consistent
with the WH rules that classify this process aiftslen on the basis of orbital symmetry. When

Fex = 2000 pN, the reactants, transition state, amdddial are located at -3.2, 0.0, and 2.4

amu’?bohr along the reaction coordinate, respectivily| - |Fu, +F..| >0between the reactants

and transition state, and drops below 0 betweentrtesition state and diradical. Similarly,

|Fos| ~|F + Fue| <Obetween the reactants and transition state, aneéedscO between the

transition state and diradical (Fig. 4-8a). Altdget this indicates that the Born-Oppenheimer
energy termsHgec + Enn) govern the behavior of the system between thetaetiand transition
state, while mechanical work controls the behabetween the transition state and diradical.
This illustrates how the system can form the disfad diradical structure under
mechanochemical conditions. Essentially, the edaatrfactors that disfavor diradical formation
are rendered secondary to mechanochemical effeetsfavor an increase ig(x) through
carbon-carbon bond scission in the region of tlaetren coordinate between the transition state
and diradical. These effects were also observedgalbe IRCs calculated & = 1000 and
3000 pN.

The data for the ring opening of cyclobutene altimg conrotatory pathway show that
when Fe¢ = 0 pN, the electronic terms dominate the reactenthe system progresses from
reactant to transition state (Fig. 4-8b). The ragiear the transition state (0 affioohr) is
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governed by the nuclear-nuclear repulsion term. @leetronic terms dominate as the system
moves from this region towards the product directiatil the IRC reaches approximately

1 amu*® bohr. The data obtained whEg; = 2000 pN is consistent with the results for timg r
opening of cyclobutene along the disrotatory pathvpecifically, the orbital effects dominate
until the system reaches the transition state tla@dnechanical work term dictates the behaviour
of the system between the transition state anccdkied structure at approximately

1.2 amu*? bohr. Analogous results were observed for the oipgning of cyclohexadiene along
conrotatory and disrotatory pathways (Fig. 4-9)e Btectronic terms dominate the behaviour of
the system between the reactant and the transstate for both conrotatory and disrotatory
pathways wherF¢ = 0 pN. WhenFg: = 2000 pN, the mechanical work term dictates the
behaviour between the transition state and diradiceated at approximately 5.5 am@bohr)

for the disrotatory pathway. For the conrotatongropening of cyclohexadiene, the mechanical
work term dictates the behaviour of the system betwthe transition state and delocalized

structure (located at approximately 0.8 affoohr).
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Figure 4-9: Comparison of the contributions to the effectioecé fromE;e, Enn, aNdEmesh at
values ofF¢: = 0 and 2000 pN for the ring opening of cycloheradi along (a) the disrotatory
pathway and (b) the conrotatory pathway
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4.7 Summary

As a whole, the results clarify how reactions fdd#n by the WH rules become allowed
through the application d¥e. The evolution of the electronic structure is $amat all values of
Fex. As such, the circumvention of the WH rules is dogé to a change in electronic structure
similar to that achieved through irradiation. Raththe application ofF¢; facilitates the
forbidden reactions in two ways. First, applyiRg: shifts the transition state along the IRC
toward the reactants, leading to a reduction inrgaetion barrier. Second, whég, is applied,
the orbital effects that disfavor movement fromctaat to product along the forbidden pathway
are rendered secondary to mechanochemical fadtatsfavour progression toward products.
The results in this chapter may be of fundamenddlier in a broader context than the narrow
field of pericyclic reactions. Specifically, theyighlight the fact thatFe; does not interact
directly with the electronic structure of the systeRather the application d¥. alters the
outcome of reactions by manipulating atomic posgjoand the underlying contributions to the
total energy of the system. Such concepts sugddt hechanochemical activation can be
described largely in terms of structural and geoimeadetails without consideration of the

underlying electronic structure.
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Chapter 5: Conclusions and Future Work

Mechanochemistry — the activation of chemical rieast through the application of
mechanical stresses between atoms in a molecuds erherged as a topic of significant interest
in the last five years. This interest has been ptech largely by several experimental results
demonstrating that mechanical stresses can betassadectively guide chemical systems along
specific reaction pathways. A key example involtles activation of pericyclic reactions along
reaction pathways that are formally forbidden adoay to the Woodward-Hoffmann (WH)
rules.™? The studies presented in this thesis provide fomedtal insight into the manner in
which mechanical stresses can be used to indudeygér reaction, particularly ring-openings,
and illustrate how the outcomes of chemical simoet performed under mechanochemical
conditions can be affected by the way in whichdystem is exposed to a mechanical stress.

The results presented in Chapter 3 focus on exgldiow the outcomes of simulations
performed to explore the ring opening of cyclobetender mechanochemical conditions depend
on the manner in which the external force is appl&pecifically, stresses were incorporated into
molecular dynamics (MD) simulations using eithee tBOGEF or EFEI methods . COGEF-
based calculations involve specifying a targetasisé to be maintained between two pulling
points (PPs) and applying a force needed to maintae distance constraint. In molecular
dynamics (MD) simulations, the target PP separatidncreased at a constant rate to mimic the
application of an external force. EFEI-based sitmate apply a specific external forcBey;,
between the PPs and allow the PPs separation toqgehas needed to maintain this force. The

results of the simulations demonstrated that th6&EP model consistently leads to ring opening
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along the conrotatory pathway, while the disrotafoathway is followed when the EFEI model
is used. These results are consistent with thogagesfious MD simulations. Analysis of the
force-modified potential energy surfaces (FMPES®dslight on the origin of this outcome.
Specifically, the FMPES obtained with COGEF comuli does not contain a minimum energy
path (MEP) that connects the reactant to the ptodfithe disrotatory opening. Indeed, this
product is not even a minimum on the FMPES obtaumeder COGEF conditions. Instead, the
system follows an MEP that involves the system mgwvin a disrotatory manner until the
carbon-carbon scissile bond ruptures, after wkhehmethylene groups rotate in a manner that
leads to the conrotatory product. Meanwhile, thePE8s obtained with the EFEI model contain
pathways leading to both conrotatory and disroyapsoducts. At the values ¢ used in the
MD simulations, the barrier to the disrotatory pedly is lower than that for the conrotatory
process. Overall, these results account for th&erdiices observed in the MD simulations
performed with these two different models. In aiddit it was found that the constant rate at
which the PPs separated in the COGEF-based MD ations does not reflect the anticipated
changes in this separation that would be expeatedctur during reactions. As such, it is
recommended that the EFEI model be used when parigrmechanochemical simulations.
Future work in this area will focus on examininge tmnechanochemical response of
cyclobutene with polymeric substituents attacheth&carbon atoms of the scissile bond under
COGEF and EFEI conditions. In typical sonicatiotp@&iments, the collapse of cavitation
bubbles leads to stresses that extend and defestansy by inducing large-scale vibrations in
long chain polymeric substituents. It would therefbe interesting to examine the outcome of
FPMD simulations for the ring opening of substituteyclobutene under COGEF and EFEI

conditions.
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Chapter 4 focused on using the EFEI method to tigege how the electronic structure
evolves during the ring openings of cyclobutene apclohexadiend.The populations of the
natural orbitals comprising the active spaces cfahyutene and cyclohexadiene were monitored
throughout the FPMD simulation and along IRCs Fa tonrotatory and disrotatory pathways. It
was found that the systems progressed through aalidal structure for the WH forbidden
pathways, at all values ofF¢y. As the magnitude oF¢ increased, the distance between the
transition state and the reactant decreased aloagrdaction coordinate, which leads to a
reduction in the barrier. Meanwhile, the structofeéhe diradical species is largely unaffected by
Fext TO investigate how the application Bf drives forbidden reactions on the ground state
potential energy surface (PES), the effects of @lextronic, nuclear-nuclear repulsion, and
mechanical work terms on the motion of the systeemewevaluated along the IRCs. It was
determined that in the absenceraf, the electronic terms dominate the behaviour efsystem
from the progression of the reactant through thedition state to the diradical or delocalized
structure for both reactions along conrotatory distotatory pathways. In the presencd-gf,
the electronic terms dominated the behavior ofsifstem between the reactant and the transition
state and the mechanical work term dominated thewer of the system between the transition
state and the diradical or delocalized structure dth reactions considered. As such, the
circumvention of the orbital-based WH rules was doé to a change in electronic structure.
Instead, the application &%« rendered the orbital effects secondary to mechwerical factors
that favor the progression towards products.

As a whole, the results presented in this thes@a@x the role ofFe: in activating
reactions mechanochemically. Reactions are activatechanochemically by the application of

Fex performing work on the system, which modifies tleSRon which the molecule moves. The
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application of Fex does not affect how the electronic structure es®lhduring a reaction.
Increasing the applieBle: does not change the structures the system passegjithalong the
reaction coordinate. Since the barrier is redugethe FMPES, the system can access structures

along the reaction coordinate that would be acbbsgi the absence &
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