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Abstract

This study aimed to identify the extent of the effectiveness of Information Security
Management in Palestinian Information Technology companies (Jerusalem, Westbank, and
Gaza). To achieve this aim, the researcher investigated ten domains of information security
management in forty one companies. The ten domains included the Information Security
Policy, Organizational Security, Asset Classification and Control, Personnel Security,
Physical and Environmental Security, Computer and Network Management, System Access
Control, Systems Development and Maintenance, Business Continuity Planning, and

Compliance.

In addition, the researcher studied the differences between the companies in applying
Information Security Management due to Company history in Information Technology (IT)
field, Operating systems, Staff Qualifications, Staff Experience Years, Company Main

Working Field, and Yearly Security Budget.

The findings of the research showed that all domains except the Organizational Security
were affecting the effectiveness of Information Security Management in Palestinian
Information Technology companies.

Moreover, there are no differences between the information technology companies in
applying the information security management due to the Company history in IT field,
Operating systems, Staff Qualifications, Staff Experience Years, Company Main Working
Field, and Yearly Security Budget.
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CHAPTER ONE: BACKGROUND CONTEXT

1.1 Introduction
In this chapter; six topics will be discussed, these topics are research problem, research
hypothesis, research objectives, research importance, research method, and previous

studies.

1.2 Research Problem

The last two decades was seen an increased orientation of organizations becoming
information intensive. Businesses are increasingly relying on Information Technology (IT)
for their continued existence.

The growth of powerful and inexpensive computing in the last two decades brought IT into
homes and small businesses. Small businesses have been dramatically affected by this
increase (Phukan and Dhillon, 2000)

“The increasing reliance of organizations on information systems connected to or extending
over open data networks has established information security as a critical success factor for
modern organizations” (Kokolakis and others, 2000, P:107).

By checking many resources in the internet; nothing found about this topic regarded to
Arabic companies, thus the need to check the Information security situation in the
Palestinian IT companies raised.

The research problem could be identified as follows: “To what extent the Information
Security Management in the Palestinian Information Technology Companies is

effective.”

1.3 Research Hypothesis

Hypothesis 1: There is a significant effect for written Information Security Policy on the
effectiveness of Information Security Management in Palestinian Information Technology
companies.

Hypothesis 2: There is a significant effect for Organizational Security structure on the
effectiveness of Information Security Management in Palestinian Information Technology

companies.



Hypothesis 3: There is a significant effect for Asset Classification and Control on the
effectiveness of Information Security Management in Palestinian Information Technology
companies.

Hypothesis 4: There is a significant effect for applying Personnel Security on the
effectiveness of Information Security Management in Palestinian Information Technology
companies.

Hypothesis 5: There is a significant effect for applying Physical and Environmental
Security on the effectiveness of Information Security Management in Palestinian
Information Technology companies.

Hypothesis 6: There is a significant effect for Computer and Network Management on the
effectiveness of Information Security Management in Palestinian Information Technology
companies.

Hypothesis 7: There is a significant effect for System Access Control on the effectiveness
of Information Security Management in Palestinian Information Technology companies.
Hypothesis 8: There is a significant effect for Systems Development and Maintenance on
the effectiveness of Information Security Management in Palestinian Information
Technology companies.

Hypothesis 9: There is a significant effect for Business Continuity Planning on the
effectiveness of Information Security Management in Palestinian Information Technology
companies.

Hypothesis 10: There is a significant effect for Compliance with legal requirements on the
effectiveness of Information Security Management in Palestinian Information Technology
companies.

Hypothesis 11: There are differences denoting a statistical significance between Palestinian
Information Technology companies in applying the Information Security Management
attributed to the following variables:

-Company age in IT field.

-Type of Operating Systems.

-Staff qualifications.

-Years of staff experience

-Company’s main working field



-Yearly security budget

1.4 Research Objectives

The research objectives can be identified as follows:

1-To identify to what extent the information technology companies in Palestine are having

a written Information Security Management Policy.

2-To identify to what extent the information technology companies in Palestine are having

an Information Security Management Organization.

3-To identify to what extent the information technology companies in Palestine are having

their Assets Classified and Controlled.

4-To identify to what extent the information technology companies in Palestine are

concerned in the Personnel Security.

5-To identify to what extent the information technology companies
concerned in the Environmental and Physical Security.

6-To identify to what extent the information technology companies
concerned in Computer and Network Security Management.

7-To identify to what extent the information technology companies
concerned in System Access Control.

8-To identify to what extent the information technology companies
concerned in Security in Systems Development and Maintenance.

9-To identify to what extent the information technology companies

concerned in Business Continuity Planning.

Palestine

Palestine

Palestine

Palestine

Palestine

are

are

are

are

are

10-To identify to what extent the information technology companies in Palestine are

Compliant to the legal requirements.

11-To identify the differences that affect the Palestinian Information Technology

Companies concern in applying Information Security Management.



1.5 Research Importance

Needless to say that Palestinian IT companies operates in a critical field for the Palestinian
people and businesses, they are the primary party who provided people and organizations
with the new IT hardware and software solutions, the information in these companies needs
to be protected in order to continue providing others with needed solutions.

Thus, it will be useful to investigate the information security management situation in these
companies and provide them with the results to work on enhancing their practice in this
field; this research could be a start for them toward applying the international standards in
this field.

Furthermore, the importance of this research arises from the lack of such researches in
Palestinian IT sectors (as far as | know); so it could be considered original one. The

research also could be a reference for future researchers concerned in this topic.

1.6 Research Method

The descriptive analytical quantitative technique was used in this research because it is
suitable and widely used in analyzing such this topic.

In addition to the primary data, the secondary data used; which included books, thesis and

dissertations, research papers, articles, Internet websites, and newspapers.

The following scale was used for paragraphs to collect the respondents’ answers.

Table (1. 1): Paragraphs Answers Weights Scale

Stronel Neither Stronsl
Scale gy Agree Agree nor Disagree A
Agree 4 Disagree
Disagree
Degree 4 3 2 1 0

In order to compare the means of paragraphs and domains; the following scale was used:
Table (1. 2): Data Analysis Scale

Scale Interpretation
Above 2 mean Agree
2 Mean Neutral
Less than 2 mean Disagree




1.7 Previous studies

1.7.1 Gritzalis ( 2000):

The research paper titled “Distributed component software security issues on deploying a
secure electronic marketplace” focused on the distributed software security on deploying a
secure marketplace. The paper considered a number of distributed component architectures
and their security features to support the underlying infrastructure of Secure Electronic
Transactions. The paper considered Authentication and Electronic Payment, along with a
number of Corporate and Business to Business services are likely to rely heavily on this
infrastructure, in order to establish a secure electronic marketplace. The paper also briefly
presented TINA, an architecture offering a range of solutions for the up-and-coming
transactions involving digital merchandise.

After comparing the security issues in three major models in distributed component
software; authors found that:

-There are a lot of security issues still to be examined in distributed component software
systems.

-Vendors and individual organizations in the electronic marketplace should be expected to
improve and implement robust security infrastructures, in order to provide real value for

their customers.

1.7.2 Phukan (2000):

This research paper titled “Ethics and information technology use: a survey of US based
SMEs” aimed to study the beliefs and attitudes of small- and medium- sized enterprises
(SMEs) toward the ethical use of information technology (IT).

Authors used “ethics survey” conducted in the USA to collect the data they need. Authors
found:

-Even though IT has become an integral part of the US SMEs, there is a clear lack of
awareness of basic ethical issues.

-The participants on this survey did not seem to understand the importance of their moral

and ethical responsibilities in the use of IT.



-Many users pay little or no attention to the laws of software piracy and unauthorized

system access.

1.7.3 Hutchinson (2001):

This exploratory research paper titled “Attitudes of Australian information system
managers against online attackers” aimed to establish a general impression of the attitudes
of Australian professionals in business and government to the concept of “cyber-
vigilantism”. It was undertaken as an initial project to provide the context for a larger,
formal international survey. Authors defined the Cyber-vigilantism as the proactive process
of responding to information attacks by hackers with corresponding attacks on them.
Authors added that, in short, it is hacking the hackers.

The research also, explored the policies and procedures which have been set in place by
various organizations to cope with concerted attacks on their systems.

Authors found that although a majority of managers do approve of the concept of “striking
back”; only a minority are prepared for this eventuality. Authors also added that there

appears to be complacency about the threats posed by organized, offensive attackers.

1.7.4 White (2001):

This research paper titled “Controlling corporate e-mail, PC use and computer security”
conducted by two researchers who inspired to conduct this study because the survey results,
which is that corporations began to use computer technology before safeguards were in
place regarding its use; and the majority of the company's safeguards continue to be
lacking. Not having the control function in place has caused dire consequences for many
companies; authors said.

The research was limited to control of personal use of computers, controlling e-mail
accounts, and securing company data. Over 200 companies in the south USA were
surveyed.

The authors found that:

-A Dbetter control in majority of companies is still needed.

-Company policies regarding personal use of computers are still needed.



-More monitoring to prevent suits in areas of harassment, libel, and race discrimination is

still needed.

1.7.5 Gerber (2001):

This research paper titled “Formalizing information security requirements” aimed to
illustrate that the effectiveness of risk analysis, as a technique used to determine the
required level of information security, is no longer adequate to protect modern information
resources any longer and to introduce a more modern approach, based on information
security requirements. Authors argued that risk analysis, concentrating on assets, threats
and vulnerabilities, used to play a major role in helping to identify the most effective set of
security controls to protect information technology resources.

Authors also added; to successfully protect information, the security controls must not only
protect the infrastructure, but also enforce certain security properties in the information
resources. To accomplish this; authors said: a more modern top-down approach is called for
today, where security requirements driven by business needs state the level of protection
required.

Authors found a Security Requirements Exercise (SRE) to determine the security
requirements which is based on two dimensions. The first dimension is required to consider
all factors related to the amount of security necessary for each security concern. The second
dimension is used to determine the impacts that unwanted events might have on

organizational processes, products and services.

1.7.6 Chan (2001):
This research paper titled “Integrating security design into the software development
process for e-commerce systems” the authors proposed a software development process for
secured systems (SDPSS) based on unified modeling language (UML), in which security
design is integrated and means are provided to check whether the security requirements
have been incorporated into the final design.

Authors used a simplified supply-chain e-commerce system as an example; integration of
security design into the software development process is shown with discussions of

possible security assurance activities that can be performed on a design.



1.7.7 Janbandhu (2001):

This research paper titled “Novel biometric digital signature for Internet-based
applications” aimed to introduces the notion of biometric signature — a new approach to
integrate biometrics with public key infrastructure, using biometric based digital signature
generation which is secure, effective, fast, convenient, non-invasive and correctly identifies
the maker of a transaction.

Authors said that personal identification numbers, passwords, smart cards and digital
certificates are some of the means employed for user authentication in various electronic
commerce applications. Authors also added that, these means do not really identify a
person, but only knowledge of some data or belonging of some determined object.
Author’s approach also suggests two schemes for biometric signature using two existing
and widely used digital signature algorithms, RSA and DSA, and discusses the problems
associated with them individually. Speed of both schemes (based on iris recognition) is

measured and compared with the help of JAVA implementation for both approaches.

1.7.8 Loukis (2001):

This research paper titled “Information systems security in the Greek public sector”
investigated a set of 53 Greek public sector organizations concerning important aspects of
information systems security.

Authors stated that the security aspects of public sector information systems are important
as the respective systems are often part of critical infrastructures or deal with personal or
sensitive data.

Authors found that Greek public sector organizations have only a basic level of information
system security awareness. And only a small percentage have developed a systematic,
complete, and integrated approach towards the security of their information system,
including internal audit procedures.

Authors found also that the importance of proper training and generally the importance of
the human factor for achieving high levels of information systems security are often

underestimated.



1.7.9 Ye (2001):

This research paper titled “Robust intrusion tolerance in information systems” discusses
causes, chain effects and barriers of intrusions into information systems, and reveal roles
that various information security techniques play in intrusion tolerance.

Authors said that intrusions exploit vulnerabilities and introduce external disturbances into
information systems to compromise security attributes of information systems such as
availability, integrity, and confidentiality.

Authors also added: Intrusions into information systems cause faults of software and
hardware components in information systems, which then lead to errors and failures of
system performance.

Authors concluded that intrusion tolerance requires information systems to function
correctly in a timely manner even under impact of intrusions.

Authors presented two robust intrusion tolerance methods through fault masking: Taguchi's
robust method for system configuration and sharing of resources via an information

infrastructure for redundancy.

1.7.10 Lee (2002):

This research paper titled “A holistic model of computer abuse within organizations” in
which the authors said that past studies suggest that computer security countermeasures
such as security policies, systems, and awareness programs would be effective in
preventing computer abuse in organizations. Authors also added: they are based on the
general deterrence theory, which posits that when an organization implements
countermeasures that threaten abusers, its computer abuse problems would be deterred.
Authors proposed a new model of computer abuse that extends the traditional model with
the social criminology theories, they focused on computer abuse within organizations, and
the model explains the phenomenon through social lenses such as social bonds and social
learning.

Authors concluded that the new model contributes to our theoretical body of knowledge on
computer abuse by providing a new angle for approaching the problem, and it suggests to
practitioners that both technical and social solutions should be implemented to reduce the

pervasive computer abuse problems.



1.7.11 Irakleous (2002):

This research paper titled “An experimental comparison of secret-based user authentication
technologies” presents a comparative study of software-based user authentication
technologies, contrasting the use of traditional password and personal identifier number
(PIN) against alternative methods involving question and answer responses and graphical
representation.

The authors said that all methods share the common basis of secret knowledge and rely
upon the user’s ability to recall it in order to achieve authentication.

The authors described an experimental trial along with the results based upon 27
participants. They also assessed the alternative methods in terms of practical effectiveness,
as well as the perceived levels of user friendliness and security that they provide.

Authors concluded that while passwords and PIN approaches garner good ratings on basis
of their existing familiarity to participants, other methods based upon image recall and
cognitive questions also achieved sufficiently positive results to suggest them as viable

alternatives in certain context.

1.7.12 Maguire (2002):

This research paper titled “ldentifying risks during information system development:
managing the process” attempted to show that there are many areas of potential risk within
the process of information system development (ISD) and these need to be carefully
analyzed and managed. Author said that certain popular risk management methodologies
do not reflect the risk elements identified within the ISD process.

Through the case study, the paper has shown that there is a need to develop a risk analysis
methodology that incorporates the key issues that need to be addressed before a system
goes live. Author added that with risk analysis; the elements of risk have to be isolated at
early stage.

Author found some potential risk elements which extracted from the case study, some of
these elements are multi-tasking capabilities, change several project managers for the

development team, lack of rigorous testing, and number of stakeholders.
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1.7.13 Seleznyov (2003):

This research paper titled “Using continuous user authentication to detect masqueraders”
proposed an approach for continuous user authentication based on the user's behavior,
aimed to develop an efficient and portable anomaly intrusion detection system. Authors
said that a prototype of a host-based intrusion detection system was built, and it detected
masqueraders by comparing the current user behavior with his/her stored behavioral model.
Authors also added that the model itself is represented by a number of patterns that describe
sequential and temporal behavioral regularities of the users.

Authors also discussed implementation issues, described the solutions and provided
performance results of the prototype.

Authors found that there are temporal patterns in user behavior and they may be used as
well as sequential ones to efficiently detect anomalies in user behavior. Authors also
believed that the temporal may support the anomaly detection, significantly increasing the
probability of correct classification.

Authors also proposed an efficient way to build and maintain user profiles, keeping

resource consumption to a reasonable level.

1.7.14 Hong (2003):

This research paper titled “An Integrated system theory of information security
management” aimed to build a comprehensive theory of information security management
by trying to integrate security policy theory, risk management theory, control and auditing
theory, management system theory and contingency theory.

Authors suggested that an integrated system theory is useful for understanding information
security management, explaining information security management strategies, and
predicting management outcomes. Authors also added that few information security
strategies and guidelines could be found for practitioners which may result from a lack of
coherent and comprehensive information security management theory.

Authors found a proposed theory that:

-Provides rich information security strategies, procedures and theories for researchers,
information security decision makers, planners, providers and users; thereby they can get a

better understanding of information security in terms of different perspectives.
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-Explains organizational behavior regarding information security management, and
provides alternatives for organizational security management strategies.

-Could be applied to predict the organizational attitudes and behavior towards information
security management, and could be beneficial for information security decision making.
-Could be a building block for further information security management researcher and be a

guidance of future empirical studies.

1.7.15 Tsoumas (2004):

This research paper titled “From risk analysis to effective security management: towards an
automated approach” aimed to describe requirements for a software tool that could assist in
the transition from high-level security requirements to a formal, well-defined policy
language. Authors said that such a tool would provide valuable assistance and support in
both policy implementation and overall security management.

Authors also added that one of the various outputs of a risk analysis is a set of
recommended practices expressed in high-level statements of a natural language, and in
order to be applied to the real world, it is necessary to technically implement those
requirements tailored to the specific organizational context. This is usually performed by
experienced individuals, authors added.

Authors proposed candidate architecture for a policy tool, demonstrating that its
implementation is achievable. Authors also argued in this paper that there is a need for
further assistance of the security expert’s work by automated tools; whether hers/his work
can be fully automated is not an issue as such, but it is sure that any contribution eases the

burden of the security management.

1.7.16 Luthy (2006):

This research paper titled “Laws and regulations affecting information management and
frameworks for assessing compliance” aimed to consider a number of key laws and
regulations that have implications for information management and internal control

systems.
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The paper is a discussion of the key laws and regulations. It also considered a number of
frameworks that may be useful for assessing compliance with applicable laws and
regulations.

The paper found that organizations worldwide are impacted by an increasing number of
laws and regulations. Many of them have important implications for information
management and internal control systems even though they may lack explicit references to
information management. This is because information technology (IT) has become
pervasive in modern organizations, and it is self evident that awareness of applicable laws
and regulations, along with their potential impacts on information management systems is

critical for compliance.

1.8 Previous studies discussion

After reviewing the previous studies, the following can be noticed:

-Vendors and individual organizations in the electronic marketplace should be expected to
improve and implement robust security infrastructures, in order to provide real value for
their customers.

-There is a clear lack of awareness of basic ethical issues in the use of IT.

-Many users pay little or no attention to the laws of software piracy and unauthorized
system access.

-Architectures, processes, approaches, frameworks and theories were suggested in toward

enhancing information security management.

But this study has investigated to what extent the Palestinian information technology

companies are applying the ten domains of information security management.
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CHAPTER TWO: THEORETICAL FRAMEWORK

2.1 Introduction

This chapter is divided into eleven sections, the first section contains this introduction, and
the other ten sections introduce the ten domains of Information Security Management
(ISM) as it was organized by the 1SO 17799.

While he was surfing the Internet; the researcher noticed that the big Information
Technology (IT) companies such as Microsoft, Sun, and Cisco spent increasing efforts in
developing techniques, tools and documentations in order to offer information security
solutions. The researcher also noticed that a lot of specialized companies had been
established to introduce consulting services in ISM field.

As a growing field, the ISM took the concern of some specialized institutions, centers, and
agencies. The security professional now can get certificates in this field; one of the most
famous certificates is the Certified Information System Security Professional (CISSP). The
importance of security certificates rose because of the increasing demand on security

professionals by different businesses.

2.2 Information Security Management

Computers are becoming a basic component of everyday operations, and organizations
depend on them. A failure in computer system could have a critical impact on the
organization, so the potential vulnerabilities in a computer system that could challenge
operations must be minimized or eliminated (Shim and others, 2000).

Information Security Management in an organization requires the organization to identify
its information assets and implementing of policies, standards procedures and guidelines
that insure the information availability, integrity and confidentiality (Hansche and others,
2004).
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2.2.1 Elements of Computer Security

Computer security is based on eight major elements; and following are these eight elements
(NIST, 1996):

. Computer security should support the mission of the organization.

. Computer security is an integral element of sound management.

. Computer security should be cost-effective.

. Computer security responsibilities and accountability should be made explicit.

. System owners have computer security responsibilities outside their own organizations.

. Computer security requires a comprehensive and integrated approach.

. Computer security should be periodically reassessed.

o N o o B~ w N P

. Computer security is constrained by societal factors.

2.2.2 Purposes of Information Security Management

Information Security main purpose is to protect the valuable resources and assets of an
organization, such resources could be information, hardware, and software.

The information security management is all about insuring three requirements of the
company's information resources; such requirements are availability, integrity and
confidentiality.

Many authors have identified these requirements:

-AVAILABILITY: "Availability is the assurance that a computer system is accessible by
authorized users whenever needed."”

-INTEGRITY: "Integrity is the protection of system information or processes from
intentional or accidental unauthorized changes”

-CONFIDENTIALITY: "Confidentiality is the protection of information within systems
so that unauthorized people, resources and processes cannot access that information™
(Hansche and others, 2004, P:3-6)

2.2.3 Risk Analysis and Assessment

Organizations have three choices to choose from in order to deal with the risk if they

assessed that they could be exposure to such risk One is to accept the risk as it is without
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any actions. Second is to take some actions to mitigate the effect of that risk to an
acceptable level. Third is to transfer that risk to a third part like insurance.

The Risk Management means the process of identifying, analyzing and assessing,
mitigating or transferring risk. And there are four questions considered as a core of the Risk
Management process which are:

1-What could happen, which means what is the expected threat or event?

2-1f it happened, what its impact on the organization?

3-How many times it could happen in a certain period of time?

4-What is the probability of the answers of the previous three questions?

After answering the four questions, the management can convert these answers into
numbers in order to deal with it as money wise after identifying the value of the assets that
could be harmed,; this could be done by answering the following three questions:

1-What can be done to mitigate the risk?

2-How much will it cost?

3-Is it cost effective? (Hansche and others, 2004, P: 8-9)

As shown in Figure(2.1) and according to 2007 Computer Crime and Security Survey
(2007 CCSS) that held by Computer Security Institute (CSI) in the United States; 29% of
respondents said Yes when they asked if they have external insurance policies to manage
its cybersecurity risks; and 71% of them said No for that question. The survey was
answered by 454 computer security practitioners in U.S. corporations, government

agencies, financial institutions, medical institutions and universities.
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Figure (2. 1): Using External Insurance Policies to Manage Risks
Source: (2007 CCSS) http://www.gocsi.com, (Jan 2008)
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"The ability of a corporation to identify risks and prevent incidents or exposures is a
significant benefit to ensuring continued business viability and growth even in the midst of
increasing threats and pressures™ (Henry, 2004, P:1189).

In order to have a successful information security program; the organization needs an
effective risk management process, and such process goal should be to protect the
organization and all assets and facilities used to achieve its mission. And the risk
management process is not a technical function only, but it should also be considered as a

management function of the organization (Bowen and others, 2006).

2.2.4 Return on Security Investment (ROSI)

In this section, the basic methods of finding the ROSI for an organization and the
implications that this will have on the business of security will be discussed. A seven-step
analysis will be examined to help determine the ROI for security.

2007 CCSS rose that 39% of respondents said that they use ROI as a financial metric for

quantifying the cost and benefit of computer security expending.

"Risk management is the careful balance between placing controls into the business
processes and systems to prevent, detect, and correct potential incidents; and the
requirement that the risk management solution not impede or restrict the proper flow and
timeliness of the business™ (Henry, 2004, P:1188).

The needed controls need money to be implemented, thus the expression Return on
Security Investment ROSI raised, which requires the organization to balance between the
loss value and the controls value, because it's none sense to implement controls costs you
for example 100,000 Dollars to protect against a threat could cause a loss of 20,000
Dollars. So, the organization should calculate the ROSI before implementing any controls;

and here we will discuss how to calculate the ROSI:
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Following are the seven steps to calculating the ROSI:

Step One: Asset identification and valuation

The organization has to list its tangible and intangible assets and identify its values.

Step Two: Threat and vulnerability exposure factor

The Exposure Factor (EF) is the percentage of loss that a realized threat event would have
on a specific asset. EF is from 0 up to 100, if the number is high, that means the loss is big,
for example in the case of the fire in the servers room, the EF will be very high, if a hard
disk lost the EF could be low.

Step Three: Determine the single loss expectancy (SLE)

The single loss expectancy (SLE) measures the specific impact or monetary of a single
event. The following formula derives the SLE:

Asset Value X Exposure Factor = SLE

Step Four: Annualized rate of occurrence (ARQO)

The annualized rate of occurrence (ARO) is the frequency with which a threat is expected
to occur. The number is based on the severity of controls and the likelihood that someone
will get past these controls. ARO values fall within the range from 0.0 (never) to a large
number.

Step Five: Compute the annual loss expectancy (ALE)

The ALE can be computed by using the following formula:

ALE =SLE X ARO

After knowing the ALE, the information security management can determine the risk
mitigation strategy they will use.

Step Six: Survey controls

You can now list the controls that applied in the place, and the SLE of each asset you have,
if the SLE high, then a new controls needs to be implemented.

Step Seven: Calculate ROSI

The ROSI can be calculated by using the following formula:

ROSI = ALE - Current Cost of Control (CCC) (Endorf, 2004, P:1056-1057).
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As shown in Figure (2.2) and according to (2007 CCSS); the average loss per respondent
was 345 thousands of US dollars. The figure also shows the average of loss per respondent

in the past eight years.
In Thousands of Dollars
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Figure (2. 2): Average Losses
Source: (2007 CCSS) http://www.gocsi.com, (Jan 2008)

They same survey also show the percent of losses due to insiders, Figure (2.3) shows those

percentages.
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Figure (2. 3): Average Losses Due to Insiders
Source: (2007 CCSS) http://www.gocsi.com, (Jan 2008)
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2.2.5 Security Policy
Information security policy as it was identified by (Bowen and others, 2006), is a collection
of directives, rules, and practices that prescribes how an organization manages, protects,
and distributes the information.
"The goal of the security policy is to translate, clarify and communicate management’s
position on security as defined in high-level security principles. The security policies act as
a bridge between these management objectives and specific security requirements.” (Weise
and Martin, 2001, P: 3)
Policy should be short, constituted of series of clear and specific points, not more than one
side of paper, because the shorter document is the more read one by employees.
Security policy should contain:

o Information security roles and responsibilities;

0 Security controls baseline and rules of exceeding the baseline; and

0 Rules of users' behavior and minimum consequences for noncompliance (Bowen

and others, 2006).

2.2.5.1 Why firms need the security policy

The security policy is important for the following reasons:

First, it provides guidance for users, staff and managers for handling the firm's assets.
Second, it forms the foundation of the control framework that will be applied. Third, it
defines staff roles and responsibilities (Purser, 2004).

The security policy also defines what is allowed to access and to do, and what is not
allowed to access and to do, and through this it protects the business (Maiwald and
Sieglein, 2002).

2.2.5.2 The Types of Policies

This section shows the three types of policies as they are described by (Hare, 2004, P:1390-
1391).

-Regulatory: Regulatory policies are security policies that the organization is required to
implement, because it consists of some regulations or/and legal requirements imposed by

the government bodies to organize some certain of professions like medicine and law.
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-Advisory: Advisory policies are not mandated, but it’s strongly suggested to be followed
in some events such as job warning and termination.

-Informative: Informative Policies are not mandate too, its purpose is to inform the
individuals with some information, and no consequences on individuals if they are not

follow or apply it.

2.2.5.3 Policy versus Procedures

Shorten (2004) argues that the policy defines and states what should be done, the author
also added; but procedures tell how that thing should be done. For example, if the policy
says, "All users must have a password", the procedure would tell more information about

that password, in terms of its length, its lifetime, level of complexity...etc.

2.2.5.4 Content of the Security Policy

This section describes some issues that could be parts of the security policy, but it is not
limited to such issues:

-Access Control Standards: Every user should be granted the only needed permissions
that allow him/her to access the information systems and services that make him/her
capable of doing his/her duties.

-Backups: The backup of the databases, users' files and software should be done in a
regular basis, and the backup media should be kept in a secure place. The backup media
will be used in case of failure or loss of data, and restore the corrupted or lost files and
applications.

-Business Continuity Plans: Business Continuity Plan BCP should be developed, updated,
and tested. Such plan will be used for all critical information systems and services to
minimize the restore time of the business in case of failure.

-Physical Security: There should be a policy to protect the information facilities from
physical side, such policy should make sure those information systems, removal storage
media, electrical and communication services are well protected against unauthorized
access as far as possible, these protection controls should be consistent with a cost-efficient
operation.
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-Viruses: The number of viruses is increased every day, it's very necessary for the
organization to have an antivirus installed on all computers, but this not means that the staff
members are not responsible in this manner, they should make sure that nay files should be
checked before being loaded to the network, and they should report any detected viruses to
the IT department in the organization.

-Noncompliance: The policy should also contain the actions that the organization may take
if the staff member not compliance with the security policy, and the staff members should
be noticed and know such actions.

-Legislation: The security practitioner should be conversant with the legislations that
relevant to the aspect of information security, in order not to violate these legislations and
put his/her organization in a critical situation (Shorten, 2004, P: 1375-1379).

2.2.5.5 Writing a Security Policy

-Draft and get acceptance: The security practitioner should first draft the policy, ask all
interested parties to put their comments on it, make any changes on it and then submit it to
the board for acceptance and sign-off by CEO.

-Distribute: After getting the acceptance on the policy, the policy practitioner should send
it to all staff members to read it, and there should be a way to make sure that all of them
have read it, for example, asks them to sign a document to approve that they read the policy
(Hare, 2004).

2.2.5.6 Reviewing the Policy

The policy should be reviewed in a regular basis, and the period between two review
processes depends on the volume of changes that could be happened in the working
environment. Such changes could be a new technology, no more use for one technology,
and a new way to use an existing technology. The changes in the policy could be to add,

remove or update parts of the policy (Hare, 2004).
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2.2.5.7 Staff Awareness

If you put a good policy, but your staff does not understand it, the policy will be useless.
So, the staff members should be educated, and feeling that the policy will protect them
(Hare, 2004).

2.3 Security Architecture
Five topics will be discussed under the Security Architecture section, such topics are
Platform Architecture, Network Environment, Enterprise architecture, Security Models,

and Protection Mechanisms.

2.3.1 Platform Architecture
In this topic, the computer and how it manages the systems resources and utilities are
discussed. To explain this, the topic is separated into the following points:

e Operating System Software and Utilities

e Central Processing Unit (CPU) states

e Memory Management Overview

e Input/Output Devices

e Storage Devices

2.3.1.1 Operating System Software and Utilities

There are two primary objectives of the operating system; the first is to control the use of
the system’s resources which the operating system shared between the users and/or the
tasks. The second objective is to present an easy to understand interface of the computer to
users or programs.

The following terms are a associated with operating systems:

e Multitasking: Multitasking systems allows the computer to execute more than one
computer task at the same time. The operating system keeps track with all these
tasks without losing any information related to any one of these tasks.

e Multithreading: is the ability of the program to handle requests from more than one
user in the same time; and to handle more than one request by the same user without

having to have multiple copies of the software to be running.
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e Multiprogramming: a multiprogramming system is the one that allows the
execution of two or more programs by the same processor. Most of the operating
systems nowadays are support multiprogramming.

e Multiprocessing: is the coordinated processing of two or more programs that
running on a computer uses two or more processors. This feature allows the
application to be executed by more than one processor in the same time to achieve a

fasting processing of the programs.

Vulnerabilities of Operating Systems

Object reuse: The object reuse vulnerability is associated with multiprogramming systems.
So, for security reasons; it is important to avoid storage residues. Storage residues occur
when data is left in the memory area that could be used by new processes. A process
returning Random Access Memory (RAM) to the operating system can clean the RAM
before releasing it. The operating system itself must clean the RAM to prevent storage
residue.

Time of check/time of use (TOC/TOU): This vwvulnerability is associated with
multiprogramming and multiple processors, and it is a type of asynchronous attack. It can
occur when a process passes pointers to parameters residing in its virtual memory to the
operating system. At the same time, another process, with access to the memory area that
contain the parameters, modifies the parameters between the time the operating system
checks them and the time they are used.

Maintenance hooks: Maintenance hooks are part of the software code allowing easy
maintenance; they are commonly called trapdoors or backdoors. These hooks form a risk
on the software, so they should be removed prior the live implementation of the software
(Hansche and others, 2004, P: 82-88).

2.3.1.2 Central Processing Unit (CPU) states
Processing Types
Computers must be designed in a way that they do not disclose information to an

unauthorized recipient.
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Single State: In single state systems, security administrators approve a processor and
system to handle only one security level at a time.

Multi state: Multi state systems are certified to handle multiple security levels
simultaneously by using specialized security mechanisms, such mechanisms are designed
to prevent information from crossing between security levels.

Security Modes

Dedicated Mode: The user in this type of systems needs three requirements:

Each user must have: 1-Security clearance permitting him the access to all information
processed by the system, 2-Access approval for all information processed by the system,
and 3-Valid need to know for all information processed by the system.

System High Mode: The user in this type of systems also needs three requirements:

Each user must have: 1-Valid security clearance that permits access to all information
processed by the system, 2-Access approval for all information processed by the system,
and 3-Valid need to know for some information processed by the system.

Compartmented Mode: The user in this type of systems also needs three requirements:

Each user must have: 1-Valid security clearance that permits access to all information
processed by the system, 2-Access approval for all information they will have access to on
the system, and 3-Valid need to know for all information they will have access to on the
system.

Multi level Mode: Following are the characteristics of this type of systems:

Some users do not have a valid security clearance for all information processed by the
system.

Each user must have:

1-Access approval for all information they will have access to on the system.

2-Valid need to know for all information they will have access to on the system (Tittel and
others, 2003, P: 374-377).

2.3.1.3 Memory Management Overview
There are many types of memory, such types are:
Cache memory: A small amount of very high speed RAM, which holds the instructions

and data from primary memory. It moves these instructions to the higher speed cache in
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anticipation of the CPU requiring these programs and data. Properly designed caches can
significantly reduce the apparent main memory access time and thus, increase the speed of
program execution.

Random Access Memory: Memory where locations can be directly addressed and the data
that is stored can be altered. RAM is volatile due to the fact that the data is lost if power is
removed from the system.

Programmable Logic Device (PLD): An integrated circuit with connections or internal
logic gates that can be changed through a programming process. Examples of a PLD are a
Read Only Memory (ROM), a Programmable Array Logic (PAL) device. This last
technology is volatile because the power to the chip must be maintained for the chip to
operate.

Read Only Memory (ROM): Non-volatile storage where locations can be directly
addressed. In a basic ROM implementation, data cannot be altered dynamically. Non-
volatile storage retains its information even when it loses power. Programs stored on these
types of devices are referred to as firmware.

Real or primary memory: The memory directly addressable by the CPU and used for the
storage of instructions and data associated with the program that is being executed. This
memory is usually high-speed, RAM.

Secondary memory: This type of memory is a slower memory (such as magnetic disks)
that provides non-volatile storage.

Sequential memory: Memory from which information must be obtained by sequentially
searching from the beginning rather than directly accessing the location. A good example of
a sequential memory access is reading information from a magnetic tape.

Virtual memory: This type of memory uses secondary memory in conjunction with
primary memory to present a CPU with a larger, apparent address space of the real memory
locations.

Memory protection

Means to prevent one program from accessing and modifying the memory space contents
that belong to another program. Memory protection is implemented by the operating system
or by hardware mechanisms (Krutz and Vines, 2001, P: 176-178).
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2.3.1.4 Input/Output Devices

Monitors: It’s a fact that when you turn monitor off, the data disappears from the screen
and can’t be recovered. However, a technology known as TEMPEST can compromise the
security of data displayed on a monitor.

Printers: Printers also may represent a security risk. If printers are shared, users may forget
to retrieve their sensitive printouts, leaving them vulnerable to other users.
Keyboards/Mice: Keyboards, mice, and similar input devices are not immune from security
vulnerabilities either. All of these devices are vulnerable to TEMPEST monitoring. A
simple device can be placed inside a keyboard to intercept all of the keystrokes that take
place and transmit them to a remote receiver using a radio signal. This has the same effect
as TEMPEST monitoring but can be done with much less-expensive gear.

Modems: If they are not configured properly, they can create serious security
vulnerabilities that allow an outsider to bypass all of your perimeter protection mechanisms
and directly access your network resources. It also allows insiders to funnel data outside of
your organization (Tittel and others, 2003, P: 387-388).

2.3.1.5 Storage Devices

There are many types of storage devices, following are some of these types:

Floppy disk, Hard disk, Zip disk, CD-ROM, Rewritable CD, DVD, Flash memory, and
Magnetic tapes. Some of these types can easily be transported and read on other computers,
this can increase the risk of losing data if a security controls are not established (Hansche
and others, 2004, P: 96-97).

2.3.2 Network Environment (Hansche and others, 2004, P: 97-100)
A network can be defined as a data communication system that permitting a number of
devices to communicate with each other. Authors also added that, it allows its users to

share common resources and to send and receive information.
2.3.2.1 Shared Environment

Client/server environment is the most common shared network systems, in this

environment, the client is a PC or workstation, and the server provides users with some
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shared services. The shared environments facing some threats; and following are some of
these threats:

e Misconfigured file protection

e Database corruption

e Unsecured locations

e Multiple administrators

e Malicious code

e Lack of alarm notification

e Inconsistent user identification and authorization across shared environment

2.3.2.2 Types of security Environment
Dedicated security mode: it is the mode when the system is specifically dedicated for
processing one type of information. A system operating in a dedicated mode when each
user, peripherals, remote terminal, or remote hosts has all the following:

e A valid personal clearance for all information on the system.

e Formal access approval for all the stored and/or processed information

e A valid need-to-know for all information in the system.
System high-security mode: in this mode of operation, the system hardware/software is
only trusted to provide need-to-know protection between users.
Multi-level security mode: in this mode of operation, two or more classification levels of
information are allowed to be processed at the same time within the system when some
users are not cleared for all levels of information.
Controlled mode: it is a type of the multi-level security mode in which a more limited
trust is placed in the hardware/software base of the system, with resultant restrictions on the
classification and clearance levels.
Compartmentalized security mode: in this type of operation, the system access is secured
to the highest level of information, but it is not necessary for all users to be formally
authorized access to all types of compartmented information (information requiring a

special authorization) being processes and/or stored in the system.
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2.3.3 Enterprise architecture (Murray, 2004, P: 2295- 2296)
Architecture is the part of design that deals with appearance, function, location, and

materials.

2.3.3.1 Security Architecture

The security architecture describes the appearance of the security functions, and among
other things it will describe the following:

Duties, roles, and responsibilities: The architecture will describe who is to do what and
specifies upon who the management relies and for what..

How objects will be named: It will describe how objects such as users and information
resources are named, identified or referred to in the enterprise.

What authentication will look like: It must describe how management will trust in these
objects. It describes what evidence the user will provide to prove his/her identity.

Where it will be done: The architecture will describe where the authentication data are to
be collected, where to be stored, and what process will reconcile the two.

What the object of control will be: The architecture must describe what it is that will be
controlled. This could be a file, database, or a program.

Where access will be controlled: The architecture will describe where the control of
access will be, for example it could be centralized in a single process overall the enterprise.
In more modern systems access will be controlled in a large number of places, such places
will be departments, applications.

Generation and distribution of warnings and alarms: Finally, the design must specify
what events require corrective action, what process will detect them, who is responsible for
the action, and how the warning will be communicated from the detecting process to the

party responsible for the correction.
2.3.4 Security Models

The researcher found that there are many security models, but in the following section two

of them will be described; such models are Bell-LaPadula and Biba Security Model.
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2.3.4.1 Bell-LaPadula Security Model

The Bell-LaPadula model was developed out of the U.S. Department of Defense (DoD)
multilevel security policy. That policy includes four levels of security classification; such
levels are top secret, secret, confidential, and unclassified. The DoD policy states that a
subject with any level of clearance can access resources at or below their clearance level.

In Bell-LaPadula model, and as it shown in figure (2.4), secure states are constrained by the
following two rules:

Simple Security Property: The SS Property states that a subject at a specific classification
level cannot read data with a higher classification level. This is often shortened to “no read
up.
* Security Property The (star) * Property states that a subject at a specific classification

level cannot write data to a lower classification level. This is often shortened to “no write
down.”
The Bell-LaPadula efficiently manages confidentiality, but it fails to manage the
following important issues:

e |t does not deal with integrity or availability.

e |t does not deal with access control management.

e It does not provide a way to assign or change an object’s or subject’s

classification level.
e |t does not address file sharing (Tittel and others, 2003, P: 18-20).

confidential

proprietary
Write up allowed T Read up blocked *
(* Property) (* Property) ,

private

Read down allowed | Write down blocked

(5SS Property) (S5 Property)

sensitive
public

Figure (2. 4 ): The Bell-LaPadula model
Source: (Tittel and others, 2003, P: 19)
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2.3.4.2 Biba Security Model

Biba has two integrity axioms as it is shown in (Figure 2.5):

Simple Integrity Axiom: The SI Axiom states that a subject at a specific classification

level cannot read data with a lower classification level. This is often shortened to “no read

down.”

* Integrity Axiom: The (star) * Axiom states that a subject at a specific classification level

cannot write data to a higher classification level. This is often shortened to “no write up.”

The critiques of the Biba model mention a few drawbacks:

It only deals with integrity, not confidentiality or availability.

It focuses on protecting objects from external threats; it assumes that internal threats
are handled programmatically.

It does not deal with access control management.

It does not provide a way to assign or change an object’s or subject’s classification

level.

Another important security models are Clark-Wilson, Information flow model,

Noninterference model, Take-Grant model, and Access control matrix (Tittel and others,
2003, P: 18-20).

confidential

proprietary

Read up allowed T Write up blocked

*

(SI Axiom) (* Axiomn)
private
Write down allowed Read down blocked
(" Axiom) (S| Axiom)
sensitive
public

Figure (2. 5): Biba model
Source: (Tittel and others, 2003, P: 20)
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2.3.5 Protection Mechanisms

As a result of findings of Seventh Annual 2002 Computer Crime and Security Survey and
others, the protection mechanisms are becoming required more than before with keeping in
mind that no system can be totally secured.

Layering: Layering refers to the organization of separate functions that interact in a
hierarchal sequence. A good example for layering is the OSI model that contained of seven
layers stacked upon each other and there is an interaction among those layers.

Abstraction: System administrators and programmers should be familiar with abstraction.
Object-oriented programming uses abstraction. Abstraction is about removing the
characteristics from an entity in order to easily represent its essential properties. For
example, it is easier for a system administrator to grant rights to a group than to grant it to
members.

Data Hiding: Think of Windows 2000 Professional Operating System as an example. The
printer icon contains information related to a specific printer. The information on this
specific object is predefined. The object only needs to know certain information to
complete its task. But other information like IRQ, port, and protocol should be used to
execute this task? What is the memory space address? Does the user have sufficient rights
to print? This means that any information not needed to carry out the print task is hidden
from the printer object.

Principle of least privilege: Programs and users should only be given access to the
resources that are necessary for completing their tasks. Access to privileged resources

should be removed when a process has been done (Henderson, 2004, P: 2478-2479).

2.4 Access Control Systems and Methodology

Three topics will be discussed in this section, these topics are Access Control Policy,

Threats, and Security Technology and Tools.

2.4.1 Access Control Policy
Organizations need to control the access of the users to the system components and
resources in order to protect its information; from here the identification and authentication

came. After the user accesses the system, he needs permissions in order to do his/her duties
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and tasks in that system, so a written access control policy will be very useful in showing
who allowed doing what, such thing called the authorization. The access control policy is

based on Separation of Duties and Least Privilege practice (Hansche and others, 2004).

2.4.1.1 Separation of Duties

Separation of duties is an administrative control, which can be implemented by defining the
elements of the process or the work function, and then dividing those elements among the
different employees.

This prevents one employee from obtaining control of an entire process; such employee
needs to conduct an agreement with others in order to manipulate the process for personal
gain (Hansche and others, 2004).

2.4.1.2 Least Privilege

The Least Privilege term is known in some organizations as “need-to-know”, which permit
the user to only access the resources that needed for him to implement his/her tasks and
duties, no more and no less. This to ensure that no users can access resources he/she should
not do. In order for an organization to have Least Privilege policy, some groups or levels
should be identified according to the types of tasks or work processes, and the users should
be assigned to these groups (Hansche and others, 2004).

“Least privilege requires that each subject be granted the most restricted set of privileges
needed for the performance of their task” (Krutz and Vines, 2001, P:214).

2.4.2 Threats

Information systems threats will be discussed in this topic, such threats are Transmission
threats, Malicious code threats, and Password threats.

“A threat is simply any event that, if realized, can cause damage to a system, and create a
loss of confidentiality, availability, or integrity. Threats can be malicious — such as the
intentional modification of sensitive information — or they can be accidental — such as an
error in a transaction calculation or the accidental deletion of a file.” (Krutz and Vines,
2001, P: 223).
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As shown in Figure (2.6) which is based on (2007 CCSS); 64% of respondents said that

they experience a security incident in the pas 12 months.

Wh a6

Ll

)]

1]

Yes

No [on't Know

Figure (2. 6): Organizations Experiencing Security Incidents
Source: (2007 CCSS) http://www.gocsi.com, (Jan 2008)

Figure (2.7) shows the number of incidents that the respondents experienced in the past 12

months of the survey conduction.
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Figure (2. 7): Number of Security Incidents
Source: (2007 CCSS) http://www.gocsi.com, (Jan 2008)
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The threats that could affect the information security are increasing in a daily basis because
of the increasing and extension of the businesses that depend on the information systems
and computer networks. So it is not easy to count all the threats of information systems, and

here are some types of information systems threats.

2.4.2.1 Transmission Threats

-Denial-of-Service (DOS): They are attacks which prevent the system from processing or
responding to legal requests for resources and objects. The most common form of denial of
service attacks is transmitting so many data packets to a server which make it very busy

and cannot process them all (Tittel and others, 2003).

Denial of Service is the common name of the attacks on resource availability. It occurs
when invalid data is sent in such a way that confuses the server software and causes it to
crash.

The denial of service threat not intending to stealth or damage information, its objective is
to make that resource to stop functioning and make it not accessible by the authorized
users. One example of such threat is to flood a mailbox with a unwanted email messages to
make that email box full, which means he/she cannot receive the normal business messages
(Hansche and others, 2004).

Distributed Denial-of-Service (DDoS): it occurs when the attacker compromises several
systems and uses them as launching platforms against one or more victims. The
compromised systems used in the attack are often called slaves or zombies..

The compromised systems (called zombies) could be in hundreds or thousands, which
means an army of computers or systems attacking the victim by sending it a lot of data
packets, the victim computer in this case cannot process or handle that value of data, then it

will not be able to serve the authorized users (Tittel and others, 2003).

Ping of Death: The ping program is used in the normal situation to check if a remote host

on the network is operating. The ping sends a packet (a tiny piece of data) to the remote
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host and waiting that host to reply; if the remote host sending a reply packet that means it is
operating and there is a connection between the sender and the receiver machines.

The ping of death attack is initiated by sending a 65,535 bytes long packet which is not
valid, but this would be possible because packets are broken into fragments for
transmission, in this case, the receiver system will not process a packet until all packets
received and reassembled into one packet. The long packet will cause an overflow in the
system’s internal buffers which make the system to crash (Hansche and others, 2004).

The ping of death attack is a type of attack on a computer that involves sending a
malformed or malicious ping to a computer. A ping is normally 64 bytes in size (or 84
bytes when IP header is considered); many computer systems cannot handle a ping larger

than the maximum IP packet size, which is 65,535 bytes.

2.4.2.2 Malicious Code Threats

It is a code that can get access to a system and violates security policy. It includes various
types of rogue code, such as viruses, worms, Trojan horses, and logic or time bombs”
(Hansche and others, 2004, P: 161).

Viruses: “A computer virus is a malicious program designed to damage network
equipment, including stand-alone computers. A virus has two parts: the application that
activates and spreads the virus, and the “payload,” which is what the virus does to the
operating system or file.” (Stanger and others, 2002, P: 139).

A virus may also damage your data files, operating systems, and spreads to the computers
on the network. It can infect your computer through the CD-ROM, Floppy disk or email
(Pastor and Dulaney, 2004).

Worms: “Worms are programs that reproduce by copying themselves through computers
on networks” (Hansche and others, 2004, P: 162).

Trojan horse: “A Trojan horse is a code fragment that hides inside a program and

performs a disguised function” (Hansche and others, 2004, P: 162).

! http://en.wikipedia.org/wiki/Ping_of _death (23 Jun 2007)
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2.4.2.3 Password Threats
Passwords can be attacked when: The user creates a weak password. Sniffers can stealth the
password while it’s transmission through the network. Recoding the keyboard clicks. By

installing a Trojan horse in the victim’s computer (Hansche and others, 2004).

Appendix (3) shows the types of attacks and misuses that detected in the year of 2007, the
information is extracted from (2007 CCSS).

Appendix (4) also shows the dollar amount losses by type of attack.

2.4.3 Security Technology and Tools
We will discuss Access to the systems and Access to the data under the security technology

and tools topic.

2.4.3.1 Access to the system
Identification: “ldentification is the act of a user professing an identity to a system,
usually in the form of a log-on ID to the system. Identification establishes user

accountability for the actions on the system.” (Krutz and Vines, 2001, P: 39)

Authentication: Authentication is to verify the validity of the user’s identity which
implemented through a user password at log-on time. Authentication is based on the
following three factor types: some thing you know, something you have, and something
you are (Krutz and Vines, 2001).

Password: Something You Know
“Passwords are used to verify that the user of an ID is the owner of the ID. The ID-
password combination is unique to each user and therefore provides a means of holding

users accountable for their activity on the system.” (Tipton, 2004, P: 119).

37



Smart Cards : Something You Have

“Smart cards are usually about the size of a credit card and contain a chip with logic
functions and information that can be read at a remote terminal to identify a specific user’s
privileges. Smart cards now carry prerecorded, usually encrypted access control
information that is compared with data that the user provides (e.g, a personal 1D number or
biometric data) to verify authorization to access the computer or network.” (Tipton, 2004,
P: 119).

Fingerprint: Something You Are

Fingerprint is considered the most popular biometric characteristic for identification and
authentication. Our finger contains a large number of ridges and furrows on the surface of
the fingertips. In the fingerprint scanning systems the user puts his/her finger on an optical
or silicon surface for two to three seconds. And there are two types of the scanning
systems, first is the optical scan which scans a visual image of the fingerprint, and the
second is to electronically capture the image of the finger by generating electrical field.
Other types of biometric characteristics are Hand geometry, VVoice pattern, Iris pattern, and
Signature dynamics (Fried, 2004, P: 59-61).

2.4.3.2 Access to Data

Rule-Based Access Control: In this type of controls, the system owner creates a list of
rules and determines the privileges into these rules, then specifying the rules to the users;
such privileges could be read, written, executed.

Role-Based Access Control: In role based access control, the access to the data is based on
the tasks and functions that the user is allowed to perform. Any trusted user to perform such
role granted the authorization into that role in order to complete his tasks and functions in
the organization.

Content-Based Access Control: In content based access control, the access to the data is
based on the content of the object. For example, software program that preventing the

access to some websites from the organization’s computers (Hansche and others, 2004).
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2.5 Applications and Systems Development

Three main topics will be discussed in this section, first is the Application Environment,
second is the Databases and Data Warehousing, and third is Systems Development Life
Cycle Methods.

2.5.1 Application Environment

In this section, Local Environments and Distributed Environment will be discussed.

2.5.1.1 Local Environment

In local or non distributed computing environment, individual computer systems store and
execute programs to perform functions for the local user. Such functions could interact with
networked applications that provide access to remote resources, such as web servers, mail
servers, and file servers. One key characteristic of local systems is that the application code
executed locally in the local computer, even if it is using some remoter resources such as
files in a shared network resource (Tittel and others, 2003).

There are many threats that could face the local computing environment, and here are some

of them:

Viruses: “A virus is a fragment of code that attaches itself to other executable computer
instructions, including software application code, the code used to boot the computer, and
macro instructions placed in documents. A key component of a virus is the ability to
replicate and reproduce itself on the system; generally, a virus requires some type of action
by the user or a process to activate.” (Hansche and others, 2004, p: 232).

As shown in Appendix (4), the losses amount that viruses (Worms/Spyware) caused to the
organizations that respond to (2007 CCSS) was $8,391,800.

Trojan horses: A Trojan horse is a malicious code object that you think of as a useful
program, when you execute; it performs the advertised functions; however, electronic
Trojan horses also carry an unknown payload. While you are using that program, the

Trojan horse also performs some sort of malicious action—such as opening a security holes
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in the system for hackers to do some actions in your computer without your knowledge
(Tittel and others, 2003).

Logic bombs: Logic bombs are programs that run when a certain event occurs. A bomb
may send a message informs the attacker that the user is ready for an attack. We can notice
that this bomb does not actually begin the attack, but tells the attacker that the victim has
met the needed state for an attack to begin. Logic bombs may also be set to go off on a

certain date or when a specified set of circumstances occurs (Pastor and Dulaney, 2004).

Worms: “Worms are an interesting type of malicious code that greatly resemble viruses,
with one major distinction. Like viruses, worms spread from system to system bearing
some type of malicious payload. However, whereas viruses must be shared to propagate,
worms are self-replicating. They remain resident in memory and exploit one or more
networking vulnerabilities to spread from system to system under their own power.
Obviously, this allows for much greater propagation and can result in a denial of service
attack against entire networks.” (Tittel and others, 2003, P: 210).

2.5.1.2 Distributed Environment

Distributed computing allows a user to exploit the computing power of one or more remote
systems. A common example of this is the client/server interaction that occurred when
Internet browser tried to access a web page; in this case, the web server that hosts the
website is responding to the client’s request and sending it back the required content (Tittel
and others, 2003).

Agents: Agents (also known as bots ) are intelligent code objects that perform actions on
behalf of a user. Agents typically take initial instructions from the user and then carry on
their activity in an unattended manner for a predetermined period of time, until certain

conditions are met, or for an indefinite period (Tittel and others, 2003).

Applets: “This a Java program that can be embedded in a Web page. The difference

between a standard Java application and a Java applet is that an applet can't access system
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resources on the local computer. System files and serial devices (modems, printers,
scanners, etc.) cannot be called or used by the applet. This is for security reasons -- nobody
wants their system wiped out by a malicious applet on some wacko's Web site.”
(http://www.iwebtool.com/what_is_applet.html, Oct/2007)

2.5.2 Databases and Data Warehousing

All businesses today are relying on database systems, so; information security professionals
need to ensure that the best security controls are applied to protect these systems against
unauthorized access or destruction of data (Tittel and others, 2003).

“A data warehouse is a repository of information from heterogeneous databases that is
available to users for making queries. Data in the data warehouse is normalized —
redundant data is removed. Thus, data in the warehouse is extracted and refined, and it is

available for access and analysis.” (Krutz and Vines, 2001, P: 245).

2.5.2.1 Database Management System (DBMS) Architecture
A Database Management System (DBMS) is a collection of applications that manage large
and structured sets of persistent data. It stores, maintains, and provides access to data using

query capabilities (Hansche and others, 2004)

Multilevel Security: “Multilevel security databases contain information at a number of
different classification levels. They must verify the labels assigned to users and, in response
to user requests, provide only information that’s appropriate.” (Tittel and others, 2003, P:
216).

Database Vulnerabilities and Threats

The threats to a DBMS include:

Aggregation: Aggregation is the ability to combine non sensitive data from different
sources to make sensitive information (Hansche and others, 2004).

Tittel and others (2003) state that: Standard Query Language SQL provides a number of
aggregation functions that can be used to collect some information from the database, and
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that information could be considered as a sensitive data. The aggregation functions include:

Count, Min, Max, Sum, and Avg.

Bypass attacks: “Users attempt to bypass controls at the front end of the database
application to access information. If the query engine does not have any security controls,
the engine may have complete access to the information; thus, users may try to bypass the
query engine and directly access and manipulate the data” (Hansche and others, 2004, P:
255).

Denial-of-service: “This refers to any type of attack or action that could prevent authorized
users from gaining access to the information. Often, this can happen through a poorly
designed application or query that locks up the table and requires intensive processing”
(Hansche and others, 2004, P: 255).

2.5.3 Systems Development Life Cycle Methods
There are many models used in the systems development life cycle, and here are two of

these models:

2.5.3.1 The Waterfall Model

It is the oldest known model for developing software systems, and it is consisting of phases
and each phase contains a list of activities that must be done and documented before the
next phase starts. The waterfall mode has two disadvantages, one: it is does not scale well
for large and complex projects. Second: because every phase must be done before the next
one start, this could inhibit the team from working around concurrent phases or activities

(Hansche and others, 2004). The waterfall model is shown in Figure (2.8).

42



Dprctern
Eequirameris

Sofbarare

Fe quirerneris
t; Anabyeic

Frogram

Decign
t Codirg
t Testing

Op erations &

Dlairidetum e

Figure (2. 8): The waterfall Model
Source: (Krutz and Vines, 2001, P:235)

2.5.3.2 The Spiral Model

The Spiral Model was proposed in 1988 as an alternative life cycle model that allows for
multiple iterations of a waterfall-style process. And as shown in Figure (2.9), each “loop”
of the spiral results in the development of a new system prototype (represented by
Prototype 1, Prototype 2, and Prototype 3 in the illustration). Theoretically, system
developers would apply the entire waterfall process to the development of each prototype
(Tittel and others, 2003).

One of the spiral model features is that it added a risk assessment review in each phase
(Hansche and others, 2004).
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Figure (2. 9): The Spiral Model
Source: (Krutz and Vines, 2001, P: 237)

2.5.3.3 Software Development Phases
Hansche and others (2004, P: 265 — 273) argue that there are typical phases need to be
included in the software development process regardless of the used model, and here are
these phases and security activities that should be implemented in parallel with each phase
activities:
e Project initiation and planning
The security activities through this phase should be:
o ldentify Security Needs: Classification and criticality of information and/or
applications, basic security objectives, and security controls workloads.
o Initial Risk Analysis: Threats, vulnerabilities and risks are identified.
0 Technical, operational, and economical feasibility of security alternatives are
analyzed. And security-related costs/benefits are estimated.
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o ldentify Security Framework: Essential security issues and risks, and
determination of service level agreement.
Functional requirements definition
0 Security areas in project plan: Configuration and access controls, and Audit
trails.
Define Security requirements: Risk analysis and contingency plan.

Preliminary security test plan: Test methods and resources.

o O O

Include security requirements in request for proposals and contracts.
o Functional baseline has security requirements
System design specifications
0 Define security  specifications: Systems/subsystem/interface, and
program/database/hardware and firmware/network.
0 Update security test plan: Develop test procedure, and test security under
abnormal and illegal circumstances.
0 Include security are in formal baseline documentation and quality assurances.
Build/develop and document
0 Write or procure and install security related code.
o0 Perform unit test and evaluate security related code.
o0 Ensure approved security components in formal baseline are included.
Acceptance
0 Test security components
Test security in integrated system.
Install security code with necessary modifications.
Document security controls.

Conduct acceptance test.

O O O O O

Accept/verify project security.
Transition to production

o Verifying that the data conversion and data entry are controlled and only those
who need to have access during this process are allowed on the systems.

0 An acceptable level of risk is determined and security accreditation is obtained.
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o Applying some controls to validate the accuracy of information after it is
entered into the system.
e Operations and maintenance support
0 Testing backup and recovery procedures.
o0 Ensuring proper controls for data and report handling.
e Revisions and system replacement
0 Reviewing security planning and procedures to avoid future problems.
0 Conducting application audits and documenting security incidents.

0 Documenting system failures.

2.6 Operations Security
In this section, three topics will be discussed as main parts of the operations security, such
topics are Types of Security Controls, Operations Security Controls, Auditing and Audit

Trails, and Monitoring Techniques.

2.6.1 Types of Security Controls

Directive Controls: Usually called administrative controls; their purpose is to advice the
employees on how their behavior should be when they interact with organization’s
information systems. These directives always presented as policies or related documents.
Preventive Controls: Preventive controls are mechanisms to prevent undesirable actions to
be occurred. Some examples of these controls are guards, mantraps, backups, UPS,
separation of duties, and user registration.

Detective Controls: They are about using practices, processes, and tools that detect and
react to security violations. Some examples of these controls are audit trails, intrusion
detection, logs, and violation reports.

Corrective Controls: These controls contain a physical, administrative, and technical
measures designed to react to any detection of an incident in order to reduce or eliminate its
occurrence again.

Recovery Controls: Once a violation has occurred, recovery controls are necessary to
restore the system or operation to its normal operating state. The recovery control could be

restoring a lost or corrupted file from the backup (Hansche and others, 2004, P: 341-342).
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2.6.2 Operations Security Controls
In this topic, six issues will be discussed, such issues are Resource protection, Hardware
controls, Software controls, Privileged entity controls, Media resource protection, and

Physical access controls.

2.6.2.1 Resource protection

Resource protection is about protecting an organization’s computing resources and assets
from loss or compromise, such resources are defined as any hardware, software, or data that
used and owned by the organization. Resource protection is about reducing the possibility
of damage which can result from unauthorized disclosure or alteration of data. And here are
some resources that require protection according to the authors:

Hardware resources: Communication devices, Storage media, Processing systems,
Standalone computers, and Printers and fax machines,

Software Resources: Program libraries and source code, Operating system, and systems
utilities.

Data Resources: Backup data, User data files, Password files, Operating Data Directories,
and System logs and audit trails (Krutz, and Vines, 2001, P: 216-219).

2.6.2.2 Hardware controls

Hardware Maintenance: System maintenance could be performed by staff, vendor, or
service provider. And it could be done inside or outside the organization. A background
check for the service personnel may be necessary.

Maintenance Accounts: Many computer systems present maintenance accounts, which are
supervisor level accounts and created at the factory with widely known passwords.
Disabling such accounts is critical until they needed.

Diagnostic Port Control: Many systems have diagnostic ports for troubleshooting
purpose; these ports should only be used by authorized persons, and should not enable
neither internal nor external unauthorized access.

Hardware physical control: The data processing areas that contain the hardware should

be physically protected by alarms and locks (Krutz, and Vines, 2001).

47



2.6.2.3 Software controls

Anti-Virus Management: The user’s ability to load or execute programs makes the system
more vulnerable to viruses, unexpected software behavior and destroyed security controls.
Software Testing: A formal software testing process should by applied to make sure that
the software is compatible with other applications

Software Ultilities: The use of powerful systems utilities must be controlled by a security
policy, because it can compromise the integrity of operations systems and logical access
controls.

Safe Software Storage: Both of logical and physical access controls should be
implemented in the place to ensure that the software and copies of backups have not been
modified without proper authorization.

Backup Controls: It is very important to routinely test the restore accuracy of a backup
system. A backup should also be stored securely to protect from theft, damage, or
environmental problems (Krutz, and Vines, 2001, P: 216-218).

2.6.2.4 Privileged entity controls

Privileged entity access is defined as special access to computing resources given to
operators and system administrators. It is also known as privileged operations functions.
Special access to system commands, Access to special parameters, and Access to the
system control program are some examples of privileged entity operator functions (Krutz,
and Vines, 2001).

2.6.2.5 Media resource protection

Media Security Controls: Are implemented to prevent any threat to C.I.LA. by the
exposure of sensitive data, they should be designed to prevent the loss of sensitive
information when the media is stored outside the system, and here are some elements of
media security controls:

Logging: Logging the use of data media provides accountability and assists in physical

inventory control.
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Access Control: Physical access control to the media is used to prevent unauthorized
personnel from accessing the media.

Proper Disposal: Proper disposal of the media after use is required to prevent data
recovery.

Media viability controls: Many physical controls should be used to protect the viability of
the data storage media. The goal is to protect the media from damage during handling and
transportation, or during short-term or long-term storage. Proper marking and labeling of
the media is required in the event of a system recovery process:

Marking: All data storage media should be accurately marked or labeled. The labels can be
used to identify media with special handling instructions, or to log serial numbers or bar
codes for retrieval during a system recovery.

Handling: Some issues with the handling of media include cleanliness of the media and the
protection from physical damage during transportation to the archive sites.

Storage: Storage of the media is very important for both security and environmental
reasons. A proper heat- and humidity-free, clean storage environment should be provided
for the media. Data media is sensitive to temperature, liquids, magnetism, smoke, and dust
(Krutz, and Vines, 2001).

2.6.2.6 Physical access controls

Following are examples of some of the elements of the operations resources that need
physical access control.

Hardware: Control of communications and the computing equipment, Control of the
storage media, and Control of the printed logs and reports.

Software: Control of the backup files, Control of the system logs, Control of the
production applications, and Control of the sensitive/critical data.

Personnel: Some personnel will require special physical access to perform their job
functions. The following are examples of this type of personnel:

-IT department personnel

-Cleaning staff

-Heating Ventilation and Air Conditioning (HVAC) maintenance personnel

-Third-party service contract personnel
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-Consultants, contractors, and temporary staff (Krutz, and Vines, 2001).

2.6.3 Auditing and Audit Trails
Operations security Auditing and Audit trails will be discussed in this topic as a follow up

and monitoring issues.

2.6.3.1 Auditing

Auditing is a methodical examination or review of an environment to ensure compliance
with regulations and to detect abnormalities, unauthorized occurrences, or outright crimes.
Secure IT environments rely heavily on auditing.

Auditing covers a wide variety of different activities, logging, monitoring, examining
alerts, analysis, and even intrusion detection.

Logging: Logging is the activity of recording information about events or occurrences to a
log file or database.

Monitoring: Monitoring is the activity of manually or programmatically reviewing logged
information looking for something specific.

Alarm triggers: Alarm triggers are notifications sent to administrators when a specific
event occurs.

Log analysis: Log analysis is a more detailed and systematic form of monitoring in which
the logged information is analyzed in detail for trends and patterns as well as abnormal,
unauthorized, illegal, and policy-violating activities.

Intrusion detection: Intrusion detection is a specific form of monitoring both recorded
information and real-time events to detect unwanted system access (Tittel and others, 2003,
P: 464-465).

2.6.3.2 Audit trails

Audit trails are the records contained information about events and occurrences into a
database or log file. Audit trails are used to reconstruct an event, to extract information
about an incident, to prove or disprove responsibility, and much more. They allow events to
be examined or traced in forward or reverse order. This flexibility is useful when tracking

down problems, coding errors, performance issues, attacks, intrusions, security breaches,
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and other security policy violations. Using audit trails is a passive form of detective
security control (Tittel and others, 2003, P: 466-467).

2.6.4 Monitoring Techniques
Intrusion detection, Penetration testing, and Violation analysis issues will be discussed in
this topic.

2.6.4.1 Intrusion detection

Intrusion Detection (ID) is a useful tool that can assist in the detective analysis of intrusion
attempts, (Krutz and Vines, 2001) argue. Authors also added that ID can be used for the
identification of intruders. By analyzing the activities a security practitioner can find
evidence of events of system abuses.

2.6.4.2 Penetration testing

Penetration testing is the process of testing a network’s defenses by trying to access the
system from the outside using the same techniques a cracker would use. This testing gives a
security practitioner a better snapshot of the organization’s security position.

Here are some techniques used to perform a penetration test:

Scanning and Probing: A port scanner can tell information about a network’s
infrastructure and enable the intruder to access unsecured ports.

Demon Dialing: Demon dialers test all phone lines to try to locate modems that are
attached to the network, which provide information that can then be used to attempt
external unauthorized access.

Sniffing: A protocol analyzer can be used to capture data packets that are then decoded to

give information such as passwords (Krutz and Vines, 2001, P: 220-221).

2.6.4.3 Violation analysis
Violation tracking, processing, and analysis is one of the most used techniques to track
irregularity in user activity. To make violation tracking effective, clipping levels must be

established. A clipping level is the routine level of user errors. It is used to enable a system
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to ignore normal user errors. And when it is exceeded, a violation record is then produced
(Krutz and Vines, 2001).

The most security technologies used in U.S. organizations are shown in the Appendix (5),
the information was extracted from (2007 CCSS).

2.7 Cryptography

In this section two main topics will be discussed, the first is Basic concepts of cryptography
and the other is Public Key Infrastructure PKI

(Gove, 2004, P: 2078) has identified the cryptography as “Cryptography is the study of the
means to do encryption. Thus cryptographers design encryption systems. Cryptanalysis is
the process of figuring out the message without knowledge of the cryptovariable (key), or
more generally, figuring out which key was used to encrypt a whole series of messages.”
Another identification is for (Purser, 2004, P: 60-61) who identified the Cryptography as
the art of hiding information by transforming it in a way that a certain group of people can
retrieve it in its original form and everyone else cannot. This is achieved by using some
kind of key to effect the transformation. The parties that are allowed to retrieve the original

information are provided with a key to undo the transformation.

2.7.1 Basic concepts of cryptography
The basic concepts of cryptography will be discussed in this topic, such concepts are

Methods and Keys of cryptography, Symmetric Key Cryptography, and Asymmetric Key
Cryptography.

2.7.1.1 Fundamentals: Method and Key

When people need to protect some valuable assets, they use locks which may be identically
designed. But what makes each lock individually secure?

It is the combination, which is the key. The lock itself is the method or the algorithm.
Together, the method and the key determine overall security strength of any cryptography

technique (Hansche and others, 2004).
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2.7.1.2 Symmetric Key Cryptography

It is the more traditional form of cryptography, in which, a message is encrypted and
decrypted by using a single key. The secret key is shared between people who keeping it to
themselves. Data encrypted with a secret key can be decrypted only with the same secret
key.

Symmetric key is fast and suitable for encrypting a large amount of data. Symmetric key
cryptography also called “private key cryptography”.

The primary problem of symmetric key cryptography is with key management, which is
related to how the sender and receiver can agree upon and exchange the secret key without
any possibility that an attacker can get access to it.

Another problem is the scalability, which related to the huge number of needed keys
because of the increase of the communicated parties that use such type of cryptography.
Advantages: Speed, Strength, and Availability of algorithm.

Disadvantages: Key management and implementation, Key distribution, and Limited
security (Hansche and others, 2004, P: 399-401).

2.7.1.3 Asymmetric Key Cryptography

This technique came to solve the key management problem in the symmetric key
cryptography. It uses the “public key” concept, and called public key cryptography.

In asymmetric key cryptography, each user has a public key and a private key. The public
key is made public, while the private key remains secret. No need for the sender and
receiver to share or transmit the private key information.

The idea behind asymmetric key cryptography is: if you encrypt the data by using private
key, then you can decrypt by using the public key and vice versa. This can work because
the two keys are linked to each other mathematically.

It is theoretically possible for an attacker to attack asymmetric key system by deriving the
private key from knowledge of the public key.

Asymmetric key cryptography uses the concept of “hard math”, so it will be very difficult
to attack it because it involved a very sophisticated mathematics.

To encrypt a message using asymmetric key cryptography, the sender would use the

receiver’s public key to encrypt the message and send it. The receiver would then use his
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private key to decrypt the message. No one listening in on the communications line can
decrypt the message because the receiver is the only one who has the corresponding private
key that can decrypt that message.

Advantages: Key management, Scalability, and Provides a full range of information
security services.

Disadvantages: Computationally intensive and slow (Hansche and others, 2004, P: 401-
403).

2.7.2 Public Key Infrastructure PKI
(Krutz and Vines, 2001, P: 156) argue that the integration of digital signatures and
certificates, and the other services that required for E-commerce is called the Public Key
Infrastructure (PKI). Such services provide integrity, access control, confidentiality,
authentication, and non-repudiation for electronic transactions.
The modern security architectures are aiming to protect and distribute information that is
needed in a widely distributed environment (Khun and others, 2001) argue. The authors
also added that the emerging approach to address these security needs makes use of the
scalable and distributed characteristics of PKI.
PKI allows you to conduct business electronically with the confidence that:

e The person or process sending the transaction is actually the originator.

e The person or process receiving the transaction is the intended recipient.

e Data integrity has not been compromised.

2.7.2.1 Certificate Authorities

The Certification Authority (CA) is a collection of computer hardware, software, and the
people who operate it. The CA is known by two attributes: its name and its public key. The
CA performs four basic PKI functions: issues certificates; maintains certificate status
information and issues Certificate Revocation Lists (CRLs); publishes its current
certificates and CRLs; and maintains archives of status information about the expired
certificates that it issued. To fulfill these requirements, the CA may delegate certain

functions to the other components of the infrastructure.
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When a CA issues a certificate, it is declaring that the subject (the entity named in the
certificate) has the private key that corresponds to the public key contained in the
certificate. The CA may include additional information in the certificate which is
corresponds to the subject. This additional information might be contact information, or
policy information (Khun and others, 2001).

2.7.2.2 Registration Authorities

Registration Authorities (RA) are designed to verify certificate contents for the CA.
Certificate contents may reflect information presented by the entity requesting the
certificate. They may also reflect information provided by a third party such as the credit
card limit which obtained from credit bureaus. The certificate may reflect information from
company’s departments or management. The RA aggregates these inputs and provides this
information to the CA.

Unlike a CA, an RA will often be operated by a single person. Each CA will maintain a list
of accredited RAs. An RA is known to the CA by a name and a public key. By verifying
the RA’s signature on a message, the CA can be sure an accredited RA provided the
information, and it can be trusted. As a result, it is important that the RA provide adequate

protection for its own private key (Khun and others, 2001).

2.7.2.3 PKI Repository

A repository is a database of active digital certificates for a CA system. The main business
of the repository is to provide data that allows users to confirm the status of digital
certificates for individuals and businesses that receive digitally signed messages.

PKI applications are heavily dependent on an underlying directory service for the
distribution of certificates and certificate status information. The directory provides a
means of storing and distributing certificates, and managing updates to certificates.
Directory servers need to be interoperable; without such interoperability, a relying party
will not be able to retrieve the needed certificates and CRLs from remote sites for signature
verifications (Khun and others, 2001).
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2.7.2.4 Archives

An archive is a database of information, and its used to store and protect sufficient
information to determine if a digital signature on an old document should be trusted.

An archive takes the responsibility for long term storage of archival information on behalf
of the CA. An archive makes sure that the information was good when it was received, and
has not been modified while in the archive. The CA should provide sufficient information
to determine if a certificate was actually issued by the CA as specified in the certificate and
valid at that time (Khun and others, 2001).

2.7.2.5 PKI users
PKI users are organizations or individuals that use the PKI, but do not issue certificates.
They rely on the other components of the PKI to obtain certificates, and to verify the

certificates of other entities that they do business with (Khun and others, 2001).

2.8 Physical Security

Physical security can be defined as the countermeasures taken to make sure that something
or some one is safe against theft, espionage, sabotage, or harm.

Physical security is the oldest form of protection. For ages, people have been working on
protecting themselves from harm and their valuable assets from theft or destruction. In the
past, physical security was the only protection people needed to be safe. However, with
technology, physical security alone is not effective. In information security approach many
different layers of security is deployed to achieve what we call “security in layers”. As it is
commonly known that nothing is 100 percent secure, information security uses the depth of
its layers to achieve the highest form of security. Any weakness in one of these layers will
break the security. Physical protection is the first step in the layered approach of
information security. If it is nonexistent, or weak, information security will fail (Steinke,
2004.)

2.8.1 Physical Security Threats
Physical security aims to protect against physical threats (Tittel and others, 2003) argue,

and following are most common types of physical threats:
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Fire and smoke

Water (rising/falling)

Earth movement (earthquakes, landslides, volcanoes)
Storms (wind, lightning, rain, snow, sleet, ice)
Sabotage/vandalism

Explosion/destruction

Building collapse

Toxic materials

Utility loss (power, heating, cooling, air, water)
Equipment failure

Personnel loss (strikes, illness, access, transport)

2.8.2 Facility Requirements

The actual facility design can affect the level of physical security available.

2.8.2.1 Entry Points
The following questions should be asked in this point (Hansche and others, 2004, P: 457-

458):

Does the building meet codes for safety requirements?

Is the building secured at ground level by locked doors, using heavy duty locks?
How many doors does it have? Where are they located?

Do doors need to be fire resistant?

Avre trade entrances controlled or wide opened to strangers?

What type of roof access is needed?

Does the building have a fire-escape stairs?

Avre there windows at ground level? Are they locked with heavy duty bars?

Is there sufficient lighting around the entry point which can be easily observed.
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2.8.2.2 Infrastructure Support Systems

Infrastructure support systems include power; water/plumbing; and heating, ventilation, and
air conditioning. The failure of the support systems may cause physical damage to system
hardware or data.

Physical security also includes locations of wiring used to connect parts of the system. For
example, cabling, plugs, sockets, and exposed cabling could be broken if left physically
accessible (Hansche and others, 2004).

2.8.2.3 Electrical Power

As it is widely known, information systems depend on electricity power, which will affect
the business if it faces a disruption. In 2001, the Electric Power Research Institute (ERPI)
released a study that said power damage and voltage fluctuations cost the U.S. economy up
to $188 billion a year. The report stated that digital firms understand the implications of
power to their equipment, so they invest in equipment and generators to protect their
systems from unstable power (Hansche and others, 2004, P: 458- 459).

2.8.2.4 Heating, Ventilation, and Air Conditioning (HVAC)

HVAC is defined as a system that provides the processes of comfort heating, ventilation,
and/or air conditioning within a space.

The question from the security perspective is, where the location of the main control is, and
is it allowed for unauthorized access.

Many HVAC systems are now networked for remote control, monitoring, and maintenance.
Hackers have been known to remotely control temperatures. So, controlling remote access
should be considered (Hansche and others, 2004, P:461- 462).

2.8.2.5 Internal Sensitive Areas

These areas can include server rooms, data centers, switching centers and users working
area, because sensitive information are processed and stored there. Such areas need
additional physical protection (Hansche and others, 2004).

58



2.8.2.6 Portable computing

Each year there are reports from private and public sectors that telling the large number of
lost or stolen laptops. These losts could result from forgetting the laptop in a taxi, or theft
from a hotel room. Laptop can store large and sensitive information, so, its loss can be very

serious (Hansche and others, 2004).

2.8.3 Forms of Physical Access Controls

Physical access controls restrict the entry and exit of personnel, equipment, and media from
a building such as an office, data center, or servers’ room.

Location security: The physical access controls to the system’s elements can include
controlled areas, area isolation barriers, entry points in the barriers, and screening measures
at that entry points. In addition, trained staff members who work in a restricted area can
contribute in providing physical security by challenging unrecognized people.

Support Services and elements: All areas containing system elements must be identified.
Physical access controls should address locations of wiring (electricity, networking,
telephone ...etc), the electric power service, the air conditioning and heating plant,
telephone and data lines, backup media and any other system elements.

Controls effectiveness: Physical access controls effectiveness should be reviewed in each
area during normal business hours and in the times when an area unoccupied. Effectiveness
depends on both the characteristics of the control devices used and the implementation and
operation. Organizations should determine whether intruders can easily defeat the controls,
the extent to which strangers are challenged, and the effectiveness of other control
procedures. Factors like these modify the effectiveness of physical controls.

Key and combination locks: It is not so difficult to observe an authorized person when he
is entering a door locks combination. And it is easy for an intruder to steal a keycard left on
a desk if the keycard not carefully controlled.

Corrective actions: If you add an additional barrier, the risk to the areas behind the barrier
will be reduced. Enhancing the screening at an entry point can reduce the number of
penetrations.

Finally, reorganizing work areas may reduce the number of people who try to access to a

restricted area. Intrusion detectors, such as closed-circuit television cameras, motion
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detectors, and other devices, can detect intruders in unoccupied spaces (NIST, 1996, P:169
-170).

2.8.4 Information Systems Physical Threats and Controls
The table (2.1) shows some basic threats and controls for information systems.

Table (2. 1): Information Systems Physical Threats and Controls

Risk/Threat Controls
Loss/theft/destruction poses the following risks: | Loss/theft/destruction controls include
e Loss of sensitive information or trade e  Physical locks for devices
secrets e Marking and tagging devices
e  Loss of productivity e  Minimize use of location signs
e Loss of revenue e Encryption for sensitive information

e Data classification ~and  handing
procedures for sensitive information

e Insurance

e Awareness training

e Visible closed circuit television cameras
(CCTVs)

e Guards

e Alarm systems

e Routine audits

Unauthorized access poses the following risks: Unauthorized access controls include:
e Loss of sensitive information or trade e Locking consoles
secrets e Good password practices
e Information tampering e Awareness training
e Malware e Data classification and handing
e Loss of revenue procedures for sensitive information

e Minimizing the use of location signs
e Visible closed circuit television cameras
(CCTVs)

e Encryption for sensitive information

e  Strong authentication and access controls

Source: (Steinke, 2004, P: 3082 )
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2.8.5 Technical Controls
Technical security involves the use of safeguards incorporated in computer hardware,

software, communications, and related devices.

2.8.5.1 Preventive Technical Controls

Preventive technical controls are used to prevent unauthorized personnel or programs from
gaining remote access to computing resources. According to (Tipton, 2004, P: 3123-3124)
such these controls include:

Access Control Software: The purpose of access control software is to control the usage
of data by users, and allowing only registered and authenticated users to gain access to the
system and data.

Anti-Virus Software: Viruses can cause processing interruption and loss of data, which
lead to loss of productivity. In addition, new viruses are emerging currently about one
every 48 hours. It is recommended that anti-virus software be installed on all computers
and frequently updated.

Passwords: ID-Password combination is used to authenticate the user against information
systems and keeps users accountable for his/her activity on the system.

Currently, dynamic or one-time passwords, which are different for each log-on, are
preferred over fixed passwords.

Smart Cards: Smart cards contain a chip with logic functions and information that can be
read at a remote terminal to identify a specific user’s privileges.

Encryption: Encryption is the transformation of plaintext into cipher text by cryptographic
techniques. And it is currently considered to be the only sure way of protecting data from
disclosure during network transmissions. Encryption can be implemented with either
hardware or software.

Dial-Up Access Control and Callback Systems: Dial-up access to a computer system
increases the risk of intrusion by hackers. Currently, the best dial-up access controls use a
microcomputer to intercept calls, verify the identity of the caller by checking a username

and password in an authorized computing resource.
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2.8.5.2 Detective Technical Controls

Detective technical controls warn personnel of violations or attempted violations of
preventive technical controls. According to (Tipton, 2004) such controls are:

Audit Trails: An audit trail is a record of system activities that enables the reconstruction
and examination of the sequence of events of a transaction, from its beginning to output of
final results. Violation reports should be frequently and regularly reviewed by security
officers and database owners to identify and investigate successful or unsuccessful
unauthorized accesses.

Intrusion Detection Systems: They are considered expert systems because they track users
while they are using the system to determine if their activities are normal or not. If not, the
user’s session can be terminated or a security officer can be called to investigate. Intrusion
detection can be especially effective in cases in which intruders are acting as if they are

authorized users.

2.9 Telecommunications, Network, and Internet security
Three main topics will be discussed in this section, such topics are Communications

and Network Security, Virtual Private Networks (VPNSs), and Network Services.

2.9.1 Communications and Network Security
Establishing security on a network involves more than just managing the Operating
Security and software. Physical issues must be addressed, such issues include cabling,

topology, and technology (Tittel and others, 2003).

2.9.1.1 OSI Model

In order for computers to communicate over a network, they need a common language,
such language called protocol. A protocol is a set of rules and restrictions that identify and
control the way of data transmission between computers. The International Organization
for the Standardization (ISO) developed Open Systems Interconnection (OSI) model for

protocols in the early of 1980s. The OSI model divided the networking tasks into seven
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layers, each layer responsible for performing specific task. The seven layers are numbered

from bottom to top as shown in Figure (2.10).

Application | 7
Presentation | 6
Session 5
Transport 4
Network 3
Data Link 2
Physical 1

Figure (2. 10): A representation of OSI model
Source: (Tittel and others, 2003, P:73)

The OSI model should be considered by services, applications, and hardware vendors in

order to be integrated with others’ ones. Protocols based on the OSI model employ a

mechanism called encapsulation. As the message is encapsulated at each layer, it grows in

size. The process is as follows (Tittel and others, 2003):

1.
2.

The Application layer creates a message then passes it to the Presentation layer.

The Presentation layer encapsulates the message by adding information at the
beginning and the end of the message called header and footer.

The message passing down and each layer adding specific information until the
message reaches the Physical layer.

At the Physical layer, the message is converted into electrical impulses that
represent bits and is transmitted over the physical connection.

The receiving computer captures the bits from the physical connection and re-
creates the message in the Physical layer which in turn strips off its information and
sends the message up to the Data Link layer.

The Data Link layer strips its information off and sends the message up to the
Network layer.
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7. This process of de-encapsulation is performed until the message reaches the

Application layer which sends the data to the intended software.

Application Layer

The Application layer (layer 7) acts as interface between user applications, network
services, or the operating system itself and the protocol stack. It determines whether the
destination host in the other part of the network is available and accessible, and ensures that
sufficient resources are available to support the requested communications.

Following are application-specific protocols that are found in this layer: HTTP, FTP,
SMTP, Telnet, TFTP, POP3, SNMP (Tittel and others, 2003).

Presentation Layer

The Presentation layer (layer 6) is responsible for transforming data received from the
Application layer into a format that any system following the OSI model can understand. It
imposes standardized structure and formatting rules onto the data. Most file or data formats
operate within this layer. Such formats could be for images, video, sound, documents, e-

mail, web pages, control sessions, and so on (Tittel and others, 2003).

Session layer

The Session layer (layer 5) is responsible for establishing, maintaining, and terminating
communication sessions between two computers. SSL, NFS, SQL, RPC protocols operate
within the Session layer:

Communication sessions can operate in one of three different modes:

Simplex: One-direction communication

Half-duplex: Two-way communication, but only one direction can send data at a time
Full-duplex: Two-way communication, in which data can be sent in both directions

simultaneously (Tittel and others, 2003).
Transport Layer

The Transport layer (layer 4) is responsible for managing the integrity of a connection and

controlling the session. It accepts a Protocol Data Unit (PDU) from the Session layer and
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coverts it into a segment. The Transport layer includes mechanisms for segmentation,
sequencing, error checking, controlling the flow of data, error correction, and network
service optimization, TCP, UDP, SPX protocols operate within the Transport layer (Tittel
and others, 2003).

Network Layer

The Network layer (layer 3) is responsible for adding routing information to the data. The
Network layer accepts the segment from the Transport layer and adds information to it to
create a packet which includes the source and destination IP addresses. Routers are function
ate this layer. Routers determine the best logical path for transmission of data packets by
using the destination IP address. The following are the routing protocols which located at
this layer: ICMP, RIP, OSPF, BGP, IGMP, IP, IPX (Tittel and others, 2003).

Data Link Layer

The Data Link layer (layer 2) is responsible for formatting the packet from the Network
layer into the proper format for transmission. The proper format is determined by the
hardware and the technology of the network. The packet converted into a properly
formatted frame, the hardware source and destination addresses are added to the frame, the
frame then sent to the Physical layer for transmission. The following protocols found
within the Data Link layer: SLIP, PPP, ARP, RARP, L2F, L2TP, FDDI, ISDN (Tittel and
others, 2003)

Physical Layer

The Physical layer (layer 1) accepts the frame from the Data Link layer and converts the
frame into bits for transmission over the physical connection medium. It is also responsible
for receiving bits from the physical connection medium and converting them back into a
frame to be used by the Data Link layer. In the Physical layer there are device drivers that
tell the protocol how to use the hardware for transmit and receive bits. Physical layer
controls throughput rates, handles synchronization, manages line noise and medium access,
and determines whether to use digital or analog signals or light pulses to transmit or receive

data over the physical hardware interface (Tittel and others, 2003).
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2.9.1.2 Topology

Network topology: is the shape of the network or the linked stations.

Node: is a workstation.

Bridge: is a connection between two similar networks.

Network protocols: are software implementations providing support for network data
transmission.

Following are the common types of network topologies:

The Bus topology: is a popular shape in Local Area Networks (LANS) that offers simple
traffic flow between devices (Shim and others, 2000) argue. Authors also added that in bus
topology, if a station sends a message to another, the all stations will receive that message.
The biggest disadvantage is that a failure in the channel results in loss of the network, and
to solve this problem, a redundant channel could be used. Another disadvantage of this
topology, it is difficult to isolate faults due to the absence of concentration points. See
Figure (2.11)

Station A Station B Station C Station D

Figure (2. 11): Bus Topology
Source: (Hansche and others, 2004, P:526)

The Star topology: is widely used for data communication systems. It is simple to control
the traffic, because it comes from the hub or the center of the star.

Faults will be easily isolated because the use of a central station. If the bottleneck happens
at the hub, it could cause serious reliability problems. One way to enhance reliability is to

establish a redundant backup of the hub node.
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It's easy to identify errors in this system, since each communication must go through the
central controller. You can easily expand the network only by running a wire from the new

terminal to the host computer (Shim and others, 2000). See Figure (2.12)
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Figure (2. 12): Star Topology
Source: (Hansche and others, 2004, P:527)

The ring topology: in this type of networks, data flows in a circular direction. Every
station in the network receives the data and then retransmits it to the next one. One main
advantage is that bottlenecks like those in the bus or star networks are relatively
uncommon. The primary disadvantage is that the entire network can be lost if the channel
between two nodes fails. Establishing a backup channel can usually reduce this problem. A
ring network is more reliable and less expensive when there is minimal communication
between terminals. With a ring, however, there is greater likelihood of error compared to a
star because numerous intervening parties handle data. In light of this, data in a ring system
should make an entire circle before being removed from the network (Shim and others,
2000). See Figure (2.13)
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Figure (2. 13): Ring Topology
Source: (Hansche and others, 2004, P:527)

The mesh topology: is very reliable, though complex. Its structure makes it relatively
immune to bottlenecks and other failures. The multiplicity of paths makes it relatively easy
to route traffic around failed components or busy nodes (Shim and others, 2000). See
Figure (2.14).

Figure (2. 14): Mesh Topology
Source: (Hansche and others, 2004, P:529)
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2.9.1.3 Security Technology and Tools

2.9.1.3.1 Centralized Authentication and Administration Servers

Centralized authentication systems provide an important value to the security
administrators. The account management process can be done in one place. So, other
systems can use for authentication. It is known as authentication, authorization, and
accounting (AAA) servers. As it shown in Figure (2.15), when the user dials in, the
Network Access Server (NAS) receives the call and forward it to authentication server for
authentication. The authentication server returns the connection parameters, authorization,
and protocol information. The NAS then sets up the connection and writes audit record into

the database.

4 48 f.erve-'
Autrenticates
sar

A ends Authentication Beguested

authorization. and protocol infarmation

| MAS sets up connection and writes Audit Becord

Figure (2. 15): Key Features of a Centralized AAA Service
Source: (Hansche and others, 2004, P: 600)

One of the most popular used AAA servers is the RADIUS.
RADIUS: Remote Authentication Dial-In User Service
Current RADIUS implementations exist for most major platforms as both freeware and
commercial implementations. A RADIUS server requires two configurations, one
specifying client configuration and one for users. The client configuration file contains the
IP addresses of the clients and the shared secret used to authenticate the connections. The
user file contains the user ID, password, and authorization parameters.
RADIUS Limitations:

e Itis not well suited for host or application authentication.

e It provides no support for system events.
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But RADIUS is efficient, flexible, and well supported. (Hansche and others, 2004, P: 599,
603)

2.9.1.3.2 Firewalls and Perimeter Security
(Thorsheim, 2004, P: 769) has identified the firewall as a router that transmits packets
between two or more networks with some kind of security filtering applied on top.

Network-Level Firewalls: Packet Filters: Packet filter firewalls controls traffic based on
the source and destination IP address of each IP packet and the destination port.

Many packet filter firewalls also allow checking the packets based on the incoming
interface. They may also allow control of the IP packet based on the source port, day and
time, protocol type.

Packet filter firewalls inspect every IP packet by itself; they do not see IP packets as part of
a session. They will let packets through unless there is some restrictions. They also, only
check the HEADER of a packet not the DATA part, which means that tunneling a service
within another service, will easily bypass a packet filter, for example, running Telnet on
port 80 through a firewall where the standard Telnet port 23 is blocked, but HTTP port 80
is open. Because the packet filter only sees source/destination and port number, it will
allow it to pass.

Most routers today can be equipped with access lists, controlling IP traffic flowing through
the router with various degrees of security.

Using packet filtering usually has little or no impact on throughput. And packet filter
firewalls support most TCP/IP-based services.

One reason we don’t use packet filter firewalls is, maintaining consistent rules among many

different packet filter firewalls is usually considered very difficult (Thorsheim, 2004).

Stateful Inspection Firewalls: Stateful inspection firewalls have the ability to keep track
of the state of connections in addition to the packet filtering abilities. By dynamically
keeping track of whether a session is being initiated, currently transmitting data, or being
closed, the firewall can apply stronger security to the transmission of data. A stateful

inspection firewall is capable of understanding the opening, communication, and closing of
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sessions. They will not allow a packet to pass if they do not know how to handle the packet.
In addition, they can provide an extra level of security by “understanding” the actual
contents (the data itself) within packets and sessions, compared to packet filters, and this

only applies to specific services, which may vary between products (Thorsheim, 2004).

Application-Level Firewalls: First of all, they provide a high level of security; they
support most, if not all, of the usual services that are needed on a day-to-day basis. They
understand the protocols at the application layer and, as such, they may block parts of a
protocol, for example they could allow FTP to send but not to receive files. They can also
detect and block vulnerabilities. The firewall handles all requests made by client, so there is
no direct contact between the client and the server. Many application-level firewalls
provide caching service for web pages for example, which means faster response times and
higher throughput (Thorsheim, 2004).

Perimeter Defense and How Firewalls Fit In: There are statistics showing that internal
employees carry out maybe 50 percent of all computer-related crimes, which means the risk
not only come from outside the organization. Hackers on the Internet are not allowed
access to the internal network, and people or hostile code on the internal network should be
prevented from sending sensitive data to the external network. All firewalls and routers
connecting the organization to external networks should be properly configured to block
services that are considered dangerous. As a general rule, servers and systems that are not
in a need to access the internet should not be allowed to. In doing this, viruses and Trojans
will not be able to directly establish contact with the system to unauthorized persons on any
external network. Security administrators should not allow the servers to be updated
directly from the Internet, because this will raise a high security risk to the entire network
(Thorsheim, 2004).

Intrusion Detection Systems (IDS): IDS can be a very effective addition to a firewall
because it is usually better at logging the contents of the attack compared to a firewall.

It is also easier to create statistics over longer periods of time of hacker activity by using
IDS. IDS requires human attention more than a firewall (Thorsheim, 2004, P: 769- 775).
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2.9.2 Virtual Private Networks (VPNs):

The VPN is a point-to-point connection between the user’s computer and an enterprise
server from the user’s perspective (Vacca, 2004) argues. The author also added that when
the user connecting to a remote network through the Internet or another public network;
he/she using VPN network. VPN let all users who use the channel to enjoy the same
security and features. VPNs allow remote employees, or branch offices to connect in
securely to a server located in the enterprise’s LAN by using the networking infrastructure
provided by the Internet. Logically, the VPN connection across the Internet operates as a
WAN link between the sites.

2.9.2.1 VPN Common Uses

Secure Remote User Access over the Internet.

VPNSs provide remote access to enterprise resources over the Internet. This could happen by
calling a local ISP Network Access Server (NAS) instead of having a leased-line or
making long-distance call to an enterprise. The VPN software creates a virtual private
network between the dialup computer and the enterprise VPN server across the Internet

using the dialup local connection to the ISP (Vacca, 2004).

Connecting Networks over the Internet.

There are two methods for using VPNs to connect LANs at remote sites according to
(Vacca, 2004):

Dedicated Lines to Connect a Branch Office to an Enterprise LAN:

Both the branch office and the enterprise can use a local ISP to connect to the Internet. The
two separate established connections and the Internet are then used by the VPN software to
create a virtual private network between the two LANS.

Using a Dial-Up Line to Connect a Branch Office to an Enterprise LAN:

The branch office can call the local ISP, rather than having leased-line, or call to an
enterprise NAS. Enterprise can call ISP using a dedicated link. The VPN software then uses

the connections to the local ISP as shown in Figure (2.16).
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Figure (2. 16): Using a VPN to Connect Two Remote Sites
Source : (Vacca, 2004, P: 830)

The used facilities in connecting the branch office and enterprise offices to the Internet are
local in both cases which means a cost savings. It is recommended that the enterprise VPN
server be connected to a local ISP with a dedicated line and listening 24 hours per day for

incoming VPN traffic (Vacca, 2004).

2.9.2.2 Basic VPN Requirements
A VPN solution should meet all of the following requirements at a minimum:
Address management: the solution must assign a client’s address on the private net, and

must ensure that private addresses are kept private.
Data encryption: data carried on the public network must be rendered unreadable to

unauthorized clients on the network.
Key management: the solution must generate and refresh encryption keys for the client

and server.
Multi-protocol support: the solution must be able to handle common protocols used in the

public network; these include IP, IPX, etc.
User authentication: the solution must verify a user’s identity and restrict VPN access to
authorized users; in addition, the solution must provide audit and accounting records to

show who accessed what information and when (Vacca, 2004).
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2.9.3 Network Services

In this topic, E-Mail Security and Network Attacks and Countermeasures will be
discussed.

2.9.3.1 E-Mail Security

E-mail is an important and widely used service. The e-mail infrastructure consists of e-mail
servers and e-mail clients. E-mail servers using the Simple Mail Transfer Protocol (SMTP)
to receive messages from clients, transport them to other servers, and store messages into a
user’s server-based inbox. E-mail clients retrieve messages from their server-based inboxes
using the Post Office Protocol, version 3 (POP3) or Internet Message Access Protocol
(IMAP). Clients communicate with e-mail servers using SMTP.

When deploying an SMTP server, it is very important to properly configure authentication
for both inbound and outbound mail. Because of SMTP relays mail from sender to intended
recipient. However, you have to avoid turning your SMTP server into an open relay
(without authentication). Open relays will allow spammers to send out floods of e-mails
(Tittel and others, 2003).

E-Mail Security Goals
In fact, basic e-mail is not secure. So security should be added to e-mail in order to achieve
some or all of the following objectives (Tittel and others, 2003) argue, authors also
mentioned the following as an E-Mail security goals:

e Provide for nonrepudiation

e Restrict access to messages to their intended recipients

e Maintain the integrity of messages

e Authenticate and verify the source of messages

o Verify the delivery of messages

e Classify sensitive content within or attached to messages
Authors also added that the following issues must be addressed in the security policy:

e Acceptable use policies for e-mail

e Access control

e Privacy
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e E-mail management

e E-mail backup and retention policies

E-mail Security Solutions

Following are some security solutions that can help to protect e-mail transmission:

Secure Multipurpose Internet Mail Extensions (S/MIME) offers authentication and privacy
to e-mail through secured attachments. Public Key Cryptography Standard (PKCS)
encryption is used to provide the privacy. Using SIMIME can perform signed messages
which provide integrity and sender authentication, and enveloped messages which provide
integrity, sender authentication, and confidentiality.

MIME Object Security Services (MOSS) can provide authenticity, confidentiality, integrity,
and nonrepudiation for e-mail messages. In order to provide authentication and encryption
services, MOSS employs Message Digest 2 (MD2) and MD5 algorithms; Rivest, Shamir,
and Adelman (RSA) public key; and Data Encryption Standard (DES).

Privacy Enhanced Mail (PEM) is an e-mail encryption mechanism that provides
authentication, integrity, confidentiality, and nonrepudiation. PEM uses RSA, DES, and
X.509.

Pretty Good Privacy (PGP) is a public-private key system that uses the IDEA algorithm to
encrypt files and e-mail messages (Tittel and others, 2003)..

Many of the vulnerabilities can be reduced or eliminated by using these and other security
mechanisms for e-mail and communication transmissions. Digital signatures can help
eliminate impersonation. Encryption of messages reduces eavesdropping. And the use of e-
mail filters keep spamming and mail bombing to a minimum. Blocking attachments at the
e-mail gateway system on your network can ease the threats from malicious attachments
(Tittel and others, 2003).

2.9.3.2 Network Attacks and Countermeasures

Eavesdropping: Eavesdropping is the listening to communication traffic for the purpose of
recording the data to a storage device or to an extraction. The cracker then can extract many
forms of information, such as usernames, passwords, process procedures, data, and so on.

Because eavesdropping usually requires physical access to the IT infrastructure, then you
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can combat it by maintaining physical access security to prevent unauthorized personnel
from accessing your IT infrastructure. In order to greatly reduce the effectiveness and
timeliness of eavesdropping, you can use encryption and one-time authentication methods

on communication traffic (Tittel and others, 2003).

Impersonation/Masquerading: Impersonation, or masquerading, is the act if you are
someone or something you are not in order to gain unauthorized access to a system, this
could be happened by capturing the usernames and passwords.

In order to prevent impersonation you can use one-time pads and token authentication
systems, Kerberos, and encryption. These solutions can increase the difficulty of extracting

authentication credentials from network traffic (Tittel and others, 2003).

Replay Attacks: Replay attacks are using eavesdropping in order to capturing network
traffic. They attempt to reestablish a communication session by replaying captured traffic
against a system. They can be prevented by using one-time authentication mechanisms and

sequenced session identification (Tittel and others, 2003).

Modification Attacks: In this type of attacks, the captured packets are altered and then
played against a system. Modified packets are designed to bypass the restrictions of
improved authentication mechanisms and session sequencing. Countermeasures to
modification replay attacks include the use of digital signature verifications and packet

checksum verification (Tittel and others, 2003).

2.10 Business Continuity Planning (BCP)

Business continuity plans main purpose is to prevent interruptions to normal business
activity. They are designed to protect critical business processes from failures or disasters,
and occurring loss of capital as a result of the unavailability of normal business processes.
Business continuity planning is a strategy to minimize the effect of disturbances and to
allow for resumption of business processes.

A disruptive event is any intentional or unintentional security infringement that stops

normal operations. The aim of BCP is to minimize the effects of a disruptive event on a
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company. The primary purpose of business continuity plans are to reduce the risk of
financial loss and enhance a company’s ability to recover from a disruptive event promptly.
The business continuity plan should also help minimize the cost associated with the

disruptive event and mitigate the risk associated with it (Krutz and Vines, 2001).

2.10.1 Project Management and Initiation
The project management and initiation phase of BCP considered the base of the other
phases, and it involves the following items:

e Establish the need for BCP.

e Obtain top management support and commitment.

o ldentify the strategic resources.

e Establish members of the BCP teams.

e Establish the work plan.

e Determine the need for automated data collection tool.

e Prepare a report to management on how BCP will meet its objectives.

e Develop formal meeting schedules.

e Prepare and present status reports.
An important element in the first phase is the top management commitment and support.
This may need that the security team to educate the top management on the importance of
the BCP.
Nowadays, in some countries like USA, the executives could be held legally responsible for
not taking a required care in safeguarding the important information.
After defining the goals and objectives of the BCP, a business continuity
planner/coordinator should be hired or identified. This person duty is to make sure that all
needed elements of the plan are addressed, and a good preparation and training
accomplished for everyone who involved in the BCP process. Moreover, the business
continuity planner should serve as a leader for the development team, so, he should be
carefully selected to play this role.
Once the process coordinator role has been identified, the next step is to identify the design
and development team, following are the team members who should be involved in this

process:
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e Senior management

e BCP planner/ coordinator

e Recovery Teams

e Business unit representatives

e Crisis management team

e User community

e Systems and network expertise

e Information security department

e Legal representatives
Next step is to establish the project characteristics such as goals, tasks, resources, time
schedules, budget estimates, and critical success factors (Hansche and others, 2004, P: 670-
673).

2.10.2 Business Impact Assessment (BIA)
The purpose of a BIA is to create a document to be used to help understand the financial or

operational impact a disruptive event would have on the business (Krutz and Vines, 2001).

2.10.2.1 BIA goals

-Criticality Prioritization: Every critical business unit process must be identified and
prioritized, and the impact of a disruptive event must be evaluated. Obviously, non-time-
critical business processes will require a lower priority rating for recovery than time-critical
business processes.

-Downtime Estimation: The BIA is used to help estimate what is the longest period of
time a critical process can remain interrupted.

-Resource Requirements. The resource requirements for the critical processes are identified
considering that the most time-sensitive processes receiving the most resource allocation
(Krutz and Vines, 2001).

2.10.2.2 BIA steps
Gathering Assessment Material: The critical business units are identified in this step.

Some documents should be prepared in this step; such as business units’ relationships and
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functional interrelationships of the organization. As the materials are collected and the
functional operations of the business are identified, the BIA will examine these business
function interdependencies in order to establish a set of priorities between the units and to

identify what alternate processing procedures can be utilized (Krutz and Vines, 2001).

The Vulnerability Assessment: It is similar to a Risk Assessment, but it focuses on
providing information that is used only for the business continuity plan or disaster recovery
plan. A function of a vulnerability assessment is to conduct a loss impact analysis. It will be
necessary to define loss criteria both quantitatively and qualitatively.
-Quantitative loss criteria:

e Loss of revenue, capital expenditure, or personal liability resolution

e The operational expenses incurred due to the disruptive event

e Financial loss from resolution of violation of contract agreements

¢ Financial loss from resolution of violation of regulatory
-Quialitative loss criteria:

e The loss of competitive advantage or market share

e The loss of public confidence or credibility
During the vulnerability assessment, critical support areas must be defined in order to
assess the impact of a disruptive event. A critical support area is defined as a business unit
or function that must be present to sustain continuity of the business processes, maintain
life safety, or avoid public relations embarrassment.
Critical support areas could include the following:

e Telecommunications information technology areas

e Physical infrastructure or plant facilities, transportation services

e Accounting, payroll, transaction processing, customer service, purchasing
Personnel, resources, and services that the critical support areas need to maintain business

continuity will also need to be identified (Krutz and Vines, 2001).
Analyzing the Information: Several activities take place during the analysis phase of the

BIA, such activities could be documenting required processes, identifying

interdependencies, and determining the acceptable interruption period. This section
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describes the critical areas requirements in order to keep the revenue stream and maintain

transaction processing levels and customer service levels (Krutz and Vines, 2001).

Documentation and Recommendation: A full documentation of all processes,
procedures, analysis, and results, and the presentation of recommendations should be
reported to the senior management. The report will contain the previously gathered
material, list the identified critical support areas, summarize the quantitative and qualitative
impact statements, and provide the recommended recovery priorities generated from the
analysis (Krutz and Vines, 2001).

2.10.3 Business Continuity Plan Development

In this phase, the BCP team must use the priorities list of concerns raised by the
quantitative and qualitative resource prioritization processes and determine the risks that
will be included in the business continuity plan, and what is the resources that will be

committed to each mitigation task (Tittel and others, 2003).

2.10.3.1 Provisions and Processes

In the provisions and processes task, the BCP team designs the specific procedures and
mechanisms that will mitigate the risks considered unacceptable.

There are three categories of assets that must be protected through BCP provisions and

processes: people, buildings/facilities, and infrastructure (Tittel and others, 2003).

2.10.3.1.1 People

You must ensure that the people within your organization are safe before, during, and after
an emergency. After that you must make provisions to allow your employees to conduct
their tasks in a like normal situation. This means that, you should provide the people with
all needed resources. Any continuity plan that requires these provisions should include
detailed instructions for the BCP team in the event of a disaster. Provisions should be
sufficient to feed the operational and support teams for an extended period of time, and it
should be maintained in an accessible location and rotated periodically to prevent spoilage
(Tittel and others, 2003).
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2.10.3.1.2 Buildings/Facilities

In order to carry out critical operations, the businesses may require specialized facilities
such as standard office facilities, manufacturing plants, operations centers, warehouses,
distribution/logistics centers, and maintenance depots. When performing BIA, those
facilities should be identified because they play a critical role in the organization’s
continued viability. The continuity plan should address two areas for each critical facility:
Hardening provisions: BCP should outline mechanisms and procedures that can be
implemented to protect the existing facilities against the defined risks.

Alternate sites: if it’s not possible to harden a facility against a risk, the BCP should
identify alternate sites where business activities can resume immediately (Tittel and others,
2003).

2.10.3.1.3 Infrastructure

For many businesses, a critical part of infrastructure is the IT and computer systems which
comprises a number of servers, workstations, and critical communications links between
sites. The BCP must address how these systems will be protected against risks identified
during the plan development phase. There are two main methods of providing this
protection:

Hardening systems: Protection against risks can be implemented by using computer-safe
fire suppression systems and uninterruptible power supplies.

Alternative systems: Business functions may also be protected by introducing redundancy
(Tittel and others, 2003).

2.10.4 Plan Approval and Implementation

Plan approval and implementation refers to the following steps (Krutz and Vines, 2001)
say:

Approval by senior management

When a disaster strikes, senior management must be able to make informed decisions
quickly during the recovery effort, because they have the responsibility for supervision and

execution of the plan during a disruptive event, they must have final approval.
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Creating an awareness of the plan enterprise-wide
There are three reasons for the organization to disseminate the awareness of the plan
between employees, such reasons are:

e Efforts of individuals are very important in the recovery from an event.

e This will emphasize the organization’s commitment to its employees.

e Specific training may be required for certain personnel to do their tasks.

Maintenance of the plan, including updating when needed

Business continuity plans often get out of date. The critical business units may be changed
if the organizations reorganized. The changing could be in IT infrastructure, including the
hardware, software. The reasons for plan maintenance may be administrative because
personnel may lose interest or forget, or employee turnover may affect involvement.

Plan maintenance should be continued process to ensure that the plan remains fresh and
usable. It’s important to build maintenance procedures that centralize responsibility for
updates, and create audit procedures that can report regularly on the state of the plan.

It’s also important to ensure that multiple versions of the plan do not exist, because it could
create confusion when using it (Krutz and Vines, 2001).

2.11 Law, Investigations, and Ethics
Three main topics will be discussed in this section, such topics are Laws,

investigations, and Ethics.

2.11.1 Law

It will be very useful for the security professional to have a good understanding of the
computer crime laws in his country, or the international laws if he works in an international
organization. One of security professional’s duties is to interpreting these laws for the top

management (Hansche and others, 2004).
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2.11.1.1 Categories of Laws
Criminal Law: Laws about individual behavior that violates government laws enacted to
protect public (Hansche and others, 2004) argue. Authors also added that criminal law
identifies a crime as being a wrong against society; in this case, society is considered the
victim. A conviction under criminal law normally results in imprisonment period for the
defendant. Some times, it could also result in financial award to the victim as restitution for
the crime.
The main purpose of prosecuting under criminal law is punishment for the criminal. The
punishment is considered as a deterrent against future crime, but it will not work if it is not
strict enough to discourage further criminal activity.
To get someone guilty in a computer crime, a lot of technical evidences and experiences
should be available to jury or the judge.
Following are some of the computer-related crimes that can be addressed by criminal law:

e Unauthorized access

o Intellectual property theft

e Theft of computer property

e Invasion of privacy

e Denial of service

e |dentity theft

Civil Law: Law about a wrong pointed against an individual or business and resulting a
damage or loss. There is no imprisoning under the civil law system, but financial awards as

restitution for the loss (Hansche and others, 2004).

Administrative Law: Also known as regulatory law, it establishes the standards of
performance for organizations conducting businesses. Violations of these laws can result in

financial penalties or imprisonment (Hansche and others, 2004).
Intellectual Property and Privacy Laws

These are other categories of common law, and it is directly related to information.

Following are some of these laws:
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Patent: It is an official document providing the inventor exclusive rights to an invention.
Such document excludes right of the development and use of that invention to the patent
holder.

Trademark: It is a name, character, logo, or other symbol identifying a product, service, or
organization which and distinguishing them from others ones. Trademark can be registered
in the appropriate authority to prevent others from being legally able to use it.

Copyright: It allows the author to protect his right in an idea. The author does not
generally have to file for copyright protection, as the law states the copyright comes into
forces as soon as the idea is expressed.

Trade secret: Is information that is used, made, or marketed by one having the exclusive
legal rights. This means that the organization has the ownership rights to its exclusive use

of the information (Hansche and others, 2004).

2.11.1.2 Computer Security, Privacy, and Crime Laws
Appendix (6) contains a list of some laws, regulations, and directives related to computer

and information security:

2.11.2 Investigation

Investigating computer crime is known as computer forensics, which is the collecting of
information from and about computer systems that is acceptable in a court of law (Krutz
and Vines, 2001).

2.11.2.1 Computer Investigation Issues
Because of the nature of information that is stored on the computer, investigating and
prosecuting computer criminal cases have unique issues, such as the following:

¢ Investigation and prosecution time frame is compressed.

e The information is intangible.

e The investigation may interfere with the live operations in an organization.

e Some times, it is difficult to gather the evidence.

e In many instances, an expert or specialist is required.
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e Crime locations may be geographically separated, which lead to different
jurisdictions (Krutz and Vines, 2001).

2.11.2.2 Evidence
The computer crime evidence may be intangible, and easy to be modified without a trace,
so, evidence must be carefully handled and controlled. Following are the major components
of the evidence chain that must be followed and protected:

e Location and time evidence was obtained

e Who discovered, secured, and controlled the evidence
To be acceptable in a court of law, evidence must meet the following requirements:
Relevant: The evidence can describe the crime, verify what had occurred, and can fix the
crime’s time of occurrence.
Legally Permissible: The evidence was obtained in a lawful manner.
Reliability: The evidence has not been modified.
Identification: The evidence is properly identified without changing or damaging.
Preservation: The evidence is not subject to damage or destruction (Krutz and Vines,
2001).

Types of Evidence
Legal evidence can be classified into the following types.
e Best evidence: Original or primary evidence.
e Secondary evidence: An oral description of the evidence contents.
o Direct evidence: Proves or disproves a specific act based on information gathered
through the witness’s five senses.
e Conclusive evidence: Indubitable; overrides all other evidence.
e Opinions: The following are the two types of opinions:
0 Expert: May offer an opinion based on personal expertise and facts
0 Nonexpert: May give evidence only as to facts
e Circumstantial evidence: Inference of information from other, intermediate, relevant
facts (Krutz and Vines, 2001).
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2.11.2.3 Conducting the Investigation

Set up a committee of appropriate personnel to deal with the following issues:

Establishing a prior liaison with law enforcement

Deciding when and if to bring in law enforcement

Setting up means of reporting computer crimes

Put procedures for handling and processing reports of computer crime
Planning for and conducting investigations

Involving senior management and the appropriate departments

Ensuring the proper collection of evidence, which includes identification and protection of

the various storage media (Krutz and Vines, 2001).

2.11.3 Ethics

Security professionals with important responsibilities are held to a high standard of

conduct. The rules that govern personal conduct are collectively known as rules of ethics.

Several organizations have recognized the need for standard ethics rules, or codes, and have

developed guidelines for ethical behavior.

2.11.3.1 Ethics and the Internet
In January 1989, the Internet Advisory Board (IAB) issued a statement of policy

concerning the proper use of the Internet.

The statement is a list of unethical practices which you should not do.

Seeks to gain unauthorized access to the resources of the Internet
Disrupts the intended use of the Internet

Wastes resources (people, capacity, computer) through such actions
Destroys the integrity of computer-based information

Compromises the privacy of users (Tittel, 2003, P: 625-626)

2.11.3.2 Ethics Action Plan
The following procedures can help security managers encourage ethical use of the
computer within their organizations (Tippett, 2004, P: 3064-3065):
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Developing a corporate guide to computer ethics for the organization.

Developing a computer ethics policy to complement the computer security policy.
Adding information about computer ethics to the employee handbook.

Finding out whether the organization has a business ethics policy, and expanding it
to include computer ethics.

Learning more about computer ethics and spreading what is learned.

Helping to promote awareness of computer ethics by participating in the computer
ethics campaign.

Making sure the organization has an E-mail privacy policy.

Making sure employees know what the E-mail policy is.
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CHAPTER THREE: RESEARCH METHODOLOGY

3.1 Introduction

This chapter describes the research methodology used for achieving the research goals. It
describes the strategy for research design to analyze the usage of Information Technology
Management in the IT companies in Palestine. This chapter will also highlight the research
population and sample Design. Response rate and respondents representation, review of
data collection tool which is the questionnaire, questionnaire validity and reliability,

research procedures, and statistical methods used in analyzing data.

3.2 Research Design

The research aims to evaluate to what extent IT companies in Palestine are applying
Information Security Management.

The researched topic has divided into ten domains as they are organized by 1SO 17799.
The study takes in consideration the way in which international security specialized
businesses collecting information about any organization in order to make an assessment
for the Information Security situation in such organization.

The questionnaire was used to collect the information, and it was designed like a check list
to determine to what extent are Information Security ten Domains are applied in Palestinian

IT companies.

3.3 Research Population

The population of this study is the IT companies in Palestine (Gaza Strip, West Bank and
Jerusalem) that has a membership in Palestinian IT Association of Companies PITA. The
research focused on the managerial level staff in those companies because it discussed the

Information security from the management side.
3.3.1 Sample Size

The number of IT companies who has a membership in PITA was 74 when the sample

chosen and the research included all those companies in collecting the needed data.
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3.3.2 Sampling method and response rate

Table (3.1) shows the sample size, response rate and respondents representation

Table (3. 1): Sample size, response rate and respondents representation

x S 5| 2 2
s |E & |8 8| 5 B s 8
Area = S 8B |E 2| 28 B o 2 <
Z |82 85| 82 |8°| %5 2
§_‘ S 8 ¢ 7 é 5 X 8
o
Gaza Strip 20 27% 20 14 70% | 34.2%
West Bank 49 66.2% | 49 25 51% | 60.9%
Jerusalem 5 6.8% 5 2 40% |4.9%
Totals 74 100% 74 41 55.4% | 100%

* Source of Population distribution: http://www.pita.ps/en/members/List.php (Jan 2007)

3.4 Questionnaire Review

The questionnaire was designed as an assessment tool for the Information Security
Management in the IT Companies in Palestine —PITA members-; the first part of the
questionnaire contains some questions to collect information about the sample
characteristics.

The second part contained the ten Information Security Management domains as designed

by ISO 17799. Table (3.2) shows these ten domains and their weights in the questionnaire.

Table (3. 2): distribution of questions to the domains and their weights

Number of
Domain Weights
Questions
Characteristics of respondents 9 13.24%
Security Policy 4 5.88%
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Organizational Security 4 5.88%
Asset Classification and Control 3 4.41%
Personnel Security 7 10.29%
Physical and Environmental Security 7 10.29%
Computer and Network Management 13 19.12%
System Access Control 6 8.82%
Systems Development and Maintenance 5 7.35%
Business Continuity Planning 5 7 35%
Compliance 5 7 350
Total 68 100%

Following are these ten domains and their description:

-Security Policy: the questions of this domain used to determine if the companies have an
existing security policy which states the commitment of the top management; and whether

that policy has an owner who is responsible for reviewing and updating it.

-Organizational Security: this domain used to determine whether there is a cross functional
team responsible for implementing the security controls. and whether the responsibility for
the protection of assets are clearly defined; and is there any specialized security advice

obtained from outside or not.

-Asset Classification and Control: this domain used to determine if there is an inventory of
the important assets associated with information about each asset; and if these assets
classified to determine how the information to be protected; and whether existing a

procedure for labeling and handling these assets.

-Personnel Security: questions of this domain used to determine the security from the

personnel side such as the documentation of the security responsibilities in the job
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definitions; and whether the employees asked to sign a confidentiality agreement as part of

their employment contract.

-Physical and Environmental Security: this domain intended to determine to what extent the
rooms, devices, networking, electricity and other IT facilities are secured by using some

security controls such as UPS, electricity generator, and fire alarms.

-Computer and Network Management: this domain used to determine to what extent the
computers and networks are secured by asking about the backup procedures, event logs,

anti virus and systems updating and upgrading.

-System Access Control: through this domain the usernames, passwords, access rights are
assessed, to determine to what extent are the passwords strong, access rights are limited to

users in the need to know based.

-Systems Development and Maintenance: this domain used to determine if the validity of
input and output, encryption are used. And if some controls for implementation of new

software are used.

-Business Continuity Planning: this domain used to determine if there are an emergency
planning, and a list of events that could interrupt the business and its results on that
business, and if there are plans to restore the business once any of the interruption events
happened.

-Compliance: this domain determines whether the contractual requirements were explicitly
defined and documented for each information system. And if there are some procedures to
ensure compliance with legal restrictions on use of material in respect of which there may

be intellectual property rights.

3.5 Questionnaire reliability

The content validity and reliability of the questionnaire was assed by the following ways:
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3.5.1 Arbitrating the Questionnaire

The questionnaire has distributed to a group of arbitrators containing three academic
members from the Islamic University of Gaza - Faculty of Commerce, and one economical
specialist from the Finance Authority. The researcher modified some questions according

to the arbitrators’ suggestions.

3.5.2 Internal Harmony Testing

The researcher has tested the internal harmony of the questionnaire by calculating the
correlation coefficients of each question and the total number of the questions for each
domain. The researcher also calculated the correlation coefficients of each domain and the
total number of the domains. The correlation coefficients denoted significance at 0.01 level

which means a content reliability for what is being measured as shown in table (3.3).

Table (3. 3): Correlation coefficients for internal harmony of the questionnaire

o Correlation Significance
coefficient level
Security Policy **0.72 .000
Organizational Security **0.60 .000
Asset Classification and Control **0.55 .000
Personnel Security **0.81 .000
Physical and Environmental Security **0.78 .000
Computer and Network Management **0.87 .000
System Access Control **0.89 .000
Systems Development and Maintenance **(.86 .000
Business Continuity Planning **0.79 .000
Compliance **0.81 .000

** (Denotes Significance ate 0.01 level)
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3.6 Questionnaire Validity

The researcher used the Alpha-Kronbach test to measure the questionnaire validity. The
researcher found Alpha value for every domain and for the total questionnaire. Alpha-
Kronbach coefficient was found to be more than 0.7168 for all domains and for the

questionnaire as a total, which is very satisfactory for testing the validity of the

questionnaire. Table (3.4) shows the results of Alpha-Kronbach test.

Table (3. 4): Alpha-Kronbach coefficients of questionnaire’s domains and of the

questionnaire as a whole

Alpha-
Number of
Domain Kronbach
questions
coefficient
Security Policy 4 0.8193
Organizational Security 4 0.7168
Asset Classification and Control 3 0.8691
Personnel Security 7 0.8176
Physical and Environmental Security 7 0.8734
Computer and Network Management 13 0.8943
System Access Control 6 0.8541
Systems Development and Maintenance 5 0.8536
Business Continuity Planning 5 0.9123
Compliance 5 0.8380
All questionnaire questions 59 0.9705

3.7 Research Procedures

3.7.1 Period of the Study

The study was conducted from November 2006 to Feb 2008, but the questionnaire
distribution period was from Feb 2007 to Jul 2007.

93




3.7.2 Place of the Study

The study was applied on the IT companies - PITA members in Gaza Strip, West Bank and
Jerusalem.

3.8 Data analysis

The researcher used the email to distribute and collect the questionnaires, all questionnaires
considered valid because there were no uncompleted questionnaires. The researcher used
the SPSS package to analyze data. The following scale was used in entering the data into
SPSS package:

Strongl el rs Strongl
Scale gty Agree Agree nor Disagree rongry
Agree > Disagree
Disagree
Degree 4 3 2 1 0

3.9 Statistical Methods

The following statistical tests were used to analyze the data and to test the hypothesis:

1- Frequencies, means and percentages to represent the collected data in a meaningful
numbers.

2- Pearson correlation factor and Alpha-Kronbach factor to test the reliability and validity
of the questionnaire.

3- Sign-test to indicate the significance difference between two independent samples and to
prove the hypothesis.

4- Kruskal-Wallis to test the variance between different samples.
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CHAPTER FOUR: DATA ANALYSIS AND DISCUSSION

4.1 Introduction

This chapter will be divided in two parts. The first one will describe the respondents’
specifications (Sample characteristics) in terms of their qualifications, specialty,
experience, title, company age, working field, used operating systems, budget, and address.
The second part will contain the analysis of the questionnaire paragraphs and ten domains,

and testing the hypothesis.

4.2 Sample Characteristics

4.2.1 Respondents’ Qualifications

Table (4. 1): Respondents’ Qualifications representation

Qualification Frequency Percent
Bachelor 33 80.5
High Education 8 19.5
Total 41 100.0

Most of the respondents are having a bachelor degree (80.5%), while the others (19.5%)
having a high education degree, which means that all respondents are educated and having

at least bachelor degree, Table (4.1) shows that.

4.2.2 Respondents’ Specialty

Table (4. 2): Respondents’ Specialty representation

Specialty Frequency Percent
Computer Engineering 16 40.0
Computer Science 15 37.5
Business Administration 3 7.5
Other 6 15
Total 40 100.0

We can notice from the results in Table (4.2) that most of the respondents are having a
specialty in computer field (77.5%), which is distributed between computer engineering

and computer science. The other respondents are having different specialties (22.5%).
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4.2.3 Respondents’ Experience

Table (4. 3): Respondents’ Experience representation

Experience Frequency Percent
Two to five years 12 29.3
Six to ten years 13 31.7
More than ten years 16 39.0
Total 41 100.0

It is clear from Table (4.3) that most (70.7%) of the respondents are having not less than six

years of experience, while others (29.3%) having not less than two years of experience, this

mean that the respondents having a good experience in their working field.

4.2.4 Respondents’ Titles

Table (4. 4): Respondents’ Title representation

Title Frequency Percent
Company Director 19 46.3
Systems Administrator 4 9.8
Database Administrator 2 4.9
Network Administrator 4 9.8
Technical Manager 5 12.2
Other 7 17
Total 41 100.0

From Table (4.4); we can notice that the majority of respondents (83%) are in managerial

or administrative posts, while the others (17%) are in different posts.

4.2.5 Companies’ Age in IT Field

Table (4. 5): Respondents’ company age in IT field

Company age Frequency Percent
Less than two years 2 4.9
Two to five years 7 17.1
Six to ten years 13 31.7
More than ten years 19 46.3
Total 41 100.0




Most of respondents’ companies (95.1%) are working in IT field for at least two years,
while the others (4.9%) are working in IT field for less that two years. Table (4.5) shows
these facts.

4.2.6 Companies’ Main Working Field

Table (4. 6): Respondents’ main working field representation

Company main working field Frequency Percent
Suppliers of equipment in computing and 19 46.3
telecommunications
Database Building 6 14.6
Application software suppliers 8 19.5
Internet service providers 4 9.8
Professional network services suppliers 1 2.4
Professional Technical Training 3 7.3
Total 41 100.0

Around one halve (46.3%) of respondents are working in supplying equipments of
computer and telecommunication field, and around one fifth (19.5) of them are working as
application software suppliers, while the other respondents are working in another fields of
IT that distributed between database building (14.6%), Internet service providers (9.8%),
Professional network services suppliers (2.4%), and Professional Technical Training
(7.3%). Table (4.6) shows these facts. This information tells that the Palestinian IT

companies are distributed between the different fields of IT.

4.2.7 Used Operating Systems

Table (4. 7): Respondents’ used operating systems representation

Operating systems Frequency Percent
Windows 20 48.8
Linux/Unix 1 2.4
Windows & Linux/Unix 20 48.8
Total 41 100.0

Around one halve (48.8%) of respondents are using only Windows operating system, and

around one halve (48.8%) of them are using two operating systems which is Windows &
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Linux/Unix, while only one respondent (2.4%) is using Linux/Unix as the only operating

system. Table (4.7) shows these facts.

4.2.8 Security Budget

Table (4. 8): Respondents’ Security Budget representation

Budget Frequency Percent
Less than 1% 10 24.4
1% to 3% 13 317
4% to 5% 7 17.1
More than 5% 11 26.8
Total 41 100.0

Around one third (31.7%) of respondents are specifying one to three percent of their budget
to information security management, around one fourth (26.8%) of them are specifying
more than five percent to this issue, and around one fourth (24.4%) too specifying less than
one percent to the same issue, while the others (17.1) are specifying four to five percent of

their budget to information security management. Table (4.8) shows these facts.

4.2.9 Respondents’ geographical distribution

Table (4. 9): Respondents’ Address representation

Company Address Frequency Percent
Gaza Strip 14 34.1
West Bank 20 48.8
Gaza Strip & West Bank 5 12.2
Jerusalem 2 4.9
Total 41 100.0

Most (61%) of respondents are working in West Bank, and around one halve (46.3%) of
them are working in Gaza Strip, while the others (4.9%) are working in Jerusalem. This
could be normal because the West Bank area is bigger than Gaza Strip. Table (4.9) shows

these facts.
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4.3 Data analysis and hypothesis testing
4.3.1 Domain One: Security Policy
Table (4. 10): Domain One: Security Policy

2 g P
£le|ef|. |28 5
# Question E w% u;; "E "§ :; E Mean | % Tf;;
(r% o (I ws‘ %
2 I
10 | There exists an
Information security # 10 3 6 21 11
policy, which is
approved by the 41 | 2.98 | 74.39 | .0000
E:g\‘,sr?g;gﬂta”d % | 0 | 731465122638
employees.
11 | The policy states the
management # 0 2 5 23 11
commitment and set
out the organizational 41 | 3.05 | 76.22 | .0000
approach to
mpallonaging information % | 0] 4912215612638
security.
12 | The Security policy
has an owner, who is # 0 5 9 13 41
responsible for its
maintenance and 41 | 2.88 | 71.95 | .0001

review according to a
defined review
process.

% | 0 |122| 22 | 317|341

13 | The process ensures
that a review takes # 0 3 5 15 18
place in response to
any changes affecting
the basis of the
original assessment,
example: significant 41 | 3.17 | 79.27 | .0000
security incidents,

newvu)I/nerabiIities or % | 0| 731221366439
changes to
organizational or
technical
infrastructure.

Domain One: Security Policy 3.018 | 75.46 | .000

The results related to domain one (security policy), shown in Table (4.10) denote the

following facts:

-In reference to paragraph (10): most of Palestinian IT companies (78%) have an

information security policy approved by the management and known by all employees,
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while the minority (7.3%) of them do not have such that policy. This is confirmed since the
mean of responses to this paragraph is 2.98 with a significance level of 0.0000 for the sign
test, which is less than 0.05.

-In reference to paragraph (11): the majority of companies (82.9%) stipulates their
commitment to and set out their organizational approach to managing the information
security in their policy, while the minority (4.9%) of them do not have the management’s
commitment stipulated in their policy. This is confirmed since the mean of responses to this
paragraph is 3.05 with a significance level of 0.0000 for the sign test, which is less than
0.05.

-In reference to paragraph (12): around two thirds of companies (65.8%) assign a security
policy owner responsible for maintenance and review of the security policy according to a
defined review process, while the minority of them do not assign a security policy owner.
This is due to the fact that the mean of responses to this paragraph is 2.88 with a
significance level of 0.0001 for the sign test, which is less than 0.05.

-In reference to paragraph (13): the review process in most of companies (80.5%) ensures
that a review takes place in response to any changes affecting the basis of the original
assessment, while that is not applied in the other (7.3%) respondents companies. This is
confirmed since the mean of responses to this paragraph is 3.17 with a significance level of
0.0000 for the sign test, which is less than 0.05.

Testing Hypothesis 1:
There is a significant effect for written Information Security Policy on the
effectiveness of Information Security Management in Palestinian Information

Technology companies.

To test this hypothesis, the sign test was used to check the significance of the security

Policy domain.

Table (4. 11): Sign test results of the domain “Security Policy”
Domain Mean % Sign Test
Security Policy 3.018 75.46 .0000
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The mean of responses on the domain “Security Policy” questions is 3.018 and its
percentage weight is 75.46 %, and the value of sign test is 0.0000 which is less than 0.05,
this shown in Table (4.11). This confirmed that the security policy in the Palestinian IT
companies affecting the effectiveness of Information Security Management in these
companies. But it is still need more concern from the top management. This agrees with the
study of (Knapp and others, 2006) which stated that the top management support is a key
factor of the organization’s security culture and level of policy enforcement.

According to the previous results we can accept the hypothesis “There is a significant
effect for written Information Security Policy on the effectiveness of Information

Security Management in Palestinian Information Technology companies”
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4.3.2 Domain Two: Organizational Security

Table (4. 12): Domain Two: Organizational Securi

4 g »
£l |gf|, £ |5 .
# Question E % "E"E “é 2: E Mean | % ?fsl:
cr% o e 2 a& g
: g
14 | There is a cross-
functional forum of # 0 9 10 18 4
management
representatives from
relevant parts of the 41 | 241 | 6037 | 0155
organization to ' ' '
coordinate the % | 0 22 | 244|439 | 938
implementation of
information security
controls.
15 | Responsibilities for
the protection of # 0 8 8 19 6
individual assets and
for carrying out 41 | 256 | 64.02 | .0026
specific security
processes were % | 0 | 195|195 |46.3 | 14.6
clearly defined.
information security s | 207 | 5183 5
advice is obtained % | 49 | 3L7 | 24.4 | 203 | 938 ' ' '
where appropriate.
17 | The implementation of
security policy is # 3 18 5 10 4
reviewed
independently on
regular basis. This is
to provide assurance 40 | 1.80 | 45.12 | .1552
that organizational
practices properly % | 75| 45 | 125| 25 | 10
reflect the policy, and
that it is feasible and
effective.
Domain Two: Organizational Security 2.226 | 55.64 | .1619

The results related to domain two (Organizational Security), shown in Table (4.12) denote

the following facts:

-In reference to paragraph (14): little more than one halve of Palestinian companies (53.7%)
have a cross-functional forum of management representatives from relevant parts of the
organization to coordinate the implementation of information security controls, while

around one fifth (22%) of them do not have such that forum. This is due to the fact that the

102



mean of responses to this paragraph is 2.41 with a significance level of 0.0155 for the sign
test, which is less than 0.05.

-In reference to paragraph (15): little less than two thirds of companies (60.9%) are clearly
defined the responsibilities for the protection of individual assets and for carrying out
specific security processes, while around fifth (19.5%) of them do not defined that
responsibilities. This is due to the fact that the mean of responses to this paragraph is 2.56
with a significance level of 0.0026 for the sign test, which is less than 0.05.

-In reference to paragraph (16): the Palestinian IT companies do not obtain a specialized
information security advice as it should be, less than one halve of them only (39.1%)
practicing this, while other companies (36.6%) do not obtain a specialized advice. This is
confirmed since the mean of responses to this paragraph is 2.07 with a significance level of
0.5 for the sign test, which is above 0.05.

-In reference to paragraph (17): around one third of companies only (35%) reviewing the
implementation of the security policy on a regular basis, while around one fifth (52.5%) of
them do not practice that. This is due to the fact that the mean of responses to this

paragraph is 1.18 with a significance level of 0.1552 for the sign test, which is above 0.05.

Testing Hypothesis 2:
There is a significant effect for Organizational Security structure on the effectiveness
of Information Security Management in Palestinian Information Technology

companies.

To test this hypothesis, the researcher used the sign test to chek the significance of the

Organizational Security domain.

Table (4. 13): Sign test results of the domain Organizational Security

Domain Mean % Sign Test

Organizational Security 2.226 | 55.64 0.1619

The mean of responses on the domain “Organizational Security” questions is 2.226 and its
percentage weight is 55.64%, and the value of sign test is 0.1619 which is above 0.05,
Table (4.13) shows that information. This confirmed that the Organizational Security in the

Palestinian IT companies does not affect the effectiveness of Information Security
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Management in these companies. The researcher refers this to the lack of involving
employees and considering them as a major part in the security management process. This
agree with (Belsis and Kokolakis, 2005) who argued that most stakeholders lack the
required knowledge of Information Systems (IS) security issues that would allow them to

play an important role in IS security management.
According to the previous results we cannot accept the hypothesis “There is a significant

effect for Organizational Security structure on the effectiveness of Information

Security Management in Palestinian Information Technology companies.”

104



4.3.3 Domain Three: Asset Classification and Control

Table (4. 14): Domain Three:

Asset Classification and Control

Question

I3esi(q A[Suons

udesiq

Rusesiq
I0U I JIYPIN

I3y

213V A[suong

sasuodsay

Mean

%

Sign
Test

18

An inventory or register
is maintained with the
important assets
associated with each
information system.
(Such register identifies
the owner and the
location of each asset)

22

13

%

7.3

7.3

53.7

31.7

M

3.10

77.44

.0000

19

There is an Information
classification scheme
or guideline in place;
which will assist in
determining how the
information is to be
handled and protected.

17

12

%

24

14.6

12.2

415

29.3

41

2.80

70.12

.0002

20

An appropriate set of
procedures are defined
for information labeling
and handling in
accordance with the
classification scheme
adopted by the
organization.

21

%

24

4.9

19.5

51.2

22

41

2.85

71.34

.0000

Domain Three: Asset Classification and Control

2.919

72.97

.0000

The results related to domain three (Asset Classification and Control), shown in Table
(4.14) denote the following facts:

-In reference to paragraph (18): the majority of Palestinian companies (85.4%) are
maintaining an inventory with important assets associated with each information system,
while other companies (7.3%) do not maintain such that inventory. This is confirmed since
the mean of responses to this paragraph is 3.10 with a significance level of 0.0000 for the
sign test, which is less than 0.05.

-In reference to paragraph (19): most of companies (70.8%) are using an information
classification scheme or guideline, while other companies (17%) do not use such that

scheme. This is confirmed since the mean of responses to this paragraph is 2.80 with a

significance level of 0.0002 for the sign test, which is less than 0.05.
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-In reference to paragraph (20): most of companies (73.2%) have a set of procedures for
information labeling and handling, while other companies (7.3%) do not have such that
procedures. This is confirmed since the mean of responses to this paragraph is 2.85 with a

significance level of 0.0000 for the sign test, which is less than 0.05.
Testing Hypothesis 3:
There is a significant effect for Asset Classification and Control on the effectiveness of

Information Security Management in Palestinian Information Technology companies.

To test this hypothesis, the researcher used the sign test to check the significance of the

Asset Classification and Control domain.

Table (4. 15): Sign test results of the domain Asset Classification and Control

Domain Mean % Sign Test

Asset Classification and Control 2.919 72.97 .0000

The mean of responses on the domain questions is 2.919 and its percentage weight is
72.97%, and the value of sign test is 0.0000 which less than 0.05, Table (4.15) shows these
information. This confirmed that the Asset Classification and Control in the Palestinian IT
companies affecting the effectiveness of Information Security Management in these
companies. This agrees with (Fiedler, 2003) who stated that it is import for organizations to
have an inventory of all information assets given in an organization in order to protect
information assets. The author also added that a classification of the information assets

helps to characterize these and assign appropriate protective actions
According to the previous results we can accept the hypothesis “There is a significant

effect for Asset Classification and Control on the effectiveness of Information Security

Management in Palestinian Information Technology companies”
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4.3.4 Domain Four: Personnel Security

Table (4. 16): Domain Four: Personnel Security

Question

u3esi(q A[suo.ng

Rusesiq

auagesiq
I0U RITY JIYPIIN

I3V

9213y A[Suo.ns

sasuodsay

Mean

Y%

Sign
Test

21

Security roles and
responsibilities as laid
in Organization's
information security
policy are
documented in job
definitions.

15

11

%

4.9

9.8

22

36.6

26.8

41

2.71

67.68

.0003

22

Employees are asked
to sign Confidentiality
or non-disclosure
agreement as a part
of their initial terms
and conditions of the
employment.

10

10

14

%

24

14.6

24.4

24.4

34.1

4

2.73

68.29

.002

23

All employees of the
organization receive
appropriate
Information Security
training and regular
updates in
organizational policies
and procedures.

11

12

11

%

2.4

26.8

29.3

26.8

14.6

41

2.24

56.10

.2288

24

A formal reporting
procedure exists, to
report security
incidents through
appropriate
management
channels as quickly
as possible.

11

17

%

4.9

171

26.8

41.5

9.8

41

2.34

58.54

.0223

25

A formal reporting
procedure or
guideline exists for
users, to report
security weakness in,
or threats to, systems
or services.

16

11

%

2.4

19.5

39

26.8

12.2

4

2.27

56.71

1147

26

There are
mechanisms in place
to enable the types,
volumes and costs of
incidents and
malfunctions to be
quantified and
monitored.

12

12

11

%

4.9

29.3

29.3

26.8

9.8

4

2.07

51.83
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27 | There is a formal
disciplinary process in | # 1 5 10 19 6
place for employees
who have violated 41 | 259 | 64.63 | .0006
organizational

security policies and % | 24 | 122 | 244 | 46.3 | 14.6
procedures.

Domain Four: Personnel Security 2.422 | 60.54 | .0003

The results related to domain four (Personnel Security), shown in Table (4.16) denote the

following facts:

-In reference to paragraph (21): around two thirds of Palestinian companies (63.4%) have
the security roles and responsibilities are documented in job definitions, while other
companies (14.7%) do not have documented roles and responsibilities in job definitions.
This is due to the fact that the mean of responses to this paragraph is 2.71 with a
significance level of 0.0003 for the sign test, which is less than 0.05.

-In reference to paragraph (22): less than two thirds of companies (58.8%) asking the
employees to assign a confidentiality agreement as part of their conditions of the
employment, while other companies (17%) of them do not ask the employees to assign the
same kind of agreements. This is due to the fact that the mean of responses to this
paragraph is 2.73 with a significance level of 0.002 for the sign test, which is less than 0.05.
-In reference to paragraph (23): less than one halve of companies (41.4%) conducting
training in the information security for all employees and regularly updating they about
organizational policies and procedures, while around one third (29.2%) of them do not
conduct such that training. This is due to the fact that the mean of responses to this
paragraph is 2.24 with a significance level of 0.2288 for the sign test, which is above 0.05.
-In reference to paragraph (24): around one halve of companies (51.3%) have a formal
reporting procedure to report security incidents through management channels, while
around one fifth (22%) of them do not have such kind of reporting procedure. This is due to
the fact that the mean of responses to this paragraph is 2.34 with a significance level of
0.0223 for the sign test, which is less than 0.05.

-In reference to paragraph (25): little more than one third of companies (39%) have a
formal reporting procedure or guideline for users to report security weaknesses in systems

or threats to services, while around one fifth (21.9%) of them do not such kind of procedure

108



or guideline. This is due to the fact that the mean of responses to this paragraph is 2.27 with
a significance level of 0.1147 for the sign test, which is above 0.05.

-In reference to paragraph (26): around one third of companies (36.6%) have mechanisms
to enable the types, volumes and costs of incidents and malfunctions to be quantified and
monitored, while other companies (34.2%) do not have such kind of mechanisms. This is
due to the fact that the mean of responses to this paragraph is 2.07 with a significance level
of 0.5 for the sign test, which is above 0.05

-In reference to paragraph (27): little less than two thirds of companies (60.9%) have a
formal disciplinary process for employees who have violated organizational security
policies and procedures, while other companies (14.6%) do not have such kind of process.
This is due to the fact that the mean of responses to this paragraph is 2.59 with a

significance level of 0.0006 for the sign test, which is less than 0.05.

Testing Hypothesis 4:
There is a significant effect for applying Personnel Security on the effectiveness of

Information Security Management in Palestinian Information Technology companies.

To test this hypothesis, the researcher used the sign test to check the significance of the

Personnel Security domain.

Table (4. 17): Sign test results of the domain Personnel Security

Domain Mean % Sign Test

Personnel Security 2.422 60.54 .0003

The mean of responses on the domain “Personnel Security” questions is 2.422 and its
percentage weight is 60.54 %, and the value of sign test is 0.0003 which is less than 0.05,
Table (4.17) show these information. This confirmed that the Personnel Security in the
Palestinian IT companies affecting the effectiveness of Information Security Management
in these companies to some extent, but it needs more concern in order to protect the insider
abuse of information resources. This agrees with the results of the 2006 Australian
Computer Crime and Security Survey that conducted by The Australian High Tech Crime
Centre (AHTCC), the Australian Federal Police (AFP) and many other organizations,
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which show that 62% of respondents experiencing insider abuse of Internet access, email or

computer system resources.
According to the previous results we can accept the hypothesis “There is a significant

effect for applying Personnel Security on the effectiveness of Information Security

Management in Palestinian Information Technology companies”
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4.3.5 Domain Five: Physical and Environmental Security

Table (4. 18): Domain Five: Physical and Environmental Security

z g »
S = =3 =
= g |88 c
. & Z g3 | & = g Sign
# Question o | ® |®&Z | & = S | Mean Y%
g 5 5 § & u% a Test
28 | The rooms, which have
the Information # 0 7 3 16 15
processing service, are 41 | 2.95 | 73.78 | .0000
locked or have lockable
cabinets or safes. % 0 17173 39 | 36.6
29 | The information is only .0000

on need to know basis, | # 0 3 6 16 16
which means there
exists some security
controls for third
parties or for % | 0 | 73 | 146 | 39 39
personnel working in
secure area.

41 | 3.10 | 77.44

30 | The equipment is .0000
protected from power # 10 4 2 14 | 21
failures by using
permanence of power 41 | 3.27 | 81.71
supplies such as

multiple feeds, UPS, % | 0|98 491341512
backup generator etc.

31 | The power and
telecommunications # 0 4 1 16 19
cable carrying data or
supporting information 40 | 3.17 | 79.27 | .0000
services are protected
from interception or % | 0 10 2.5 40 | 475

damage.

32 | The equipment is .0000
maintained as per the # 10 2 6 20 13
supplier's . 41 | 307 | 76.83
recommended service
intervals and % | 0 49 | 146 | 48.8 | 31.7
specifications.

33 | Disposal storage .0000
device containing # 10 3 8 12 | 18
sensitive information
are physically

destroyed or securely % | 0 | 73 | 195293439
over written.

41 | 310 | 77.44

34 | Automatic computer .0000
screen locking facility is # 0 3 8 19 11
enabled. This would lock a1 293 73.17
the screen when the ' '

computer is left % | 0 7.3 | 195 | 46.3 | 26.8
unattended for a period

Domain Five: Physical and Environmental Security 3.115 | 77.89 | .0000
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The results related to domain five (Physical and Environmental Security), shown in Table
(4.18) denote the following facts:

-In reference to paragraph (28): most of Palestinian companies (75.6%) have lockable
rooms and cabinets to save the information processing services, while other companies
(17.1%) do not have lockable rooms and cabinets. This is confirmed since the mean of
responses to this paragraph is 2.95 with a significance level of 0.0000 for the sign test,
which is less than 0.05.

-In reference to paragraph (29): most of companies (78%) are dealing with the information
on the basis of “only on need to know”, while other companies (7.3%) do not deal with the
information upon that basis. This is confirmed since the mean of responses to this
paragraph is 3.1 with a significance level of 0.0000 for the sign test, which is less than 0.05.
-In reference to paragraph (30): majority of companies (85.6%) using permanence of power
supplies to protect the equipment, while other companies (9.8%) do not use the same power
supplies. This is confirmed since the mean of responses to this paragraph is 3.27 with a
significance level of 0.0000 for the sign test, which is less than 0.05.

-In reference to paragraph (31): the power and telecommunications cables are protected
from interception or damage by majority of companies (87%), while other companies
(10%) do not protect their cables. This is confirmed since the mean of responses to this
paragraph is 3.17 with a significance level of 0.0000 for the sign test, which is less than
0.05.

-In reference to paragraph (32): majority of companies (80.5%) maintaining the equipment
as per supplier’s recommended intervals and specifications, while other companies (4.9%)
do not practice the same maintenance. This is confirmed since the mean of responses to this
paragraph is 3.07 with a significance level of 0.0000 for the sign test, which is less than
0.05.

-In reference to paragraph (33): most of companies (73.2%) destroying disposable storage
devices or overwriting it before throwing it away, while other companies (7.3%) do not
practice the same thing. This is confirmed since the mean of responses to this paragraph is

3.10 with a significance level of 0.0000 for the sign test, which is less than 0.05.
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-In reference to paragraph (34): most of companies (73.1%) enable an automatic computer
screen locking facilities to lock the screen when the computer is left unused for a certain
period of time, while other companies (7.3%) do not use such kind of facilities. This is
confirmed since the mean of responses to this paragraph is 2.93 with a significance level of
0.0000 for the sign test, which is less than 0.05.

Testing Hypothesis 5:
There is a significant effect for applying Physical and Environmental Security on the
effectiveness of Information Security Management in Palestinian Information

Technology companies.

To test this hypothesis, the researcher used the sign test to check the significance of the

Physical and Environmental Security domain.

Table (4. 19): Sign test results of the domain Physical and Environmental Security

Domain Mean Y% Sign Test

Physical and Environmental Security 3.115 | 77.89 .0000

The mean of responses on the domain “Physical and Environmental Security” questions is
3.115 and its percentage weight is 77.89 %, and the value of sign test is 0.0000 which is
less than 0.05. Table (4.19) shows this information. This confirmed that the Physical and
Environmental Security in the Palestinian IT companies affecting the effectiveness of
Information Security Management in these companies. This agrees with (Steinke, 2004)
who stated that if the physical integrity of one computers in an organization is
compromised, information security could be at risk. The author also added that if someone
were to gain unauthorized physical access to a computer, he/she could also gain access to
all of the information on that computer and possibly any other resource that computer is

connected to.

According to the previous results we can accept the hypothesis “There is a significant
effect for applying Physical and Environmental Security on the effectiveness of
Information Security Management in Palestinian Information Technology

companies”.
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4.3.6 Domain Six: Computer and Network Management

Table (4. 20): Domain Six: Computer and Network Mana

gement

Question

u3esi(q A[Suons

dudesiq

udesiq
10U RUIZY JPN

I3y

213V A[suo.ng

sasuodsay

Mean

Y%

Sign
Test

35

The Security Policy
has identified any
Operating procedures
such as Back-up,
Equipment
maintenance etc.,

17

%

7.3

24

415

48.8

41

3.32

82.93

.0000

36

Audit logs are
maintained for any
change made to the
production programs.

16

11

%

19.5

14.6

39

26.8

41

2.73

68.29

.0011

37

There is an Incident
Management
procedure exists to
handle security
incidents.

11

15

%

24

26.8

22

36.6

12

41

2.29

57.32

1079

38

Duties and areas of
responsibility are
separated in order to
reduce opportunities
for unauthorized
modification or misuse
of information or
services.

18

12

%

12.2

14.6

43.9

29.3

41

2.90

72.56

.0000

39

The capacity demands
are monitored and
projections of future
capacity requirements
are made.

Example: Monitoring
Hard disk space, RAM,
CPU on critical servers.

21

12

%

9.8

9.8

51.2

29.3

41

3.00

75.00

.0000

40

System acceptance
criteria are
established for new
information systems,
upgrades and new
versions and suitable
tests were carried out
prior to acceptance.

21

12

%

7.3

12.2

51.2

29.3

41

3.02

75.61

.0000

41

The security policy
addresses software
licensing issues such
as prohibiting usage
of unauthorized
software.

12

13

%

9.8

14.6

29.3

31.7

14.6

41

2.27

56.71

.0686
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Question

a3esi(q A[uo.ns

ugesiq

dugesiq
10U RUIFY JYIPN

I3y

.3V A[suong

sasuodsoy

Mean

%

Sign
Test

42

Antivirus software is
installed on the
computers to check
and isolate or remove
any viruses from
computer and media
and this software
signature is updated
on a regular basis to
check any latest
viruses.

15

%

24

36.6

61

41

3.54

88.41

.0000

43

Back-up of essential
business information
such as production
server, critical network
components,
configuration backup
etc., were taken
regularly.

12

28

%

24

29.3

68.3

41

3.61

90.24

.0000

44

Faults are reported
and well managed.
This includes
corrective action
being taken.

21

12

%

7.3

12.2

51.2

29.3

41

3.02

75.61

.0000

45

Effective operational
controls such as
separate network
were established
where necessary in
order to secure the
network.

18

15

%

24

7.3

9.8

43.9

36.6

41

3.05

76.22

.0000

46

There is a policy in
place for the
acceptable use of
electronic mail.

13

18

%

24

4.9

17.1

317

43.9

41

3.10

77.44

.0000

47

There are some
controls in place to
protect the
integrity of such
information publicly
available from

any unauthorized
access.(such as
firewalls)

18

19

%

7.5

45

475

40

3.24

81

.0000

Domain Six: Computer and Network Management

3.013

75.32

.0000
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The results related to domain six (Computer and Network Management), shown in Table
(4.20) denote the following facts:

-In reference to paragraph (35): security policy in majority of Palestinian IT companies
(90.3%) has identified some operating procedures such as back-up and equipment
maintenance, while other companies (7.3%) do not have such procedures. This is confirmed
since the mean of responses to this paragraph is 3.32 with a significance level of 0.0000 for
the sign test, which is less than 0.05.

-In reference to paragraph (36): around two thirds of companies (65.8%) maintain an audit
log for any changes to the production programs, while around one fifth (19.5%) of them do
not maintain such kind of audit logs. This is due to the fact that the mean of responses to
this paragraph is 2.73 with a significance level of 0.0011 for the sign test, which is less than
0.05.

-In reference to paragraph (37): around halve of companies (48.6%) have an incident
management procedure to handle security incidents, while around one third of companies
(29.2%) do not have such kind of procedure. This is due to the fact that the mean of
responses to this paragraph is 2.29 with a significance level of 0.1079 for the sign test,
which is above 0.05.

-In reference to paragraph (38): duties and areas of responsibility in most of companies
(73.2%) are separated in order to reduce opportunities for unauthorized modification or
misuse of information services, while other companies (12.2%) do not separate the duties
and areas of responsibilities. This is confirmed since the mean of responses to this
paragraph is 2.90 with a significance level of 0.0000 for the sign test, which is less than
0.05.

-In reference to paragraph (39): capacity demands are monitored and projections of future
capacity requirements are made in majority of companies (80.5%), while other companies
(9.8%) do not practice such kind of monitoring and projection. This is confirmed since the
mean of responses to this paragraph is 3.00 with a significance level of 0.0000 for the sign
test, which is less than 0.05.

-In reference to paragraph (40): majority of companies (80.5%) have system acceptance

criteria for new information systems, upgrades and new versions, while other companies
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(7.3%) do not have such kind of criteria. This is confirmed since the mean of responses to
this paragraph is 3.02 with a significance level of 0.0000 for the sign test, which is less than
0.05.

-In reference to paragraph (41): the security policy in less than one halve of companies
(46.3%) addresses software licensing issues such as prohibiting usage of unauthorized
software, while this does not addressed in other companies’ (24.4%) security policies. This
is due to the fact that the mean of responses to this paragraph is 2.27 with a significance
level of 0.0686 for the sign test, which is above 0.05.

-In reference to paragraph (42): high majority of companies (97.6%) use antivirus software
and updating it on a regular basis in order to check any new viruses, while other companies
(2.4%) do not use an updated antivirus. This is confirmed since the mean of responses to
this paragraph is 3.54 with a significance level of 0.0000 for the sign test, which is less than
0.05.

-In reference to paragraph (43): high majority of companies (97.6%) too taking a backup of
their essential business information in a regular basis, while other companies (2.4%) do not
practice such kind of backup. This is confirmed since the mean of responses to this
paragraph is 3.61 with a significance level of 0.0000 for the sign test, which is less than
0.05.

-In reference to paragraph (44): majority of companies (80.5%) report the faults and
manage it well, while other companies (7.3%) do not report the faults. This is confirmed
since the mean of responses to this paragraph is 3.02 with a significance level of 0.0000 for
the sign test, which is less than 0.05.

-In reference to paragraph (45): majority of companies (80.5%) established effective
operational controls in order to secure the network, while other companies (9.7%) do not
establish such kind of controls. This is confirmed since the mean of responses to this
paragraph is 3.05 with a significance level of 0.0000 for the sign test, which is less than
0.05.

-In reference to paragraph (46): most of companies (75.6%) have a policy for the
acceptable use of electronic mail, while other companies (7.3%) do not have such kind of
policy. This is confirmed since the mean of responses to this paragraph is 3.10 with a

significance level of 0.0000 for the sign test, which is less than 0.05.
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-In reference to paragraph (47): high majority of companies (92.5%) applying some
controls to protect the integrity of publicly available information from any unauthorized
access, while other companies (7.5%) do not apply such kind of controls. This is confirmed
since the mean of responses to this paragraph is 3.24 with a significance level of 0.0000 for

the sign test, which is less than 0.05.

Testing Hypothesis 6:
There is a significant effect for Computer and Network Management on the
effectiveness of Information Security Management in Palestinian Information

Technology companies.

To test this hypothesis, the researcher used the sign test to check the significance of the

Computer and Network Management domain.

Table (4. 21): Sign test results of the domain Computer and Network Management

Domain Mean Y% Sign Test

Computer and Network Management 3.013 | 75.32 .0000

The mean of responses on the domain “Computer and Network Management” questions is
3.013 and its percentage weight is 75.32 %, and the value of sign test is 0.0000 which is
less than 0.05, Table (4.21) show this information. This confirmed that the Computer and
Network Management in the Palestinian IT companies affecting the effectiveness of

Information Security Management in these companies.
According to the previous results we can accept the hypothesis “There is a significant

effect for Computer and Network Management on the effectiveness of Information

Security Management in Palestinian Information Technology companies”
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4.3.7 Domain Seven: System Access Control

Table (4. 22): Domain Seven: System Access Control

2 g 2
=] E: =1 w
& g | g5 | o S 2 Si
. = 2 4 ER 1gn
# Question s | R |82 | % = S |Mean | % £
z g g 3 s > = Test
9 & LI aQ %
[ 1=} -~
g g g °
8 S

48 | The access control
policy does address # 0 2 4 17 17
the rules and rights for 40 | 3.15 | 78.66 | .0000

each user or a group % | o 5 10 | 225 | 425

of users.
49 | There exists a
process to review # 1 4 9 17 10 1| 276 | 6890 | 0001
user access rights at
regular intervals. % | 24| 98 | 22 | 415|244

50 | There are some
guidelines in place to # 1 4 8 18 10
guide users in 41 | 2.78 | 6951 | .0000
selecting and
maintaining secure % | 24 | 9.8 | 195|439 |24.4
passwords.

51 | A unique identifier is
provided to every user | # 1 1 5 17 17
such as operators, 41 | 317 | 79.27 | .0000
system administrators
and all other staff % | 24 | 24 | 122 | 415 | 415
including technical.

52 | The sensitive systems
are provided with # 1 3 3 19 15
isolated computing
environment such as
running on a 41 | 3.07 | 76.83 | .0000
dedicated computer,

share resources only % 241731173 463366
with trusted
application systems.

53 | An audit logs
recording security # 0 8 12 12 9
relevant events are
produced and kept for
an agreed period to 41 | 254 | 63.41 | .0129
assist in future

investigations and % 01195293293 22
access control
monitoring.

Domain Seven: System Access Control 2.924 | 73.11 | .0000

The results related to domain seven (System Access Control), shown in Table (4.22) denote

the following facts:
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-In reference to paragraph (48): the access control policy of majority of Palestinian 1T
companies (85%) addresses the rules and rights for each user and group of users, while
other companies policies (5%) does not reflect that rules and rights. This is confirmed since
the mean of responses to this paragraph is 3.15 with a significance level of 0.0000 for the
sign test, which is less than 0.05.

-In reference to paragraph (49): around two thirds of companies (65.9%) have a process to
review user access rights at regular intervals, while other companies (12.2%) do not have
such kind of process. This is confirmed since the mean of responses to this paragraph is

2.76 with a significance level of 0.0000 for the sign test, which is less than 0.05.

-In reference to paragraph (50): around two thirds of companies (68.3%) have some
guidelines to guide users in selecting and maintaining secure passwords, while other
companies (12.2%) do not have such kind of theses guidelines. This is due to the fact that
the mean of responses to this paragraph is 2.78 with a significance level of 0.0000 for the
sign test, which is less than 0.05.

-In reference to paragraph (51): majority of companies (83%) providing a unique identifier
to every user such as operators, system administrators and all other staff including
technical, while other companies (4.8%) do not do the same thing. This is confirmed since
the mean of responses to this paragraph is 3.17 with a significance level of 0.0000 for the
sign test, which is less than 0.05.

-In reference to paragraph (52): the sensitive systems in majority of companies (82.9%) are
provided with isolated computing environment, while other companies (9.7%) do not
follow the same technique. This is confirmed since the mean of responses to this paragraph
is 3.07 with a significance level of 0.0000 for the sign test, which is less than 0.05.

-In reference to paragraph (53): an audit log recording security relevant events are produced
by around one halve of companies (51.3%); such log kept for agreed period to assist in
future investigations and access control monitoring, while other companies (19.5%) do not
produce such kind of these logs. This is due to the fact that the mean of responses to this
paragraph is 2.54 with a significance level of 0.0129 for the sign test, which is less than
0.05.
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Testing Hypothesis 7:
There is a significant effect for System Access Control on the effectiveness of

Information Security Management in Palestinian Information technology companies.

To test this hypothesis, the researcher used the sign test to check the significance of the

System Access Control domain.

Table (4. 23): Sign test results of the domain System Access Control
Domain Mean % Sign Test
System Access Control 2.924 73.11 .0000

The results in Table (4.23) show that the mean of responses on the domain “System Access

Control” questions is 2.924 and its percentage weight is 73.11%, and the value of sign test
is 0.0000 which is less than 0.05. This confirmed that the System Access Control in the
Palestinian IT companies affecting the effectiveness of Information Security Management
in these companies. This agrees with Hong and others (2003) that security is to combine
systems, operations, and internal controls to ensure integrity and confidentiality of data and
operation procedures in an organization. Authors also added that with the arrival of
information technology, users’ roles in information systems have evolved from IT
specialists for access information facilities, to non-IT personnel for regular operations, to

unspecified individuals from outside.

According to the previous results we can accept the hypothesis “There is a significant
effect for System Access Control on the effectiveness of Information Security

Management in Palestinian Information technology companies”.
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4.3.8 Domain Eight: Systems Development and Maintenance

Table (4. 24): Domain Eight: Systems Development and Maintenance
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54 | The data input to

application system is # 0 3 2 21 15

validated to ensure 41 3.17 79.27 | .0000

that it is correct and
0,
appropriate. % | 0 73 | 49 | 512 36.6

55 | The data output of
application system is # 0 2 4 18 17
validated to ensure
that the processing of 41 | 322 | 80.49 | .0000
stored information is
correct and % 0 49 | 98 | 439|415
appropriate to

circumstances.

56 | Encryption techniques
were used to protect # 2 8 10 15 6

the data. 41 | 2.37 | 59.15 | .0362

% | 49 [195]|244|36.6 | 146

57 | There are some
controls in place for # 0 2 3 24 12
the implementation of
software on 41 | 312 | 78.05 |.0000
operational systems.
This is to minimizethe | % | 0 | 49 | 7.3 | 585 | 29.3
risk of corruption of
operational systems.

58 | There are strict control
procedures in place # 1 4 4 17 15
over implementation
pfchang_esto the 2 | 3.00
information system.
This is to minimizethe | % | 24 | 9.8 | 9.8 | 41.5 | 36.6
corruption of

information system.

75.00 | .0000

Domain Eight: Systems Development and Maintenance 2.976 | 74.39 | .0000

The results related to domain eight (Systems Development and Maintenance), shown in
Table (4.24) denote the following facts:

-In reference to paragraph (54): majority of Palestinian IT companies (87.8%) validating

the data input to application system to ensure that it is correct and appropriate, while other
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companies (7.3%) do not use such kind of validation. This is confirmed since the mean of
responses to this paragraph is 3.17 with a significance level of 0.0000 for the sign test,
which is less than 0.05.

-In reference to paragraph (55): majority of companies (85.4%) validating the data output
of applications system to ensure that the processing of stored information is correct and
appropriate, while other companies (4.9%) do not use such kind of validation.

-In reference to paragraph (56): around one halve of companies (51.2%) using encryption
techniques to protect the data, while around one fourth of tem (24.4%) do not use such kind
of techniques. This is due to the fact that the mean of responses to this paragraph is 2.37
with a significance level of 0.0362 for the sign test, which is less than 0.05.

-In reference to paragraph (57): majority of companies (87.8%) using some controls for the
implementation of software on operational systems, while other companies (4.9%) do not
use such kind of controls. This is confirmed since the mean of responses to this paragraph
is 3.12 with a significance level of 0.0000 for the sign test, which is less than 0.05.

-In reference to paragraph (58): most of companies (78.1%) have strict control procedures
for implementation of changes to the information systems, while other companies (12.2%)
do not use such kind of procedures. This is confirmed since the mean of responses to this
paragraph is 3.00 with a significance level of 0.0000 for the sign test, which is less than
0.05.

Testing Hypothesis 8:
There is a significant effect for Systems Development and Maintenance on the
effectiveness of Information Security Management in Palestinian Information

Technology companies.

To test this hypothesis, the researcher used the sign test to check the significance of the

Systems Development and Maintenance domain.

Table (4. 25): Sign test results of the domain Systems Development and Maintenance

Domain Mean % Sign Test

Systems Development and Maintenance 2976 | 74.39 .0000
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The mean of responses on the domain “Systems Development and Maintenance” questions
is 2.976 and its percentage weight is 74.39 %, and the value of sign test is 0.0000 which is
less than 0.05, this is shown in Table (4.25). This confirmed that the Systems Development
and Maintenance in the Palestinian IT companies affecting the effectiveness of Information
Security Management in these companies. This agrees with (Grance, Hash, and Stevens,
2004) whom stated that including security early in the information system development life
cycle (SDLC) will usually result in less expensive and more effective security than adding

it to an operational system.
According to the previous results we can accept the hypothesis “There is a significant

effect for Systems Development and Maintenance on the effectiveness of Information

Security Management in Palestinian Information Technology companies”.
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4.3.9 Domain Nine: Business Continuity Planning

Table (4. 26): Domain Nine: Business Continuity Planning

7] Z
g 2 2
2| g |gf o e g
. 3 zZ | g7 A Sign
# Question E, u§ u?; g ?-é < S | Mean | % Tfs "
u% o e 3 ms‘l g
: I
59 | There is a managed
process in place for # 0 3 10 19 9
developing and 41 | 2.83 | 70.73 | .0000

maintaining business
continuity throughout % | 0 73 | 244|463 | 22
the organization.

60 | The events that could
cause interruptionsto | # 1 4 11 18 7
business process 41 | 2.63 | 65.85 | .0002
were identified
example: equipment % | 24 | 9.8 | 268|439 | 17.1
failure, flood and fire.

61 | Plans were developed
to restore business # 1 6 8 16 10
operations within the
required time frame 41 | 2.68 | 67.07 | .0008
following an

interrup?ionorfailure % | 2411461195 39 ) 244
to business process.

62 | Thereis a single
framework of # 2 6 6 18 9
business continuity
plan, this framework is
maintained to ensure
that all plans are
consistent and identify
priorities for testing 41 | 2.63 | 65.85 | .0011
gﬂiﬂfgﬁ‘:}j‘;ﬁf % | 49 | 146 | 146 | 439 | 22
identifies individuals
responsible for
executing each
component of the
plan.

63 | Business continuity
plans are tested # 1 5 12 19 4
regularly to ensure 41 | 249 | 62.20 | .0014

that they are up to 0
date and effective. % | 2411222931463 | 9.8

Domain Nine: Business Continuity Planning 2.654 | 66.34 | .0002

The results related to domain nine (Business Continuity Planning), shown in Table (4.26)

denote the following facts:
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-In reference to paragraph (59): around two thirds of Palestinian IT companies (68.3%)
have a managed process for developing and maintaining business continuity throughout the
organization, while other companies (7.3%) do not have such kind of process. This is due to the
fact that the mean of responses to this paragraph is 2.83 with a significance level of 0.0000
for the sign test, which is less than 0.05.

-In reference to paragraph (60): the events that could cause interruptions to business
process are identified in less than two thirds of companies (61%), while other companies
(12.2%) do not identify such kind of events. This is due to the fact that the mean of
responses to this paragraph is 2.63 with a significance level of 0.0002 for the sign test,
which is less than 0.05.

-In reference to paragraph (61): less than two thirds of companies (63.4%) developed plans
to restore business operations within required time frame following an interruption or
failure to business process, while other companies (17%) do not develop such kind of
plans. This is due to the fact that the mean of responses to this paragraph is 2.68 with a
significance level of 0.0008 for the sign test, which is less than 0.05.

-In reference to paragraph (62): around two thirds of companies (65.9%) have a single
framework of business continuity plan which is maintained to ensure that all plans are
consistent and identify priorities for testing and maintenance, while other companies
(19.5%) do not have such kind of framework. This is due to the fact that the mean of
responses to this paragraph is 2.63 with a significance level of 0.0011 for the sign test,
which is less than 0.05.

-In reference to paragraph (63): little more than one halve of companies (56.1%) testing
their business continuity plans regularly to ensure that they are up to date and effective,
while other companies (14.6%) do not test their plans regularly. This is due to the fact that
the mean of responses to this paragraph is 2.49 with a significance level of 0.0014 for the

sign test, which is less than 0.05.
Testing Hypothesis 9:

There is a significant effect for Business Continuity Planning on the effectiveness of

Information Security Management in Palestinian Information Technology companies.
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To test this hypothesis, the researcher used the sign test to check the significance of the

Business Continuity Planning domain.

Table (4. 27): Sign test results of the domain Business Continuity Planning

Domain Mean % Sign Test

Business Continuity Planning 2.654 66.34 .0001

The results in Table (4.27) show that the mean of responses on the domain “Business
Continuity Planning” questions is 2.654 and its percentage weight is 66.34%, and the value
of sign test is 0.0003 which is less than 0.05. This confirmed that the Business Continuity
Planning in the Palestinian IT companies affecting the effectiveness of Information
Security Management in these companies to some extent. This agrees, to some extent with
the study of (Botha and Solms, 2004) which stated that the small and medium organizations

could prove difficult of developing a business continuity plan.
According to the previous results we can accept the hypothesis “There is a significant

effect for Business Continuity Planning on the effectiveness of Information Security

Management in Palestinian Information Technology companies”
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4.3.10 Domain Ten: Compliance

Table (4. 28): Domain Ten: Compliance
2 g 2
£l |g2|, | |8 si
q b= 4 ZIN 0e i = o 12n
# Question g z s ‘,E 7 <; E Mean %o Test
- R 3| &
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64 | All relevant statutory,
regulatory and # 0 5 16 15 5
contractual
requirements were
explicitly defined and
documented for each
information system. M 249 62.20 002
Specific controls and ’ ' ’
individual % | 0 |122| 39 |36.6 | 122
responsibilities to
meet these
requirements were
defined and
documented.
65 | There exist and well
implemented some # 0 8 14 14 5
procedures to ensure
compliance with legal
restrictions on use of 41 | 239 | 59.76 | .0271
material in respect of
which there may be % | 0 | 195|341 341|122
intellectual property
rights (copyright, design
rights, trade marks).
66 | Thereis a
management # 0 3 6 19 12
structure and control 40 203 7317 | 0000
in place to protect ' ' '
data and privacy of % | 0 75 | 15 | 475| 30
personal information.
67 | All areas within the
organization are # 1 6 10 18 6
considered for regular
review to ensure a1 254 63.41 002
compliance with ' ' '
security policy, % | 24 | 146 | 24.4 | 439 | 14.6
standards and
procedures.
68 | Access to system
audit tools such as # 0 2 7 19 13
software or data files
are protected to 41 | 3.05 76.22 | .0000
prevent any possible
misuse or % | 0 | 49 | 171 | 46.3 | 31.7
compromise.
Domain Ten: Compliance 2.690 | 67.26 | .0003
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The results related to domain ten (Compliance), shown in Table (4.28) denote the following

facts:

-In reference to paragraph (64): little less than one halve of Palestinian IT companies
(48.8%) defined and documented all relevant statutory, regulatory and contractual
requirements for each information system, while other companies (12.2%) do not defined
and document such kind of requirements. This is due to the fact that the mean of responses
to this paragraph is 2.49 with a significance level of 0.002 for the sign test, which is less
than 0.05.

-In reference to paragraph (65): less than one halve of companies (46.3%) have and well
implement some procedures to ensure compliance with legal restrictions on use of material
in respect of which there may be intellectual property rights, while other companies
(19.5%) do not have such kind of procedures. This is due to the fact that the mean of
responses to this paragraph is 2.39 with a significance level of 0.0271 for the sign test,
which is less than 0.05.

-In reference to paragraph (66): most of companies (77.5%) have a management structures
and controls to protect data and privacy of personal information, while other companies
(7.5%) do not have such kind of structure and control. This is confirmed since the mean of
responses to this paragraph is 2.93 with a significance level of 0.0000 for the sign test,
which is less than 0.05.

-In reference to paragraph (67): less than two thirds of companies (58.5%) considering all
areas for regular review to ensure compliance with security policy, while other companies
(17%) do not consider that areas for regular review. This is due to the fact that the mean of
responses to this paragraph is 2.54 with a significance level of 0.002 for the sign test, which
is less than 0.05.

-In reference to paragraph (68): most of companies (78%) protecting the access to system
audit tools to prevent any misuse or compromise, while other companies (4.9%) do not
protect the access to system audit tools. This is confirmed since the mean of responses to
this paragraph is 3.05 with a significance level of 0.0000 for the sign test, which is less than
0.05.
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Testing Hypothesis 10:
There is a significant effect for Compliance with legal requirements on the
effectiveness of Information Security Management in Palestinian Information

Technology companies.

To test this hypothesis, the researcher used the sign test to check the significance of the

Compliance domain.

Table (4. 29): Sign test results of the domain Compliance

Domain Mean % Sign Test

Compliance 2.69 67.25 .0003

The results in Table (4.29) show that the mean of responses on the domain “Compliance”
questions is 2.69 and its percentage weight is 67.25%, and the value of sign test is 0.0003
which is less than 0.05. This confirmed that the Compliance with legal requirements in the
Palestinian IT companies affecting the effectiveness of Information Security Management
in these companies to some extent. This agrees with the study of (Luthy and Forcht, 2006)
which stated that organizations worldwide lack explicit references to information
management. The authors also added that that awareness of applicable laws and
regulations, along with their potential impacts on information management systems, is

critical for compliance.
According to the previous results we can accept the hypothesis “There is a significant

effect for Compliance with legal requirements on the effectiveness of Information

Security Management in Palestinian Information Technology companies”
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Testing Hypothesis 11:

There are differences denoting a statistical significance between Information
Technology companies in Palestine in applying the Information Security Management
attributed to the following variables:

-Company age in IT field.

-Type of Operating Systems.

-Staff qualifications.

-Staff experience years

-Company main working field

-Yearly security budget

To test this hypothesis the researcher uses Kruskal-Wallis test for testing the differences

between IT companies in applying Information Security Management.

The hypothesis separated into six sub hypotheses and every sub hypothesis tested

separately.
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Testing Hypothesis 11.1
There are differences denoting a statistical significance between Information
Technology Companies in Palestine in applying Information Security Management

due to Companies age in IT field.

Table (4. 30): Kruskal-Wallis test for testing the differences between I'T companies in

applying Information Security Management due to the company age in IT field

# Variable Significance Df | Chi-Square

1 | Information Security Management 0.505 3 2.34

The results in the table (4.30) show that the significance of Information Security
Management is above 0.05, this denotes that there are no differences between IT companies

in applying Information Security Management due to the company age in IT filed.

According to these results; we cannot accept the sub hypothesis “There are differences
denoting a statistical significance between Information Technology Companies in
Palestine in applying Information Security Management due to Companies age in IT
field”

Testing Hypothesis 11.2
There are differences denoting a statistical significance between Information
Technology Companies in Palestine in applying Information Security Management

due to the type of Operating Systems.

Table (4. 31): Kruskal-Wallis test for testing the differences between IT companies in
applying Information Security Management due to the type of Operating Systems

# Variable Significance Df | Chi-Square

1 | Information Security Management 0.073 2 5.22

The results in the table (4.31) show that the significance of Information Security
Management is above 0.05, this denotes that there are no differences between IT companies

in applying Information Security Management due to the Operating system.
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According to these results; we cannot accept the sub hypothesis “There are differences
denoting a statistical significance between Information Technology Companies in
Palestine in applying Information Security Management due to the type of Operating

Systems”

Testing Hypothesis 11.3
There are differences denoting a statistical significance between Information
Technology Companies in Palestine in applying Information Security Management

due to Staff Qualifications.

Table (4. 32): Kruskal-Wallis test for testing the differences between I'T companies in

applying Information Security Management due to Staff Qualifications

# Variable Significance Df | Chi-Square

=

Information Security Management 0.188 1 1.73

The results in the table (4.32) show that the significance of Information Security
Management is above 0.05, this denotes that there are no differences between IT companies

in applying Information Security Management due to Staff Qualifications.
According to these results we cannot accept the sub hypothesis “There are differences

denoting a statistical significance between Information Technology Companies in

Palestine in applying Information Security Management due to Staff Qualifications”
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Testing Hypothesis 11.4
There are differences denoting a statistical significance between Information
Technology Companies in Palestine in applying Information Security Management

due to Staff Experience Years.

Table (4. 33): Kruskal-Wallis test for testing the differences between I'T companies in

applying Information Security Management due to Staff Experience Years.

# Variable Significance Df | Chi-Square

1 | Information Security Management 0.201 1 1.63

The results in the table (4.33) show that the significance of Information Security
Management are above 0.05, this denotes that there are no differences between IT

companies in applying Information Security Management due to Staff Experience Years.

According to these results we cannot accept the sub hypothesis “There are differences
denoting a statistical significance between Information Technology Companies in
Palestine in applying Information Security Management due to Staff Experience

Years”

Testing Hypothesis 11.5
There are differences denoting a statistical significance between Information
Technology Companies in Palestine in applying Information Security Management

due to the Company Main Working Field.

Table (4. 34): Kruskal-Wallis test for testing the differences between I'T companies in
applying Information Security Management due to the Company Main Working Field

# Variable Significance Df | Chi-Square

1 | Information Security Management 0.868 3 0.723

The results in the table (4.34) show that the significance of Information Security
Management is above 0.05, this denotes that there are no differences between IT companies

in applying Information Security Management due to the Company Main Working Field.
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According to these results we cannot accept the sub hypothesis “There are differences
denoting a statistical significance between Information Technology Companies in
Palestine in applying Information Security Management due to the Company Main
Working Field”

Testing Hypothesis 11.6
There are differences denoting a statistical significance between Information
Technology Companies in Palestine in applying Information Security Management

due to Yearly Security Budget.

Table (4. 35): Kruskal-Wallis test for testing the differences between I'T companies in
applying Information Security Management due to Yearly Security Budget.

# Variable Significance Df | Chi-Square

=

Information Security Management 0.055 3 7.58

The results in the table (4.35) show that the significance of Information Security
Management is above 0.05, this denotes that there are no differences between IT companies

in applying Information Security Management due to Yearly Security Budget.

According to these results we cannot accept the sub hypothesis “There are differences
denoting a statistical significance between Information Technology Companies in
Palestine in applying Information Security Management due to Yearly Security

Budget”
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CHAPTER FIVE: CONCLUSION AND
RECOMMENDATIONS

5.1 Conclusion

Following are twelve results founded as the outcome of this thesis:

5.1.1 There is a significant effect for written Information Security Policy on the
effectiveness of Information Security Management in Information Technology companies
in Palestine, because there is an existing policy which stated the management commitment,
and there is a person who is responsible for maintaining the policy according to defined

review process which responses to any changes affecting the basis of the original statement.

5.1.2 The Organizational Security in the Palestinian IT companies does not affect the
effectiveness of Information Security Management in these companies, the researcher dues
that to the lack of reviewing the implementation of security policy in a regular basis.
Another reason is the lack of obtaining a specialized information security advice where

appropriate

5.1.3 The Asset Classification and Control in the Palestinian IT companies affecting the
effectiveness of Information Security Management in these companies because the
companies maintaining an inventory with the important assets that associated with
information systems, classifying, and labeling the assets in order to assist them handling

and protecting these assets.

5.1.4 The Personnel Security in the Palestinian IT companies affecting the effectiveness of
Information Security Management in these companies to some extent. The employees did

not receive appropriate information security training.
5.1.5 The Physical and Environmental Security in the Palestinian IT companies affecting

the effectiveness of Information Security Management in these companies. The companies

applying some controls like room locking, following the “on need to know basic” concept,
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protecting equipment from power failures, well protecting cables and maintaining the

equipment as per suppliers’ recommendation.

5.1.6 The Computer and Network Management in the Palestinian IT companies affecting
the effectiveness of Information Security Management in these companies. The companies
implement many controls to protect their computers and networks; the only lack was in
existence of an Incident Management procedure to handle security incidents, and the

security policy does not address software licensing issues.

5.1.7 The System Access Control in the Palestinian IT companies affecting the
effectiveness of Information Security Management in these companies. Some access
controls are applied, and some of such controls are providing each user with a unique

identifier and the sensitive systems are provided with isolated computing environment.

5.1.8 The Systems Development and Maintenance in the Palestinian IT companies affecting
the effectiveness of Information Security Management in these companies. The data input
in the application systems and data output from the applications systems is validated,
encryption techniques are used, and there are strict controls in implementing any changes

on operational systems.

5.1.9 The Business Continuity Planning in the Palestinian IT companies affecting the
effectiveness of Information Security Management in these companies to some extent. This
is because of the existence of the process of developing the business continuity plan, some

lack was in the testing such plan regularly to ensure that it is up to date and effective.

5.1.10 The Compliance with legal requirements in the Palestinian IT companies affecting
the effectiveness of Information Security Management in these companies to some extent.
The lack was in existence and well implementing some procedures to ensure compliance

with legal restrictions on use of material.
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5.1.11 There are no differences denoting a statistical significance between Information
Technology Companies in Palestine in applying Information Security Management due to
company’s history in IT field, operating systems, staff qualifications, staff’s years of

experience, company main working field, and yearly security budget.

5.2 Recommendations
The following recommendations are directed to IT companies in Palestine, Palestinian

government, and to researchers.

1- Information Technology companies are advised to spend a lot of efforts toward the

Organizational Security domain.

2- IT companies are advised to enhance their practicing of Personnel Security specially the
employees training, finding a formal reporting procedure to report security weaknesses and

incidents, and to find a mechanism for quantifying the volume and cost of incidents.

3- IT companies are advised to find an Incident Management procedure to handle security

incidents.

4- IT companies are advised to enhance their practicing toward Business Continuity

Planning.

5- IT companies are advised to enhance their practicing toward Compliance with legal

requirements

6- IT companies are advised to give more concern to the Information Security Management
field by following one of the international standards like 1ISO 17799, or BS 7799.

7-Palestinian Government is advised to prepare Palestinian act that organizing the

Information Security field, such act should address the information security crimes and its

sanctions.
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Future Work

1-Researchers are advised to apply further researchers on IT companies in Palestine by

studying the ten domains of Information Security management in more details.

2-Researchers are advised to apply Information Security Management research on

governmental ministries.
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Appendices
Appendix (1)

English Questionnaire

The Islamic University of Gaza Questionnaire No:___
Postgraduate Deanery

Faculty of Commerce

Business Administration

Effectiveness of Information Security at the Palestinian IT Companies

Dear Sir/Madam

This questionnaire is aimed to show to which extent the Information Security Management in the Palestinian
Information Technology Companies is effective. This will be done by measuring the extent to which the ten
domains of information security management are applied.

Through this questionnaire, we will investigate whether the Palestinian Information Technology Companies
are using and applying international standards in information security management.

The questionnaire is intended to measure administrative issues, so it's oriented to people working in
administrative jobs such as company directors, network administrators, systems administrators, database
administrators and technical managers ...etc.

I would appreciate your answers to this questionnaire and stress that you will be making a great service to the
research process in the Palestinian universities.

Note: The collected data will not be distributed to any third party. It will be used only for the research
purposes. No company names will be mentioned in the research documents.

Please put x letter in the box that related to your answer.
Thank you very much for your time.

For further information, please do not hesitate to call me on 0599 601362 or by send an email to
alaiddint@yahoo.com.

Researcher
Alaiddin M. Tayeh
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Information Security Management

First: General Information:

1- Your Qualification.
[ ]Less than diploma [ |piploma [ |Bachelor [ JHigh Education

2- Your Specialty.
DComputer Engineering DComputer Science DBusiness Administration ’_‘Other (please specify)

3- Your experience years in Information Technology field.
|:|Less than two years I:ITWO to five years Six to ten years |:|More than ten years

4- Your title in the company (Please select only one option).
[ Jcompany Director [ |systems Administrator | |Database Administrator [ |Network Administrator

|:|Technical Manager |:|Other (please specify)

5- Company age in Information Technology field.

[ JLessthantwoyears [ [Two to five years [ Isix to ten years [ |More than ten years
6- Company main working field (Specialty) (Please select only one option).
Suppliers of equipment in Database Building Geographic Information Computer Aided Design
computing and and manipulations System (GIS) for Engineers (CAD)
elecommunications L]
pplication software [ linternet service providers Professional network [ |Professional Technical
suppliers L services suppliers | [Training

D
o

7- Operating systems used in the company (Please select only one option).
indows Linux/Unix indows & Linux/Unix Other (please specify)

8- Percentage of Information Security Management Process from the general budget.
[ JLessthan 1% [ 1% to 3% [ 4% to 5% [ More than 5%

9-Company Address (City).

145



Second: Research Domains

Question

Strongly
Agree

Agree

Neither
Agree
nor
Disagree

Disagree

Strongly
Disagree

Domain 1: Security Policy

10.

There exists an Information security policy, which is
approved by the management and known by all
employees.

11.

The policy states the management commitment and
set out the organizational approach to managing
information security.

12.

The Security policy has an owner, who is responsible
for its maintenance and review according to a defined
review process.

13.

The process ensures that a review takes place in
response to any changes affecting the basis of the
original assessment, example: significant security
incidents, new vulnerabilities or changes to
organizational or technical infrastructure.

Question

Strongly
Agree

Agree

Neither
Agree
nor
Disagree

Disagree

Strongly
Disagree

Domain 2: Organizational Security

14.

There is a cross-functional forum of management
representatives from relevant parts of the organization
to coordinate the implementation of information
security controls.

15.

Responsibilities for the protection of individual assets
and for carrying out specific security processes were
clearly defined.

16.

Specialized information security advice is obtained
where appropriate.

17.

The implementation of security policy is reviewed
independently on regular basis. This is to provide
assurance that organizational practices properly reflect
the policy, and that it is feasible and effective.

Question

Strongly
Agree

Agree

Neither
Agree
nor
Disagree

Disagree

Strongly
Disagree

Domain 3: Asset Classification and Control

18.

An inventory or register is maintained with the
important assets associated with each information
system.(Such register identifies the owner and the
location of each asset)

19.

There is an Information classification scheme or
guideline in place; which will assist in determining how
the information is to be handled and protected.

20.

An appropriate set of procedures are defined for
information labeling and handling in accordance with
the classification scheme adopted by the organization.
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Question

Strongly
Agree

Agree

Neither
Agree
nor
Disagree

Disagree

Strongly
Disagree

Domain 4: Personnel Security

21.

Security roles and responsibilities as laid in
Organization's information security policy are
documented in job definitions.

22.

Employees are asked to sign Confidentiality or non-
disclosure agreement as a part of their initial terms and
conditions of the employment.

23.

All employees of the organization receive appropriate
Information Security training and regular updates in
organizational policies and procedures.

24.

A formal reporting procedure exists, to report security
incidents through appropriate management channels
as quickly as possible.

25.

A formal reporting procedure or guideline exists for
users, to report security weakness in, or threats to,
systems or services.

26.

There are mechanisms in place to enable the types,
volumes and costs of incidents and malfunctions to be
quantified and monitored.

217.

There is a formal disciplinary process in place for
employees who have violated organizational security
policies and procedures.

Question

Strongly
Agree

Agree

Neither
Agree
nor
Disagree

Disagree

Strongly
Disagree

Domain 5: Physical and Environmental Security

28.

The rooms, which have the Information processing
service, are locked or have lockable cabinets or safes.

29.

The information is only on need to know basis, which
means there exists some security controls for third
parties or for personnel working in secure area.

30.

The equipment is protected from power failures by
using permanence of power supplies such as multiple
feeds, UPS, backup generator etc.

31.

The power and telecommunications cable carrying
data or supporting information services are protected
from interception or damage.

32.

The equipment is maintained as per the supplier’s
recommended service intervals and specifications.

33.

Disposal storage device containing sensitive
information are physically destroyed or securely over
written.

34.

Automatic computer screen locking facility is enabled.
This would lock the screen when the
computer is left unattended for a period
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Question

Strongly
Agree

Agree

Neither
Agree
nor
Disagree

Disagree

Strongly
Disagree

Domain 6: Computer and Network Management

35.

The Security Policy has identified any Operating
procedures such as Back-up, Equipment maintenance
etc.,

36.

Audit logs are maintained for any change made to the
production programs.

37.

There is an Incident Management procedure exist to
handle security incidents.

38.

Duties and areas of responsibility are separated in
order to reduce opportunities for unauthorized
modification or misuse of information or services.

39.

The capacity demands are monitored and projections
of future capacity requirements are made.

Example: Monitoring Hard disk space, RAM, CPU on
critical servers.

40.

System acceptance criteria are established for new
information systems, upgrades and new versions and
suitable tests were carried out prior to acceptance.

41.

The security policy addresses software licensing
issues such as prohibiting usage of unauthorized
software.

42.

Antivirus software is installed on the computers to
check and isolate or remove any viruses from
computer and media and this software signature is
updated on a regular basis to check any latest viruses.

43.

Back-up of essential business information such as
production server, critical network components,
configuration backup etc., were taken regularly.

44,

Faults are reported and well managed. This includes
corrective action being taken.

45.

Effective operational controls such as separate
network were established where necessary in order to
secure the network.

46.

There is a policy in place for the acceptable use of
electronic mail.

47.

There are some controls in place to protect the
integrity of such information publicly available from
any unauthorized access.(such as firewalls)

Question

Strongly
Agree

Agree

Neither
Agree
nor
Disagree

Disagree

Strongly
Disagree

Domain 7: System Access Control

48.

The access control policy does address the rules and
rights for each user or a group of users.

49,

There exists a process to review user access rights at
regular intervals.

50.

There are some guidelines in place to guide users in
selecting and maintaining secure passwords.

Sl

A unique identifier is provided to every user such as
operators, system administrators and all other staff

including technical.
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52.

The sensitive systems are provided with isolated
computing environment such as running on a
dedicated computer, share resources only with trusted
application systems.

53.

An audit logs recording security relevant events are
produced and kept for an agreed period to assist in
future investigations and access control monitoring.

Question

Strongly
Agree

Agree

Neither
Agree
nor
Disagree

Disagree

Strongly
Disagree

Domain 8: Systems Development and Maintenan

ce

54.

The data input to application system is validated to
ensure that it is correct and appropriate.

55.

The data output of application system is validated to
ensure that the processing of stored information is
correct and appropriate to circumstances.

56.

Encryption techniques were used to protect the data.

S7.

There are some controls in place for the implementation of
software on operational systems. This is to minimize the risk
of corruption of operational systems.

58.

There are strict control procedures in place over
implementation of changes to the information system. This is
to minimize the corruption of information system.

Question

Strongly
Agree

Agree

Neither
Agree
nor
Disagree

Disagree

Strongly
Disagree

Domain 9: Business Continuity Planning

59.

There is a managed process in place for developing
and maintaining business continuity throughout the
organization.

60.

The events that could cause interruptions to business
process were identified example: equipment failure,
flood and fire.

A risk assessment was conducted to determine impact
of such interruptions and a strategy plan was
developed based on the risk assessment results to
determine an overall approach to business continuity

61.

Plans were developed to restore business operations
within the required time frame following an interruption
or failure to business process.

62.

There is a single framework of business continuity plan, this
framework is maintained to ensure that all plans are
consistent and identify priorities for testing and maintenance.
Such framework identifies individuals responsible for
executing each component of the plan.

63.

Business continuity plans are tested regularly to
ensure that they are up to date and effective.

Question

Strongly
Agree

Agree

Neither
Agree
nor
Disagree

Disagree

Strongly
Disagree

Domain 10: Compliance
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64.

All relevant statutory, regulatory and contractual
requirements were explicitly defined and documented
for each information system. Specific controls and
individual responsibilities to meet these requirements
were defined and documented.

65.

There exist and well implemented some procedures to
ensure compliance with legal restrictions on use of
material in respect of which there may be intellectual
property rights (copyright, design rights, trade marks).

66.

There is a management structure and control in place
to protect data and privacy of personal information.

67.

All areas within the organization are considered for
regular review to ensure compliance with security
policy, standards and procedures.

68.

Access to system audit tools such as software or data
files are protected to prevent any possible misuse or
compromise.
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Appendix (2)

Arabic Questionnaire

alaiddint@yahoo.com 0599 601362
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Appendix (3)

Types of attacks and misuses detected in the year 2007.
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Source: (2007 CCSS) http://www.gocsi.com, (Jan 2008)
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Appendix (4)

Dollar Amount Losses by Type of Attack

33,124,750

Laptep or meblie hardware theft
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Total Losses for 2007 = $66,930,950
{(Humbers above do not equal total due to rounding.)

Source: (2007 CCSS) http://www.gocsi.com, (Jan 2008)
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Appendix (5)
Security Technologies Used
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Appendix (6)

American and European Computer Security Laws, Regulations, and Directives.

1970 U.S. Fair Credit Reporting Act.

1970 U.S. Racketeer Influenced and Corrupt Organization Act (RICO).

1973 U.S. Code of Fair Information Practices.

1974 U.S. Privacy Act.

1980 Organization for Economic Cooperation and Development (OECD) Guidelines.
1984 U.S. Medical Computer Crime Act.

1984 (Strengthened in 1986 and 1994) First U.S. Federal Computer Crime Law Passed.
1986 (Amended in 1996) U.S. Computer Fraud and Abuse Act.

1986 U.S. Electronic Communications Privacy Act.

1987 U.S. Computer Security Act.

1990 United Kingdom Computer Misuse Act.

1991 U.S. Federal Sentencing Guidelines.

1992 OECD Guidelines to Serve as a Total Security Framework.

1995 Council Directive (Law) on Data Protection for the European Union (EU).

1996 U.S. Economic and Protection of Proprietary Information Act.

1996 U.S. Kennedy-Kassenbaum Health Insurance and Portability Accountability Act (HIPAA) (with the
additional requirements added in December of 2000).

1996 U.S. National Information Infrastructure Protection Act.

Generally Accepted Systems Security Principles (GASSP).

Source: (Krutz and Vines, 2001, P: 289-290).
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