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Abstract

One of the most important consequences of what is known as the "Internet era" is the
widespread of varied electronic data. This deployment urgently requires an
automated system to classify these data to facilitate search and access to the topic in
question. This system is commonly used in written texts. Because of the huge
increase of spoken files nowadays, there is an acute need for building an automatic
system to classify spoken files based on topics. This system has been discussed in the
previous researches applied to spoken English texts, but it rarely takes into
consideration spoken Arabic texts because Arabic language is challenging and its
dataset is rare. To deal with this challenge, a new dataset is established depending on
converting the common written text (ALJAZEERA-NEWS) which is widely used in
researches in classifying written texts. Then, keywords extraction method is
implemented in order to extract the keywords representing each class depending on
using dynamic time warping. Finally, topic identification, based on (Mel-frequency
Cepstral Coefficients and Relative Spectral Transform - Perceptual Linear
Prediction) as speech features and (Dynamic Time Warping and Hidden Markov
Models) as classifiers, is created using a technique that is different from the
traditional way, using an automatic speech recognition to extract the transcriptions.
Segmentation method is proposed to deal with the segmentation of spoken files into
words. Regarding the evaluation of the system, accuracy, F1-measure, precision and
recall are used as evaluation metrics. The proposed system shows positive results in
the topic classification field. The F1-measure metric for topic identification system
using dynamic time warping classifier records 90.26% and 91.36% using hidden
Markov models classifier in the average. In addition, the system achieves 89.65% of
keywords identification accuracy.

Keywords: Speech classification, Topic classification, Speech segmentation
Keywords extraction, NLP, Spoken Arabic News, Speech features, HMM, DTW,

MFCC.
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Chapter 1

Introduction

1.1 Topic Area

Over the Internet enormous quantities of spoken files are existing. Indexing,
retrieving and browsing spoken files are highly required and reliable approaches for
these issues are really needed. A common organization mission is categorizing, or
classifying these files into different topics. The term spoken document classification
is defined as the problem of labeling a speech segment with the suitable topic from a
group of possible predefined topics. It is closely related to spoken document
retrieval, where a query is given then a list of spoken files is returned in response to
this query. Classification and retrieval can also be combined to improve the user
experiences (Sandsmark, 2012). A system for automatic spoken document
classification can, for instance, be used in applications, such as classification of
broadcast news reports into topics like “economy” and “sport”, and classification of
conversations into either “criminal” or “innocent” actions. Spoken files classification
is an efficacious approach to manage and index the speech records. This task focuses
on tagging a pre-defined topic (class) to a spoken file based on its contents. Topic
classification process supposes that a pre-detected group of topics has been
established and each spoken file is categorized in order to be appropriate to only one
topic from this group. This pattern is called a single-label categorization. The area of
topic classification includes other related problems in addition to classic detection
and classification responsibilities. Over the passage of time, new topics may be risen.
For instance, new events in spoken newsletters occur frequently demanding the
creation of new topic classes for labeling coming newsletters related to these events.
Essential works have been stated on topic classification from texts field, but a little
amount of works on spoken files are reported, particularly using information from
speech signals. This thesis provides a speech processing solution to enable content
based access to spoken files and proposes a topic classification approach for Spoken

Arabic News (SAN).



1.2 Topic Identification (TID)

The process of topic identification technique requires initially to define the
topic and topic tags which should be built and assigned. The definition of topic
identification or classification is the process of identifying or classifying the targeted
topic that is relevant to a recorded speech. A binary tag (relevant or irrelevant) for
each topic works as a description of the speech segment. It is not easy to define the
weight of relevance of a specific topic to a specific speech segment. Topic relevancy
standard definitions are not existent and most of their measurement tools are
subjective. Therefore, the labels or tags of a group of data are inconsistence and vary
depending on taggers or labelers. Although there are many works on measuring the
relevancy which might be steadily tagged or labeled, they probably require a vital
amount of effort to gather and to classify speech datasets. Two common styles of

TID that are commonly studied are: topic classification and topic detection.

A pre-defined group of topics or subjects has been determined in Topic
classification style and each speech segment is identified as having its place in one
and only one topic or subject from this group. Single-label categorization is another
name of topic classification . When the main mission assigns the speech data into
distinctive holders or directing them to certain systems or audiences, the task that is

frequently used is a single-label categorization

Nevertheless, sometimes a speech segment can be related to any number of
topics or subjects. Hence, in what is called topic detection style an independent
decision is needed to discover the occurrence or absence of each related topic or
subject. The alternative name of this style is multi-label categorization. For easier
filtering, organizing, examining, and retrieving of a required speech segment, the
multi-label categorization can be used. For instance, spoken files might be labeled or
tagged with more than one topic labels or tags and this would let users quickly find
and view certain spoken files about topics or subjects of their concern (Hazen, 2011).
In this thesis the system is built based on topic classification concept which refers to

TID and they are used interchangeably throughout this thesis .



1.3 Thesis Significance

Spoken data classification or spoken data categorization is a fundamental
problem in computer science. TID is used in order to assign spoken data to one class
or category. Classification or identification is one of the important fields in machine
learning searches, such as speech and language processing, data filtering, data
cleaning, ..., etc. During information retrieval, classification is used in many
subtasks of the search pipeline: Preprocessing, content filtering, ordering, ranking,

etc.

Today, spoken files classification is acute need due to the big number of
spoken files that are needed to deal with every day. This thesis has a valuable
significance, for the result of demanding classification of the huge number of
electronic spoken Arabic files, which are available via the rapid and increasing
growth of the Internet. Correspondingly, the manual classification of such huge files

is time and effort consuming.

There is a number of classification algorithms applied to spoken files.
Nevertheless, most of them go through two steps: transcriptions creation which
outcomes from automatic speech recognition (ASR) model and the application of
text classification algorithms to the transcriptions. This traditional algorithm has
given good classification accuracy, yet it depends on ASR model accuracy. It is
worth mentioning that accuracy of ASR model for Arabic language is not accurate as
English language model. Spoken Arabic data classification is a problematic issue

because of the complexity of Arabic language structure.

Most of the existing systems for TID of spoken files use, as the pre-
processing step, word or phoneme based ASR. The implementation of techniques
developed by the text retrieval community is used at the second stage. Training ASR
systems for English on large amount of data and software is possible. However, not
every language is rich in resources for building ASR systems; therefore, developing

techniques that are useful for other languages, with low resources, are needed.



1.4 Research Questions

The main research problem is identifying or classifying the topics which

are discussed in SAN clips. There are a number of researches that aimed at

classifying spoken files using text methods applied to transcriptions resulting from

ASR model.

e How to classify SAN clips based on speech features without using text
methods or depending on ASR model.

e How to use related features of speech data in order to enhance the results.

e How to select the main features with the intention of reducing dimensionality.

e How to handle uncertainty in classification decisions.

e What is the impact of pattern matching methodology precision using hidden
Markov models (HMM) or dynamic time warping (DTW) on topic

classification precision.

1.5 Thesis Goal

To design an automatic system which identifies the underlying topics that are

discussed in spoken Arabic news files with high accuracy and pace depnding on

speech features..

1.6 Thesis Contributions

l.
2.

A new database for Arabic news broadcasts with its transcription is created.

An automatic keywords extraction methodology is proposed and implemented.
Topic labels (Keywords) database is built using an automatic keywords
extraction methodology.

A complete system for automatic spoken Arabic news classification based on
speech features without using text algorithms is created and implemented.
Segmentation algorithm is proposed and enhanced to deal with Arabic speech.
Mixed features of speech, PLP and MFCC, are proposed in order to enhance the

results.



1.7 Limitations

e The TID and keywords extraction speed needs a further improvement.

e The segmentation algorithm in this thesis deals with specific conditions, such
as clear and understandable spoken words and a reasonable speed while
speaking.

e The created topic labels depend on standard Arabic speech.

1.8 Thesis Organization

The rest of this thesis is divided into four chapters prearranged as follows:

Chapter 2 introduces the related works; it shows some researches that have
been done in classifying spoken Arabic news. Because of the lack of works on
spoken Arabic news, other languages are focused on. The related works are divided
into two categories. The first one shows some researches working on TID using ASR
model in their classification algorithms. The second one shows some researches

using some features of speech in order to enhance TID process.

Chapter 3 overviews background theory in which three main parts are
discussed. The first part shows segmentation algorithms. The second part shows
keywords extraction algorithms. The last part of this chapter explains the
classification concept and the main parts of it including pre-processing module,
feature extraction module and HMM and DTW classifiers used in topic classification

or identification systems.

Chapter 4 presents the proposed work used in the thesis including a
description of preprocessing steps, Feature processing and extraction, keywords

extraction, segmentation and classification processes.

Chapter 5 discusses the tools, dataset and evaluation metrics. It also presents

and analysis the experimental results of the proposed work.

Chapter 6 concludes the research in which recommendations , remarks, and

some notes are stated.
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Chapter 2
Related Works

A lot of topic classification or identification systems for several written text
applications are built. As a consequence of text classification achievements, speech-
based TID applications borrow most of the commonly used techniques in the text
processing area and adapted them in order to be applicable to the speech-based
classification systems. (Sebastiani, 2002) introduces general TID techniques used in
written text applications. More additional descriptions and techniques can be found
in a book chapter by (Manning & Schiitze, 1999). One of the most common written
text classification approach used in TID approach is the naive Bayes approach and it
has been borrowed in speech-based systems too (Hazen et al., 2007; Lo & Gauvain,
2003; McDonough et al., 1994; Rose et al., 1991). Nevertheless, many of topic
classification methods are applied to written Arabic news and most of the studies and
papers rarely discuss TID in spoken Arabic news. Spoken files processing faces
many challenges and opportunities when compared to written files processing

(Rosenberg, 2016).

2.1 Traditional TID Systems

Until the early 1990s, TID researches on spoken data had not been started
seriously due to the lack of suitable spoken data. In Arabic language, the existing
dataset for speech-based TID is significantly smaller. (Rose et al., 1991) one of the
most primitive researches in speech-based TID is done using only a small group of
510 speech monologues, with the length of 30-second, distributed over six dissimilar
scenarios. (e.g., map-reading, photographic, doll, ..., etc.). Despite the fact that larger
dataset tends to be available during the 1990s, three different types of data classes
which are broadcast news sections, customer service calls and human-human
dialogues have begun to be mainly used in the researches lately. An instance of
dataset that is used in speech-based TID and provides comparable outcomes to text-
based TID is organized news broadcasts which presented by (Fiscus et al., 1999).
These prepared written news reports are read via professional speakers in which they

record clips using high-quality recording tools and in a wunique acoustic



circumstances. Subsequently, (Pallett et al., 1999) argues that working on this dataset
tends to give very low error rates when using modern powerful ASR systems. Many
of human-human dialogues are recorded through telephone lines to establish the
Switchboard and Fisher dataset (Cieri et al., 2003). They are produced with a topic
specific label. Thus, a number of different researches use these dataset for TID
researches (Carlson, 1996; Gish et al., 2009; Hazen et al., 2007; McDonough et al.,
1994). The dataset is pre-tagged with the topic label. Speech-based TID tasks are
originated from the project of Topic Detection and Tracking (TDT) from Defence
Advanced Research Projects Agency (DARPA) which started in 1998 and it is still
working for many years into the succeeding period (Wayne, 2000).

A spoken file classifier is suggested by (McDonough et al., 1994) in which
they use a multinomial naive Bayes classifier linked with expected word counts
feature extraction. They utilize a two feature selection to choose the classification
vocabulary. Their outputs on the switchboard corpus show that using expected word
counts is better than 1-best, both for feature (word) selection and for classification.
They recommend against feature selection from 1-best data by debating that selecting
a word because it differentiates well based on 1-best might not work well since it
could be the issue that it cannot be surely detected or it has a large insertion
probability by the speech recognizer. The expected word counts are not counted
immediately from a recognition lattice, but rather they are counted by using a HMM
word spotter, which is a special-purpose speech recognizer that aims to only
recognize words selected by the feature selector. They use a forward-backward
algorithm in order to compute the posterior probabilities for the task of classification
vocabulary words at all-time steps. To compute the expected word counts, instead of
summing all the posteriors for each word, they only encompass a posterior in the sum
when it reaches a local maximum on the time axis. Spoken document identification is
closely associated with spoken document retrieval where a collection of documents is
returned depends on a specified request.

With the growing of spoken files in different languages and dialects, there is
an essential requirement of systems performing automatic and unsupervised
classification and searching on spoken files streams in a file retrieval phase. The

simplest way of constructing spoken files classification system is concatenating an
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ASR model with a text-based classification algorithms. The common approach has
been transferred from manual rule-based methods to more recent automatically
trained probabilistic methods (Sebastiani, 2002). A lattice-based method to spoken
document retrieval is suggested in (Chelba, 2007) where expected word counts are
estimated from the lattice and subsequently used to generate a ranking of the
documents. They report a considerable relative improvement by using expected
counts from lattices instead of 1-best word counts.

Nevertheless, under resource-limited conditions, the manually transcribed
speech needed for developing standard ASR systems can be severely limited or
unavailable (Liu et al., 2017). Unfortunately, the accuracy of current speech
recognizers degrade remarkably when faced with unconstrained conversational
speech or varying acoustical environments (Garofolo et al., 2008). Because the
relative advantage of considering various hypotheses is expected to boost with
decreasing recognition reliability (Mamou et al., 2006) (Chelba et al., 2007), there
has been much work going into the field of spoken files classification.

When utilizing an unsuitable ASR system, TID suffers from possibly some
major problems. One of these problems is many of the important related words,
which are the labels for a topic, may be missed in the dictionary used by the ASR
system. The ASR system in this situation cannot assume these missing words. This
problem stated as out-of-vocabulary (OOV) word problem. Many approaches can be
used in order to address the OOV problem in several speech applications, such as
spoken file retrieval application. A widespread approach is working on the
processing of speech phonetic parts (Chelba et al. 2008). In these circumstances, the
key process extracts the primary sequences of phonetic parts (or phones) as words
representative. Hence, for the TID problem, the “car” , for example, is a word for a
certain TID assignment. The system needs to find out that the sequence of phonetic
units [c a: r] includes related information once detected in a spoken file.

In some situations, TID capability is desired in a fresh language where there
is partial or zero transcribed data to train a suggested phonetic system. In this
situation, (Hazen et al., 2007) suggest that carrying out TID using a phonetic system
which recognizes phonetics from another language is probable. (Gish et al., 2009)

present an in-language phonetic system trained without the transcriptions in a fully
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unsupervised style. A phonetic system can produce posterior lattices, in a similar
manner to word recognition, for speech segments.

(Cerisara, 2009) tries to learn both words and topics from spoken files only by using
transcriptions resulting from a phonetic ASR system. In order to find possible shared
words from texts, fuzzy phonetic sequence matching process is used. Then, the
system describes texts by the distances resulting from best matching of these
discovered words and segments within texts. Resulting distance vectors are used in
order to cluster the topics under the supposition that texts with small minimum
distances to the same assumed word are interrelated. The unsupervised learning
research field might continue to be more significant where the level of complexity in
the algorithms might increase. The relation between TID systems and on-line
learning techniques is expected to be taken more into account. Thus, it should
concern the study of topics in data and over time how the representative indications
of topics are changed and developed. (Katakis et al., 2005) discuss some studies of
this topic on written text data and similar researches should be followed on spoken
files.

For spoken files (Hazen et al., 2011) present both supervised and
unsupervised topic modelling using phonetic information. If word-based recognition
is absent or infeasible, phonetic information can be engaged to indirectly learn and
capture information delivered by relevant words. In the case of a transcribed data is
absent or insufficient, a supervised training of the same-language phonetic
recognition system can be inhibited. In these situations, cross-language prototypes or
self-organizing units (SOUs) learned in a fully unsupervised approach can be
utilized. They present novel enhancements using phonetic information. They show
cconsidering outcomes using new techniques for TID used in parallel with novel
SOU learning enhancements. An initial inspection of the use of this topic modelling
for unsupervised detection of topics and relevant words from phonetic information is
also shown in their studies.

The problem of TID using phonetic speech recognition outputs have been
investigated by several former researches. However, this approach is inadequate for

picking up the quasi-regular structure of speech, which causes substantial recognition
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failure in noisy surroundings (Wright et al., 1996; Kuhn et al., 1997; Noth et al.,
1997, Theunissen et al., 2001; Belfield et al., 2003).

As mentioned above, related works on TID or classification process has
looked at various ASR capabilities which are word-based and phonetic-based
recognition and ASR lattice output. It is worth mentioning that most of them are
applied to English language.

It is known that most of speech transcriptions include errors, but speech
conveys information beyond the words that are said. A modified TF-IDF feature
weighting calculation is suggested by (Wintrode & Kulp, 2009) in order to reduce
the impact of ASR errors on the accuracy of TID. Their approach provides important
validity under various recognition error conditions. It is worth mentioning that they
examine the impact of ASR errors in informal telephone speech, so 1-best and lattice
outputs are generated using a single recognizer tuned to be carried out at various
speeds. By using SVM classifier they implement TID on the output of ASR. They
work on classifiers to be crucially more valid to errors.

(Hazen, Nov, 2011) uses minimum classification error (MCE) training in
order to enhance traditional approaches to TID. A fundamental element of novel
MCE training methods is their capability to professionally implement jack-knifing or
leave-one-out training to achieve enhanced models which are generalized to be better
for invisible data. Sizeable enhancements are observed in TID accuracy using the
new MCE training techniques.

Innovative approach to an unsupervised training of speech recognizers is
suggested by (Siu et al., 2014). Their approach regulates sound units (SUs) which are
enhanced for the acoustic field, so the speech recognizers can be used for
implementations in speech fields where there are zero transcriptions. HMM-based
speech recognizers is recommended by (Siu et al., 2014) when the transcribed data
are not existing. This is done by expressing the HMM training as an enhancement
over parameter and transcription sequence space. At that moment spoken files are
transcribed into these SOUs and they test the value of SOUs on the task of TID on
the Switchboard and Fisher dataset.

In order to deal with transcription errors, a spoken file should be viewed as a

structure of viable hypotheses not as an absolute transcription. In addition, the
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manner in which words are spoken and their prosody can be mined
for information about the speaker and his or her intention. (Rosenberg, 2016) uses a
keywords search as a case study that requires operating under errorful and adverse
circumstances.

In zero resource situations, earlier works on the analysis of spoken files are based on
identifying recurrent patterns of speech (spoken words) where DTW based
algorithms are used (Flamary et al, 2011; Harwath et al., 2013). Nonetheless, these
methods are not scalable to large quantities of data. An alternative method is to use
phone recognizers from other languages. This idea is discovered for the task of TID
in (Hazen et al., 2011). Under limited resource conditions, i.e., with limited
vocabulary for training an ASR, TID of spoken files is explored in (Wintrode, J. &
Khudanpur, S., 2014).

Based on the automatic patterns discovery in the speech (Flamary et al, 2011)
suggest an automatic speech summarization technique. Firstly, the system extracts
recurrent acoustic patterns from the spoken file. Then, they are clustured and graded
in relation to the frequency of the patterns in the clip. A "Spoken WordCloud" is
formed due to the likeness with text-based word-clouds. Using a small dataset of
connected spoken words, their approach reaches a cluster purity up to 90% and an
inverse purity of 71%.

(Harwath et al., 2013) show zero-resource system, an automatic examination
of a group of speech-based data in a fully unsupervised manner without the
advantage of any transcriptions of the speech data. The system automatically finds
keywords and phrases included in a spoken files dataset. (Harwath et al., 2013)
suggest a method that utilizes a segmental dynamic time warping (S-DTW)
procedure for the sake of acoustic pattern recognition in connection with a
probabilistic technique which gives the related topic. Using information and
Expectation-Maximization (EM) algorithm, acoustic outlines of the central topical
themes of the spoken files group are created.

By using statistical approach, (Wintrode, J. & Khudanpur, S., 2014) detect
topic keywords in which they study the overall word error rate (WER) and TID
performance relation. WER measures keyword-specific discovery performance.

Their study is established on the Fisher Spanish dataset and they focus on various
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datasets ranged from large vocabulary continuous speech recognition (LVCSR) to
limited-vocabulary keywords. They show that WER and low-precision term
detection are impediments to TID.

Multilingual speech data are the case study of (Caranica et al.,, 2016)
research. They focus on retrieving information from spoken files such as broadcast
newsletters or even telephone dialogues. Vocabulary-independent search is the
ultimate goal of a spoken file retrieval system. They present methodology in order to
catch spoken “queries” over large collections of speech data. There are two cases.
The first one is when the language is recognized, so the task is comparatively clear. It
can be solved by using a LVCSR tool to produce accurate word transcripts, index
them and retrieve a query from the index. The second case is when the language is
unidentified where the recognizer’s words are not included in the query, so the
system cannot retrieve the relevant spoken files. Consequently, the texts retrieved are
not related to the request. They use the input features taken from multi-language
resources in order to investigate that if it helps the process of unsupervised spoken
word discovery without considering the language existence. Furthermore, they join
both language recognition and LVCSR based search, with unsupervised Spoken
Term Detection (STD). They try to use multiple open-source tools with the aim of

recommending a language independent spoken files retrieval system.

2.2 TID Systems without ASR

(Liu et al., Feb, 2017) automatically detect a categorical acoustic unit
inventory from speech and produce a matching acoustic unit tokenization using
Acoustic Unit Discovery (AUD). A major route for unsupervised acoustic model
training in zero resource surroundings is provided by AUD where expert-provided
linguistic knowledge and transcribed speech are unobtainable. They propose that
AUD assessments are feasible using diverse alternative language resources when
only a subset of these assessment resources can be existing in typical zero resource
implementations. Another paper published later by (Liu et al., Mar, 2017) investigate
alternative unsupervised solutions in order to obtain tokenization’s of speech in terms
of a word of automatically exposed word-like or phoneme-like units, without relying

on the supervised training of ASR systems. They prove that a convolutional neural
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network based framework for learning spoken text representations affords
competitive performance compared to a standard bag-of-words representation.

Another application of unsupervised AUD for TID of spoken files is presented by
(Kesiraju et al., 2017). The AUD method is built on a non-parametric Bayesian
phone-loop model that segments a speech utterance into phone-like groups. The
exposed phone-like (acoustic) units are additionally fed into the conventional TID
framework. Using multilingual bottleneck features for the AUD outperforms other

systems that are built on cross-lingual phoneme recognizer.

2.3 Arabic TID Systems

A number of Modern TID systems for speech exploit ASR model to produce
speech transcripts, and to perform a supervised classification on such ASR results.
One of the rare studies on TID based on spoken Arabic language that uses ASR
capabilities is done by (Qaroush et al., 2016). They propose an approach that aims to
form an automated task-oriented Arabic dialogue system which is capable of
determining the topic of spoken question asked by telecom provider customers. The
system is built on an Arabic modified CMU sphinx ASR and they apply Arabic ASR
to the formal Arabic speech. The recognized text is used in order to define the
question category using supervised machine learning methods so that it can take a
preferred action, such as routing customer call to the suitable destination. The best
performance of suggested overall system is 76.4% accuracy with haphazard forest
classifier given by Weka toolkit tested on 750 questions recorded by 30 speakers
with the Palestinian dialect (Qaroush et al., 2016).
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Chapter 3
Background Theory

In Chapter 3, some background theories are overviewed, three main parts
are discussed in this chapter. In the first part, speech segmentation is explained. In
the second part, keywords extraction methods are shown. In the last part, the

classification concept and the main phases in the TID systems are discussed.

3.1 Speech Segmentation

Segmentation is a processing phase that is essential for some of speech
analysis applications. The aim is to split a connected speech signal into segments of
homogeneous content that has meaning as sentences, words or characters. The
borders between sentences, syllables, words, characters or phonemes in spoken
natural languages can be discovered using speech segmentation process. The process
of segmentation is applied to the mental processes which are used by humans, and to
artificial processes of NLP. This process can be done at various levels in the
connected speech. Segmentation at the lexical level is defined as the way of finding
word boundaries in spoken language when the underlying vocabulary is still

ambiguous (Gold & Scassellati, 2006).

Classification of speech segmentation methodologies can be done in a
number of ways, but one of the very known groupings is the division of the
segmentation methodologies to two main groups which are aided and blind
segmentation methodologies (Risdnen, 2007). An essential difference which can be
stated between aided and blind algorithms is the amount of utilizing the formerly
obtained data or external knowledge to process the expected speech using the
segmentation algorithm. A number of systems can use statistical data to learn and
adapt to signals that they are considered as the input of the systems, or they can be
taught previously with changeable methods. Finding statistically related information
from the speech is the major focus of learning so that it can be used in order to

improve the quality of the segmentation. In ASR, The most used statistical methods
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are HMMs, where leading features of the signal are utilized for pattern matching or

recognition process (Knill & Young, 1997).

Looking inside the aided segmentation algorithms, it can be inferred that they
utilize some types of outside linguistic knowledge of the connected speech with the
aim of segmenting the connected speech into some consistent segments of the
preferred form. Generally, the meaning of that is how to use a written or phonetic
transcription as a parallel input with the speech data, or how to train the algorithm

previously by such data.

Whenever there is no previous information about linguistic features, such as
the full phonetic series, of the speech signal which are needed to be segmented the
procedures used in this case are fall under the blind segmentation algorithms. Some
of implementations somewhere blind segmentation are needed to be applied are
listed in (Sharma & Mammone, 1996) study. They show that speech data
segmentation and labeling, speech recognition systems, speaker verification systems
and language identification systems are highly suggested to be processed under the
blind segmentation algorithms. Nevertheless, using some former information about
features of the connected speech data by the system, which commonly refers to some
types of machine learning that cannot be excluded, is possible (see, e.g., Bishop,
2007). Blind segmentation depends completely on the existing acoustical features in
the speech signal because of the shortage of outside or top-down information. This is
called bottom-up processing which is regularly based on the front-end
parameterization of the connected speech. Also, the extracted features such as LP-
coefficients, MFCC, or FFT spectrum are used (SaiJayram et al., 2002). The
behavior of selected parameters can lead to indications for discovering the segment
border. To show changes in the speech signal and often with relatively low
computational overheads, the reduced extracted features, which are suitable to be a
basis for detecting probable lexical or phone borders, can be used. On one hand,
these reduced extracted features describe each speech segment in a demonstrative
way in which other similar speech segments can be grouped and categorized together
by matching their reduced extracted features. On the other hand, the divergent speech

segments will be excluded.
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Around the idea of executing the steps of classification and segmentation,
several algorithms are evolved such as (Eriksson, 1989; Siegler et al.,1997; Cettolo et
al., 2005; Aguilo et al., 2009; Bhandari et al., 2014). Traditionally, three groups
form the segmentation approaches, that are mainly based on three different concepts
which are energy-based, model-based and metric-based. The first algorithm is based
on energy and it only depends on the running power in the time-domain. In contrast,
the model-based in addition to the metric-based methods rely on statistical models.
The advantage of the energy-based model is that it can be simply applied in which
silence times are expected to be the segment boundaries. Using a predefined
threshold and energy rate, the silences in the speech signal can be identified.
Nevertheless, there are some challenges for many implementations when using this
method (Bhandari et al., 2014). The techniques that are classified in this category
can be divided into two groups (Giannakopoulos & Pikrakis, 2014):

e Signal change detection where the results simply includes the endpoints of
the detected segments. Information related to the individual labels is not
returned by the algorithm.

e Segmentation with clustering where the identified segments are clustered and

the resulting clusters are used to assign labels.

Figure (3.1): Word segmentation (a sequence of discrete words).
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The core idea of signal change detection, as shown in Figure 3.1, is to define
when substantial changes arise in the content of the connected speech signal. The
detected changes determine the boundaries of the resulting segments. Depending on
the nature of the signals being studied, the detection of endpoints may use a wide

range of features and detection methods.

In lexical segmentation level, professional listeners hear connected speech as
a sequence of discrete words, but there are no clearly pauses in the waveform. 8-
month-olds can segment the connected speech into word units using only statistical
computation as several studies have been discussed (Aslin et al. 1997, 1998; Mattys
et. al, 1999). The child has no lexicon to back up, so the knowledge which the child
is exposed to must be the same as what is used to learn how to segment properly.

A variety of computational approaches have been used to model the detection
of word forms from continuous speech by infants. (Larsen et al., 2017) present the
word segmentation algorithms as follows:

Diphone-Based Segmentation (DiBS) algorithm, based on phonotactics
properties, which keeps the frequency of two phones occurring together in memory
then it decides to place a boundary between them by computing Bayes’ Theorem,
which defines the probability of an event, relies on previous knowledge of conditions
that might be related to the event. The model has several assumptions to do that. The
first one is when the learner knows the phonetics categories. The second assumption
is that the learner able to detect utterance boundaries. The third assumption assumes
phonological independence across word boundaries. The forth assumption tracks
context-free distribution of diphones and the last one is when the learner knows the
relative frequency of word forms that have been already learned.

Transitional Probabilities (TPs) over syllables which suggest a boundary
between two syllables if its co-occurrence probability is locally lowest (relative
threshold) or is lower than an absolute threshold that are generally computed by
taking the averaged value of syllables pairs.

Unigram Adaptor Grammar (AGu) which is an optimal learner model such
as when a learner has an infinite memory and a batch process and looks at the whole

corpus before segmenting.
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3.2 Keywords Extraction

Automatic identification of terms is the key task of keywords extraction in
which they best describe the subject of a topic. Key segments, key terms, key phrases
or just keywords are the lexicon which is used for describing the terms that represent

the most relevant information contained in the topic.

As in written text based, (Oelze, 2009) divides existing keywords extraction
methods into four groups: simple statistics, linguistics, machine learning and mixed

approaches.

Simple Statistics Approaches

The name of these approaches indicates that they are simple and they need
limited requirements without needing the training data. The focus in these
approaches is on speech non-linguistic features, such as inverse document frequency,
term frequency and the position of keywords. In order to identify the keywords in
the spoken files, some statistics knowledge can be used. N-Gram statistical
information is commonly used in the direction of indexing the document
automatically. Word frequency, word co-occurrences, ...,etc. are presented by
(Matsuo & Ishizuka, 2004) as statistics methods that can be used. The fact that the
pure statistical methods generally ensure that the production of good outcomes and
their ease of use are the advantages of these methods.
Linguistics Approaches

The linguistic features of the words, sentences and the whole files are used in
these approaches. The methods which benefit from linguistic features which are
syntactic structure, semantic qualities and part-of-speech are liable to add value. A
number of researchers compare the advantages of using the lexical resources to a
statistical method and relative frequency ratio (Plas et al., 2004). Different methods
of integrating linguistic features into keywords extraction are studied by (Hulth,
2003). Three commonly used features evaluate the keywords which are term
frequency (TF), Inverse Document Frequency (IDF) and the position of the word.
Linguistic features lead to notable enhancement of the automatic keywords
extraction. Actually, linguistic methods can be mixed or combined with some

common statistical approaches in order to create new enhanced approaches.
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Machine Learning Approaches

In general, keywords extraction is considered as a supervised learning
method. The machine learning methodology procedure firstly provides a set of
training spoken files to the system, each of which has a range of selected keywords
by human. In order to find keywords from new spoken files, the gained knowledge is
applied. Using spoken language processing methods, (Suzuki et al., 1998) select the
keywords from spoken files. As a guide for relevance, the researchers use an
encyclopedia. They separate the process into a term-weighting part and a keywords
extraction part. Feature vectors are produced from different encyclopedia fields and
the same process is done on the data of newspaper articles. The produced vectors
from both articles and encyclopedia are compared using a likeness calculation in
order to classify the article vectors into different fields. Extraction of keywords is
done by analysing a segment where the most relevant field is selected for it by using
the produced feature vectors in the second part. The technique of phoneme
recognition is engaged to ensure the analysis. The keywords are allocated to the

spoken files segment when the system selects the best fitting field.

Mixed Approaches

The methods, which are mentioned above, are mainly combined or some
heuristic knowledge can be used in the task of keywords extraction, such as the
length, position, html tags around of the words, layout feature of the words, ... etc.
The resulting approaches about keywords extraction are called mixed approaches.
The indication of the relevant works tells how the automatic keywords extraction
methods are less costly and faster than if the extraction is done by human
intervention. Moreover, the automatic keywords extraction reaches the precision of
the human. Nevertheless, the proposed methods for automatic keywords extraction
need some requirements like training examples or some specific information of
domain in interest. Mixed methods present some enhancements in dealing with

keywords extraction because it benefits from advantages of the involved approaches.
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3.3 Topic Identification Concept

TID concept is based on the assumption that a binary tag can be placed on
each spoken file for a single topic in order to show whether the topic is relevant or
irrelevant. Apparently, the most understandable and commonly used method in
performing speech-based TID is an ASR model which is used to handle the speech
data (spoken files) and to extract the assuming transcript. The resulting transcription
directly passes into the typical TID system that identifies the topic based on widely
used text methodologies. Combinations of various packages, such as ASR, machine
learning, NLP, information retrieval and text classification can be used to handle the
TID for spoken files. Several of these packages, mainly ASR, are regularly based on
large linguistic resources. Most of the spoken files identifiers are built based on
combining an ASR with a TID algorithm. Such a combination consists of four
different units which are the speech recognizer, a feature extractor, a feature
transformation and the topic identifier (Sandsmark, 2012). Other spoken files
identifiers are built to omit ASR unit in order to improve the outcomes and to handle
the ASR production challenges. Figure 3.2 shows both traditional and modern
identification of spoken files methodology. The modern spoken files identification
methodology discards the ASR unit and only bases on the speech features. The core

units are used in this thesis are: feature extraction and topic classification units.
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Figure (3.2): (a) ASR-based methodology (b) Without ASR methodology.
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3.3.1 Feature extraction module

As it is known, all of the acoustic information are carried in the time domain
waveform of a speech signal. It should be taken into consideration that data differs
from information and the waveform can only be measured as a raw data. depending
on the phonological opinion, very little benefits can be gained relying on the
waveform itself. In some pattern recognition systems, one of the first decisions is the
selection of the suitable features needed to be used. In order to make the
identification algorithm's task easier, the basic signal that needs to be identified must
be precisely represented (Prithvi & Kishore-Kumar, 2016). Generally, feature
extraction is a critical processing phase in machine learning and pattern recognition
tasks. The main objective is extracting a set of feature vectors from the considered
dataset. These vectors must be useful in regard to the preferred characteristics of the
fundamental data. The feature extraction is able to be seen as a data rate reduction
technique for the reason that the small number of features should be used relatively

in order to build the analysis algorithms (Giannakopoulos & Pikrakis, 2014).

Feature extraction of speech methodologies are required for the
transformation of the original spoken files signals into a series of speech feature
vectors measurements that covers only information required for the classification of a
predefined topic. As each speech has different distinctive characteristics included in
spoken words, these distinctive characteristics can be obtained from an extensive
feature extraction methods and are able to be engaged to speech recognition tasks.
Nonetheless, certain criteria of the extracted feature ought to be met while dealing
with the spoken files signals. One of the criteria examples is that extracted speech
features have to be computed effortlessly. Other examples of the criteria are the
stability of the extracted features with time and the adaption of the extracted speech
features with environment and noise challenges. By using spectral analysis methods,
such as Mel-frequency cepstral coefficients (MFCC) and linear predictive coding
(LPC) wavelet transforms, the feature vector of speech signals are usually extracted.
The main feature extraction techniques used with speech signals are discussed more

specifically below:
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3.3.1.1 Linear Predictive Coding (LPC)

In the feature extraction for spoken files signals examination phase, one of
the most common techniques used is the linear prediction method which obtains the
essential factors of speech signal. It considers the human tract construction to make
available an accurate evaluation of the speech signal factors when some lexical are
spoken. It is categorized as a time domain methodology. LPC examines the spoken
files signals via approximating the formants in addition to removing their
extraordinary effects from the speech signal and estimates the loudness. Each of
them is expressed as a linear arrangement of the preceding samples in LPC system.
The primary goal of LPC method is the approximation of a known speech sample as
a linear combination of former speech signal segments. A distinctive parameter set
coefficients can be found as a result of decreasing the total of squared differences to
its minimum rate between the definite speech segments and computed values. The
factor values predictor forms the basic block for LPC of speech signal. LPC is a good
technique in which it is used to warp or compress the speech signals in digital signal
processing (DSP). For calculating the elementary factors of speech, LPC arises to be
the most important technique because it provides an accurate estimation of the
speech factors in addition to that it is an effective computational model. The
following figure shows the processes of LPC feature extraction system presented by

(Vimala & Radha, 2012).
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Figure (3.3): Stages of LPC.

Frame blocking process task examines the signal over several segments which should

be short, these short segments are called frames. By applying a short-duration
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(commonly 20-30 msec) overlapping window (typically Hamming) to the spoken file
signal, this signal is segmented into many frames. The measurements of a forward
LP (which is called LP coefficients) are determined by using LPC via reducing the
prediction error rate in the least squares sense. In order to find the filter coefficients,
LPC follows the autocorrelation method of autoregressive (AR) modeling. Although
the data series is really an AR procedure of the precise order, the produced filter does
not model the process precisely. Because the autocorrelation method indirectly
windows the data, it assumes that speech signal samples beyond the length of s are

Z€TrOoS8.

In the process of the creation of LP in human speech, the vocal tract shape
controls the nature of the produced sounds. With the aim of studying the properties
quantitatively, a digital all-pole filter models the vocal tract. In z-domain, The next

equation describes the filter model transfer function.

G

V(@) = (= D)

w1 QKZ ™ (3.1)

Where V(z) is the transfer function of the vocal tract. {a;} is a set of
autoregression coefficients called LPC and G is the filter gain. P, The upper limit of
summation, is the all-pole filter order. LPC set defines the features of the transfer
function of the vocal tract. LPC uses autocorrelation method constructing a matrix of
autocorrelation of the windowed speech frame and simultaneous equations in order to

evaluate the LPC set and the filter gain.
3.3.1.2 Perceptual Linear Prediction (PLP)

The Perceptual linear prediction technique is technologically advanced by the
Hermansky. The main objective of PLP is removing the undesirable information of
the speech signal, so the speech recognition rate is enhanced. PLP is similar to LPC
except for the alteration of spectral features of LPC in order to match the human

auditory system characteristics (Kishori et al., 2015) .
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The PLP coefficients are created from the LPC coefficients by performing

perceptual processing before performing the Autoregressive modeling. In the next

figure, the perceptual front-end phases are obtained. Figure 3.4 shows the most

processes involved in PLP.

|
Speech

Critical Band
Analysis

Inverse Discrete
Fourier Transform

Equal Loudness
Pre-emphasis

Solution for
Autoregressive
Intensity-loudness coefficients
Conversion I
All-Pole Model

l

Figure (3.4): Calculating Perceptual Frontend Processing (Hermansky, 1990).

The main steps of PLP are summarized as follows:

By using the Hamming window, subdivide the speech signal into frames.
After that, Fast Fourier Transform (FFT) is performed on the windowed
frame in order to get the speech power spectrum.

In the PLP analysis, a non-linear frequency scale which is called the Bark
scale is the basic of the filter bank. The filter weights and sum of the product
of each FFT value on the speech spectrum shape the output of a filter.

Within a number of diverse frequencies, the sensitivity of human hearing
system is approximated by the equal-loudness curve. the corresponding
equal-loudness weight weighs each filter output in the filter bank.

By using Intensity-loudness, compression definite signal intensity is
approximated. It refers to the non-linearly relationship between speech signal

intensity and the perceived loudness.
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e LP analysis is performed, a digital all-pole filter can be used with the purpose
of modeling the vocal tract. There are several methods for evaluating the LPC
feature sets and the gain of the filter. The autocorrelation technique is one of
them in which it consists of constructing a matrix of both simultaneous
equations and the autocorrelation of the windowed frames.

e C(Cepstral analysis is performed, this denotes to the procedure of discovering
the speech series cepstrum. The cepstrum is equally considered the Inverse
Fourier Transform (IFT) of the logarithm of a signal’s spectrum.

e The spectral peaks which is located in the auditory-like spectrum is
approximated proficiently using autoregressive modeling. With an
exponential window, the cepstral measurements of the PLP model are
recursively calculated and weighted. Consequently, all coefficients have a
range for each input which is similar to a neural network range. For each
frame, eight cepstral coefficients, containing log power, of a PLP model are

produced.

3.3.1.3 RASTA-PLP

RASTA-PLP stands for Relative Spectral Transform - Perceptual Linear
Prediction. As presented previously, Hermansky proposes PLP as a method of
warping spectra in order to minimize the differences occurring between various
speakers with the concern of maintaining the significant speech information (Prithvi
& Kishore-Kumar, 2016). In each frequency sub-band, A band-pass filter is applied
to the energy through RASTA in order to smooth across short-term noise differences
and to discard any constant offset caused from static spectral pigmentation in the
speech signal channel e.g. from a telephone line channel (Hermansky & Morgan,
1994). A special band-pass filter is added to each frequency sub-band in classical
PLP procedure with the purpose of smoothing out short-term noise differences and in
order to remove any constant offset in the speech channel. The next figure shows the
most processes that comprise the RASTA-PLP method. They also contain, as in PLP,
the computation of the critical-band power spectrum, the alteration of spectral
amplitude over some compressing static nonlinear transformation, the use of the

band pass filter, the filtering of the time path for each altered spectral element, the
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transformation of filtered speech through enlarging static nonlinear transformations,

the imitation of the power law of hearing and finally the calculation of an all-pole

model of the spectrum (Hermansky, 1990). An all-pole model is used by PLP model

in order to smooth the changed power spectrum; then, the cepstral coefficients are

calculated.
Pre-emphasis, L
I0piE Hpec Frame locking DFT Cticica Log ) Rasta Fiteing
Signal I Analysis
and Windowing
RASTAPLP j
Cepstral Domain Autoregressive | Intensity Loudness Equal Loudness
Transform Modelling invers Rl Power Law Pre-emphasis

Figure (3.5): RASTA-PLP block diagram (Hermansky, 1990).

RASTA-PLP steps for each analysis frame are summarized by (Hermansky &
Morgan, 1994) as follows:

Critical-band power spectrum is computed (as in PLP).
Spectral amplitude is transformed via compressing static nonlinear
transformation (RASTA).

The time path of each transformed spectral component is filtered (RASTA).
The filtered speech signal representation is transformed via enlarging static
nonlinear transformation (RASTA).

In order to simulate hearing, Multiply signal by the equal loudness curve and
exponentiate by 0.33 (PLP).

An all-pole model is computed or Autoregressive (AR) of the outcome

spectrum, this is done by go along with the conventional PLP technique

(RASTA-PLP).

3.3.1.4 Mel Frequency Cepstral Coefficients (MFCC)

Another standard method can be considered for feature extraction is the use

of MFCC. The main purpose of this method is to moderate the frequency information

of the speech signal into a less number of factors that matches the effective factors of

30



the ear in separating critical bands, i.e., it tries to code the information as the human
cochlea does. Furthermore, modeling loudness perception as in the human auditory
system is done by the logarithmic operation in MFCC. After that, the Mel-frequency
scale matches to a linear scale below 1 kHz and algorithmic scale above the 1 kHz
(Sivaram & Hermansky, 2011). Regardless of the fact that MFCC is a very basic
model of auditory treating system, MFCC is easy and comparatively fast to compute.
In ASR systems, about of 20 MFCC coefficients usage is public. While for coding
speech, 10-12 coefficients are usually considered to be adequate (see, e.g., Hagen et
al., 2003). The most remarkable downside of using MFCC, which makes researchers
keep searching for more reliable methods headed for describing the speech signal, is
its sensitivity to noise as a result of its reliance on the spectral form. With the
intention of overcoming this problem, the information in the periodicity of speech
signals should be used although the speech signal includes aperiodic content

(Ishizuka & Nakataani, 2006).

The main concentration of using MFCC methodology is on the short-term
analysis. The feature vector is calculated from each frame distinctly. The MFCC
coefficients are computed by taking speech segment as an input and at that time
hamming window is put into operation in order to decrease the incoherence of a
signal. At that point, FFT is applied to generate the Mel filter bank. After that, it
combines the log total power around the center frequency in a critical band according
to Mel frequency warping. After warping process is done, the numbers of
coefficients are formerly acquired. Finally, The Inverse Discrete Fourier Transformer
(IDFT) is employed for the computation of cepstral coefficients. IDFT performs
transformation from the log of the domain coefficients in the direction of the

frequency domain where the length of the FFT is (N).

MFCC can be computed by using the formula (Vimala & Radha, 2012).

_ 5
Mel (g) = 2595 *log10(1 + 700) (3.2)

The next Figure 3.6 shows the included steps in MFCC (Vimala & Radha, 2012).
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Figure (3.6): Stages of MFCC (Vimala & Radha, 2012).

To sum up, the MFCC extractor has seven processes, most of which are
similar to LPCC. First, the speech sequence passes through a first order digital filter
for pre-emphasizing step. Second, subdivision of the speech sequence into frames is
done using Hamming windows. Third, speech signal spectrum is obtained by
operating FFT to each speech frame. Fourth, the human auditory system is mimicked
using the Mel frequency filter bank which is a series of triangular band-pass filters in
which the Mel-scale is a non-linear frequency scale. Fifth, The filter bank is
produced depending on the Mel-scale which is a measure of tones arbitrated by
human. Sixth, MFCC algorithm decorrelates and reduces autocorrelation within a
signal while preserving other aspects of the signal. Finally, the filter outputs and
Discrete Cosine Transform (DCT) is operated on the filter outputs (Cheng et al.,
2005).

RASTA-PLP is used for segmentation step, because RASTA-PLP smooth
across short-term noise differences and remove any constant offset caused from static
spectral pigmentation in the speech signal channel. In order to easily define the word
boundaries, A band-pass filter is applied to the energy in each frequency sub-band
through RASTA. MFCC is used for TID step, due to the less number of factors used
to match the effective factors of the ear in separating critical bands. MFCC is widely

used in speech recognition field because it is easy and comparatively fast to compute.

32



3.3.2 Topic Classification Module

The final step of TID system, once a feature vector is specified, is to generate
identification scores and decisions using a TID identifier for each topic. The

identifiers which are applied to the TID problem in this thesis are: DTW and HMM.

3.3.2.1 Dynamic Time Warping

DTW is considered as a time series alignment methodology established
initially for speech recognition task. It is an algorithm for evaluating similarity
among two time-based series that may have speed variances. Because of speaking
rates differences, a non-linear variation happens in speech pattern contrasted with
time axis that needs to be removed. Dynamic programming (DP) focuses on a pattern
matching method that utilizes a time normalization consequence. By using a non-
linear time-warping function, the variations in the time axis are modeled. For
example, the timing differences of any two-speech patterns can be discarded by
warping the time axis of one of them; hence, the maximum score is achieved with the
second one. Additionally, a smaller amount of distinction can be obtained between
patterns having its place in different groups when the warping function is permitted
to take any probable value. Therefore, restrictions are carried out on the warping
function slope in order to improve the distinction between patterns having its place in
dissimilar groups (“Dynamic time warping”, 2017).

With specific restrictions, generally, DTW is an algorithm that computes a
best match between two given time series. "Warping" the sequences non-linearly in
the time domain in order to define the distance measuring their likeness ratio are
independent of specific non-linear variations in the time aspects. In the time series
classification, DTW algorithm is often used. In addition to a similarity amount
between the two series, what is called "warping path" is formed and the two signals
may be aligned in time by warping according to this path. To clarify the concept, it is
assumed that: X (original) is the signal with an original group of points, so Y
(original) is converted to X (warped), Y (original). “Warp” the time series does not
essentially need both points to have the same X-axis value with the intention of
measuring the distance between each point; this is the core idea behind DTW. As a

substitute, the points can be selected even though they are away in an attempt to
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reduce the overall distance between the sequences. The initial and latest points is
restricted by DTW algorithm to be the start and the end of each series (Sakoe &
Chiba, 1978). Starting from that point, the points matching are imagined as a path on
an n by m lattice, n and m are considered as the number of points in each time
sequences as obtained in Figure 3.7 ("Reverse Engineering DynamicHedge’s Alpha
Curves", 2013)
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Figure (3.7): Warping path between time series A and B.

A distance value can be placed inside an individual cell. It describes the matching
value resulting from comparing the elements of both series. The main purpose of the
algorithm is to reduce the total distance value between series. To do that, a sequence
needs to discover a path through the lattice. The minimum overall distance value
defines the best match or alignment between both series. The process of calculating
this total distance contains: finding all possible routes through the lattice and
computing the total distance for each one. The total distance is defined as the lowest
of the sum of the distances among the individual elements on the created path
divided by the sum of the weighting function. In order to control the path length, the
weighting function is applied.

For the clarification of DTW algorithm, it is assumed that A and B are two
sequences (time series) and P is a warping function as shown in Figure 3.7. In order
to find the best alignment between the both series A and B, one needs to find the path
through the lattice
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ps which minimizes the total distance between A and B.

D (A, B) is the time-normalized distance between both series and calculated by:

21;:1 d(ps) - wy
le(:l Wy

wg: weighting coefficient, d(ps): distance between ig and jg (3.3)

D(A,B) = ,wg > 0

Best alignment path between A and B: p, = argmin,(D(4, B)) is independent of the
warping function. In order to choose the weighting coefficient, a weighting
coefficient function should guarantee that: C = Y*_,w, . Thus D(A,B) =
< min, [X5, d(ps) . wi]

It is obvious that, for any notable long sequences, the number of probable paths
through the grid is very large. The main optimizations or constraints of the DTW
algorithm arise from the observations on the nature of acceptable paths through the
grid as shown in table 3.1:

e Monotonic condition: the path does not turn back on itself. Both i and j
indexes never decrease; they either stay the same or rise.

e Continuity condition: the path progresses just one-step at a time. So, i
and j indexes can only rise in at most one on each step alongside the path .

e Boundary condition: at the bottom left, the path is started and at the top
right, the path is ended.

e Warping window condition: a suitable path is improbable to move far
away from the diagonal line. The window width is the distance value
which is allowed to move path.

e Slope constraint condition: too declined path or too thin path should not
be allowed. This is for excluding the short series matching the extreme

long series.
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Table ( 3.1): Restrictions on the warping function (Tsiporkova , 2017).

—_— S
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m

h

Monotonic
Agreements:
In the alignment, the features are not

repeated.

Continuity
Agreements:

Important features must not be omitted.

Boundary
Agreements:
One of the sequences is not considered

partially by the alignment.

Warping window
Agreements:
The alignment should not skip
dissimilar features and become stuck at

similar features.

Slope constraint
Agreements:
The very short parts of the series are
prevented from matching very long

ones.
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The transfers that can be made from any point in the path are limited by the
previous mentioned restrictions. Consequently, the paths number that needs to be
measured is limited. As a replacement for finding all possible routes over the lattice
which satisfy the above restrictions, the DTW algorithm controls the paths by
observations of the cost of the best path to each point in the lattice. DTW algorithm
tries to find which path has a minimum overall distance path, but this is cannot be
possible during the calculation, so DTW algorithm traces back the results when the
last point is gotten (Sakoe & Chiba, 1978).

Pseudo-code below describes the core of DTW as (Sakoe & Chiba, 1978) present.

For each line i of the grid from 1 to I

For each row j of the grid from 1 to J

compute D (i,j) = 1HEIT€1<.{D(k; 1) + cost (i,))}
I—1 SK =1
j-1<I<j
(k,)) # (i)

return D (1,])

3.3.2.2 Hidden Markov Models

Identification by HMM has achieved a significant progress in the past decade.
HMM theory has been applied widely in certain fields as speech and speaker
recognition. HMM is a statistical Markov model where the system being modeled is
supposed to be a Markov process with unseen (hidden) states. An HMM can be

presented as the simplest dynamic Bayesian network.

The HMM is a finite set of states, each of which is related to a (generally
multidimensional) probability distribution. A set of probabilities controls the
transitions among the states which are called transition probabilities. In a specific
state, an outcome or observation can be generated along with the associated
probability distribution. The state is unseen to an external observer and only the

outcome is visible. Therefore, states are “hidden” to the outside.
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For clarification, there is the state (x) that changes with time (Markov) and it
should be guessed or tracked. Inappropriately, this state cannot directly be seen

(hidden). Nevertheless, the state (y) can be observed which is related to it.

The general architecture of an HMM is shown in the figure below. Each oval
shape represents a random variable that can adopt any number of values. The random
variable x(t) is the unseen state at the time t with x(¢) € { x;, Xo, ..., Xy }. The random
variable y(?) is the observation at the time t with y(¢) € { yi1, 2, ... , ¥n }. The arrows

in the figure represent the conditional dependencies (“Hidden Markov model”,

2017).

Figure (3.8): Trellis diagram (“Hidden Markov model”, 2017).

Each set of states in HMM has a limited number of transitions and emissions.
Each transition between states has an assigned probability and each model starts
from the starting state and ends in the ending state. This is understandable when

looking at Figure 3.9.
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Figure (3.9): Probabilistic parameters of a hidden Markov model (example).

(X) refers to states, (y) refers to possible observations, (a) refers to state

transition probabilities and (b) refers to output probabilities

States of HAMDM
=)

States Transition
Probability a of jj

Figure (3.10): Elements of HMM.
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As shown in Figure 3.10 HMM is characterized by the following parameters
(Saxena, 2015):

1. N, the number of hidden states.

2. V, the number of distinct observation symbols per state M, V=V, V,, - - -,
Vm

3. {a;}, the state transition probability distribution.

4. {bjr}, the observation symbol probability distribution in state j. (the emission
probability)

5. {m =P [w (1) =w/], the initial state distribution.

6. The complete parameter set of the model A = ({a;;}, {bjx}, {mi}).

Keep in mind that an HMM is a generative model, that generates or emits
sequences. HMM can work as a creator to produce an observation sequences O = O,
0, O3 - - Or. depending on the value of N, M, a, b and z. Therefore, characterizing
HMM using suitable value can enhance the HMM-based systems. There are three
basic problems related to HMM and they are needed to be solved for real-word
applications. These problems are evaluation, decoding, and learning problems.
Decoding

It exposes the hidden part of the problem. In practice, the optimal criterion is
usually used in order to find the best possible solution, but there is no precise
solution to this problem. Decoding problem answers the question: After being given
a sequence of symbols (observations) and a model, what is the most probable
sequence of states that are generated the sequence?

GIVEN: HMM A = (A, B, m), and observation sequence O

FIND: corresponding state sequence Q = q; q2 - - - qr (qr is actual state at time t)
which is seen as optimal.

Evaluation

Evaluation problem answers the question: if the observation sequence and model
are set, how to deal with the calculation of probability value where the observed
sequence is produced by the model as a scoring problem. When choosing between
many competing models, a model, with maximum probability, gives an enhanced

result as shown in Figure 3.11. Thus, the evaluation problem answers the question:
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what is the probability of the fact that a specific sequence of symbols is generated by
a particular model?

GIVEN: HMM A = (4, B, x), and observation sequence O,

FIND: P (O|4), the probability of the observation sequence which gives the best

model.
HMM 1
0;,0:,03,.. .0, MAX P(O/3)
® > HMM 2 * >
HMM 3

Figure (3.11): Evaluation problem (Different HMM with different parameters).

Learning problems

The observation sequence used here is called “training” sequence as it is used for
training HMM. Training is one of the vital elements of HMM. It allows to adjust
model parameter to create best model for a given training sequence. Learning
problem answers the question: After being given a model structure and a set of
sequences, how to discover the model that best fits the data?
GIVEN: HMM A, with unspecified transition/emission probs
FIND: Model parameter A = (4, B, ) in order to maximize P (O|A).

There are several solutions to these problems, such as the Forward—Backward
algorithm, the Viterbi algorithm, and the Baum-Welch algorithm (Rabiner, 1989;
Meng et al., 20006).

The Forward/Backward algorithm

The Forward/Backward algorithm is a DP algorithm used in HMM in order to

powerfully compute the state posteriors over all the hidden state variables. In a

posterior decoding, these values, which simply select the state with the maximum
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posterior marginal for each position in the sequence, are then used ("Forward-
Backward", 2017).
Viterbi Algorithm

The Viterbi algorithm is a DP algorithm. p(O|4) is calculated by summing
the overall state sequences. Sometimes it is preferable to approximate p(O|4) which
uses all state sequences with g(O|4) which uses the single most likely state sequence.
The Viterbi algorithm finds the most likely state sequence ("Hidden Markov Models
— Forward & Viterbi Algorithm", 2014).

p(014) = max[p(0, X|)]

where X is the most likely state sequence (3.4)

Baum-Welch Algorithm
The adjustment of the model parameters (A, B, A), which are adjusted to
maximize the probability of the observation sequence, is the most challenging part of
all. Any finite observation sequence are set as training data, but there is no optimal
method of estimating the model parameters. Nonetheless, some heuristic procedures
try to find a local optimization over global optimization. With the purpose of finding
the maximum likelihood, the parameters of HMM are estimated. After being given a
set of observed feature vectors, the Baum—Welch procedure utilizes the familiar EM
method (Uchat, 2012). In the following steps, the Baum Welch works for each
sequence in the training set of sequences as follows:
1. Calculate the forward probabilities using forward algorithm.
2. Calculate the backward probabilities with the backward algorithm.
3. Calculate the contributions of the current sequence to the transitions of the
model
4. Calculate the contributions of the current sequence to the emission
probabilities of the model.
5. Calculate the new model parameters (start probabilities, transition
probabilities, emission probabilities)
6. Calculate the new log likelihood of the model
7. Stop when the change in log likelihood is smaller than a specified threshold

or when a maximum number of iterations is reached.
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To sum up, the Forward/Backward algorithm scores an observation sequence
against the model. The Viterbi algorithm gets the most likely state sequence and the
Baum-Welch algorithm catches the parameters of the model from the data.

Details of HMM are not discussed more in this thesis. For more information about

HMM, refer to e.g. (Rabiner, 1989).

3.4 Arabic Language Challenges

One of the broadly spoken languages in the world is Arabic Language. It is a
supreme language which includes a compound and abundant morphology. It is a
vastly adjusted language and can adapt with extreme changes that happen because of
the compound morphology that it has (Al-Harbii et al., 2008). 420 million people
around the world speak Arabic, making it the sixth most spoken language
("Complete List of Arabic Speaking Countries 2017", 2017). The Arabic language
offers researchers and developers of natural language processing (NLP)
implementations for Arabic texts and speech with thoughtful challenges. With the
evolution of the Arab internet users, the spoken Arabic texts and written Arabic texts
have also increased. Arabic language has three forms; Modern Standard Arabic
(MSA), Classical Arabic (CA), and Dialectal Arabic (DA). MSA is an adaptive
language in which it has an evolving diversity of Arabic with constant borrowings
and innovations showing that Arabic reinvents or reshapes itself to meet the
changing requirements of its speakers. More than fourteen centuries ago, Arabs
speak what is called CA. At the regional level, there are as several Arab dialects as

there are different members of the Arab group (Farghaly & Shaalan, 2009).

In addition to forms of the Arabic language challenges, there is another issue
which is that Arabic texts include many words which their spelling, in general, tends
to be unpredictable in spoken Arabic texts. For example, the word " America" could
be spelled "S: <l' 'amreeka' , "S:wl' 'amereeka’, 'S ' 'amerka' , 'S I 'amreka' and so

on. Another big problem is the lack of a sizable corpus of spoken Arabic texts.

Moreover, Arabic language semantic processing is measured to be more
sophisticated than other languages like English. This difficulty comes from the very

derivational nature of the Arabic language. One word could have several synonyms
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in Arabic language, for example the following word '#5 ' could have various

meanings as o , Ob,)l , aic asio, i 9 wpd, sl abliv ad, ..., etc.

The meaning of the spoken word depends on the context, vowelization
'tashkeel' and the pronunciation ways. There are some aspects that slow down the
progress in Arabic NLP compared to the accomplishments in English and other

languages (Farghaly & Shaalan, 2009).

When looking at the composition of the Arabic language as obtained in table
3.2, it is notable that it consists of 28 alphabet characters. Different styles of Arabic
letters are shaped when the letters appear in a word. The style depends on the letter
position in the word. Another issue that can shape the style of Arabic letter is the link

possibility between the letter to its neighboring letters (““Arabic phonology”, 2017)

Table ( 3.2): Arabic script letter names and sounds (“Arabic phonology”, 2017).

7 6 5 4 3 2 1
s cla a £l £ls el ll
kha’ ha’ jim tha’ ta’ ba’ "alif
14 13 12 11 10 9 8
L O Oy <l el Ji3 Jia
sad Shin sin zayn | zay ra’ dhal dal
21 20 19 18 17 16 15
ald e e Cne e\Us ela s
qaf fa’ ghayn ‘ayn za’ ta’ dad
28 27 26 25 24 23 22
e P BN 0.8 e Y s
ya’ waw ha’ nun mim lam kaf
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The consistent diversity of Arabic which is used in writing and in formal
speech is called standard Arabic. 28 consonant phonemes in addition to 6 vowel
phonemes form the MSA. Phonemes contrast between "emphatic" consonants and
“non-emphatic” consonants. As it is said, only six vowel phonemes are used in MSA.
Two diphthongs (shaped by a grouping of short /a/ with the semivowels /j/ and /w/)
without allophones are found in CA. Allophony is partly accustomed by consonants
(exactly neighboring ones) within the same word. It is notable that a speaker's

background defines the pronunciation.

This thesis deals mainly with MSA because MSA is the typical diversity
common to educated speakers within Arabic-speaking areas. It is commonly used in

writing in formal newspapers and orally in broadcasts and spoken texts.
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Chapter 4
Proposed Work

In Chapter 4, the methodology and materials which are presented include
SAN processing which includes segmentation process, keywords extraction, feature
processing and extraction, and TID methods. Also, SAN dataset and evaluation

metrics are presented.

4.1 General Steps of the SAN Identification Methodology

Obviously, the clearest way with the intention of performing TID process on

speech collection is to handle these data by using ASR system. The offered transcript
resulting from the ASR system is passed directly to process them by contemporary
text-based TID system as shown in Figure (3.2.a). Inappropriately, this approach
works well under the conditions that the speech collection and related transcriptions
are similar in style. Another condition is the ability of the ASR system to produce
high-quality errorless transcriptions. There is a significant interest in interdisciplinary
combinations of many boxes, which are ASR, natural language processing, machine
learning, information retrieval and text classification, to handle the speech-based TID
problems. Most of these boxes, specifically ASR, rely on considerable linguistic
resources. Furthermore, related black boxes in series tend to increase errors,
especially when the key terms are OOV. In general, the system needs to be able to
process spoken files with limited (or zero) resources. Speech processing without a
dependency on ASR results is proposed directly as an improbable alternative (Dredze
etal., 2010).
In the Figure 4.1, the main components in the presented TID methodology, without
the necessity of ASR component, are described. The first step includes creating,
categorizing and storing the dataset in SAN database. Next, SAN goes through
processing step with the aim of using the processed SAN by the keywords extraction
box. Keywords extraction algorithm is used to extract the most dominant keywords
for each category and to store them in an organized manner in which the selected
KW database can be suitable for TID process. The KW database is used by TID box
with the purpose of identifying the SAN clip which has an unknown topic label.
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Figure (4.1): General boxes for topic identification methodology.
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The next sections describe all boxes in more details:

4.2 SAN Processing

The first step in the SAN identification system is the SAN processing step
which includes two main processes: speech pre-processing and speech segmentation

process that are described in the subsections below.

4.2.1 Speech pre-processing

The preprocessing steps are performed on the speech signal with the purpose
of emphasizing the effective frequency. Preprocessing on speech signals, such as
isolating the voiced region from the silence/unvoiced portion of the signal, is usually
supported as an essential step in the improvement of a consistent speaker or speech
recognition system. This is for the reason that most of the speech or speaker specific

attributes are presented in the voiced part of the speech signals (Saha et al., 2005)

4.2.1.1 Normalization:
In this thesis, an original spoken file is normalized to be at some programmed
amplitude range (scaling all values in one SAN clip to its maximum)

[a, Fs] = audioread(clipl.wav);

After determining the sampled data a, the equation 4.1 shows how to create

the normalized signal via scaling all values to its maximum
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abs(a) '
max(abs(a))”’ (4.1)

normalised_signal = (a.*

4.2.1.2 Pre-emphasizing

A common practice for speech recognition is the usage of the pre-emphasis
filter. The aim of pre-emphasizing is to amplify the higher frequency components of
the speech signal with the intention of imitating the human ear additional sensibility
to high frequencies. In general, this is done by using a high pass filter characterized
by a specific slope. The speech signal pre-emphasizing has come to be at high
frequencies as a standard pre-processing step. Lower frequencies are less significant
for signal disambiguation than higher frequencies and in order to get slightly better
results, the pre-emphasis becomes widespread. Another advantage of pre-emphasis is
that it aids to deal with DC offset that is often present in recordings and it can
enhance an energy-based voice activity detection. Pre-emphasis decreases the spoken
file spectrum dynamic range in which the factors are estimated in an accurate manner
using this method. Signal is passed through a filter with the purpose of emphasizing
the higher frequencies and this is done under the pre-emphasis processes. pre-
emphasis processes amplify the energy of the signal at higher frequency. Where the
amplitudes of lower bands are decreased and the amplitudes of high frequency bands
are increased, the pre-emphasis becomes a very simple signal processing method. It

can be implemented simply as:

y(®) =x(0) + (1 —)x(t— 1) (4.2)

y (t) is the pre-emphasized signal, x (t) is the original signal and typical
values for the filter coefficient (a)) are 0.95 or 0.97.

The equation 4.2 describes that low frequency signals are sampled at a highly
sufficient rate, and are able to yield adjacent samples of similar numerical value. This
is because low frequency, basically, means slow variation in time, so the numerical
values of a low frequency signal can be subjected to change smoothly or slowly from
sample to sample. Via the subtraction, the part of the samples that do not change in

relation to its adjacent samples is removed ( adjacent is specified by an exponential
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window parameterized by o) thus, the part of the signal that changes rapidly is
remained, i.e. its high-frequency components. The figure below obtains the SAN
clip signal and its spectrogram before and after applying pre-emphasize filter effects.

SAN clip example

asl) S\Jl..mgég-‘gj\ﬂ\ diial) °~)~"£J<JA"M‘ diial)
'Faza almontakhab alphalasteeni ala nazeerehi almontakhab albarazeeli fee

mobarati alyawm'

Original signal

05F
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After normalize
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Figure (4.2): Applying pre-emphasize and normalization effects on speech signal.

Figure 4.2 describes the effect of preprocessing steps. As shown in the figure,
the energy for low frequency is normalized to be zero while the energy for high
frequency is emphasized to be clear. This is done in order to facilitate the
segmentation process. To sum up the pre-emphasis filter is valuable because it:
balances the frequency spectrum, bypasses numerical problems during the Fourier

transform operation and improves the Signal-to-Noise Ratio (SNR).
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4.2.2 Speech Segmentation

Speech segmentation process mainly focuses on how to identify the borders
between words, syllables, or phonemes in spoken natural languages. In this thesis,
the processed SAN clip is divided into regions, each of which corresponds to only
one word. This process is known as speech segmentation at word level. It can be
achieved by a change point detection method or a word divider, such as the space.
The co-articulation, a phenomenon which may happen between adjacent words as
within a single word, is the main challenge in the speech segmentation across
languages especially in Arabic language. In this thesis, a novel algorithm to segment
SAN clip into its words based on distinctive boundary normalized features is
proposed. Based on various time and frequency domain features, the boundaries of
the homogeneous regions are decided. The main idea of the proposed segmentation
methodology is the signal change detection method, which determines when
significant continues changes occur in the SAN signal and without forgetting the
suitable length of the word. The detected changes define the boundaries of the
resulting segments. The detection of endpoints may use a wide range of features and
detection techniques depending on the nature of the signals being studied. Together,
the length of spoken word frame is used to confirm the endpoint of the word.

The general steps of an unsupervised detector of signal changes suppose that
the input to this process is just the speech signal (SAN clip) and that the output
consists of a list of pairs of endpoints.

1. Extract the feature vectors.
2. For each pair of successive feature vectors, compute a dissimilarity measure

(distance function). Accordingly, a sequence of distance values is generated.

3. Detect the local maxima of the previous sequence. The locations of these
maxima are the endpoints of the detected segments

The segmentation method proposed in this thesis is a little bit different. It is a

bottom-up blind speech segmentation algorithm. The overall principle of the

algorithm is to track the amplitude or spectral changes in the signal using short-time

energy. The segment boundaries at the locations are detected where amplitude or

spectral changes exceed a minimum threshold level, which is selected via trial and
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error way (manual chosen). The main features used for segmenting speech signal are
the normalized features extracted via PLP methodology.
The automatic speech segmentation system is implemented in Windows environment
and MATLAB Tool Kit 2016 is used for developing this application. The proposed
SAN clip segmentation system has six major steps as shown in Figure 4.3.
A. Speech Features Extraction (RASTA-PLP).
B. Processing and normalizing features (Binarization of Features 0 or 1
depending on some factors).
C. Define boundaries based on some criteria ( Frame length and the number of
continuous frames with specified values (neighbors).

D. Extract the MFCC feature for each identified word.

Processed Featme oxtractm PLP features ~ Prmiiez::lm% and Define words
SAN clip (Rasta PLP) PR LNOCE N NI D boundaries based on
Criteria
Frame length (0.01s) (Oorl)
Feature Extraction
(MFCC)
for each word

Figure (4.3): Segmentation processes.

The figure above shows the key steps of speech segmentation methodology.
First, the feature vectors are extracted using RASTA-PLP ("Matlab Audio
Processing Examples", 2012) from the processed SAN clip, produced by speech
preprocessing step which is discussed in section 4.2.1. The second step is to perform
some calculations on each feature vectors in order to identify the frames (frame
length is 10ms) with the lowest value, which describes the space between each
frame. This is done after calculating 12" order PLP features without RASTA
("Matlab Audio Processing Examples", 2012), which is very good with the intention

of identifying the word boundaries. In order to give more space to low frequencies
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RASTA auditory warps the frequency axis and the technique in which RASTA
filtering emphasizes the beginnings of static sounds like vowels. In order to locate
the frames which are supposed to be spaces, power spectrum of a time series (dB is
10log10), which describes the distribution of power into frequency components
composing that signal, is calculated. In relation to Fourier analysis, any physical
signal is able to be decomposed into several discrete frequencies, or a spectrum of
frequencies, the distribution of the energy of a waveform among its different
frequency components, over a continuous range,.

The total of the power of a waveform among its different frequency
components shown in Figure 4.4 for each frame is calculated. Then, a binarization
process (0 or 1) on each frame total value is performed depending on a threshold
which is selected based on the power spectrum values via trial and error technique.
To identify the start and the end of the word boundaries, take into account the

suitable length of a word and the neighboring frames values.

Original spectrogram
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Time
Power spectrum (12th order PLP features without RASTA)
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Figure (4.4): With and without RASTA-PLP features.

Figure 4.4 shows the calculated power spectrum that is used in a

segmentation step and Figure 4.5 illustrates the binarization step that precedes the
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identification of each word boundaries and finds the frame that are supposed to be

neglected (space or zero).
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Figure (4.5): Calculate and binarize the features used in segmentation step.

The steps in order to facilitate the segmentation process of SAN clip are explained as

steps follows:

Extract the feature vectors using RASTA-PLP.

Calculate the power spectrum of a time series (dB is 10log10).

Find the total power value at different frequencies for each frame (the sum of
the resulting power values).

Normalize the total power values to 100.

Binaraize the normalized values depending on a threshold (as the value above
or equal to 50 set to one and the value less than 50 set to zero).

Locate the indices of the word boundary by taking into account the number of
the adjacent frames with zero or one values and the word length,.

Extract MFCC feature vectors of each word.
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The segmentation idea is illustrated in the figure below, which obtains the
segmentation of SAN clip example at word level depending on the steps described

above:
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Figure (4.6): Segmentation of SAN clip (example).

4.3 Keywords Extraction

Keywords extraction algorithm consists of three stages, practically similar to
existing systems for keywords extraction (Jean-Louis, 2014). Generating candidate
keywords is the first stage. These candidate keywords include filtered segmented
words (each word in the filtered words storage is considered as a candidate
keyword). The second stage involves extracting features for each candidate keyword.
These features capture the frequency of a word. The frequency of a word is
computed by matching the candidate word with other words to find the distance
between them. By using threshold distance, the considered matched words are
counted. The final stage is a keyword selector (word ranking). The selector examines
the rank of the word p for each candidate keyword. The candidate is selected as
keyword if pis high enough. Figure 4.7 shows the main boxes in keywords
extraction method. For each category, SAN clip is segmented using segmentation
technique discribed in the previous section. The resulting segmented words, which
are stored as features as obtained in the section above, are filtered using discarded
words removal processes. Discarded words removal processes are based on a
template matching method. The stored discarded words (prepositions, verbs, kana

and her sisters (&sals 0S) ..., etc) features are compared to the resulting segmented
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words features in order to eliminate the discarded word using DTW algorithm. Next,

filtered words are going through a word frequency counter as shown in the Figure

4.8. with the aim of calculating the word frequency, how often the word w appears in

SAN clip n. The words frequencies are ranked using word ranking process. Finally,

the candidate keywords are selectd depending on the word frequency.

Spoken

Arabic S st Full words features Discarded words Filtered words
news cgmentation step removal features
(Cat. 1)
3
w1 Z
. =
Lot Word frequency =
words
features
‘Word ranking
Candidate
keywords
for
Cat. i
Figure (4.7): Keywords extraction process.
W1
Candidate .
kevwords .| Pattern Matching Matching rate
‘ y 1,.Wn distance
B W2, W3, ... Wn (DTW) (W1,Wa, )
Cat. 1
Word frequency Counts
3 ountin
(W1, Ocuurance g
rate)

Figure (4.8): Word frequency process.
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After extracting candidate keywords for each category, the candidate
keywords for categories go through Mutually Exclusive Process (MEP). As shown in
the figure below, MEP is used in order to select the keywords for each category. It is
used to ensure that keywords in one category cannot be found in any other
categories. An additional idea in order not to remove any keywords, which is
repeated in another category, probability ratio are assigned to the word depending on

the word frequency rate of this word in the categories.

Candidate
kevwords

for
Cat. 1

kevwords
for

Cat. 1

Candidate

kevwords

keywords
for

Cat. j

Mutually Exclusive
(MEP)

for

Cat. j

Candidate kevwords

keywords for
for Cat.
Cat. x

Figure (4.9): Mutually exclusive process.
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The general steps used for keywords extraction methodology are summarized as

follows:

1- Segment all SAN clips for each category and extract features.

2- Clean the segmented words (candidate keywords) by removing punctuations
and stop words.

3- Compute the frequency of the words.

4- Rank the word (candidate keywords).

5- Apply MEP to all categories

Finally, the keywords for categories are stored in the keywords database in a

structured tree pattern as shown in Figure 4.10.
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Figure (4.10): Keywords database structure.
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4.4 Topic Identification

The last step in the SAN identification system is TID process. The TID
process is based on the pattern comparison and scoring techniques. It is known that
the pattern recognition technique involves two steps: pattern training and pattern
comparison. Pattern comparison or matching is the method followed in order to
compare or match speech features directly. The essential feature of this approach is
to initiate consistent speech pattern representation for pattern matching from a set of
labelled keywords samples. The stochastic approach is used in this thesis. Stochastic
approaches are more suitable approaches as they use probabilistic models to deal
with undetermined or partial information. Different methods like HMM, DTW, VQ
etc., are defined as stochastic approaches. Among all these methods, HMM is the
most popular stochastic approach nowadays (Kishori et al., 2015).

With the aim of categorizing a word, the evaluation of a matching ratio or
distance between the word and one of keywords has to be calculated. Regarding the
other words calculations in all classes, a probable predefined class is identified by
discovering the best class matching ratio or distance value of the word. The distance
calculation and comparison need an estimation of the correct value to match the
extracted features of the words. As discussed in Ch. 3, the feature term refers to a
piece of information which can be used for such a purpose. The similarity (or
dissimilarity) of two words can be measured via comparing features.

The two main modules form the pattern matching system are the feature
extraction and the feature matching. The feature extraction module purpose is to
convert the speech signal to some kinds of representations for extra examination and
treating. This extracted information is known as a feature vector. In order to
complete the process of converting SAN clip signal to feature vector, signal-
processing module is used. The commonly used method for extracting feature factor
is MFCC. As shown in Figure 4.3, the input is the voice sample (SAN clip) and the
output becomes MFCC feature vector after the segmentation step. With the feature
matching process as shown in Figure 4.11, the extracted MFCC feature vector from
unknown spoken news word sample is compared to acoustic model (keywords). The
model succeed when it has a max score (the model with low distance succeed). The

output of this system is considered as a matched word. It is notable that, in the
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acoustic model, DTW or HMM is used with the purpose of scoring the model by

distance or Logliklehood metric.

Categorization using

Pattern matching
Arabic news clip of Sl sk — Words features | J o) == Categuries of
OR Words
Logliklehood
(HMM)

Category scoring

(identify Cat.)

Keywords
for each
category

Figure (4.11) : Topic identification process.

After selecting the keywords for each category, the general steps of TID process are
shown in Figure 4.11 and summarized as follows:

1- Read the input file (SAN clip C) at that time preprocessing and segmentation
steps are implemented in order to obtain (C = wy, wa... wp) where wy, is the
separated word.

2- After applying segmentation step, MFCC features for each segmented word
are generated.

3- For each word w, one of the pattern matching algorithms is applied in order to
decide to which category w belongs. For example, w; is the MFCC features
of the first segmented word and kwy is the MFCC features of the keywords in
the x category. for example, kwg are the MFCC features of the keywords in
the sport category sport (kws = kw; kw,, . kwy), noticing that kw; is a

container of several different samples of kw; spoken by different people.
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a. By using DTW, the distance between w; and each kw in the keywords
database is calculated to select the least distance. If the least distance
exceeds the set threshold, the word is omitted from calculations.

b. By using HMM, the logliklehood is calculated to select the most
logliklehood. If the most logliklehood exceeds the predefined
threshold, the word is omitted from calculations

For instance, w; matches some samples of kw; in kwg (sport category). In
order to select the most suitable pattern, the kw with least distance to wj is set
to be as a representative of its category. This is done for all kw in kwg and
other categories. The best pattern, which gives the least distance, is selected
as the candidate of the category.

4- After selecting the most suitable representative, which belongs to one of the
categories and represents the segmented word wy, the selected category is
saved in the categories of words box.

5- Repeat the steps above from one to four for all segmented words.

6- Rank the frequency (count) of the categories in the categories of words
storage; the maximum category count is selected as the identified topic of this
SAN clip.

After the description of TID processes the whole components which are needed
for TID system are summarized and shown in Figure 4.12
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Figure (4.12) : The whole system processes.
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Chapter 5
Results and Discussion

This chapter describes the main experimental results of the proposed system.
Section 5.1 describes the programming language and tools used in order to develop
the proposed algorithms. Section 5.2 describes the dataset used for the keywords
extraction and TID steps. The evaluation method is demonstrated in Section 5.3.

Finally, Section 5.4 discusses the evaluation results for the proposed methods

5.1 Programming Language and Tools

For the implementation, Matlab programming language is used to implement
the proposed methods because it contains many useful toolboxes for speech
processing as a VOICEBOX. The version of Matlab that is used in this thesis is
Matlab R2016b installed on a server (Dell T 620 Tower) that is 8 core, 2 GHz, 20
MB Cache, RAM 32GB DDR3 in order to accelerate the process and to save time
and effort.

5.2 Dataset Description

It is not an obligation that these dataset must contain Arabic news with
various topics areas. One of the most appropriate types of such dataset is spoken
news. In this case, there is a speaker who reads the newsletter which talks about a
well-known topic. These news may be collected from TV-news, radio, ..., etc. the
dataset for Arabic broadcast news is difficult to be found. Therefore, a new Arabic
speech dataset is established in this thesis. It contains 240 files for each class (1440
files for all six classes) for the first stage (keywords extraction step) and 360
unidentified files for the TID stage.

SAN Dataset

SAN dataset is designed to be comparable to Arabic texts categorization
dataset. Experiments are conducted on the widely-used Aljazeera news Arabic
dataset (Alj-News). The dataset which is used in this study are constituted from
Aljazeera News Arabic categories in addition to the additional weather category.

240 files for each category are used for keywords extraction step, which constitute
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the total of 1440 files for 6 classes. 60 files for each class are used for TID step,
which constitute the total of 360 files for 6 classes. Regarding that Alj-News is a
collection of 1500 Arabic news files obtained from Aljazeera online news agency
(Mohamed et al., 2005).These files are distributed among five categories (300
files for each category, 240 files for keywords extraction step and 60 files for TID
step) which are politics, art, science, economy and sport. It is worth mentioning
that, regardless of the fact that the number of files in this dataset is small, the
diversity among the nature of categories is big. All written texts files are converted
to spoken files using special recorder by multiple speakers (exactly 30 speakers). The
conversion is made by speakers of various genders, ages and intonations. SAN clips
are recorded with specific properties in which the sound format is WAV PCM with
bit depth 16 bit at sampling rate 16 kHz single-channel. The SAN dataset is created
using MSA. SAN is organized in the way shown below:

Category name _ topic id _ speaker id _ gender age.wav

As example: Art 3 S1 F 22y.wav

SAN dataset details are shown in tables below:

Table ( 5.1): SAN details for keywords extraction step.

Category  Minutes  Words Almost Speaking Time (hours)

Weather 640 23,965 11
Sport 1488 66,485 25
Science 1638 86,449 27
Politics 1431 72,050 24
Economy 990 54,312 17
Art 1470 67,188 25
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Table (5.2): SAN details for TID step.

Category Minutes  Words Almost Speaking Time (hours)

Weather 240 10,626 4.0
Sport 344 15,154 5.7
Science 390 16,334 6.5
Politics 387 16,298 6.5
Economy 320 13,900 53
Art 403 17,193 6.7

As Table (5.1) and Table (5.2), the proposed system works on 128 hours of
spoken Arabic news records (with ~370449 words in all classes) in the keywords
extraction step and 35 hours of unclassified spoken Arabic news records (with
~89505 words in all classes) in the TID step. It is notable that speakers are chosen to

be different of genders and ages.
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5.3 Evaluation Metrics

To approve the accuracy of the used machine learning algorithm, F1-Measure
and accuracy metrics are used. F1-Measure is usually used in the field of the
information retrieval. The value of F1-Measure is governed by two factors which are
precision and recall. Binary classification and information retrieval in the pattern
matching system are used. Therefore, the positive predictive value (precision) which
is the fraction of related examples among the real retrieved examples and the
sensitivity (recall) which is the fraction of related examples that have been retrieved
over entire related examples are used to evaluate the binary classification system.
Hence, precision and recall are based on relevance measurement ("Precision and
recall", 2017). The number of correct outcomes divided by the number of all
retrieved outcomes defines a precision value. The number of correct outcomes
divided by the number of outcomes that should have been retrieved defines a recall

value.

relevant elements
I 1

false negatives true negatives

° o o o o

true positives false positives

selected elements

How many selected How many relevant
items are relevant? items are selected?
Precision = Recall = —

D

Figure (5.1): Precision and recall description.
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Figure 5.1 describes the two factors which are precision and recall, where precision
answers the question: how many selected files are relevant? and recall answers the
question: how many relevant files are selected? In order to find the values of
precision and recall, confusion matrix is constructed. Confusion matrix is a table
often used to designate the performance of a classification model (or "classifier") on
a set of test data for which the true values are identified. Figure 5.2 shows the
confusion matrix, which includes the terms true positives (TP), true negatives (TN),
false positives (FP), and false negatives (FN) and compares the results of the

classifier (identifier) for classification tasks.

Prediction

Positive Negative

TP FN

Positive

Actual

FP TN

Megative

Figure (5.2): Confusion matrix.

Positive and negative expressions denote the classifier's expectation (occasionally
identified as the prediction), and the true and false expressions denote if the
expectation relates to the observation (occasionally identified as the external
judgment). For more clarification:

e False positives (FP), which are files wrongly considered as belonging to the

category.

e False negatives (FN), which are files not labeled as belonging to the positive

category and they should be part of it.

e True positives (TP), which are files correctly labeled as belonging to the

positive category.

e True negatives (TN), which are files considered as belonging to the positive

category and should not be part of it.
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The F1-Measure is selected to estimate the accuracy of the identification
process which is derived from the two factors which are precision and recall.
Additionally, the accuracy metric is used to clarify how good predictions are on the
average. Nevertheless, f-measure is favoured over accuracy when it is applied to an
unbalanced dataset. The equations below show how to calculate precision, recall, F1-

Measure and accuracy ("Precision and recall", 2017):

b TP

recision = TP n FP (51)
Recall = —

A = IP T FN (5.2)

The two measures are often used together in the F1 Score (or F1-Measure) in
order to provide a single measurement for SAN system. This is obviously shown in

equation 5.3

2 X precision X recall

precision + recall (5.3)
F= 2TP
" 2TP+FP +FN (5.4)

For accuracy metric the equation below is used ("Precision and recall", 2017):

ACC = TP + TN
" TP+ TN + FP + FN (5.5)
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5.4 Evaluation and Results

5.4.1 Keywords Extraction Evaluation

The frequency of spoken word is selected to be the critical line with the aim
of scoring the proposed spoken keywords extraction method. In parallel, ("Online
word counter", 2017) is used as a word counter tool for text processing methods in
order to compare the word frequency values for written and spoken texts. The written
texts word frequency results from an online word counter, which is based on written
texts, are compared to spoken word frequency method results to evaluate the
keywords extraction method.

The top 51 keywords (shown in appendix section) are selected as samples
used in the system. The word frequency for each keyword resulting from the DTW
matching algorithm applied to spoken files is compared to the keyword frequency
resulting from online word counter system ("Online word counter", 2017) for written
texts.

The keywords in each class and the word frequency value for each keyword
are shown in the figure below; the figure compares the results by using DTW
matching method and the online word counter system. The results show good
convergence with some notable differences which are due to some challenges of

using speech directly as shown and discussed below.
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Figure (5.3): Comparing word frequency using text and speech methodology.
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As shown in Figure 5.3, there are some differences between the word
frequency values resulting based on written texts (online word counter) and the word
frequency values resulting based on spoken texts (DTW counter) in some words.
These differences are caused mainly by the natural of Arabic spoken language, such
as the pronunciation of the numbers varies from one person to another person, the
hamza, diacritics, vowelization and the conjunctions.

For example the word '0S' 'kan' in the art class, with sukoon at the end of the
word, refers to Cannes Film Festival. The word frequency value based on text counter
is 159 words, but the value is reduced to 113 words based on DTW matching counter.
This is due to traditional Arabic grammar which has what so-called " 531 5 )" which
is known as kana and her sisters. It has the same word form '0\S' but with different
meanings and pronunciations (kana). Another instance is that the keyword 's_S' in the
sport class varies based on positions or speakers. It can be pronounced as 's &' korah',
R koratt' or with vowelization as s_S' 'korato', "s_S' 'korate' or _<' 'korata'. So, the
word frequency value of "_S' using text based counter is 125 words, but it is
decreased to 106 words using the speech based counter. also, there is an increase of
the word frequency value for 'clds ' 'saratan' word in the science class by speech
based counter. These results are because of the segmentation process and DTW
matching system which count the words 'Gdajdl' 'alsaratan', 'GUa ' 'lsaratan' or
'Ola ' 'bsaratan' as the keyword 'Glas'. Another example of the differences is the
keywords ' s>l 'aljawwee' and '42sa])" 'aljawweea' in the weather class. Because of the
big similarity of the pronunciations for both keywords, it can be observed that the
word frequency value using speech based counter sometimes counts the word 4 sl
as ' s> and vice versa, and this clearly explains the varity of the results. At the end,
the keywords selected based on both techniques, text and speech based, are similar
because they have the top score resulting using both techniques.

To measure the accuracy of the keywords extraction system based on the differences
between text and speech counter, the accuracy is calculated assuming that:

w,, is the word frequency value of the written keyword(n) resulting from text

based counter.

s, 1s the word frequency value of the spoken keyword(n) resulting from DTW

matching counter.

The accuracy of each class keyword is calculated by averaging the accuracy

values of all selected keywords in the class as shown in the next equation:

74



k

A B min(wy, s,,)
ccuracy(c) = m *100 | /k
n=0 (56)

Where k is the number of keywords for each class (which is 51 keywords in this
thesis.

This equation measures the accuracy based on results differences using both
techniques and does not measure the accurate count of each word. The accuracy of

each class is shown in the figure below:

ACCURACY OF KW EXTRACTION STEP

89.05 90.16 89.39
I I I I 86.90
ART SPORT POLITICS ECONOMIC SCIENCE WEATHER

Figure (5.4): Accuracy of keywords extraction step for each class.

As it is shown, the differences in the sport class is the best. This is because
that the nature of words related to sports are clear and convergent in spoken texts.
Regards the reasons of differences between written and spoken texts results can be
better if some steps are followed. Some of the steps are that the pronunciation and the
vowelization of the spoken texts should be unified as can as possible, mistakes in

pronunciation should be avoided and the pronunciation should be understandable.
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5.4.2 TID Evaluation

As discussed in chapter 4, DTW and HMM are the TID techniques which are
mainly used in SAN identification system. The pattern matching way, where DTW
matching algorithm based on the distance and HMM algorithm based on logliklehood,
is followed. The results show encouraging marks for both methods as shown in the
figures below. Figure 5.5 shows the evaluation metrics results, the precision, recall,
fl-measure and accuracy metrics, of using DTW and HMM methods as identifiers in
SAN classification system. The results of applying speech based identification
algorithm to Alj-News dataset reveal that it has recorded a good performance
accuracy, noticing that results are motivating as the overall F1-measure is 90.26% and
91.36% for DTW and HMM in sequence. However, it is not as better as text based
classifiers identification presented previously. For instance, using SVM classifiers on
Alj-News Dataset (reduced features) (Chantar and Corne, 2011) shows 93.1% f-
measure. Nevertheless, the outcomes of using speech based technique can be
enhanced as what is discuss in chapter 6.

Results of using the DTW and HMM as classifiers which are operated on Alj-
News dataset expose that the high performance accuracy and speed are scored using
HMM classifier as shown in the figures below. The threshold is used to evaluate the
resulting logliklehood value using HMM.

Precision
120
100
80 &
8%
25
X 60 &K
%L
&%
4 5
25
2585
2
20 5
(o
8L
0 Pote!
Art Sport Politics Economic Science Weather Average
m DTW 97.87 98.31 69.23 88.14 95.00 100.00 91.42
% HMM 97.92 98.31 75.00 87.10 95.00 100.00 92.22
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Recall
120

100

80 —

60 — —

%

40 —

20 — —

Art Sport Politics | Economic | Science | Weather | Average
mDTW 76.67 96.67 90.00 86.67 95.00 95.00 90.00
= HMM| 78.33 96.67 90.00 90.00 95.00 96.67 91.11

F-measure
120

100

%

60 || —

40 -

Art Sport Politics | Economic| Science | Weather | Average
m DTW 85.98 97.48 78.26 87.39 95.00 97.44 90.26
*HMM| 87.04 97.48 81.82 88.52 95.00 98.31 91.36

Accuracy
120
100
35 )
K2
80 R
Jots;
K2
X 60 ot
KK
X2
KK
40 jo%e,
X
$Xe
20 XX
2585
K
0 K K2 ¢
Sport Politics | Economic | Science | Weather | Average
m DTW 95.83 99.17 91.67 95.83 98.33 99.17 96.67
« HMM| 96.11 99.17 93.33 96.11 98.33 99.44 97.08

Figure (5.5): Precision, recall, f-measure and accuracy using DTW and HMM
method in SAN classification system.
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The top performance is scored on 'Weather' and ‘Sport’ classes with (100% and
98.31%) precision , (96.67% and 96.67%) recall, (98.31% and 97.48%) F1-measure
and (99.44% and 99.17%) accuracy respectively. However, the lowest F-measure
performance recorded is 81.82 % on ‘Politics’ class. This is due to the lack of
confusion of news included in the weather or the sport classes in contradiction with
the news included in the classes as politics, art, economy or science which might be
ambiguous or the news in these classes may be intersected. Another reason for the
incorrect classification of SAN clip is the shortness of the clip because it reduces the
chance of keywords appearance. An example of intersection is shown in the next

news identified via TID system as politics where it is in fact in the science class.
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Nine keywords are identified as politics which are ( o= (2), da Al
(2), «alil (2), ohidly (3)), three keywords which are (s, dsall 4lal) are
recognized as science and three keywords which are (& s»¥), s, ¥ 52) are classified
as economy. Accordingly, improvements are needed for SAN TID system in order to
gain the expected improvements and to achieve the reduction of classification error
rate. These improvements can be accomplished if the recommendation steps in

chapter 6 are followed.
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Figure (5.6)

It's is clear from the Figure 5.6, HMM classifier is a competitive algorithm to

the best performers in some classes. As seen in politics, using HMM is better than

using DTW as F-measure values show. Also, DTW should be used in some suggested

enhancement steps which are described in Chapter 6, such as using some different

spoken words related to one word.

As a result, the classification F-measure scores which are achieved using speech

based techniques are:

90.26% of classification accuracy is achieved by using DTW matching

a.

technique which uses a distance as a matching measurement between patterns.

b. 91.36% of classification accuracy is achieved by using HMM matching

technique which uses a logliklehood as a matching measurement between
89.65% of keywords identification accuracy is achieved by using SAN

patterns.

C.

keywords extraction method relatively to the online word counter method as

79

shown in Figure 5.4.



Chapter 6
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Chapter 6
Conclusions and Recommendations

This thesis proposes a new methodology in dealing with classification of
spoken Arabic texts directly using spoken word features rather than traditional
methods which rely on the conversion of the spoken texts to written texts
(transcriptions) using ASR model. The proposed approach works well in this area
after extracting the experimental results and it can be used in the field of Arabic
speech search engines and the classification of the huge amount of spoken Arabic

texts into various classes or labels.

First, the keywords extraction system is proposed in order to extract the
keywords for each class depending on DTW matching technique where the pattern is
the extracted features from the spoken word resulting from applying the segmentation
step on the SAN clip. DTW method is used to match (lowest distance under the
specific selected threshold) the extracted keyword features with other words features
in the SAN clip. The selected keywords, which are the representative of the class, are
selected after applying two main steps: eliminating the discarded words and applying

the scoring process, which is based on the word frequency in the whole spoken texts.

After the keywords selection is done, an automatic TID system 1is suggested.
The first step in this system is to segment connected spoken texts and extract the
features of each separated word. Then, one of the two techniques (DTW or HMM) is
used in order to identify to which class this word is related. The top match scoring
between the separated spoken word and keywords in all classes based on the distance
value using DTW algorithm is the first method in order to classify this word. The
second one is to assign the separated spoken word to a model which characterizes one
of the keywords that represents one of the classes based on logliklehood value using
HMM algorithm. It is remarkable that choosing the best matching or assigning
depends on a specific selected threshold value. Finally, the keywords frequency
sorting method is used with the purpose of identifying the class of the SAN clip.

To evaluate TID approach, Arabic news dataset, which are written texts, is
converted into spoken files via various speakers reading text clearly in order to create
a usable spoken dataset which can be useful in TID area. Aljazeera News dataset,

which is widely used in text classification implementations, is used in order to
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complete this task. F1-Measure is used as an evaluation metric to estimate the
accuracy of the classification process which comes from two factors: precision and
recall factors. In addition, the accuracy metric is used in order to obtain how good
predictions are on average regardless of the fact that Fl-measure is favoured over
accuracy when a dataset is unbalanced. The values of F1-Measure for TID system
with the DTW classifier is with an average of 90.26% in all classes and 91.36% using
the HMM classifier. Moreover, The values of Accuracy metrics are with an average
of 96.67% using the DTW classifier and 97.08% using the HMM classifier. The
accuracy achieved using SAN keywords extraction method is computed relatively to
the online word counter method, which is used with written texts, and it achieves a

89.65% of keywords identification accuracy.

The results are initially good, but there are some problems because dealing
with spoken texts is more sophisticated and costly than dealing with written texts.
Thus, enhancing the results requires some changes and improvements to be done.
Comparing these results with other studies, which have not been applied to spoken
Arabic language, is meaningless. Based on the studies which follow the traditional
method and other studies working on the speech features directly, we can come to
conclusion that it is preferable to benefit from the powerful systems of ASR and
reliable text based classification methods. The complexity of dealing with speech
features in the classification step is not taken into consideration.

Logically, methodology in this thesis is supposed to be more acceptable than
the traditional method because it directly processes the speech without using ASR
model and the text processing methodologies. Enhancing results and performance can
be accomplished by creating a powerful toolbox via a professional programming team
based on this thesis methodology. Speech features, in addition, can be supportive to
traditional methods in order to generate more accurate and useful results. Also,
working with speech features can be used in speakers and speech search engines
which retrieve a clip based on topics, speakers or any other options.

Working on Arabic language TID, which is only based on speech features, is a
new technique, so it requires progressive improvements in the future. Some
improvements might be borrowed from algorithms applied to text based algorithm.
While preparing this thesis, some issues are observed and can be used in order to

enhance the overall results and performance of TID system based on speech.
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The system has five main processes: pre-processing, Speech segmentation,
feature extraction, keywords extraction and TID processes. Any enhancement for one
of them can affect the overall results. Some recommendations are mentioned in the
pursuit of improving the overall results. In the pre-processing step, more working on
speech and speaker normalization may be needed. There is extensive variation in
speech. So, listeners agree in their perception of vowels. Some influencing parameters
and instruments for vowel normalization are: context, formant ratio, FO, visual
information and auditory gestalts. “Vocal tract normalization theories consider that
listeners perceptually evaluate vowels on a talker specific coordinate system.”

(Johnson 2004).

In the segmentation step, feature vectors are extracted depending on the
algorithms, such as MFCC, PLP, RAST-PLP and LPC. More than one feature vector
can be mixed in order to identify the word boundaries more accurately. The concept
of probability may be used. For example, the word ‘sbas 3> can be ‘i) and
‘elas’ or ‘slas ysiul’, Therefore, extracting all possible words and providing weights

for each one can be useful in this case.

In the keywords extraction step, some features, which are used in text
methodologies as rooting and stemming, can be used in order to enhance keywords
findings and selections. Some steps of Khoja Arabic root extractor method (Khoja &

Garside, 1999) seems useful as it suggests:

1) Format the word by removing any punctuation, diacritics and non-letter characters (it
might not be applicable with directly speech methodology).

2) Stop words are discarded.

3) The definite article should be excluded, such as. Jé JS JudlsJ .

4) The special prefix (s) is eliminated.

5) If the last letter is a shadda, duplicate the letter (it might not be applicable with
directly speech methodology).

6) Replace )i with! (it might not be applicable with directly speech methodology).

7) Prefixes should be excluded < -1V,

8) Eliminate Suffixes, such as WS La (S,

9) The outcome should be matched against a list of defined Patterns, such as J=8) Jelé :
Jlxd Jpms,
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10) all occurrences of Hamza should be replaced, such as s 3« : with | (it might not be
applicable with directly speech methodology).

11) Two letter roots are checked to see if they should contain a double character; if so, the
character is added to the root (it might not be applicable with directly speech
methodology).

In keywords scoring methodology, the position and the coverage of the word in
both clip, which includes the word, and all related class clips might be taken into
account. In TID process, some suggested steps can make notable improvements, but
they may include some risks. As an alternative of rooting and stemming processes, a
list of patterns for each keyword can be created. This may work well with DTW
matching method as it depends on measuring distance between patterns. Nevertheless,
it might be more difficult to be applicable to HMM method which depends on
logliklehood (for created models) regardless of the fact that it requires more additional
processing time and resources. Using a large number of keywords in addition to
using a weighting technique can be useful. Mutually exclusive technique, discussed in
chapter 4 section 4.3, can be replaced with a weighting technique. The suggested
weighting technique depends on providing a weight for each keyword depending on
the word coverage, which is the count of the word appearance in the clip, in the

related class and in the other classes.

Finally, this system is suggested to eliminate the step of converting the spoken
texts to written texts and to benefit only from the speech features. Also, it is built to
be applicable to Arabic language in the time that Arabic data are rare. Many systems
can be built depending on the methodologies used in this system as a search engine

for spoken clips.
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