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 المسثقح في عىقدج المستىداخ العرتيح المعالجحتقييم تأثير 

 أسامح عثد الفتاح غاوم

 الملخص

انثٛاَاخ عرشجاع فٙ عًهٛح أانُظٕص ْٙ ذمُٛح ْايح  انًغرُذاخ ذجًٛع ذهمائٙ( عُمذج )ذظُٛف أٔ

يرماستح يع تعؼٓا انثعغ فٙ ئنٗ يجًٕعاخ راخ يغضٖ  ذظُٛف انًغرُذاخذٓذف ئنٗ  فٓٙ، ٔانًغرُذاخ

  .انعشتٛح عُمذج انًغرُذاخعًهٛح  ذحغٍٛٚهعة دٔسا سئٛغٛا فٙ انًغرُذاخ  ذجٓٛض عًهٛح  انًحرٕٖ.

أشٛشْا فٙ عًهٛح انعُمذج أٔ انرجًٛع ٔذانهغح انعشتٛح يغرُذاخ يكرٕتح تٚرُأل ْزا انثحس ٔٚماسٌ ذمُٛاخ ذجٓٛض 

  انرهمائٙ.

 ًاخهانك ذٕصٍٚ،  انكهًاخ: ذمهٛى لثم عًهٛح انعُمذج أٔ انرجًٛع انرهمائٙ ْٔٙ ذمُٛاخ ذجٓٛض انُضانثحس ٚذسط 

 .)انعشتٛح ًاخهكهن انخفٛف ٔانرجزٚش انرجزٚش( يظشفٛا   انُظٕص ٔيعانجح

يٍ خلال اعرخذاو  لًُا تعًم ذجاسب عًهٛح ترطثٛك خٕاسصيٛاخ خاطح تعًهٛح انعُمذج أٔ انرجًٛع انرهمائٙ

(، شى ذى K-meansخٕاسصيٛاخ ذعرًذ عهٗ انرمغٛى فٙ عًهٛح انرجًٛع ، ٔتشكم أعاعٙ اعرخذيُا خٕاسصيٛح )

فاعهٛح اعرخذاو ْزِ انخٕاسصيٛاخ  ( نًُالشح يذEMٖيماسَح انُرائج تخٕاصيٛح أخشٖ يٍ َفظ انُٕع خٕاسصيٛح )

 فٙ عًهٛح انعُمذج.

ذى انرحمك يٍ اعرخذاو دٔال لٛاط انرشاتّ فٙ عًهٛح انعُمذج يٍ خلال يماسَح انذانح الأعاعٛح انًغرخذيح فٙ 

 لٛاط انرشاتّ يع دانح أخشٖ.

خ، ٔلذ أظٓشخ انُرائج أٌ عًهٛح انرمٛٛى نهُرائج ذًد تاعرخذاو يعاٚٛش ذمٛٛى يشٕٓسج فٙ ذمٛٛى اعرشجاع انثٛاَا

اخرٛاس انرمُٛاخ انخاطح ترجٓٛض انًغرُذاخ ٔانُظٕص نعًهٛح انعُمذج نّ دٔس جْٕش٘ فٙ ذحغٍٛ انُرائج ٔفك 

 يعاٚٛش ٔئعذاداخ يعُٛح ذرٕافك يع انرعمٛذ انًٕجٕد فٙ انهغح انعشتٛح.

(، Euclidean distance( تاعرخذاو دانح لٛاط انرشاتّ )K-meansأظٓشخ انُرائج ذفٕق انخٕاسصيٛح )

فٙ عًهٛح  انكهًاخ نرشددٔاعرخذاو ذمُٛاخ ذجٓٛض انُظٕص لثم عًهٛح انعُمذج حغٍّ انعًهٛح تاخرٛاس لًٛح طغٛشج 

 .انعشتٛح ًاخهكهن انخفٛف ٔانرجزٚشذمهٛى انكهًاخ، ٔذطثٛك انرٕصٍٚ، تالإػافح لاعرخذاو 

 

  



xiii 
 

Evaluating the Effect of Preprocessing in Arabic Documents 

Clustering 

Osama Abdel Fattah Ghanem 

ABSTRACT 

Clustering of text documents is an important technique for documents retrieval. It 

aims to organize documents into meaningful groups or clusters. Preprocessing text 

plays a main role in enhancing clustering process of Arabic documents. This research 

examines and compares text preprocessing techniques in Arabic document clustering. 

It also studies effectiveness of text preprocessing techniques: term pruning, term 

weighting using (TF-IDF), morphological analysis techniques using (root-based 

stemming, light stemming, and raw text), and normalization. Experimental work 

examined the effect of clustering algorithms using a most widely used partitional 

algorithm, K-means, compared with other clustering partitional algorithm, 

Expectation Maximization (EM) algorithm. Comparison between the effect of both 

Euclidean Distance and Manhattan similarity measurement function was attempted in 

order to produce best results in document clustering. 

Results were investigated by measuring evaluation of clustered documents in many 

cases of preprocessing techniques. The most frequent and basic measures for text 

mining evaluation, precision and recall, were used for evaluation measurements. In 

addition to F-Measure, which used as a combination of precision and recall. 

Experimental results show that evaluation of document clustering can be enhanced 

by implementing term weighting (TF-IDF) and term pruning with small value for 

minimum term frequency. In morphological analysis,  light stemming, is found more 

appropriate than root-based stemming and raw text. Normalization, also improved 

clustering process of Arabic documents, and evaluation is enhanced. Finally, K-means 

in document clustering was found more efficient than EM algorithm, and Euclidean 

distance similarity measurement function is superior.  

 

Keywords: Arabic Text Mining, Arabic document clustering, Arabic text 

preprocessing, Term weighting, Arabic morphological analysis (Arabic stemming / 

light stemming), Vector Space Mode (VSM), TF-IDF, K-means, EM. 
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CHAPTER 1: INTRODUCTION 
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The amount of electronic text available, such as electronic publications, 

electronic books, news articles and web pages is increasing rapidly. As the 

volume of online text information increases, the challenge of extracting 

relevant knowledge increases as well. The need for tools that help people to 

find, filter and manage these resources has grown. Thus, automatic 

organization of text document collections has become an important research 

issue. A number of machine learning techniques have been proposed to 

enhance automatic organization of text data. These techniques can be grouped 

in two main categories, supervised (document classification) and unsupervised 

(document clustering) [1]. 

This chapter introduces text mining, document clustering, describes Arabic 

language, and investigates Arabic language complexity, finally states 

motivation, problem and objectives of research. 

1.1 Text Mining 

Text mining is used to describe the application of data mining techniques to 

automated discovery of useful or interesting knowledge from unstructured  

text [2]. Various text mining tasks can be performed on the extracted 

keywords, tags or semantic information. These include document clustering, 

classification, information extraction, association analysis and trend  

analysis [2]. 

 Figure 1.1 [3] depicts a generic process model for a text mining 

application. The presented model starts with a collection of documents and a 

text mining tool to retrieve a particular document and preprocess it by 

checking format and character sets. Then, it goes through a text analysis phase 

where specific techniques are repeated until information is extracted. Three 

text analysis techniques are shown in the example; however, many other 

Document 

Collection 

Retrieve and 

preprocess 

document  Knowledge 
 

 
Management 

Information 

System 

 

 
Information 

Extraction 

Summarization Clustering 

Analyze Text 

Figure 1.1:An example of text mining 
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combinations of techniques could be used depending on the goals of the 

organization. The resulting information can be placed in a management 

information system, yielding an abundant amount of knowledge for users [3]. 

The applications of text mining cover a wide range including the  

following [4]: 

1.1.1 Information Retrieval (IR) 

 Information Retrieval (IR) is defined as: matching a user‟s query against 

many unstructured text documents with the purpose of finding the documents 

that satisfy the user‟s information needs [5]. Three main approaches are used 

for matching queries, as follows [6]: 

i) Probabilistic retrieval, 

ii)  Knowledge based IR,  

iii) Learning systems based IR.  

Probabilistic retrieval is based on estimating a probability of relevance of a 

certain document to the user‟s query. On the other hand, a model of the system 

user and the expert‟s knowledge is presented in the knowledge based 

approach. In learning based systems, a machine learning technique is applied 

in order to extract knowledge and identify patterns in the documents. Learning 

systems can automatically extract data from examples, and thus, they are more 

flexible than knowledge based systems. Additionally, unlike probabilistic 

retrieval systems, they do not suffer from parameters estimation problems [6]. 

1.1.2 Text Categorization (TC) 

Text Categorization (TC) is the process of assigning one or more label to a 

given text. It is considered as a supervised classification since a collection of 

labeled (pre–classified) documents is provided. The task is to assign a label to 

a newly encountered, yet unlabeled, pattern [7]. The most commonly used 

approach for classification is based on machine learning (ML) techniques [8]. 

ML is a general inductive process that automatically builds a classifier by 

learning the characteristics of the categories using a set of pre–classified 

documents. This is in contrast to the knowledge engineering (KE) based 
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approach. KE is the process of manually defining a set of rules encoding 

expert‟s knowledge on how to classify documents under the given categories. 

The advantages of ML over KE include considerable savings in terms of 

expert labor power and straightforward portability to different domains [8]. 

1.1.3 Text Clustering (TC) 

Text Clustering (TC) is considered as an unsupervised learning process. 

The main aim of TC is to group a collection of unlabeled documents into 

meaningful clusters that are similar within themselves and dissimilar to 

documents in other clusters [9]. Clustering documents is attractive because it 

frees organizations from the need of manually organize document bases, 

which could be too expensive, or even infeasible given the time constraints of 

the application and/or the number of documents involved. Machine learning 

algorithms used for text clustering can be categorized into two main groups, 

(i) hierarchical clustering algorithms and (ii) partition-based clustering 

algorithms [10]. Hierarchical clustering algorithms produce nested partitions 

of data by merging or splitting clusters based on the similarity among  

them [11]. On the other hand, partition-based clustering algorithms group the 

data into non–overlapping partitions that usually locally optimize a clustering 

criterion [12]. Text or document clustering will be discussed in details in 

chapter 3 as the research scope of text mining. 

1.1.4 Text Summarization 

Text Summarization is the process of constructing a compressed summary 

text from the original document according to the user‟s needs [13]. 

Summarization is performed using either extraction or abstraction. In 

extraction, important sentences are extracted from the document and gathered 

to form document summary. On the other hand, abstraction analyzes the 

document and provides a better summary using a heavy machinery from 

natural language processing in addition to some commonsense and domain 

knowledge data [14]. 
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1.2 Clustering 

Clustering is an unsupervised process through which objects are classified 

into groups called clusters. The problem of clustering is to group unlabeled 

collection into meaningful clusters without any prior information. Any labels 

associated with objects are obtained solely from the data. Clustering is useful 

in a wide range of data analysis fields, including data mining, document 

retrieval, image segmentation, and pattern classification. In many such 

problems, little prior information is available about the data, and the decision-

maker must make as few assumptions about the data as possible [15]. 

clustering process can be divided into four stages outlined below [16]: 

 

Figure 1.2: The Stages of the Process of Clustering 

Collection of Data: includes the processes like crawling, indexing, 

filtering, etc., which are used to collect documents need to be clustered, index 

them to store and retrieve in a better way, and filter them to remove the extra 

data, for example, stop words. 

Preprocessing: is done to represent the data in a form that can be used for 

clustering. There are many ways of representing the documents like, Vector-

Model, graphical model, etc. Many measures are also used for weighing the 

documents and their similarities. 

Document Clustering: this topic will be discussed in details in Chapter 3. 

Collection of Data 

Preprocessing 

Document Clustering 

Postprocessing 
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Postprocessing: includes the major applications in which the document 

clustering is used, for example, the recommendation application which uses 

the results of clustering for recommending news articles to the users. 

1.3 Arabic Language 

Arabic is one of the 5
th

 widely used languages in the world. It is used by 

more than 280 million people as the first language, and by 250 million as the 

second language.  Due to the unique nature of Arabic language morphological 

principles [17], there are relatively few studies on the retrieval/mining of 

Arabic text documents in the literature. 

Arabic language has 3 forms; Classical Arabic (CA), Modern Standard 

Arabic (MSA), and Dialectal Arabic (DA). CA, MSA, and DA forms include 

classical historical liturgical text, news media and formal speech, and 

predominantly spoken vernaculars and have no written standards, respectively. 

Arabic alphabet consists of the following 28 letters 

 ٌ، و، ل،، ن ق، ف، غ، ع، ظ، ؽ، ع، ص، ػ، ط، ص، س، ر، د، خ، ح، ج، ز، خ، ب، أ،) 

،ِ ،ٔ ٘) 

in addition, the Hamza (ء). Unlike English language, there is no upper or 

lower case for Arabic letters. The letters (٘،ٔ،ا) are vowels, and the rest are 

constants. Unlike Latin-based alphabets, the orientation of writing in Arabic is 

from right to left. 

The Arabic script has numerous diacritics, including I„jam (ئعجاو), 

consonant pointing, and tashkil (ذشكٛم), supplementary diacritics. The latter 

include the ḥarakat (حشكاخ, singular haraka حشكح), vowel marks. The literal 

meaning of tashkil is "forming". As the normal Arabic text does not provide 

enough information about the correct pronunciation, the main purpose of 

tashkil (and ḥarakat) is to provide a phonetic guide or a phonetic aid; i.e. show 

the correct pronunciation (double the word in pronunciation or to act as short 

vowels). The ḥarakat, which literally means "motions", are the short vowel 

marks[18]. Arabic diacritics include Fatha, Kasra, Damma, Sukūn, Shadda, 

and Tanwin. Arabic words have two genders, masculine (يزكش) and feminine 
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 and three ;(جًع) and plural ,(يإَس) dual ,(يفشد) three numbers, singular ;(يإَس)

grammatical cases, nominative (انشفع), accusative (انُظة), and genitive (انجش). 

A noun has the nominative case when it is subject (فاعم); accusative when it is 

the object of a verb (يفعٕل); and the genitive when it is the object of a 

preposition ( جشيجشٔس تحشف  ). Words are classified into three main parts of 

speech, nouns (أعًاء ) (including adjectives (طفاخ ) and adverbs (ظشٔف)), 

verbs (أفعال), and particles (ادٔاخ) [19]. 

1.3.1 Arabic Language Challenges 

Arabic is a challenging language for a number of reasons [17]: 

1. Orthographic with diacritics is less ambiguous and more phonetic in 

Arabic, certain combinations of characters can be written in different 

ways. For example, sometimes in glyphs combining HAMZA with ALEF 

 This makes the glyph ambiguous as to .(ا) the HAMZA is dropped (أ)

whether the HAMZA is present. 

2. Arabic has a very complex morphology recording as compared to English 

language. For example, to convey the possessive, a word shall have the 

letter (٘) attached to it as a suffix. There is no disjoint Arabic-equivalent 

of “my”. 

3. Arabic words are usually derived from a root (a simple bare verb form) 

that usually contains three letters. In some derivations, one or more of the 

root letters may be dropped. In such cases tracing the root of the derived 

word would be a much more difficult problem. 

4. Broken plurals are common. Broken plurals are somewhat like irregular 

English plurals except that they often do not resemble the singular form as 

closely as irregular plurals resemble the singular in English. Because 

broken plurals do not obey normal morphological rules, they are not 

handled by existing stemmers. 

5. In Arabic we have short vowels which give different pronunciation. 

Grammatically they are required but omitted in written Arabic texts. 

6. Arabic synonyms are widespread. Arabic is considered as one of the 

richest languages in the world. This makes exact keyword match is 

inadequate for Arabic retrieval and classification. 
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To pass these challenges we will discuss a set of preprocessing routines in 

chapter 4 to appropriate with clustering process. 

1.4 Research Motivation 

Electronic documents is increasing rapidly because of  amazing progress of 

computer hardware technology and storage capacities, so machine learning is 

a powerful solution for automatic categorization of documents and huge data. 

Document clustering unsupervised learning used widely in other languages in 

special English language, but fairly limited used in Arabic language which 

gives great encouragement and motivation to apply clustering process for 

Arabic language. Classification is a supervised leaning and used more widely 

in documents categorization, unlike clustering technique which is 

unsupervised leaning and is limited used for documents despite of importance 

and efficiency of clustering. Preprocessing text play a central role in 

enhancement clustering process of Arabic documents, many combinations of 

preprocessing procedures can be performed; preprocessing impact in 

clustering Arabic documents is area of research. 

1.5 Research Obstacles 

 Paucity of implementing clustering for Arabic documents. 

 The lack availability of Arabic datasets.  

 Large time consumption in experiments because of using huge dataset 

and clustering process needs much iteration to perform algorithm. 

 Huge computer resources needed for performing clustering process in-

home using machine-learning tools. 

1.6 Research Objectives 

1.6.1 Main Objective 

The main objective of the research is to cluster Arabic documents using 

partition-based algorithm, to give best performance for evaluation, by 

selecting best combinations of text preprocessing, best clustering algorithm, 

and best similarity measurement function. 
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1.6.2 Specific Objectives 

The specific objectives of the research are: 

 Study impact of text preprocessing in clustering evaluation.  

 Evaluate clustering process in Arabic document using K-means 

algorithm, according to recall, precision, F-measure evaluation to build 

model. 

 Study if K-means algorithm is appropriate for Arabic text. 

 Use machine learning tool at home for clustering experiments, 

(WEKA) which is an excellent open-source of data mining tool in 

abroad, but it is rarely used at home. 

 Provide comprehensive guide for using best text preprocessing 

combination for best clustering evaluation. 

 Applying several Arabic morphological analysis tools. 

1.7 Research Scope and Limitations 

The research has the following Scope and limitations: 

1. The research will not modify K-means clustering algorithm. 

2. The best results will be compared to other famous clustering 

algorithms. 

3. The experiments of the best obtained results will be applied using 

other clustering distance measurement method. 

1.8 Thesis Organization 

The rest of thesis is organized into other 6 chapters as follows: 

A detailed study of related work in Arabic text clustering will be presented 

in chapter 2. In chapter 3 we introduce clustering of documents using famous 

clustering techniques. System methodology of Arabic document clustering and 

preprocessing techniques is presented in Chapter 4. Experimental results and 

analysis of using many combinations of text preprocessing, compared with 
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other clustering algorithms and distance measurement method are depicted in 

chapter 5. Finally, chapter 6 concludes our work and suggests future work. 
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2.1 Introduction 

This chapter will discuss various works related to this research. Arabic 

Document Classification was discussed more widely than document clustering 

which is rarely discussed in Arabic language. In the other hand, many 

researches have discussed document clustering in English and Chinese and 

Turkish languages. 

In [20], Singh et al. applied flat clustering algorithms to documents, in 

combining with different representation schemes. They concluded that (TF-

IDF) representation, and use of stemming obtains better clustering. 

Sandhya et al. [21] studied the impact of stemming algorithm along with four 

similarity measures (Euclidean, cosine, Pearson correlation and extended 

Jaccard) in conjunction with different types of vector representation (Boolean, 

term frequency and term frequency, and inverse document frequency) on 

cluster quality. They concluded that there are four components that affect the 

results representation of the documents: applying the stemming algorithms, 

distance or similarity measures considered, and the clustering algorithm itself. 

Volkan and Turagay [22] evaluated the impact of stemming on clustering 

Turkish texts. They conclude that there is no significant evidence that 

stemming always improves the quality of clustering for texts in Turkish.  

Han et al. [23] conducted a Chinese document clustering based on WEKA. 

They provided a comparison experiment for the improvement of Chinese 

document clustering. They concluded WEKA is an excellent data mining tool 

can be used at home which is rarely used at home for document clustering. 

However, state of the arts about Arabic document clustering is introduced 

in this chapter and the researches are fall into three categories: K-means and 

other algorithms, Text preprocessing, and similarity/distance measures in 

document clustering. 
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2.2 K-Means and Other algorithms in document clustering: 

Alkoffash [24]  implemented the K-means and K-mediods algorithms in 

order to make a practical comparison between them. The system was tested 

using a manual set of clusters that consists from 242 predefined clustering 

documents. The results showed a good indication about using them especially 

for K-mediods. The average precision and recall for K-means compared with 

K-mediods are 0.56, 0.52, 0.69 and 0.60 respectively. He  also extracted 

feature set of keywords in order to improve the performance, the result 

illustrated that two algorithms can be applied to Arabic text, a sufficient 

number of examples for each category, the selection of the feature space, the 

training data set used and the value of K can enormously affect the accuracy of 

clustering. Recall and precision measurers are used for evaluation. Results 

show K-mediods is better than K-means due to the chance that is given for 

several files in K--mediods to become a center for a given cluster. Evaluation 

for K-mediods: 0.60, 0.69 for Average Recall, and Average Precision 

respectively, despite evaluation for K-means: 0.525, 0.565 for Average Recall, 

and Average Precision respectively. He concluded that manipulating large 

corpus may give results that are more nearby to the manual one. Clustering 

environment is more unbiased than manual due to its dependability on the 

system rather than user opinion. Most of the errors or weakness that appear in 

Arabic retrieval systems, due to the strength of language itself that contains 

several features not existed in any other one. The problem of K-means and  

K-mediods are represented by selecting initial points, problems of differing 

sizes, densities, and shapes and outliers data. 

Ghwanmeh[25] implemented clustering technique which is K-Means like 

with hierarchical initial set (Hierarchical K-Means Like clustering  HKM). He 

proved that clustering document sets do enhancement precision on information 

retrieval systems, since it was proved by Bellot & El-Beze on French 

language. He made comparison between the traditional information retrieval 

system and the clustered one. Also the effect of increasing number of clusters 

on precision is studied. The indexing technique is Term Frequency * Inverse 

Document Frequency (TF-IDF). It has been found that the effect of 
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Hierarchical K-Means Like clustering (HKM) with 3 clusters over 242 Arabic 

abstract documents from the Saudi Arabian National Computer Conference 

has significant results compared with traditional information retrieval system 

without clustering. Additionally it has been found that it is not necessary to 

increase the number of clusters to improve precision more. He applied 59 

queries on 242 Arabic abstract documents, which are clustered into several 

sets of clusters (2, 3 and 5), then he compared the results with the traditional 

IR system. To determine the appropriate number of clusters; a series of tests 

have been made at several number of clusters (2, 3, and 5), and was found that 

the best results is at 3 clusters which means that this corpora talks mainly 

about three topics. In his results the best precision was obtained is 0.49 which 

enhances results without using clustering by 13%. 

Rafi et al. [26] compared and contrast two approaches to document 

clustering based on suffix tree data model. The first is an Efficient Phrase 

based document clustering, which extracts phrases from documents to form 

compact document representation and uses a similarity measure based on 

common suffix tree to cluster the documents. The second approach is a 

frequent word/word meaning sequence based document clustering, it similarly 

extracts the common word sequence from the document and uses the common 

sequence/ common word meaning sequence to perform the compact 

representation, and finally, it uses document clustering approach to cluster the 

compact documents. These algorithms are using agglomerative hierarchical 

document clustering to perform the actual clustering step, the difference in 

these approaches are mainly based on extraction of phrases, model 

representation as a compact document, and the similarity measures used for 

clustering. They investigated the computational aspect of the two algorithms, 

and the quality of results they produced. The result of experiment shows that 

the F-score obtained from the test data sets clearly exhibits the superiority of 

algorithm "Efficient Phrase based clustering algorithm" over algorithm "Text 

document clustering based on frequent word meaning sequences", on variety 

of situations. They clearly concluded from the results obtained that Efficient 

Phrase based clustering algorithm is superior. 
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Al-sarrayrih, and Al-Shalabi[27] used "Frequent Itemset-based 

Hierarchical Clustering (FICH)" clustering algorithm  to cluster Arabic. They 

conducted their experiments on 600 Arabic documents using N-grams based 

on word level, Trigrams and Quadgrams and they got promising results. They 

conducted their experiments using N-grams based on word level and character 

level Trigrams and Quadgrams. For the accuracy of clusters, word level 

outperforms both Quadgrams and Ttrigrams for both 4 and 6 natural classes, 

and Quadgrams gave better accuracy than Trigrams for both 4 and 6 natural 

classes. For the word level they got accuracy of 0.75 for four natural classes 

for 4 clusters, and they got accuracy of 0.70 for Quadgrams for four natural 

classes for 4 clusters, and 0.63 for Trigrams for four natural classes for 8 

clusters. 

2.3 Text Preprocessing in Document Clustering  

Ahmed and Tiun[28] evaluated the efficiency and accuracy of Arabic 

Islamic document clustering based on K-means algorithm with three 

similarity/distance measures; Cosine, Jaccard similarity and Euclidean 

distance. Additionally, research investigated the effect of using stemming and 

without stemming words on the accuracy of Arabic Islamic text clustering. 

They used Islamic dataset (in-house). Based on the results, the K-means 

algorithm has the best results with Cosine similarity compared to Jaccard 

similarity and Euclidean distance. The results with Euclidean distance are 

better than the results with Jaccard similarity. In addition, they concluded that 

the results with stemming method are better than without stemming. They also 

depicted that the results depend on number of categories and size of dataset. 

Froud et al. [29] proposed to compare the clustering results based on 

summarization with the full-text baseline on the Arabic Documents Clustering 

for five similarity/distance measures for three times: without stemming, and 

with stemming using Khoja‟s stemmer, and the Larkey‟s stemmer. They found 

that the Euclidean Distance, the Cosine Similarity and the Jaccard measures 

have comparable effectiveness for the partitional Arabic Documents 

Clustering task. They used the K-means algorithm as document clustering 

method. Results for Khoja‟s stemmer, the overall purity values for the 
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Euclidean Distance, the Cosine Similarity and the averaged Kullback-Leibler 

divergence (KL divergence) are quite similar and performs bad relatively to 

the other measures. Meanwhile, the Jaccard measure is the better in generating 

more coherent clusters with a considerable purity score. In this context, using 

the Larkey‟s stemmer, the purity value of the averaged KL Divergence 

measure is the best one with only 1% difference relatively to the other four 

measures. In the other hand, results without stemming shows the higher purity 

scores (0.77) than those shown for the Euclidean Distance, the Cosine 

Similarity and the Jaccard measures. In the other hand the Pearson Correlation 

and averaged KL Divergence are quite similar but still better than purity 

values for these measures KHOJA‟S stemmer, and LARKEY‟S stemmer. 

Other best results show the better and similar entropy values for the Euclidean 

Distance, the Cosine Similarity and the Jaccard measures. In overall results 

shows that the use of stemming affects negatively the clustering, this is mainly 

due to the ambiguity created when we applied the stemming (for example, two 

roots are obtained that made of the same letters but semantically different).  

Froud et al. [30] evaluated the impact of the stemming on the Arabic Text 

Document Clustering. Their experiments show that the use of the stemming 

will not yield good results, but makes the representation of the document 

smaller and the clustering faster. The representation of the documents and the 

use of the stemming affect the final results. The stemming makes the 

representation of the document smaller and the clustering faster.  

In Osama and Wesam [31], they evaluated stemming techniques in 

clustering of Arabic language documents and identified the most effective 

preprocessing approach for Arabic language, which is more complicated than 

most other languages. They used three stemming techniques: root-based 

stemming, light stemming, and without stemming. The data set used has been 

collected from BBC Arabic. The results indicate that the light stemming gets 

the best measurement values than without stemming and root-based stemming 

in Arabic document clustering. They applied feature selection methods and 

stemming techniques for Arabic text clustering. The data set was collected and 

classified manually into seven clusters: Middle East News, World News, 
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Business & Economy, Sports, International Press, Science & Technology, and 

Art & Culture. The testing dataset consists of 4,763 documents. Three 

stemming techniques have been used: without stemming which remains all 

terms, light stemming which removes common suffixes and prefixes, and root-

based (Khoja) stemming which removes words have the same root. K-means 

was used to cluster the test documents; it was run for each technique of 

stemming individually. The experiments depicted that Light Stemming is the 

best technique for feature selection in Arabic language document clustering, 

but root based stemming get deterioration results for Arabic language 

document clustering; because Arabic language has a complex morphology, 

and it is a highly inflected language. The results of precision, recall and F-

measure for three stemming cases: without stemming has values 0.6, 0.6 and 

0.61 for precision, recall and F-measure respectively, the second type is light 

stemming and has values: 0.75, 0.7 and 0.72 for precision, recall and F-

measure respectively, and the last type is root-based stemming and has values: 

0.54, 0.53 and 0.54 for precision, recall and F-measure respectively. From 

results light stemming gets the best measurement values versus without 

stemming and root-based stemming in Arabic document clustering, because 

Arabic language has a complex morphology languages, and it is a highly 

inflected language, so root-based stemming gives backfire in clustering 

documents, but light stemming gives enhancement in clustering documents. 

Al-Omari [1] evaluated and estimated the impact of stemming in clustering 

algorithm. The Arabic documents preprocessing which are used in his work 

are including; tokenization, stopword removal, and stemming function. The 

author used vector space model as the algorithm for clustering. The best result 

achieved was without stemming, and thus, it is evident that the results without 

stemming are better than with stemming. Their results give overall percent of 

successful documents without stemming equals to 0.69 while with stemming 

equals to 0.55. The experimental results showed that the clustering solution 

produced by the K-means algorithm is not stable; because of changing the 

initial k points every time the system is ran. In addition, the produced clusters 

facilitate examining each cluster for a clustering task. The task involves 

discriminating between successful and unsuccessful procedures. Furthermore, 
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experiments showed that K-means generally performed better if it selects 

several new centers during each iteration. Applying stemming on such 

clustering is not efficient because the documents must discriminate from each 

other to relate to the exact category; because the stemming is an abstract of 

word which leads to miss discriminating of documents. 

Froud et al. [30] evaluated the impact of the stemming on the Arabic text 

document clustering. The dataset includes Corpus of Contemporary Arabic 

(CCA). The better results were achieved in their experiments without 

performing stemming on the dataset. 

2.4 Similarity/Distance Measures in Document Clustering 

Froud et al. [30] evaluated five similarity/distance measures: Euclidean 

Distance, Cosine Similarity, Jaccard Coefficient, Pearson Correlation 

Coefficient and Averaged Kullback-Leibler Divergence, for the testing dataset 

in the Arabic Text Document Clustering. They founded that the Euclidean 

Distance, the Cosine Similarity and the Jaccard measures have comparable 

effectiveness for the partitional Arabic Documents Clustering task. They have 

investigated that the Euclidean Distance, the Cosine Similarity and the Jaccard 

measures have comparable effectiveness for the partitional Arabic Documents. 
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Clustering algorithms group a set of documents into subsets or clusters. The 

algorithms‟ goal is to create clusters that are coherent internally, but clearly 

different from each other. In other words, documents within a cluster should 

be as similar as possible; and documents in one cluster should be as dissimilar 

as possible from documents in other clusters. Clustering is the most common 

form of unsupervised learning. No supervision means that there is no human 

expert who has assigned documents to classes. In clustering, it is the 

distribution and makeup of the data that will determine cluster  

membership [32].  

 

 

 

3.1 Document Clustering 

Document clustering is an unsupervised learning task which aims at 

organizing documents into groups according to their similarity. Different 

aspects of similarity between documents can be defined. The most commonly-

used aspect is the topic similarity, which is usually estimated based on the 

proximity of document vectors in the space of terms. Data clustering 

algorithms can be generally categorized into hierarchical and partitional[10]. 

Hierarchical clustering constructs a hierarchy of nested clusters, while 

partitional clustering divides data points into nonoverlapped clusters such that 

a specific criterion function is optimized[33]. The problem of document 

clustering is defined as follows. Given a set of n documents called DS, DS is 

clustered into a user-defined number of k document clusters DS1, DS2,…DSk, 

(i.e. {DS1, DS2,…DSk} = DS) so that the documents in a document cluster are 

Inter-cluster 

distance 

Intra-cluster 

distance 

Figure 3.1: Three Clusters intra-cluster distances are minimized and 

inter-cluster distances are maximized 
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similar to one another while documents from different clusters are dissimilar. 

In order to measure similarities between documents, documents have been 

represented based on the vector space model. In this model, each document d 

is represented as a high dimensional vector of words/terms frequencies (as the 

simplest form), where the dimensionality indicates the vocabulary of DS. 

Similarity between two documents has been traditionally measured by the 

cosine of the angle between their vector representations though there are a 

number of similarity measurements. Based on a cluster criterion function as an 

iterative optimization process that measures key aspects of intercluster and 

intra-cluster similarities, documents are grouped. A number of document 

clustering approaches have been developed for several decades. Most of these 

document clustering approaches are based on the vector space representation 

and apply various clustering algorithms to the representation[34]. The goal of 

a document clustering scheme is to minimize intra-cluster distances between 

documents, while maximizing inter-cluster distances (using an appropriate 

distance measure between documents). A distance measure (or, dually, 

similarity measure) thus lies at the heart of document clustering. The large 

variety of documents makes it almost impossible to create a general algorithm 

which can work best in case of all kinds of datasets[16].  

The clustering of documents based on the similarity of their content may 

help to improve the search effectiveness[15]: 

 Improving Search Recall 

Standard search engines and IR systems return lists of documents that 

match a user query. It is often the case that the same concepts are expressed by 

different terms in different texts. For instance, a “car” may be called 

“automobile,” and a query for “car” would miss the documents containing the 

synonym. However, the overall word contents of related texts would still be 

similar despite the existence of many synonyms. Clustering, which is based on 

this overall similarity, may help improve the recall of a query-based search in 

such a way that when a query matches a document its whole cluster can be 

returned. This method alone, however, might significantly degrade precision 



22 
 

because often there are many ways in which documents are similar, and the 

particular way to cluster them should depend on the particular query.  

 Improving Search Precision 

As the number of documents in a collection grows, it becomes a difficult 

task to browse through the lists of matched documents given the size of the 

lists. Because the lists are unstructured, except for a rather weak relevance 

ordering, he or she must know the exact search terms in order to find a 

document of interest. Otherwise, he or she may be left with tens of thousands 

of matched documents to scan. Clustering may help with this by grouping the 

documents into a much smaller number of groups of related documents, 

ordering them by relevance, and returning only the documents from the most 

relevant group or several most relevant groups. Experience, however, has 

shown that the user needs to guide the clustering process so that the clustering 

will be more relevant to the user‟s specific interest. An interactive browsing 

strategy called scatter/gather is the development of this idea. 

 Scatter/Gather 

The scatter/gather browsing method (Cutting et al. 1992; Hearst and 

Pedersen 1996) uses clustering as a basic organizing operation. The purpose of 

the method is to enhance the efficiency of human browsing of a document 

collection when a specific search query cannot be formulated. The method is 

similar to the techniques used for browsing a printed book. An index, which is 

similar to a very specific query, is used for locating specific information. 

However, when a general overview is needed or a general question is posed, a 

table of contents, which presents the logical structure of the text, is consulted. 

It gives a sense of what sorts of questions may be answered by more intensive 

exploration of the text, and it may lead to the particular sections of interest. 

During each iteration of a scatter/gather browsing session, a document 

collection is scattered into a set of clusters, and the short descriptions of the 

clusters are presented to the user. Based on the descriptions, the user selects 

one or more of the clusters that appear relevant. The selected clusters are then 

gathered into a new subcollection with which the process may be repeated. In 
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a sense, the method dynamically generates a table of contents for the 

collection and adapts and modifies it in response to the user‟s selection. 

 Query-Specific Clustering 

Direct approaches to making the clustering query-specific are also possible. 

The hierarchical clustering is especially appealing because it appears to 

capture the essense of the cluster hypothesis best. The most related documents 

will appear in the small tight clusters, which will be nested inside bigger 

clusters containing less similar documents. The work described in Tombros, 

Villa, and Rijsbergen (2002) tested the cluster hypothesis on several document 

collections and showed that it holds for query-specific clustering. Recent 

experiments with cluster-based retrieval (Liu and Croft 2003) using language 

models show that this method can perform consistently over document 

collections of realistic size, and a significant improvement in document 

retrieval can be obtained using clustering without the need for relevance 

information from by the user.  

Document clustering is an effective approach to manage information 

overload. Documents can be clustered, i.e. grouped into sets of similar 

documents, with the help of human editors or automatically with the help of a 

computer program. Examples of manual clustering of websites, each a 

collection of documents, can be found in Yahoo![35] and Open Directory 

Project [36]. In these examples one can see that websites are grouped into 

broad topics and narrower subtopics within each broad topic, as opposed to 

many groups at the same level. Attempts at manual clustering of web 

documents are limited by the number of available human editors. For example, 

although the Open Directory Project has 67,026 editors to file a submitted 

website into the right category, the average wait time of a newly submitted site 

before it enters the appropriate category could be up to two weeks. A more 

efficient approach would be to use a machine learning algorithm to cluster 

similar documents into groups that are easier to grasp by a human observer. 

Two examples of such use of automated clustering are Vivisimo [37] and 

Google News[38]. Vivisimo offers an application that can be used to cluster 

results obtained from a search engine as a response to a query. This clustering 
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is done based on the textual similarity among result items and not based on the 

images or the multimedia components contained in them. Therefore, this type 

of clustering is known as text clustering or text document clustering. An 

example of Vivisimo clustering is shown in Figure 3.2. In this example the 

Vivisimo search engine was queried for „„document clustering”. The returned 

results are grouped into clusters labeled „„Methods”, „„Information Retrieval”, 

and „„Hierarchical, „„Engine” etc. Thus a user interested in „„hierarchical 

clustering” of documents can browse the results in the „„Hierarchical” group. 

Note that in this example of document clustering there is no hierarchy of 

clusters, i.e., all the clusters are at the same level. On the other hand, Google 

News collects news articles from about 4500 sources and automatically 

clusters them into different groups such as „„World”, „„U.S.”, „„Business”, 

„„Sci/Tech”, „„Sports”, „„Entertainment”, and „„Health” (Figure 3.3). Inside 

each group the articles are grouped together according to the event they 

describe[39]. 

 

Figure 3.2: Vivisimo clustering solution [37] 
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Figure 3.3: Google news clustering solution [38] 
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3.1.1 Document Clustering Applications 

Document clustering is applied in many fields of business and science. 

Initially, document clustering was studied for improving the precision or recall 

in information retrieval systems. Document clustering has also been used to 

automatically generate hierarchical clusters of documents[40]. Following are 

few applications of document clustering [16]: 

1. Finding Similar Documents: To find similar documents matching 

with the search result document. Clustering is able to discover 

documents that are conceptually alike compared to search-based 

approaches which discover documents sharing many of the same words.  

2. Organizing Large Document Collections: To organize large number 

of uncategorized documents in taxonomy identical to the one human 

would create for easy retrieval.  

3. Duplicate Content Detection: In many applications there is a need to 

find duplicates in a large number of documents. Clustering is employed 

for plagiarism detection, grouping of related news stories and to reorder 

search results rankings.  

4. Recommendation System: Here, a user is recommended articles based 

on the articles the user has already read. Again this is possible by 

clustering of the articles, and improving the quality.  

5. Search Optimization: Clustering helps a lot in improving the quality 

and efficiency of search engines as the user query can be first compared 

to the clusters instead of comparing it directly to the documents. 

Clustering is used in organizing the results returned by a search engine 

in response to a user‟s query [6]. Following this principle of cluster-

based browsing by automatically organizing search results into 

meaningful categories are Teoma, vivisimo clustering engine, 

MetaCrawler, WebCrawler [41]. 

3.1.2 Document Clustering Procedure [42]  

It is important to emphasize that getting from a collection of documents to 

a clustering of the collection, is not merely a single operation. It involves 
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multiple stages; which generally comprise three main phases: feature 

extraction and selection, document representation, and clustering.  

Feature extraction begins with the parsing of each document to produce a 

set of features and exclude a list of pre-specified stop words which are 

irrelevant from semantic perspective. Then representative features are selected 

from the set of extracted features [13]. Feature selection is an essential 

preprocessing method to remove noisy features. It reduces the high 

dimensionality of the feature space and provides better data understanding, 

which in turn improves the clustering result, efficiency and performance. It is 

widely used in supervised learning, such as text classification[43]. Thus, it is 

important for improving clustering efficiency and effectiveness. Commonly 

employed feature selection metrics are term frequency (TF), inverse document 

frequency (TF- IDF), and their hybrids. 

In the document representation phase, each document is represented by k 

features with the highest selection metric scores according to top-k selection 

methods. Document representation methods include binary (presence or 

absence of a feature in a document), TF (i.e., within-document term 

frequency), and TF-IDF. In the final phase of document clustering, the target 

documents are grouped into distinct clusters on the basis of the selected 

features and their respective values in each document by applying clustering 

algorithms[41].   

 3.1.2.1 Term Frequency–Inverse Document Frequency (TF-IDF)  

In most clustering algorithms, the dataset to be clustered is represented as a 

set of vectors X={x1, x2, …, xn}, where the vector xi is called the feature 

vector of single object. In Vector Space Model (VSM), the content of a 

document is formalized as a dot in the multidimensional space and represented 

by a vector d, such as d= {w1,w2,.....,wn}, where wi is the term weight of the 

term ti in one document. The term weight value represents the significance of 

this term in a document. To calculate the term weight, the occurrence 

frequency of the term within a document and in the entire set of documents is 

considered. The most widely used weighting scheme combines the Term 
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Frequency with Inverse Document Frequency (TF-IDF)[44]. The term 

frequency gives a measure of the importance of the term within the particular 

document. TF-IDF is a statistical measure which presents how important a 

word is to a document. More frequent words in a document are more 

important, i.e. more indicative of the topic[45]. 

Let fij = frequency of term i in document j  

Now normalize term frequency (TF) across the entire corpus:  

              {   }                                                                                   

The inverse document frequency is a measure of the general importance of 

the term. Terms that appear in many different documents are less 

indicative of overall topic.  

Let dfi = document frequency of term i  

       = number of documents containing term i  

IDFi = inverse document frequency of term i,  

                                                                                          (3.2) 

Where N: total number of documents  

A typical combined term importance indicator is TF-IDF weighting: 

                
   

   {   }
                                            (3.3) 

3.1.2.2 Dimension Reduction  

Dimension reduction for large-scale text data is attracting much attention 

nowadays because high dimensionality causes serious problem for the 

efficiency of most of the algorithms [46]. These algorithms are of two types: 

feature extraction and feature selection. In the feature extraction, new features 

are combined from their original features through algebraic transformation. 

Though effective, these algorithms introduce high computational overhead, 
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making it difficult for real-world text data. In feature selection, subsets of 

features are selected directly. These algorithms are widely used in real-world 

tasks due to their efficiency, but are based on greedy strategies rather than 

optimal solutions [42]. 

3.1.3 Challenges in Document Clustering 

Document clustering is being studied from many decades but still it is far 

from a trivial and solved problem. The challenges are: 

1. Selecting appropriate features of the documents that should be used for 

clustering. 

2. Selecting an appropriate similarity measure between documents. 

3. Selecting an appropriate clustering method utilising the above 

similarity measure. 

4. Implementing the clustering algorithm in an efficient way that makes it 

feasible in terms of required memory and CPU resources. 

5. Finding ways of assessing the quality of the performed clustering. 

6.  Problem representation, including feature extraction, selection, or 

both. 

7. Definition of proximity measure suitable to the domain. 

8. Actual clustering of objects. 

9. Data abstraction. 

10. Evaluation. 

Furthermore, with medium to large document collections (10,000+ 

documents), the number of term-document relations is fairly high (millions+), 

and the computational complexity of the algorithm applied is thus a central 

factor in whether it is feasible for real-life applications. If a dense matrix is 

constructed to represent term-document relations, this matrix could easily 

become too large to keep in memory - e.g. 100, 000 documents × 100, 000 

terms = 1010 entries ~ 40 GB using 32-bit floating point values. If the vector 

model is applied, the dimensionality of the resulting vector space will likewise 

be quite high (10,000+). This means that simple operations, like finding the 
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Euclidean distance between two documents in the vector space, become time 

consuming tasks [15, 16]. 

3.1.4 Document Clustering Techniques 

Several different variants of an abstract clustering problem exist. A flat (or 

partitional) clustering produces a single partition of a set of objects into 

disjoint groups, whereas a hierarchical clustering results in a nested series of 

partitions. Each of these can either be a hard clustering or a soft one. In a hard 

clustering, every object may belong to exactly one cluster. In soft clustering, 

the membership is fuzzy – objects may belong to several clusters with a 

fractional degree of membership in each. Irrespective of the problem variant, 

the clustering optimization problems are computationally very hard. The 

brute-force algorithm for a hard, flat clustering of n-element sets into k 

clusters would need to evaluate k
n
/ k! possible partitionings. Even enumerating 

all possible single clusters of size l requires n!/l!(n − l)!, which is exponential 

in both n and l. Thus, there is no hope of solving the general optimization 

problem exactly, and usually some kind of a greedy approximation algorithm 

is used. Agglomerative algorithms begin with each object in a separate cluster 

and successively merge clusters until a stopping criterion is satisfied. Divisive 

algorithms begin with a single cluster containing all objects and perform 

splitting until a stopping criterion is met. “Shuffling” algorithms iteratively 

redistribute objects in clusters. The most commonly used algorithms are the K-

means (hard, flat, shuffling), the EM-based mixture resolving (soft, flat, 

probabilistic), and the HAC (hierarchical, agglomerative) [15]. 

3.1.4 .1 Hierarchical Algorithms 

Hierarchical techniques produce a nested sequence of partitions, with a 

single, all-inclusive cluster at the top and singleton clusters of individual 

points at the bottom. Each intermediate level can be viewed as combining two 

clusters from the next lower level (or splitting a cluster from the next higher 

level). The result of a hierarchical clustering algorithm can be graphically 

displayed as tree, called a dendogram. This tree graphically displays the 
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merging process and the intermediate clusters. For document clustering, the 

dendogram provides a taxonomy, or hierarchical index. 

There are two basic approaches to generating a hierarchical clustering: 

a) Agglomerative: Start with the points as individual clusters and, at each 

step, merge the most similar or closest pair of clusters. This requires a 

definition of cluster similarity or distance. 

b) Divisive: Start with one, all-inclusive cluster and, at each step, split a 

cluster until only singleton clusters of individual points remain. In this 

case, we need to decide, at each step, which cluster to split and how to 

perform the split[40]. 

3.1.4.2 Partitional Algorithms 

Partitional clustering methods iteratively generate a single partition of the 

data, whereby the objective function is defined by the sum of distances from 

the pixel vector to the cluster prototype in n-dimensional space [47]. Hard 

partitional clustering is the case where each data point is assigned to one and 

only one cluster[47]. In fuzzy partitional clustering, each pixel is assigned a 

degree of membership of between 0 and 1 to each cluster [48]. Partitional 

algorithms used for document clustering include, but are not limited to: the k-

means algorithm [10], spectral clustering [49], and non-negative matrix 

factorization [50]. The k-means algorithm [10] is the most widely used 

algorithm for data clustering. The goal of the algorithm is to group data points 

into k clusters such that the Euclidean distances between data points in each 

cluster and its centroid are minimized. Spherical k-means [51]is a variant of 

the basic k-means algorithm that uses cosine similarity between data points 

instead of the Euclidean distance. Spherical k-means is usually used with 

document data sets where the cosine similarity is a measure more indicative of 

proximity between documents. 
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 3.1.4.3 Partitional Versus Hieratical Algorithms  

Omaia M. Al-Omari [1] made a comparison between using partitional and 

hieratical algorithms in document clustering as follows: 

The authors in (Yoo and Hu, 2006) performed a comprehensive comparison 

study of various document-clustering approaches such as K-means and Suffix 

Tree Clustering in terms of the efficiency, the effectiveness, and the 

scalability. They found that the partitional clustering algorithms are the most 

widely used algorithms in document clustering. 

The work in (Kanungo and Mount, 2002), presented an implementation of 

a filtering K-means clustering algorithm. It established the practical efficiency 

of the filtering algorithm by presenting a data-sensitive analysis of the 

algorithm's running time. For the running time experiments, they used two 

algorithms, simple brute-force algorithm which computes the distance from 

every data point to every center. The second algorithm, called kd-center, 

operates by building a kd-tree with respect to the center points and then uses 

the kd-tree to compute the nearest neighbor for each data point. The results 

showed that the filtering K-means clustering algorithm runs faster as the 

separation between clusters increases. 

The authors in (Zhong and Ghosh, 2002) focused on model-based 

partitional clustering algorithms because, according to the authors, many 

advantages provided. First, the complexity is O(n), where n is the number of 

data documents. In similarity-based approaches, calculating the pair wise 

similarities requires O(n
2
) time. Second, each cluster is described by a 

representative model, which provides a richer interpretation of the cluster. 

As shown these researches indicates that partitional algorithms are more 

appropriate than hierarchal algorithms for document clustering. So in our 

experiments partitional algorithms will be used. 
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3.1.4.4 K-Means Clustering Algorithm 

K-means algorithm is used in our experiments to get the best clustering 

results. It follows a simple and easy way to classify a given document set 

through a certain number of clusters (assume k clusters). The main idea is to 

define k centroids, one for each cluster. The simple K-means algorithm 

chooses the centroid randomly from the document set. The next step is to take 

each document belonging to a given data set and associate it to the nearest 

centroid. The K-means clustering partitions a data set by minimizing a sum of-

squares cost function. 

  ∑∑‖  
   

   ‖
 

 

   

 

   

                                                              

Where ||xi
(j)

 - cj||
2
  is a chosen distance measure between a document xi

(j)
 

and the cluster center cj, is an indicator of the distance of the n documents 

from their respective cluster centroids.[52] 

The K-Means Algorithm [52] 

K-MEANS ({   ⃗⃗⃗⃗  ⃗      ⃗⃗ ⃗⃗   },K) 

1  (  ⃗⃗  ⃗   ⃗⃗  ⃗      ⃗⃗⃗⃗                           ⃗⃗⃗⃗  ⃗      ⃗⃗ ⃗⃗         

2  for k  1 to K 

3  do       ⃗⃗⃗⃗  

4  while stopping criterion has not been met 

5  do for k  1 to K 

6 do       

7 for n  1 to N 

8 do           |   ⃗⃗⃗⃗  ⃗    ⃗⃗⃗⃗ | 

9           ⃗⃗⃗⃗   (reassignment of vectors) 
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10  for k  1 to K 

11  do     
 

|  |
∑        

 (recomputation of centroids) 

12  return {   ⃗⃗⃗⃗  ⃗      ⃗⃗ ⃗⃗  } 

 

 

 

As shown in Figure 3.4, K-means algorithm use cluster centroid to 

represent cluster, the first step is assigning data elements to the closest cluster. 

The second step is moving each centroid to its cluster. Repeat these steps until 

no change in movement of centroids. 

3.1.4.5 Expectation Maximization (EM) Algorithm 

The EM algorithm fall within a subcategory of the flat clustering 

algorithms, called Model-based clustering. The model-based clustering 

assumes that data were generated by a model and then tries to recover the 

+ 

- 

Number of 

cluster K 

Centroid 

Distance objects 

of centroids 

Grouping based on 

minimum distance 

No object 

Move group? 

 

 end 

Start 

Figure 3. 4: The K-means algorithm Flow chart 
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original model from the data. This model then defines clusters and the cluster 

membership of data. The EM algorithm is a generalization of K-Means 

algorithm in which the set of K centroids as the model that generate the data. It 

alternates between an expectation step, corresponding to reassignment, and a 

maximization step, corresponding to recomputation of the parameters of the 

model [16]. In addition to using distance as the similarity measure, the 

Expectation Maximization (EM) algorithm uses probabilities to measure the 

similarities. It is assumed that the points of a cluster follow a certain 

distribution [8]. By assuming the parameters of the distribution of each cluster, 

EM utilizes probability to judge which cluster a data point should be assigned 

to. Algorithm EM then adjusts the parameters of each cluster‟s distribution 

according to the data points in that cluster. Next, it reassigns these points 

according to these new distributions. These iterations continue until the 

clustering results converge. For example, if the distribution of Cluster Ci 

follows a given probability density function (abbreviated as pdf) fci(v), then 

the probability for a point 

with position v to belong to this cluster is: 

    |   
   |         

    
 

     

    
   

                                           

If a point at location v is more likely to belong to Cluster Ci than to Cluster 

Cj, i.e.,     |    (  | ), then this point will be assigned to Cluster Ci [53]. 

3.2 Similarity Measures 

Before clustering, a similarity/distance measure must be determined. The 

measure reflects the degree of closeness or separation of the target objects and 

should correspond to the characteristics that are believed to distinguish the 

clusters embedded in the data. In many cases, these characteristics are 

dependent on the data or the problem context at hand, and there is no measure 

that is universally best for all kinds of clustering problems.  In general, 

similarity/distance measures map the distance or similarity between the 

symbolic description of two objects into a single numeric value, which 
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depends on two factors- the properties of the two objects and the measure 

itself [54]. 

There are many measures can be used in clustering algorithms: Euclidean 

Distance, Manhattan, Cosine Similarity, Jaccard Coefficient, and Pearson 

Correlation Coefficient. We will study Euclidean Distance, Manhattan 

distance. 

3.2.1 Euclidean Distance Function 

Euclidean distance is a standard metric for geometrical problems. It is the 

ordinary distance between two points and can be easily measured with a ruler 

in two- or three-dimensional space. Euclidean distance is widely used in 

clustering problems, including clustering text. It satisfies all the metric 

conditions and therefore is a true metric. It is also the default distance measure 

used with the K-means algorithm [54].  

The distance between two documents is defined as: 

        √(       )
 
  (       )

 
   (       )

 
                                    

Where i=                 and j= (              ) are two n-

dimensional data objects. 

Euclidean Distance is a main measuring similarity function in our 

clustering experiments, because of widely of using it in document clustering . 

3.2.2 Manhattan Distance Function 

Manhattan (or city block) distance function is the distance between two 

points is the sum of the absolute differences of their coordinates. The function 

is defined as: 

       |       |  |       |    |       |                                                   
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Figure 3.5 shows the geometric representations of  Eculidean and 

Manhattan distance measures. As depicted Eculidean distance is defined as a 

straight line between two points, in the other hand Manhattan is defined as a 

distance between two points is the sum of the (absolute) differences of their 

coordinates. 

  

x 

y 

Euclidean 

x 

y 

Manhattan 

Figure 3. 5: Manhattan and Eculidean Distance 
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In this chapter, we will discuss architecture of system for clustering Arabic 

text documents. Before clustering, text preprocessing will be applied to 

achieve the best results for clustering process, many preprocessing techniques 

have been used to enhance clustering results. 

The architecture of clustering text is contains of: 

1. Collect Arabic text documents 

2. Apply text preprocessing for documents 

3. Represent documents 

4. Cluster documents 

5. Evaluation results of clustering process 

 

Figure 4. 1: Arabic document clustering architecture 

4.1 Collect Arabic Text Documents 

Collection of Data includes the processes like crawling, indexing, filtering, 

etc., These processes are used to collect documents to be clustered, indexed to 

store and retrieve in a better way, and filtered to remove extra data; for 

example, stopwords [42]. Large Arabic corpus of text documents as well as 

two freely public datasets were used for experiments. The first data set 

published by Saad in
 

http://sourceforge.net/projects/ar-text-mining. The 

dataset was collected from CNN Arabic website because it is free, public, 

contains suitable number of documents for clustering process and suitable to 

for the hardware used in the experiments. CNN Arabic dataset used in the 

experiments is related to various categories, such as Business, Entertainments, 

Middle East News, Science and Technology, Sports, and World News.  

Collect Arabic text documents 

Arabic text pre-processing 

Document representation 

Documents clustering 

Evaluation of results 
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Table 4.1 presents categories of CNN-Arabic corpus which includes 5070 

documents, each document belongs to 1 of the 6 categories. 

Table 4. 1: Number of documents in each category of CNN testing data set 

id Text Categories 
Number of  

documents 

% from 

corpus 

1 Business 836 16.49% 

2 Entertainments 474 9.35% 

3 Middle East News 1462 28.84% 

4 Science & Technology 526 10.37% 

5 Sports 762 15.03% 

6 World News 1010 19.92% 

Total 5,070 100% 

The second dataset used in the experiments was BBC Arabic corpus, which 

has been collected from BBC Arabic website bbcarabic.com. As shown in 

Table 4.2, the corpus includes 4,763 text documents, each text document 

belongs to 1 of 7 categories: Middle East News, World News, Business & 

Economy, Sports, International Press, Science & Technology and Art & 

Culture. The corpus contains 1,860,786 (1.8M) words and 106,733 district 

keywords after stopwords removal. The corpus was converted to utf-8 

encoding and html tags were stripped. 
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Table 4.2: Number of documents in each category of BBC testing data set 

id Text Categories 
Number of  

documents 

% from 

corpus 

1 Middle East News 2356 49.46 % 

2 World News 1489 31.26 % 

3 Business & Economy 296 6.21 % 

4 Sports 219 4.59 % 

5 International Press 49 1.028 % 

6 Science & Technology 232 4.87 % 

7 Art & Culture 122 2.56 % 

Total 4,763 100% 

 

4.2 Arabic Text Preprocessing Techniques 

Text preprocessing consists of text input, word segment and stop-word 

filters, which require as much as 80 percent of the total effort. After the 

segment and filter, the dimensionality of the text feature vector can be 

significantly reduced, and hence, the processing effort needed in the discovery 

phase can be decreased greatly [55]. Preprocessing has been performed to 

represent the data in a form suitable for clustering. There are many ways of 

representing the documents, such as Vector-Model, graphical model, etc. 

Many measures were also used for weighing the documents and their 

similarities [42]. 

Arabic language consists of three types of words: nouns, verbs and 

particles. Nouns and verbs are derived from a limited set of about 10,000 roots 

(Darwish, 2002). Templates are applied to the roots in order to derive nouns 

and verbs by removing letters, adding letters, or including infixes. 

Furthermore, a stem may accept prefixes and/or suffixes in order to form the 

word (Darwish, 2003).  The orientation of writing in Arabic is from right to 

left [56]. Viewing text as a Bag Of Tokens (BOT) (words, n-grams) is 

considered as one of widely used methods for text mining presentations, where 
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both classification and clustering can be applied. These are quite useful for 

mining and managing large volumes of text, however, there is a potential to do 

much more. The BOT approach loses a lot of information contained in text, 

such as word order, sentence structure and context. These are precisely the 

features that humans use to interpret text. Natural Language Processing (NLP) 

attempts to understand document completely (at the level of a human reader). 

General NLP is highly ambiguous. Natural Language is meant for human 

consumption and often contains ambiguities under the assumption that humans 

will be able to develop context and interpret the intended meaning [56-59]. 

Text processing includes tokenizing string to words, normalizing tokenized 

words, remove predefined set of words (stopwords), morphological analysis 

and finally term weighting [60, 61]. 

Preprocessing Techniques: 

There are six techniques for Arabic text preprocessing: 

1. String Tokenization 

2. Dropping common terms: stop words 

3. Normalization 

4. Morphological Analysis Techniques (Stemming and Light Stemming) 

5. Term Pruning 

6. Vector Space Model (VSM) and Term Weighting Schemes 

 

Figure 4. 2: Arabic text preprocessing Techniques 

Arabic text preprocessing 
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String Tokenization 

Dropping common terms 

Normalization 
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Figure 4.2 depicts the six techniques for Arabic text preprocessing to 

present the data for clustering process.  

4.2.1 String Tokenization 

One of the first steps of processing any text corpora is to divide the input 

text into proper units. These units could be characters, words, numbers, 

sentences or any other appropriate unit.  The definition of a word here is not 

the exact syntactic form that is why we call it a 'token'. A token could refer to 

a syntactic word, a number or, as in Arabic, a whole grammatical phrase (e.g. 

( ٔعُغاعذْى)  "and we shall help them"). The process of extracting tokens is 

called tokenization (Attia, 2008; Lee et al, 2003) [62].Tokenization is the task 

of chopping it up into pieces, called tokens, perhaps at the same time throwing 

away certain characters, such as punctuation. A token is an instance of a 

sequence of characters in some particular document that are grouped together 

as a useful semantic unit for processing. A type is the class of all tokens 

containing the same character sequence. A term is a (perhaps normalized) type 

that is included in the IR system‟s dictionary [32]. 

4.2.2 Dropping Common Terms: Stop Words 

Stop words are common words which would appear to be of little value in 

helping select documents matching a user need are excluded from the 

vocabulary entirely. The general strategy for determining a stop list is to sort 

the terms by collection frequency (the total number of times each term appears 

in the document collection), and then to take the most frequent terms, often 

hand-filtered for their semantic content relative to the domain of the 

documents being indexed, as a stop list, the members of which are then 

discarded during indexing [32]. "stop-words," i.e., terms that are to be 

excluded from the indexing can be defined. Typically, a default list of English 

stop words includes "the", "a", "of", "since", etc., i.e., words that are used in 

the respective language very frequently, but communicate very little unique 

information about the contents of the document. For Arabic, stopwords list 

includes punctuations (? ! …), pronouns (... ْٕ ًْ٘ا ٙانر انز  ), adverbs ( ذحد فٕق ... 

ٍ  تٛ ), days of week ( ٍ  ٛالاشُ الاحذ انغثد  ... ), month of year ( ياسط ُٚاٚش فثشاٚش  ... ). 
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Stopwords list are removed because they do not help determining document 

topic and to reduce features [63]. 

4.2.3 Normalization 

As data variables are of variable size and scales, it is therefore essential that 

we scale the data variables so that they are comparable. For example, if we 

have an age variable with a range from 0 to 100 and an income variable with a 

range from 30,000 to 100,000 thereby making it quite difficult to compare 

both variables. An increase of 10 corresponds to 10% in the age variable while 

accounting for only 0.01 % of the income variable. However if both variables 

are scaled to the same range of 0 and 1 then an increase in one variable would 

be directly comparable with the other variable. Data scaling can be performed 

by normalizing or standardizing the data variables, which is typically 

performed on the independent variables. Normalization scales each data 

variable into a range of 0 and 1 as shown in the following equation: 

   
              

      
   

  
      

                                   (4.1) 

where    
             represents the normalized value,     represents the value 

of interest,   
   represents the minimum value and   

    represents the 

maximum value. After being scaled, the minimum value would become 0 and 

the maximum value would become 1, while all other values would be in 

between 0 and 1 [64]. 

4.2.4 Morphological Analysis Techniques (Stemming and Light 

Stemming) 

Stemming algorithms are needed in many applications such as natural 

language processing, compression of data, and information retrieval systems. 

In Arabic, the stemming approaches are applied in information retrieval field. 

Applying stemming algorithms as a feature selection method reduces the 

number of features since lexical forms (of words) are derived from basic 

building blocks; and hence, many features that are generated from the same 

stem are represented as one feature (their stem) [65]. Many stemmers have 
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been developed for English and other European languages. These stemmers 

mostly deal with the removal of suffixes as this is sufficient for most 

information retrieval purposes. Some of the most widely known stemmers for 

English are Lovins and Porter stemming algorithms [66]. The cause for 

needing special stemming algorithms for Arabic language can be described by 

El-Sadany and Hashish in the following points [67]: 

i. Arabic is one of Semitic languages which differs in structure of affixes 

from Indo-European type of languages such as English and French;  

ii. Arabic is mainly roots and templates dependent in the formation of 

words;  

iii. Arabic roots consonants might be changed or deleted during the 

morphological process.  

There are three different approaches for stemming: the root-based 

stemmer, the light stemmer, and the statistical stemmer. These stemming 

types are shown below in Figure 4.3. 

 
Figure 4. 3: Stemming System Architecture 
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Two types of stemming (root-based and light) will be applied to Arabic 

documents in addition to without stemming type: 

a. Root-based Stemming 

Stemming using root extractor which uses morphological analysis for 

Arabic words, Figure 4.4 depicts an example of using stemming for feature 

selection. Note that several words such as (انكراب انكاذة انًكرثح) which mean "the 

library", "the writer" and "the book" respectively are reduced to one stem (كرة) 

which means write [68] as shown in figure 4.4 [69], which describes 

preprocessing steps in root based stemming. Several algorithms have been 

developed for this approach such as: 

RDI MORPHO3 Algorithm, Sebawai root extractor (SR) Algorithm, and 

Khoja Stemming Algorithm which will be used in our experiments. 

 RDI MORPHO3 

This system uses rules in conjunction with statistics in order to build a list 

of possible prefix-suffix template combinations (Attia, 2000). These 

combinations are used in order to transform the word to a root. The main 

disadvantage of this system is that the rules are built manually which is time 

consuming and demanding a deep knowledge of the Arabic language. The 

output of MORPHO3 system is a morphological analysis of the words 

including its root, stem, meaning of prefixes and suffix, etc… 

 Sebawai Root Extractor (SR) 

Sebawai is very similar to MORPHO3 root extractor. However, it uses 

automatic rules rather than manual rules (Darwish, 2003). Rules have been 

obtained through training the system with a list of word-root pairs. The author 

suggests obtaining the training list by three ways; (a) manual construction, (b) 

using another morphological analyzer tool such as MORPHO3, or (c) parsing 

a dictionary[70]. 
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 Khoja Stemming Algorithm  

Khoja and Garside developed stemmer algorithms [71]. The algorithm, 

developed by using both Java and C++ languages, removes the longest suffix 

and the longest prefix. It then matches the remaining word with verbal and 

noun patterns, to extract the root. The stemmer makes use of several linguistic 

data files such as a list of all diacritic characters, punctuation characters, 

definite articles, and 168 stop words. The algorithm achieves accuracy rates of 

up to 96%. The algorithm correctly stems most Arabic words that are derived 

from roots. 

 

Figure 4.4: Preprocessing with root-based stemming 

Algorithm 4.1: Arabic Stemming Algorithm Steps [71] 

1. Remove diacritics. 

2. Remove stopwords, punctuation, and numbers. 

3. Remove definite article ( ال ). 

4. Remove inseparable conjunction ( ٔ ). 

5. Remove suffixes. 

6. Remove prefixes. 

7. Match result against a list of patterns. 

 If a match is found, extract the characters in the pattern 

representing the root. 

 Match the extracted root against a list known "valid" roots. 

1طثع   

4كتة   

1وضع   

1وسخ   

 Terms 

Weighting 

 

 

وضع الكاتة وسخح  طثع الكتاب، ثم

 مه ذلك الكتاب في المكتثح.

 

 

  

 

Preprocessor 
 

 طثع الكتاب وضع الكاتة

 وسخح الكتاب المكتثح

 

 طثع الكتاب وضع كتة وسخ

 كتة كتة

 

Root extractor 
 

Stem level 

vectors 

 

Test document 
 

 

 



48 
 

8. Replace weak letters ٔ)٘()أ() ) with ٔ) ). 

9. Replace all occurrences of Hamza( ؤ ()ء ()ئ ) with(ا). 

10. Two letter roots are checked to see if they should contain a 

double character. If so, the character is added to the root. 

b. Light Stemming  

The main idea for using light stemming is that many word variants do not 

have similar meanings or semantics. However; these word variants are 

generated from the same root. Thus, root extraction algorithms affect the 

meanings of words. Light stemming by comparison aims to enhance the 

categorization performance while retaining the words' meanings. It removes 

some defined prefixes and suffixes from the word instead of extracting the 

original root[72]. Light-stemming keeps the word's meanings unaffected. 

Figure 4.5 demonstrates an example of using light stemming. Here we note 

that light stemming maintains the difference between ( انكراب انكاذثٌٕ ) which 

means "the book" and "the writers" respectively; their light stems are ( كاذة

 . which means book and writer [73] (كراب

Algorithm 4.2: Arabic Light Stemming Algorithm Steps [74] 

1. Normalize word: 

- Remove diacritics. 

- Replace( ()ئ )آ()أ  with(ا). 

- Replace(ج) with( (ِ . 

- Replace(ٖ) with( (٘ . 

Stem prefixes: 

2. Remove prefixes: ( ٔ) ،(نم) ،(فال) ،(كال) ،(تال) ،(ٔال) ،(ال ). 

Stem suffixes: 

3. Remove suffixes:( ٘) ،(ِ) ،(ٚح) ،(ٍٚ) ،(ٌٔ) ،(اخ) ،(اٌ) ،(ْا)   . 
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Figure 4.5: Preprocessing with light stemming 

4.2.5  Term Pruning 

Term Pruning, in Machine Learning, refers to an action of removing 

nonrelevant features from the feature space. In text mining, pruning is a useful 

preprocessing concept because most words in the text corpus are low-

frequency words. According to the Zipf's law, given some corpus of natural 

language texts, if words are ranked according to their frequencies, the 

distribution of word frequencies is an inverse power law with the exponent of 

roughly one [75]. This implies that, in any training corpus, the majorities of 

the words in the corpus appear only a few times. A word that appears only a 

few times is usually statistically insignificant - low document frequency, low 

information gain, etc. Moreover, the probability of seeing word, that occurs 

only once or twice in the training data, in the future document is very  

low [76]. In the other hand term pruning can be defined as the process of 

eliminating the words that its count is less or greater than a specific  

threshold [63]. 
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4.2.6 Vector Space Model (VSM) and Term Weighting Schemes 

The representation of a set of documents as vectors in a common vector 

space is known as the vector space model and is fundamental to a host of 

information retrieval operations ranging from scoring documents on a query, 

document classification and document clustering. A pivotal step in this 

development is the view of queries as vectors in the same vector space as the 

document collection [32]. In the Vector Space Model, the contents of a 

document are represented by a multidimensional space vector. The proper 

classes of the given vector are determined by comparing the distances between 

vectors. The procedure of the Vector Space Model can be divided into three 

stages: 

1. The first step is document indexing, when most relevant terms are 

extracted. 

2. The second stage is based on the introduction of weights associated 

to index terms in order to improve the retrieval relevant to the user. 

3. The last stage classifies the document with a certain measure of 

similarity. 

The most common vector space model assumes that the objects are vectors 

in the high-dimensional feature space. A common example is the bag-of-

words model of text documents. In a vector space model, the similarity 

function is usually based on the distance between the vectors in some metric. 

In VSM, document can be represented as vector space in high dimensions. 

Each document can be represent as vector space V(d), 

V(d)=((t1,w1),(t2,w2),…,(tn,wn)).Where, ti is the feature i in document d, wi is 

the weight of ti in document d. The value of wi can be 0 or 1, in the other hand 

tf*idf is a widely used method in term weight (wi) calculation in document 

representation. For tf, reflects local weight in each document, idf reflects 

global weight in all documents [23]. 

Term weighting is one of preprocessing methods; used for enhanced text 

document presentation as feature vector. Term weighting helps us to locate 

important terms in a document collection for ranking purposes [77]. The 
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popular schemes for term weight are Boolean model, Term Frequency (TF), 

Inverse Document Frequency (IDF), and Term Frequency-Inverse Document 

Frequency (TF-IDF). 

 Boolean Model 

The Boolean model is the simplest retrieval model based on Boolean 

algebra and set theory [78]. Boolean model indicates to absence or presence of 

a word with Booleans 0 or 1 respectively [79]. 

 Term Frequency 

This approach is to assign to each term in a document a weight for that term 

that depends on the number of occurrences of the term in the document. To get 

this compute a score between a query term t and a document d, based on the 

weight of t in d. The simplest approach is to assign the weight to be equal to 

the number of occurrences of term t in document d. This weighting scheme is 

referred to as term frequency Term Frequency  and is denoted TFt,d, with the 

subscripts denoting the term and the document in order  [32]. 

         
       

∑         
                                    4.2) 

Where n(d,ti) is the number of occurrences of ti in a document and Σi n(d, ti) 

is the total number of tokens in document.  

 Inverse Document Frequency 

Raw term frequency suffers from a critical problem: all terms are 

considered equally important when it comes to assessing relevancy on a query. 

In fact certain terms have little or no discriminating power in determining 

relevance. For instance, a collection of documents on the auto industry is 

likely to have the term auto in almost every document. To this Inverse 

document frequency IDF(t) is scale down the terms that occur in many 

documents. We introduce a mechanism for attenuating the effect of terms that 

occur too often in the collection to be meaningful for relevance determination. 

An immediate idea is to scale down the term weights of terms with high 
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collection frequency, defined to be the total number of occurrences of a term 

in the collection. The idea would be to reduce the tf weight of a term by a 

factor that grows with its collection frequency. Instead, it is more 

commonplace to use for this purpose the document frequency dft, defined to 

be the number of documents in the collection that contain a term t. This is 

because in trying to discriminate between documents for the purpose of 

scoring it is better to use a document-level statistic (such as the number of 

documents containing a term) than to use a collection-wide statistic for the 

term  [32]. 

            
 

  
                                                                        4.3) 

Where Di is the number of documents containing ti and D is the total 

number of documents in the collection. 

 Term Frequency-Inverse Document Frequency (TF-IDF) 

Term Frequency and Inverse Document Frequency (TF-IDF), is a popular 

method of preprocessing documents in the information retrieval community 

[80]. 

TF-IDFt,d  assigns to term t a weight in document d that is 

1. highest when t occurs many times within a small number of documents 

(thus lending high discriminating power to those documents). 

2. lower when the term occurs fewer times in a document, or occurs in 

many documents (thus offering a less pronounced relevance signal). 

3. lowest when the term occurs in virtually all documents [32]. 

         (     )  
   

√∑    
  

   

    (
 

  
)                                     4.4) 

Where N is the number of documents in the data set, M is the number of 

terms used in the feature space, fij is the frequency of a term i in document j, 

and ni denotes the number of documents that term i occurs in at least once.  
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In thesis we will apply Term Frequency-Inverse Document Frequency  

(TF-IDF) preprocessing method to enhance text document presentation as 

feature vector.  

4.3 Document Representation 

The documents are represented by feature vectors. A feature is simply an 

entity without internal structure – a dimension in the feature space. A 

document is represented as a vector in this space – a sequence of features and 

their weights. The most common bag-of-words model simply uses all words in 

a document as the features, and thus the dimension of the feature space is 

equal to the number of different words in all of the documents. The methods 

of giving weights to the features may vary. The simplest is the binary in which 

the feature weight is either one – if the corresponding word is present in the 

document – or zero otherwise. More complex weighting schemes are possible 

that take into account the frequencies of the word in the document, in the 

category, and in the whole collection. The most common TF-IDF scheme 

gives the word w in the document d the weight [81]. This scheme is mentioned 

previously in details. 

4.4 Documents Clustering 

As mentioned in details previously in chapter 3. Clustering algorithms 

group a set of documents into subsets or clusters. The algorithms‟ goal is to 

create clusters that are coherent internally, but clearly different from each 

other. In other words, documents within a cluster should be as similar as 

possible; and documents in one cluster should be as dissimilar as possible 

from documents in other clusters. Clustering is the most common form of 

unsupervised learning. No supervision means that there is no human expert 

who has assigned documents to classes. In clustering, it is the distribution and 

makeup of the data that will determine cluster membership. The difference 

between clustering and classification may not seem great at first. After all, in 

both cases we have a partition of a set of documents into groups. But the two 

problems are fundamentally different. Classification is a form of supervised 

learning: its goal is to replicate a categorical distinction that a human 
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supervisor imposes on the data. In unsupervised learning, of which clustering 

is the most important example, there is no such teacher to guide. The key input 

to a clustering algorithm is the distance measure [32]. 

4.5 Document Clustering Tool (WEKA) 

WEKA (Waikato Environment for Knowledge Analysis) is a data mining 

open-source tool in abroad, but it is rarely used at home. We provide 

documents preprocessing, and apply K-means algorithm in the Arabic 

document clustering by adjusting the parameters in WEKA. WEKA is a 

famous with data mining software and is well received in abroad [82]. For 

example, lots of document clustering and document categorization 

experiments have been carried out using 20 Newsgroups and Reuters-21578 

corps based on WEKA [83]. The main functions of document clustering in 

WEKA include three aspects as below:  

(1) Convert directory structure to arff file.  

(2) Convert string attributes into a set of attributes representing word 

occurrence. 

(3) Apply clustering algorithm.  

WEKA is an open-source software, researchers can modify or add new 

algorithm when they needed [84]. Clustering tools and options using WEKA is 

depicted in Figure 4.6. Document representation using WEKA is depicted in 

Figure 4.7. String to Word Vector tools using WEKA, is depicted in  

Figure 4.8. Figure 4.10, depicts clustering options using WEKA, which can 

change clustering algorithm and change properties of algorithm. 
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Figure 4.6: Clustering tools and options (WEKA) 
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Figure 4.7: Document representation in WEKA 

 

Figure 4. 8: String To Word Vector tools using WEKA 
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Figure 4. 9: Preprocessing options in WEKA 
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Figure 4. 10: Clustering options using WEKA 

4.6 Evaluation 

There are many evaluation standards in information retrieval used in 

document clustering such as Entropy, Cluster Purity, and F-measure which 

will be used in this thesis. 

F-measure: F-measure [85] is widely used in text clustering. It provides a 

good balance between precision and recall, which is excellent in the context of 

information retrieval [86]. 

 Precision shows how many documents are in right cluster with respect 

to the cluster size.  

 Recall shows how many documents are in the right cluster with respect 

to total documents. 
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Precision (P) is the fraction of retrieved documents that are relevant [32]. 

           
                            

                  
            |                       

Recall (R) is the fraction of relevant documents that are retrieved. 

        
                            

                  
              |                          

These notions can be made clear by examining the following contingency 

table: 

 Relevant Non relevant 

Retrieved True positive (tp) False positive (fp) 

Not retrieved False negative (fn) True negative (tn) 

Then: 

 Precision (P) = tp/(tp+fp)                                               

 Recall (R)     = tp/(tp+fn)                                               

on the other hand we can compute precision and recall for class i and 

cluster j is defined as: 

             
   

  
                                                                                                      

                
   

  
                                                                                                

Where nij is the number of documents with class label i in cluster j , ni is the 

number of documents with class label i, and nj is the number of documents in 

cluster  j , and n is the total number of documents.  
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The F-measure for class i and cluster j is given as: 

       
                             

                           
                                                          

Then total F-measure of clustering process is calculated as: 

  ∑  
           ⁄                                                                                     
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CHAPTER 5: EXPERIMENTAL 

RESULTS AND ANALYSIS 
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In this chapter we will discuss the experimental results of applying 

clustering technique in Arabic text documents with many text preprocessing 

methods and combinations. As mentioned in previous chapter, the data sets 

are: CNN Arabic corpus which includes 5,070 text documents, each text 

document belongs 1 of the 6 categories: Business, Entertainments, Middle 

East News, Science & Technology, Sports, and World News. The other 

dataset: BBC Arabic corpus which includes 4,763 documents, each document 

belongs to 1 of the 7 domains or categories: Middle East News, World News, 

Business & Economy, Sports, International Press, Science & Technology, and 

Art & Culture. WEKA data mining tool is used for text preprocessing and 

document clustering. Experiment environment as follows, operating system: 

Windows 8, CPU: Intel Core i7 2670QM 2.20 GHz, Memory: 8 GB, WEKA 

version: 3.6.4. 

Experimental results were investigated by measuring evaluation of 

clustered documents in many cases of preprocessing techniques. The two most 

frequent and basic measures for information retrieval effectiveness (measuring 

precision and recall) [32] were used for accuracy reasons. The other 

measurement is F-Measure which is a single measure that trades off precision 

versus recall [32]. The impact of the following text preprocessing techniques 

will be discussed:  

 Term pruning. 

 Term Weighting. 

 stemming techniques. 

 Normalization. 

Then we will discuss: 

 Effect of  clustering algorithms. 

 Effect of distance functions.  

Many symbols were used in experiments setup for preprocessing 

combinations, as depicted below in Table 5.1. 
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Table 5.1 Symbols used in experiments and their description 

symbol description 

Boolean Indicating presence (1) or absence (0) of a word 

wc Output word counts 

wc-tf Apply TF transformation on word count 

wc-tf-idf Apply TFIDF transformation on word count 

wc-norm Apply document normalization on word count 

wc-minFreq3 Apply term pruning on word count that less than 3 

wc-norm-minFreq3 Apply normalization and term pruning on word count that less than 3 

wc-tfidf-norm-minFreq3 Apply TFIDF and normalization on word count that less than 3 

wc-norm-minFreq5 Apply normalization and term pruning on word count that less than 5 

wc- tfidf-norm -minFreq5 Apply TFIDF and normalization on word count that less than 5 

5.1 Analysis of Term Pruning Impact 

Term pruning is applied for preprocessing in String to Word Vector options 

by setting the minimum term frequency in the document. In default state the 

minTermFreq =1, that means no term pruning are applied and all words are 

contained in dataset. We increased term frequency in many counts (3,5,7 and 

9)  to investigate the impact of term pruning in clustering process. The first 

dataset is CNN dataset, it is used in experiments with several values as 

followed. 

Table 5.2: Precision, recall, and F-measure of using term pruning 

combining with term weighting and light stemming (CNN Dataset) 

 minTermFreq=3 minTermFreq=5 minTermFreq=7 minTermFreq=9 

precision 0.699 0.495 0.531 0.554 

Recall 0.491 0.443 0.531 0.554 

F-Measure 0.577 0.468 0.531 0.554 
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Table 5.3 : Precision, recall, and F-measure of using term pruning 

combining with term weighting and normalization (CNN Dataset)  

 minTermFreq=3 minTermFreq=5 minTermFreq=7 minTermFreq=9 

precision 0.614 0.625 0.591 0.620 

Recall 0.492 0.436 0.536 0.498 

F-Measure 0.546 0.514 0.563 0.552 

Table 5.4 :  Precision, recall, and F-measure of using term pruning combining 

with term weighting , normalization, and root-based stemming (Khoja) 

 (CNN Dataset) 

From tables 5.2, 5.3, and 5.4; results show that F-measure has the largest 

value for minimum term frequency at minTermFreq 3: 0.577, the largest 

measure is for  minimum term frequency at minTermFreq 7: 0.563, and the 

last value is for minimum term frequency  at minTermFreq 5: 0.565. From 

these results as shown the best value from these results is for minimum term 

frequency at 3. This gives indication that to use a small value  for minimum 

term frequency to enhance results of text preprocessing as shown in  

Figure 5.1. 

 minTermFreq=3 minTermFreq=5 minTermFreq=7 minTermFreq=9 

precision 0.545 0.635 0.527 0.531 

Recall 0.331 0.509 0.527 0.531 

F-Measure 0.412 0.565 0.527 0.531 
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Figure 5.1: Evaluation of using term pruning with minTermFreq=3,5, 

and 7  (CNN Dataset)  

For confirmation of term pruning impact, and the appropriate  value for 

minimum term frequency, another dataset is used (BBC dataset) to show 

evaluation of  term pruning with two values (3 and 5) . 

Table 5.5 : Precision, recall, and F-measure of using term pruning 

combining with term weighting and normalization (BBC Dataset) 

 minTermFreq=3 minTermFreq=5 minTermFreq=7 minTermFreq=9 

precision 0.366 0.370 0.309 0.056 

Recall 0.366 0.399 0.383 0.074 

F-Measure 0.366 0.384 0.342 0.064 

Table 5.6 : Precision, recall, and F-measure of using term pruning 

combining with root based stemming (khoja) (BBC Dataset) 

 minTermFreq=3 minTermFreq=5 minTermFreq=7 minTermFreq=9 

Precision 0.0195 0.052 0.321 0.321 

Recall 0.019 0.052 0.330 0.420 

F-Measure 0.019 0.052 0.325 0.364 
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Table 5.7 : Precision, recall, and F-measure of using term pruning 

combining with light stemming  (BBC Dataset) 

 minTermFreq=3 minTermFreq=5 minTermFreq=7 minTermFreq=9 

Precision 0.786 0.739 0.321 0.321 

Recall 0.692 0.684 0.345 0.345 

F-Measure 0.736 0.710 0.332 0.332 

From table 5.5, 5.6, and 5.7; results depicts that adjustment value of 

minimum term frequency at minTermFreq 3 gives the best evaluation for 

precision, recall, and F-measure,  in comparison with other results. This also 

gives indication to use a small value  for minimum term frequency to enhance 

results of text preprocessing. Figure 5.2 shows that minimum term frequency 

at minTermFreq 3 is the best value of evaluation for precision, recall, and F-

measure. 

 

Figure 5.2: Evaluation of using term pruning with minTermFreq = 3, 

5, and 9 (BBC Dataset) 
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5.2 Analysis of Term Weighting impact 

Term Weighting aims to give higher weight to most discriminative terms. 

In this section, we will examine the impact of term weighting in document 

clustering. TF-IDF, which combines term frequency (TF) and inverse 

document frequency (IDF), and  produce a composite weight for each term in 

each document, is used as term weighting. When using TF-IDF, evaluation is 

enhanced and results is better than without term weighting.  

Table 5 .8: Precision, recall, and F-measure of using term weighting 

(TF-IDF) combining with term pruning (CNN Dataset)  

Without (TF-IDF) With (TF-IDF)  

0.148 0.614 Precision 

0.148 0.492 Recall 

0.148 0.546 F-Measure 

 

 

Figure 5.3: Evaluation of using term weighting (TF-IDF) combining 

with term pruning (CNN Dataset) 

Table 5.8 shows precision, recall, and F-measure of using  TF-IDF 

weighting with CNN dataset, which shows that the evaluation gets better 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Precision Recall F-Measure

With (TF-IDF)

Without (TF-IDF)



68 
 

results when using TF-IDF weighting. Figure 5.3 depicts the evaluation 

graphically for using  TF-IDF weighting combining with term pruning. 

Table 5.9 : Precision, recall, and F-measure for term weighting  

(TF-IDF) combining with light stemming (CNN Dataset) 

Without (TF-IDF) With (TF-IDF)  

0.441 0.699 Precision 

0.441 0.491 Recall 

0.441 0.577 F-Measure 

 

 

Figure 5.4: Evaluation of using term weighting (TF-IDF) combining 

with light stemming (CNN Dataset)  

From Table 5.9 and Figure 5.4, results show that term weighting enhanced 

evaluation and give good results when using it in addition with light 

stemming. 
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Table 5 .10: precision, recall, and F-measure for term weighting (TF-IDF) 

combining with normalization and term pruning (CNN Dataset) 

 

 

Figure 5.5: Evaluation of using term weighting (TF-IDF) combining 

with normalization and term pruning (CNN Dataset) 

The result from Table 5.10 and Figure 5.5 show that term weighting 

enhanced evaluation slightly, as the evaluation is enhanced before using term 

pruning. Moreover, term weighting combining with normalization and term 

pruning  makes more enhancements. Also, term weighting using (TF-IDF) has 

a positive evaluation effect and it enhances precision, recall, and F-measure to 

clustered documents. 
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In the other hand we experimented other dataset (BBC) and results is 

shown below in Tables 5.11,512, and 5.13. 

Table 5.  11 : Precision, recall, and F-measure of using term weighting 

(TF-IDF) combining with term pruning (BBC Dataset) 

Without (TF-IDF) With (TF-IDF)  

0.438 0.711 Precision 

0.479 0.777 Recall 

0.457 0.742 F-Measure 

 

 

Figure 5.6: Evaluation of using term weighting (TF-IDF) combining 

with term pruning (BBC Dataset) 

Table 5 .12: precision, recall, and F-measure for term weighting (TF-IDF) 

combining with normalization and term pruning (BBC Dataset) 

Without (TF-IDF) With (TF-IDF)  

0.132 0.158 Precision 

0.152 0.182 Recall 

0.141 0.169 F-Measure 
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Figure 5.7: Evaluation of using term weighting (TF-IDF) combining 

with normalization and term pruning (BBC Dataset) 

Table 5 .13: Precision, recall, and F-measure for term weighting  

(TF-IDF) combining with light stemming (BBC Dataset) 

Without (TF-IDF) With (TF-IDF)  

0.705 0.705 Precision 

0.750 0.750 Recall 

0.727 0.727 F-Measure 
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Figure 5.8: Evaluation of using term weighting (TF-IDF) combining 

with light stemming (CNN Dataset) 

The result from Figures 5.6, and 5.7 show that term weighting enhanced 

evaluation, Moreover, term weighting combining with normalization and term 

pruning  makes also enhancements. When  term weighting combined with 

light stemming, no effect is achieved as shown in Figures 5.8. 

From overall results, term weighting using (TF-IDF) gives a positive 

evaluation effect and it enhances precision, recall, and F-measure to clustered 

documents. 

5.3 Analysis of Stemming Techniques Impact 

In this section, we will evaluate stemming techniques in clustering of 

Arabic language documents and determine the most efficient in preprocessing 

of Arabic language, evaluation of applying three stemming techniques root-

based Stemming, light Stemming, and without stemming (raw text). 

  

0.68

0.69

0.7

0.71

0.72

0.73

0.74

0.75

0.76

Precision Recall F-Measure

With (TF-IDF)

Without (TF-IDF)



73 
 

Table 5.14: Comparing  precision, recall, and F-measure for stemming 

techniques combining with term weighting (TF-IDF) (BBC Dataset) 

Raw Text 

 (without Stemming) 

Root-based Stemming 

(khoja) 
Light Stemming  

0.367 0.312 0.795 Precision 

0.367 0.304 0.700 Recall 

0.367 0.308 0.745 F-Measure 

 

 

Figure 5.9: Comparing evaluation of using stemming techniques 

combining with term weighting (TF-IDF)  (BBC Dataset) 

In Table 5.14, evaluation measurements is shown for root based stemming  

(Khoja stemming is used in experiments), light stemming, and without 

stemming (raw text) for BBC dataset. Other preprocessing techniques are used 

combining with stemming, we perform test for best evaluation values 

stemming techniques. As shown in Figure 5.9, results of evaluation emphasize 

that light stemming has better evaluation than root-based stemming and raw 

text. In the other hand, root-based stemming ( Khoja) enhanced the evaluation 

of clustering slightly, but its results didn‟t give the desired evaluation. 

The results from other dataset ,CNN, (Table 5.15, and Figure 5.10) 

emphasize also light stemming gives best evaluation compared with other 

stemming techniques. 
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Table 5 .15: Comparing  precision, recall, and F-measure for stemming 

techniques combining with term weighting (TF-IDF) (CNN Dataset) 

Raw Text 

 (without Stemming) 

Root-based Stemming  

(khoja) 
Light Stemming  

0.614 0.635 0.699 Precision 

0.492 0.509 0.491 Recall 

0.546 0.565 0.577 F-Measure 

 

 

Figure 5.10: Comparing evaluation of using stemming techniques 

(CNN Dataset) 

As observed from results of using BBC and CNN datasets evaluation,  light 

stemming enhanced evaluation and gave the best result. therefore, light 

stemming in Arabic text clustering can be used to enhance clustering process, 

and this technique of  morphological analysis is more appropriate than root-

based stemming and raw text. 

5.4 Analysis of Normalization Impact 

Normalization is scaling data variables to be comparable. It is transforming 

tokens into a standard form. Normalization impact in document clustering  

will be investigated in this section.  
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Table 5 .16: Precision, recall, and F-measure for Normalization 

combining with term pruning (BBC Dataset) 

Without Normalization With Normalization  

0.479 0.523 Precision 

0.438 0.477 Recall 

0.458 0.499 F-Measure 

 

 

Figure 5. 11: Evaluation of using for Normalization combining with 

term pruning (BBC Dataset) 

 Evaluation results, as depicted from Table 5.16, and Figure 5.11, 

emphasize that normalization increases evaluation and enhance results 

slightly. Other experiments are applied for normalization combining with root-

based stemming and term pruning, results is shown as followed. 
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Table 5.11: Precision, recall, and F-measure for Normalization 

combining with root-based stemming and term pruning (BBC Dataset) 

Without Normalization With Normalization  

0.019 0.289 Precision 

0.019 0.263 Recall 

0.019 0.275 F-Measure 

 

 

 

Figure 5.12: Evaluation of using normalization combining with 

root-based stemming and term pruning (BBC Dataset) 

From Table 5.17 and Figure 5.12, evaluation shows a large impact of 

normalization to enhance results. In this experiment, Normalization is applied 

for BBC dataset combining with other two preprocessing techniques: root-

based stemming, and term pruning. 

For confirmation, another dataset , CNN, is used to examine effect of 

Normalization. Then we will discuss results for normalization and its impact 

depending on the two datasets.  
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Table 5 .18: Precision, recall, and F-measure for Normalization 

combining with term pruning (CNN Dataset) 

Without Normalization With Normalization  

0.462 0.525 Precision 

0.414 0.471 Recall 

0.437 0.497 F-Measure 

 

 

Figure 5.13: Evaluation of using for Normalization combining with 

term pruning (CNN Dataset) 

Table 5.19: Precision, recall, and F-measure for Normalization 

combining with root-based stemming and term pruning (CNN Dataset) 

Without Normalization With Normalization  

0.423 0.423 Precision 

0.472 0.472 Recall 

0.446 0.446 F-Measure 
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Figure 5.14: Evaluation of using normalization combining with 

root-based stemming and term pruning (CNN Dataset) 

As shown in Table 5.18, and Figure 5.13; results emphasize the 

increase of precision, recall, and F-measure when normalization is applied 

for data. In the other hand Table 5.19, and Figure 5.14 emphasize that no 

effect of normalization when it combined with root-based stemming and 

term pruning, because the evaluation is enhanced with other combinations 

already. 

From overall experiments of applying Normalization on data, results 

investigate that Normalization can enhance clustering process of 

documents and gives better evaluation than without Normalization. 

5.5 Analysis of Using Clustering Algorithm 

In this section we will compare evaluation using two clustering 

algorithms, the first is K-means, which has been mentioned in details, in 

chapter 3. The other algorithm is Expectation Maximization (EM) 

clustering algorithm; which is partition-based clustering algorithm, the 

same type as K-means algorithm. 
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Table 5 .20: Comparing  precision, recall, and F-measure for using 

K-means and EM clustering algorithms 

K-Means Algorithm EM Algorithm  

0.796 0.457 precision 

0.700 0.424 Recall 

0.745 0.440 F-Measure 

 

 

Figure 5.15: Comparing evaluation of using K-means and EM 

clustering algorithm 

In this experiment, we used the data (BBC dataset) which gets the best 

value of evaluation in preprocessing techniques used previously. We evaluated 

these data by applying two clustering algorithms K-means and EM. Results in 

Figure 5.15 depict that K-means exceeds evaluation of EM algorithm. 

5.6 Comparing of Using Distance Functions in Clustering Algorithm 

Distance functions in k-means clustering technique play an important role. 

Different distance functions are provided to measure the distance between data 

objects [87]. 
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In this section, we will compare two distance functions: Euclidean distance 

function, and Manhattan distance function, which will be used in K-Means 

algorithm. 

 Euclidean Distance Function 

Euclidean distance is ordinary distance between two points that one would 

measure with a ruler. It is the most commonly used distance function[88]. This 

distance is given by Pythagorean formula. The Euclidean distance between the 

points a and b is the length of the line segment connecting them (a, b) [89]. In 

the Euclidean plane, if a = (a1, a2) and b = (b1, b2) then the distance is given 

by:  

        √                                (5.1) 

This is equivalent to Pythagorean formula. Weakness of the basic 

Euclidean distance function is that if one of the input attributes has a relatively 

large range, then it can overpower the other attributes[89].  

 Manhattan Distance Function 

In Manhattan distance function the distance between two points is the sum 

of the absolute differences of their coordinates. The Manhattan distance, D1 

between two vectors a ,b in an n-dimensional real vector space with fixed 

Cartesian coordinate system, is the sum of the lengths of the projections of the 

line segment between the points onto the coordinate axis[88]. More formally,  

D1 (a, b) = ║a-b║
1
 =∑ ׀     ׀

 
                (5.2) 

where a = (a1, a2… an) and b = (b1, b2… bn) are vectors. 
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Table 5 .21: Comparing  precision, recall, and F-measure for using Euclidean 

distance function, and Manhattan distance function in K-means algorithm 

Euclidean Distance Manhattan Distance  

0.796 0.382 precision 

0.700 0.351 Recall 

0.745 0.366 F-Measure 

 

 

Figure 5.16: Comparing evaluation of using Euclidean distance 

function, and Manhattan distance function in K-means algorithm 

In this experiment, BBC dataset with best preprocessing combinations, is 

used. This data gave the best evaluation in Euclidean distance, but evaluation 

fall back when using Manhattan distance. Therefore, Euclidean distance is 

more efficient in clustering algorithm for Arabic text clustering. These results 

are shown in Figure 5.16, and Table 5.21. 

5.7 Summary 

From the comprehensive results of using the BBC and CNN datasets, the 

observation of evaluation using precision, recall, and F-measure of applying 

minimum term frequency at minTermFreq 3 is the best value of evaluation. 

For applying term weighting using (TF-IDF), it affects in evaluation 

positively. Light stemming in Arabic text preprocessing can improve 

clustering process, and this technique of  morphological analysis is more 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

Precision Recall F-Measure

Euclidean Distance

Manhattan Distance



82 
 

appropriate than root based stemming and raw text. Performing Normalization 

on data, can enhance clustering process of documents and gives better 

evaluation than without Normalization. Results of using clustering algorithm 

show that K-means exceed evaluation of EM algorithm. In the other hand 

using Euclidean distance is more efficient in clustering algorithm for Arabic 

text clustering.  
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CHAPTER 6: CONCLUSION AND 

FUTURE WORKS 

  



84 
 

6.1 Conclusion 

In this research we applied text preprocessing techniques to Arabic 

documents, then we achieve best combinations of these techniques when 

perform clustering algorithm. Experiments were applied to large corpora 

includes BBC corpus contains 1,860,786 (1.8M) words and 106,733 district 

keywords after stopwords removal, and CNN corpus contains 2,241,348 

(2.2M) words and 144,460 district keywords after stopwords removal. 

Although complexity of Arabic language, we implemented analysis of using 

preprocessing techniques and investigated the impact of these techniques on 

Arabic text clustering. In our experiments, K-means clustering algorithm was 

used, we compared and examined  this  algorithm with other clustering 

algorithm Expectation Maximization (EM). The results confirmed that K-

means is suitable for Arabic text clustering and gives better evaluation. On the 

other hand, comparison of distance measurements in clustering is performed 

for Euclidean distance and Manhattan distance, results investigated that  

Euclidean distance is more appropriate in Arabic text clustering. 

From overall experiments, to enhance clustering process of Arabic 

documents many adjustments should be applied to give best evaluation results: 

In text preprocessing, applying term pruning with small value  for minimum 

term frequency enhance results of text preprocessing. Results depicted that 

minimum term frequency at minTermFreq 3 is the best value of evaluation. 

Implementing  term weighting (TF-IDF) also enhanced evaluation. In 

morphological analysis, light stemming is more appropriate than root-based 

stemming and raw text. Normalization also improves clustering process of 

Arabic documents, and evaluation is enhanced. 

The best results of using these combinations induced measurements of 

evaluation for F-measure, precision, and recall : 0.745, 6.190, and 6.166 

respectively, which give a good evaluation, and give an indication of using 

these combinations for Arabic document clustering to get suitable  results. 
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6.2 Future Works 

In Future work, some issues should be considered when enhancing 

clustering of Arabic documents, as follows:  

1. use more datasets, and expand used corpus to contain more documents; 

to confirm the results and investigate our issues more broadly. 

2. Reduce dimensionality of  text data to reduce time of experiments and 

avoid out of memory problems. 

3. In our experiments, we concentrate on partitioning based clustering 

algorithm, other clustering types can be compared with this algorithm 

and applied to data. 

4. Expand application of clustering to documents contains other objects 

such as images, symbols, and figures. 
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