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ABSTRACT

Arabic language is one of the most famous languages in the world; its
importance comes from being the fifth language that has native speakers in
the world.

Creating a good summary of the text is one of the most important things in
the linguistics because it gives the user the most important paragraphs in
the text that he wants to read.

There are some techniques to summarize Arabic language, but they are still
little and need to be improved. One approach that are used in text
summarization is graph based but it still need enhacment.

This thesis builds a new algorithm called GBATSS (Graph Based Arabic
Text Summarizer) to summarize Arabic text depending on NLP and
Google page rank algorithm. The system works on three basic units. These
units are rooted stem, light stem, and finally no-stem. The system depends
on compression ratio of 40 %. The process of summarization is done in 12
stages start from data collection, text preprocessing, text normalization, text
tokenization, stemming, stop words removal, building graph, calculating
edge weighting, applying page rank, and finally extracting the summary.

Finally, we tested the system using EASC data set and using the recall,
precision and f-measure for evaluation process.

The results show that the using of rooted-stem as a basic unit gives the best
results then no-stem and finally light-stem

Keywords: Automatic Text Summarization, Feature Extraction, Summary Evaluation,
Natural Language Processing, Google Page Rank, Graph —based Summarization,

Arabic language Processing.
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CHAPTER ONE: INTRODUCTION

In digital world; there are a huge amount of data, the demand for automatic text
summarizer is increasing rapidly. Text summarization is the process of creating short
or compressed version of a given text automatically. This version of text provides the
user useful data about the original text.

Text summarization main goal is reducing the number of paragraphs and statements in
the document as possible as we can to give the readers a useful meaning to decide if

the document is useful or not. Text summarization is apart from information retrievals

so here we want to talk about information retrievals, text summarization and Arabic
language[32].

1.1 Information Retrievals (IR)

Information retrieval is the process of retrieving information resources relevant to an
information need from a collection of information resources.

1.2 Natural Language Processing

Natural language processing (NLP) is a field of computer science, related to the area
of human—computer interaction. Many challenges in NLP involve natural language
understanding, that is, enabling computers to derive meaning from human or natural
language input, and others involve natural language generation [1].

Preprocessing is the process of preparing data for the core text-mining task. This
process converts the documents from original data source into a format, which is
suitable for applying various types of feature extraction methods against these
documents to create a new collection of documents fully represented by concepts. The
preprocessing phase includes all those routines, processes and methods required to
prepare data for a text mining system, which is the core of knowledge discovery
operations.

There are many usages of NLP in the technical world. Recently, it has been used with
conventional Information Retrieval (IR) search engines to help users navigate quickly
through retrieved documents without the need (sometimes) to open the retrieved text
[1]. Other NLP applications could also benefit from automatic text summarization
(TS), such as: Information Extraction (IE) [2], Text Classification (TS)[3], Question
Answering (QA) [4], Natural Language Generation (NLG) [5] and Engineering
Information Management (EIM) [6].



1.3 Text Summarization(TS)

The NLP community has explored the subfield of summarization since nearly 1950s
[7]. Luhn in[32] Define a summary as text produced from one or more texts that
transfers important information in the original text, and that is no longer than half of
the original text. Yielded text will make users to decide if this document is important
to them or not and making the decision according to this information. Edward Hovy et
al. [8] defines the summary as “a text that is based on one or more texts; it has the
most important information of the main texts and its content is less than half of the
main texts”. Mani [9], describes the text summarization as “a process of finding the
main source of information, finding the main important contents and presenting them
as a concise text in the predefined template”.

Radev[10] define a summary as —"a text that is produced from one or more
texts, that convey important information in the original text(s), and that is no longer
than half of the original text(s) and usually significantly less than that". From Radev
definition for text summarization we can deduce that text summarization must have
the following characteristics:

e Summaries generated from one or multiple documents.
e Only important sentences should be retrieved.
e Summaries should be short as possible as you can.

The process of text summarization can be decomposed into three phases:

1. The analysis phase: analyzes the input text and selects a few salient
features.

2. The transformation phase: transforms the results of analysis into a
summary representation.

3. The synthesis phase: takes the summary representation, and produces
an appropriate summary corresponding to user’s needs.

There are many ways to do automatic text summarization that are classified under one
of the following categories:

1. Natural Language processing (NLP) or in another word linguistics: which
include lexical chain, Graph theory and WorldNet [53].



2. The statistical techniques: depends on the number of times where some words
are repeated in the document then sentences that appear greater than some
threshold take it in our summary. Which includes Aggregation Similarity
Method [11], Location Method [12],Frequency Method [13], TF-Based Query
Method [14].

3. Machine learning (ML) algorithms: like using neural network, genetic
algorithm, SOM etc.

Some researchers used a hybrid technique by using one or more technique from these
techniques.

These techniques of text summarization are done depending on some features ,which
are used in process of weighting the sentences importance in the summary and to
decide if this sentence can be included in the generated summary or not. These
features are of some kinds, like statistical based on the frequency of some elements in
the text, linguistic extracted from a simplified argumentative structure of the text; or
heuristic based on sentence length or position and some other features.

1. Statistic:
Based on the frequency of some unites in the text; which give different
information about the relevance of sentences for the summary. These features are
sufficiently relevant for the single document summarization task [15], some of
those features are listed below:

a) Numerical data:
Numerical data in sentences may indicate an important data like statics«
annual budgets, expenses and other number. User needs to see it, so
sentences containing numerical data are scored higher than ones without
numerical values.

b) Word Frequency (WF) or Term Frequency:
Words that are repeated in text more than other words mean that these
words are important. In sentences that contains words that are repeated
more than other this will give them more importance than others. But we
must keep in mind that removing stop words that are repeated more than
other words in the text and give no meaning.

2. Linguistic:
Extract summary done by depending on the structure of the text, which assume
semantics level of representation of the original text and involve linguistic
processing at some level . Some type of linguistics is rhetorical structure.

3



3. Heuristic:
It is based on sentence length or position and some other features as follows:

a)

b)

Position Score: The assumption is that certain genres put important
sentences in fixed positions. For example, newspaper articles have the
most important terms in the first four paragraphs.

Title: Words in the title and in following sentences are important and get
high score.

Similarities between sentences in an article.

Indicative Phrases: Sentences containing key phrases like "we conclude
that ...... "

Sentence Length: The score assigned to a sentence reflects the length of
the sentence, normalized by the length of the longest sentence in the text
[15].

1.4 Categories of Text Summarization

Text summarization can be categorized into many categories depending on the factor
we want to take in our accounts. So summaries can be categorize according to :

e Type of returned summary :

o

o

Extractive summarization methods:

The main objective of the extraction-based summarization: is simply
selecting sentences with special characteristics and put them together in a
summary. The summarized text is extracted from the original text on a
statistical basis or by using heuristic methods or a combination of both.
Extraction of sentences is done by extracting important sentences by
weighting the sentences statistically or by using heuristics properties such
as position information are also used for summarization. For example,
extracting sentences that follow the key phrase “in conclusion”. This
means that the extracted sentences are not changed [16].

Abstractive summarization:

In abstract summary, summarizer attempts to understand the text before

generating the summary. After understanding the document; summarizer
4



expresses the summary in new formulation using new terms and new
sentences that are not listed in the original text. For example, the phrase
“He ate banana, orange and pear” can be summarized as “He ate fruit” [16].

Input factor:

o Single document :
Extract the most important information from a single document that is
supplied to the system as a single summary.

o Multiple documents:
Extract a single summary from multiple documents with the same topic
that will be supplied to the system.

Output form of the summary(details or brief)

o Indicative summary:
Give the reader a brief idea of the text which should contain the most
important points in the document. Goal of this summary is to help the user
to decide whether the original document is helpful for reading or not. This
is useful in generating the summary of URI that are retrieved from the
search engine. It uses compression ratio between 5-10%.

o Informative summary:
It is larger than indicative, which return more detailed information from
the original text. This type of summarization is useful in the process of
generating the summary of news feed. It uses compression ratio between
20-30%.

o Critical or evaluative summary:
Summary of summary that returns author's point of view on a given
subject[17].

Summary contents :
o Generic summaries:

Give general facts of the text with general information that make all major
topics in the test in the same importance level.



o Query-based summaries:

Summaries content are generated depending on user needs. User enters
some topics or terms he wants to know about; then the summarizer
generates the summary.

User focused:
User interest in Math so the content of generated summary will be around
this user focus need.

Update Summary:

Answer the question “what is new?”. It take input stream of document and
return sub stream of documents. This process is done by tracing the new
information that are flaw in the system. The system in this type assuming
that the user has read the previous documents (not the previous summaries
of those documents).

Input/output languages :

o Mono-lingual:

The input and output language are the same and there is only one
language.

Multilingual:

The summarization system can deal with multiple languages. Therefore,
the input languages and the output languages are the same in the two
documents.

Cross lingual:
Input language is differ from the output language in the summarization
system.

Extractive methods are usually performed in three steps[18] :

a. Create an intermediate representation of the original text:
In this step, we create a representation of the document by dividing the text
into paragraphs, sentences, and tokens. Sometimes we need to perform some
preprocessing techniques, such as stop words removal, diacritics removals etc.

. Sentence scoring:
In this step, we give every sentence a score that describes importance in the
document .This score is giving depending on some measure and on the

relevancy between sentences in the given documents.
6



c. Selecting a summary consisting of several sentences:
This step combines the scores provided by the previous steps and generates a
summary.

1.5 Text Summarization Fields

In our daily life, many fields need text summarization such as:

e Commercial and advertisement field:
There are millions of products in the market. Every product has its own
description. When the advertiser wants to advertise his products, they need a
few number of words to describe his products. Here ATS is needed.

e News area:
Every second people publish thousands of political, sport, economic and other
types of news. It's very hard or impossible to browse all of them or either the
quarter. By text summarization user can find which news he is concerned with
reading the whole text.

e Legal area:
We have little amount of legal documents. Legal experts time is very
expensive. To make legal experts do well they must provided with a
summarized document. Therefore automatic text summarization systems will
help the legal experts to find compressed and restated content of relevant
judicial documents, including laws and their proposals, relevant court
decisions or tribunal process summarizations [7].

e Medical area:
Medicine progressed every day in the undiscovered diseases and surgical tools
and way to heal the patients from their disease. So researcher published every
year hundreds of document to describe their works. Doctors and medical
specialist need to find relevant information about patient‘s conditions timely.
So, text summarization here saves time resources and optimize availability of
medical experts.

e Technical and work reports area:
In technical world, there are thousands of reports generated every day.
Workers in technical branch do not have enough time to read all these reports
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and take decision according to it. Therefore, summarization is a good process
for helping the technical people to decide if this report is important or not.

1.6 Arabic Language Processing

A huge number of people around the world speak the Arabic Language. It is used as a
communication language between Arabs and non-Arab Muslims as well. So Arabic
became an important language on the Internet due to the increasing number of Arabic
speaking online users seeking Arabic content and applications. Recent figures from
the Internet World Statistics show that there are 112 million Internet users from the
Arab World.

Because of the flexibility in structure and writing, Arabic language became a complex
language, so when we want to make stemming to it to get its root it will be difficult.

The Arabic language has some in its history, internal structure, strong relationship
with Islam, culture and identity. Any Arabic NLP (Natural Language Processing)
system that does not take into its account the features of the Arabic language will be
inapplicable [19] [20]. Arabic NLP applications must deal with several complex
problems relevant to the nature and structure of the Arabic language. Here are some
characteristics of the Arabic language:

e Arabic is written from right to left. Like Hebrew, Persian, and Korean.

e There are no capital letters or small letters in Arabic.

e Its letters change shape according to the position of the letter in the word
(beginning, middle, or the end of the word).

e The complex morphology.

e The absence of diacritics in written text.

e Modern Standard Arabic does not have an Orthographic representation of
short letters, which requires a high degree of homograph resolution and word
sense clarification.

e Arabic is a pro-drop language, that is allows subject pronouns to drop [21]
subject to retrieval of deletion [22].
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Another limitation of Arabic NLP is a shortage of Arabic corpora, lexicons and
machine-readable dictionaries. In other side, there has been some success in tackling
the problem of Arabic syntax as in [23] [24]. There is some research attempted to
develop Automatic Arabic summarization systems as [25] . These attempts are listed
in the next section.

1.7 Arabic Text Summarization System

In this section, we will present some Arabic text summarization that are implemented
before. These examples are as follows:

e Lakhas:
An extractive Arabic text summarization system. It is the first Arabic
summarization system to be formally evaluated and compared with English
competitors in an evaluation competition [23].

e AQBTSS:
Query-based single document summarizer system. Takes an Arabic document
and a query (in Arabic) and attempts to provide a reasonable summary for the
document around this query[24].

e ACBTSS:

Integrates Bayesian and Genetic Programming (GP) classification methods. The
system is trainable and uses manually labeled corpus. Features for each sentence
are extracted based on Arabic morphological analysis and part of speech tags in
addition to simple position and counting methods. Initial set of features is
examined and reduced to an optimized and discriminative subset of features.
Evaluation of this system is done by comparing generated summaries with
human given summaries in terms of recall, precision and F-measure[24].

1.8 Summary Evaluation

There is no single summary that may be the golden standard in text summarization. In
other words; there are many summaries that can be generated for every text
documents that depends on the human who generates this summary and the
educational and technical background of him. By surfing research papers that are
concerned in text summarization we find that the human evaluator does not agree on



one summary for any paragraph. Therefore, the evaluation process of text
summarization is a difficult process.

Many metrics are used in generating text summarization. Metrics used differ from
paper to paper and from project to project. This variousness makes the evaluation of
summarization system is quite fair.

Another problem arises that manual evaluation is too expensive: as stated in [26]
[27], large scale manual evaluation of summaries as in the Document Universal
Conferences (DUC) would require over 3000 hours of human efforts[28].

Summary evaluation methods attempt to determine how the summary is relative to its
source. Generally, evaluation methods can be divided depending on many factors.

e Intrinsic or extrinsic method:

o Intrinsic evaluation methods:
In intrinsic method users judge if the summary is well or not by itself
without comparing if it completes some tasks or not. This is done by
deciding if the summary covers main idea or not and if the summary is
informative or not. Intrinsic evaluations have assessed mainly the
coherence and informativeness of summaries.

o Extrinsic Evaluation methods:
Users judge a summary quality according to how it affects the completion
of some other task, such as how well they can answer certain questions
relative to the full source text.

e Inter-textual and Intra-textual:

o Inter textual evaluation methods :
Inter textual evaluation methods focus on contrastive analysis of outputs of
several summarization systems.

o Intra-textual evaluation methods:
Intra-textual methods assess the output of a specific summarization
system.

There are many measures for calculating text summarization:

e Recall-Oriented Understudy for Gisting Evaluation (ROUGE):
Evaluate summary by counting the number of overlapping units such as word
sequences between the computer-generated summary to be evaluated and the
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ideal summaries created by humans but this system does not support Arabic
evaluation.

Recall:

Recall is the number of correct sentences divided by the number of results that
should have been returned. In binary classification, recall is called sensitivity.
So it can be looked at as the probability that a relevant document is retrieved
by the query [38].

Recall alone is not accurate in measuring the performance of the summary.
Because if you returned all sentences in the document then recall value will be
100% so we need to use precision to measure the number of non-relevant
sentences.

Retrieved [ Relevant

Recall =
Relevant

e ern e e e € (1.1)

Precision:

Precision is the number of correct sentences divided by the number of all
returned results. In binary classification, precision is analogous to positive
predictive value. Precision considers all retrieved documents[29].

Retrieved [\ Relevant
Precision = - SRR -1 [ )
Retrieved

F-measure:
Using precision only is not accurate. In addition, using recall only is accurate
so we use f-measure to make balancing between these two measures.

_(F*+1)PR

BI(P L Ry T ..eq(1.3)

Where:
B: equal one when J is greater than one, Precision is favored, when 3 is less
than one, recall is favored[29].
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P: precision.
R: Recall.

1.9 Statement of Problem

The problem of this research is how to develop a model to generate an automatic
Arabic text summarization based on extraction methods that can be valid for various
domains with high performance.
This main problem can divided into the following sub problems:

1. What is the proper list of stop words we use?

2. What is the proper data corpus for this system?

3. What is the proper field of documents that will show the power of our
summary?

4. How many steps of preprocessing are good for us?

5. What is the better stemming technique for our system?
6. What are the best basic units to use in the system?

7. What are most relevant features to be extracted?

8. How to obtain the proper dataset for system testing?
9. How to reconstruct the summary?

10. What is the proper approach for evaluating the summary?

1.10 Objectives

1.10.1 Main Objectives

The main objective of this research is the development of an automatic Arabic text
summarization model depending on Google page rank algorithm that deals directly
with graph to generate a summary for Arabic document with recognizing novelty and
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ensuring that the final summary is both coherent and complete. We shall try to
increase the performance of our proposed model by enhancing preprocessing
techniques.

1.10.2 Specific Objectives

The specific objectives of this thesis are:
o Using different domains in the experimental process to find the appropriate one.

o Preprocessing Arabic text using various techniques to improve the quality of
resulted summary.

o Feature extraction using other research approaches to extract the specific features
in processing.

o Develop simple scoring method that will depend on feature weight and page rank
algorithm results for giving scores for each sentence.

o Using EASC (Essex Arabic Summaries Corpus) dataset [64] that contains various
domains in the evaluation techniques.

o Summary will be extracted depending on the compression ratio that will be 40%
in this experimental thesis.

o Implement the proposed summarization model.

o Evaluate the performance of the proposed model by using different measures in
the evaluation stage like precision and recall.

1.11 Significance Of The Thesis:

Arabic text summarization is very important technique in the Arabic world for many
reasons:

e Support Arabic contents on the Internet.
e Applying Arabic summarization into multiple domain areas.

e Saving time, cost, and efforts by helping Arabic readers.
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Make computer more intelligent, which is useful for spreading computer

technology in Arabic world.

1.12 Scope and Limitations

As introduced before, we have many categories of text summarization. In this

research, we focus on:

1.13

Extractive text summarization.
Arabic single document.

The document tested in some special domain defined by the EASC corpus that

is used.

The compression ratio used here is 40% to make it fear in comparison phase.

Methodology

In this research we build Arabic text summarization technique depending on graph
based algorithm. To do this process we do the following process to get the results:

1. Enter the following values (dumping factor , number of iterations,

Compression ratio).
Load single document to be summarized.
Text Preprocessing.

Text Normalization (remove duplication in spaces, extra commas, " ,", etc....
Tokenization by splitting text to lines.

Stop Words removals.
Stemming, which can be done in three ways (Root, light, no-stem).

Calculating the relations between sentences by using TF-ISF (Term Frequency
— Inverse Sentence Frequency) with cosine similarity.

Building the Text graph.
14



10. Representation of sentences by a vertices in the graph

11. Calculating the similarity between sentences that represents the weight of
edges between graph vertices.

12. Applying Google PageRank algorithm to the graph.

13. According to compression ratio start the process of finding the candidate
sentences to be chosen for the summary (Extract the summary).

In the model implementation, we depend mainly on java programming language and
using two types of a free source stemmer to stem each Arabic word in the text. For the
system interface, the user has an option to assign the compression ratio that will
define the number of sentences to be included in the summary and extracted from the
text. Also user can decide the type of basic unit of the summarization system.

1.14 Thesis Organization

In the rest of this documentation, is organized as follows. Chapter 2 presents the
related work that doing in the text summarization. Chapter 3 presents the
methodology that, doing in the text summarization that contains the processes of
collecting data, preprocessing, tokenizing and stemming the text. In addition, it
contains the process of building the graph, scoring the nodes then extracting the
summary. Chapter 4 presents the results and evaluation of GATSS (Graph-based
Arabic Text Summarization System) approach. Chapter 5 presents conclusion and
future works.
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CHAPTER TWO: RELATED WORK

Many types of text summaries have been discussed in the introduction chapter.
Depending on the required application and the user’s needs, the target summary can
be one of the following types: indicative, informative, topic-oriented, generic, an
extract, an abstract, a single-document summary or a multiple-document summary.

Many approaches have been done in TS since 1950s [32]. Advances in NLP tools
encouraged researchers to process the TS problem using many approaches such as
sentence selection and reduction [33], machine learning techniques [15] [34], using an
ontology and lexical chains [35] [36]. Another approach is graph-based methods that
have been proposed for the single and multi-document summarization for the English
documents. This chapter talks about related work that’s done previously in text
summarization.

2.1 Related Works in Text Summarization

Mani and Bloedorn [37] proposed an automatic procedure to generate extractive text
summary. This approach done by using a machine learning on a training corpus of
documents and their abstracts to describe the function which finds the combination of
features that is optimal of the summarization task. The resulted summary from this
approach will be generic or user specified summary. Using this approach; it is easy to
obtain reference summaries, even for big document collections.

Luhn, in [32] proposed a text summarization system that depends mainly on the
number of occurrence of specific word if this word appears frequently on the text then
it will be a significant word. This approach done in the following process . first
stemming words to their root forms. Then deleting stop words from the text. After that
compiled a list of content words sorted by decreasing frequency, the index providing a
significance measure of the word. The significance of the sentence done finding the
occurrence of the significant words in the sentence. All sentences are ranked in order
of their significance factor, and the top ranking sentences are finally selected to form
the summary. This approach considered the first research in the text summarization.

Baxendale [38], at his research that’s done at International Business Machines
Corporation (IBM) the researcher used the sentence position feature to find important
part in the document. Baxendale uses this feature after examining 200 paragraphs to
find that in 85% of the paragraphs the topic sentence came as the first one and in 7%
of the time it was the last sentence. According to Baxendale it will be fair enough to
select a topic sentence into the summary.
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Edmundson [39] describes an extractive text summarization. The developed system
using four feature in the summarization two features of word frequency and positional
importance were introduced in the previous two works. And another two features that
are the presence of cue words (presence of words like significant, or hardly), and the
skeleton of the document (whether the sentence is a title or heading). Weights were
attached to each of these features manually to score each sentence.

Conroy and O‘leary in [40] use Hidden Markov Model (HMM) for solving the
problem of extracting sentences from the text. They use only three features: (i)
position of sentence in document, (ii) number of terms in sentences and (iii) likeliness
of the streams given the document terms. There basic motivation for using Hidden
Markov Model is to account local dependencies.

Marcu [41]; propose a unique approach for Automatic Text Summarization. This
approach done by using a discourse theory which is Rhetorical Structure Theory
(RST) [42]. In his approach he introduces a text tree to measure distinction between
what is more essential to the writer purpose than ordinary text.

Svore et al in [43] propose summarization system by using a modified back-
propagation two layer networks Neural Network and a set of features that stored in
database. The researchers produce news extracts system (NetSum) which extracts the
most three significant sentences from the news article. They used a Rank-Net
algorithm [44] to classify and extract sentences. Training in NetSum. The
performance of NetSum with external features are statistically significant at 95%
confidence. The main drawback of this system is the shorten generated summary that
is contain only three sentences not more.

Al-Hashemi [45] propose a technique to produce a summary of an original English
text. His model consists of four stages:

(i) Pre-processing stage [stop word removal, Part of speech (POS)].

(i) Extract important key phrases in the text using special algorithm for ranking
the candidate words.

(iii) Extract the most ranks sentences.

(iv) Filter sentence and assign the document to the related category.
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In his work he selects sentence according to many features (sentence position in the
document and the paragraph, key phrases existence, existence of indicated words,
sentences length and sentence similarity to document class). Then a classical
supervised machine learning method is used for document classification. Instance
based learning method [46] is the classification method that the proposed system
implements. The size of training set is 90 documents and tested by 20 documents. To
evaluate the system they used Precision (P) and Recall (R) measurements. The
system achieves 70% for overall Precision.

2.2 Graph-based Text Summarization

Graph based text summarization is one of techniques that used in the text
summarization we talk about researches that’s done in this way.

Mihalcea [12] proposes a range of graph-based ranking algorithms, and evaluate their
application to automatic unsupervised sentence extraction in the context of a text
summarization task. The results obtained from this new unsupervised method are
competitive with previously developed state-of-the-art systems.

Yeh et al. [47] propose an extractive graph-based summarization method called
iSpreadRank. iSpreadRank exploits the concept of spreading activation theory to
formulate a general concept from social network analysis by taking into consideration,
the importance of its connected nodes also. The algorithm recursively reweighs the
importance of sentences by spreading their sentence-specific feature scores
throughout the network and adjusts the importance of other sentences.

Litvak and Last [48] propose an extractive graph based summarization system using
supervised and unsupervised methods, for identifying the keywords to be used in
extractive summarization of text documents. Both these approaches are repsresting
document text in a syntactic representation, which enhances the traditional vector-
space model by taking into account some structural document features like word co-
occurrence, size of the co-occurrence window are considered .

In supervised approach, the training phase was done with the help of classification
algorithm by using a summarized collection of documents.

In unsupervised approach, HITS algorithm was run on the document graphs under the
assumption that the top-ranked nodes should represent the document keywords.

TextRank demonstrated [49] unsupervised extractive summarization system that relies

on the application of iterative graph based ranking algorithms to graphs encoding the

cohesive structure of a text. The main characteristics of this system is that it does not

rely on any language-specific knowledge resources or any manually constructed

training data, so it is portable for a new languages or domains. The author shows that
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the iterative graph-based ranking algorithms work well on the task of extractive
summarization since they do not only rely on the local context of a text unit (vertex),
however it takes the information recursively drawn from the entire text (graph) into
account.

Li and Cheng [50] propose a novel algorithm, called TriangleSum for single
document summarization based on graph theory. The algorithm builds a
dependency graph for the document based on syntactic dependency relation
analysis. The nodes represent words or phrases of high frequency, and edges
represent dependency relations between them. Then, a modified version of
clustering coefficient is used to measure the strength of connection between nodes
in a graph. By identifying triangles of nodes, a part of the dependency graph can
be extracted. At last, a set of key sentences that represent the main document
information can be extracted.

Patil and Brazdil [13] propose a single document graph based extractive summary
presented by using a theoretic graph technique called SumGraph. The authors have
adopted the concept of Pathfinder Network Scaling (PFnet) technique to compute
importance of a sentence in the text. Each text is represented as a graph with
sentences as nodes while weights on the links represent intra-sentence dissimilarity.

Wan [51] also proposed agraph based ranking algorithm for multiple document
summarization he called this algorithm TimedTextRank. The proposed algorithm
overcomes the problems in earlier approaches by introducing temporal dimension.
From the preliminary study carried out to measure the effectiveness of the proposed
TimedTextRank algorithm, it is seen that use of temporal information of documents
based on the graph-ranking for dynamic multi-document summarization leads to
results that are promising.

Liu et al. [52] proposed a multi-document graph based summarization approach. In
this system the proposed algorithm work as following :
i.  Trains each sentences by making use of the global features provided by the
corresponding sentence using Naive Bayes Model.
ii.  Generate a relevance model for each corpus utilizing the query.
iii.  calculating the probability for each sentence in the corpus utilizing the
salience model.
iv. Based on the probability value it obtains Personalized PageRank ranking
process is performed depending on the relationships among all the other
sentences.
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v. The redundancy penalty is imposed on each sentence. Finally summary
sentences are chosen based on information richness with high information
novelty.

Eakan and Radev [53] introduce a stochastic graph-based method for computing
relative importance of textual units for Natural Language Processing. they test the
technique on the problem of Text Summarization (TS). Extractive TS relies on the
concept of sentence salience to identify the most important sentences in a document
or set of documents. they consider a new approach, LexRank, for computing sentence
importance based on the concept of eigenvector centrality in a graph representation of
sentences. In this model, a connectivity matrix based on intra-sentence cosine
similarity is used as the adjacency matrix of the graph representation of sentences.

Wan [54] create a graph-based summarization algorithm for multi-document
summarization under the assumption that all the sentences in the graph model

are indistinguishable. This algorithm take into accounts two different aspects. This
aspects are the relationship between sentences with each others in the documents as
well the document information to globally reflect the importance the theme of the
multi-document cluster.

All of previous summarization system make on graph-based theory but non of them
support Arabic text summarization.

2.3 Non Arabic Text Summarization Systems
Summ-It applet :

Research project in Surrey University works by extracting sentences using Lexical
Cohesion. For more details about this project you can visit this site :
http://www.mcs.surrey.ac.uk/SystemQ/summary

SweSum :

Research project in Royal Institute of Technology (Sweden). This project extracts
sentences to produce an extract type summary. It is closely related to the work at
Information Science Institute (ISI). Summaries are created from Swedish or
English texts in either the newspaper or academic domains. Sentences are
extracted by ranking sentences according to weighted word level features and was
trained on a tagged Swedish news corpus. The summarization tool can be hooked
up to search engine results.

For more details about this project you can visit this site :
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http://www.nada.kth.se/~xmartin/swesum/index-eng.html

The Text summarization Project :

Research project in University of Ottawa . Project founders proposed to use
machine learning techniques to identify keywords. Keyword identification can
then be used to select sentences for extraction. They planned to use surface level
statistics such as frequency analysis and surface level linguistic featurs such as
sentence position.

For more information of this project you can visit this site:
http://www.site.uottawa.ca/tanka/ts.html

Summarist :

Research project at University of Southern California . Summarist produces
summaries of web documents. It has been hooked up to the Systran translation
system to provide a gisting tool for news articles in any language. Summarist first
identifies the main topics of the document using statistical techniques on features
such as position, and word counts. Current reseach is underway to use cue phrases
and discourse structure. These concepts must be interpreted so that of a chain of
lexically connected sentences, the sentence with the most general concept is
selected and extracted. Subsequent work will take these extracted sentences to
construct a more coherent summary.For more details :
http://www.isi.edu/natural-language/projects/SUMMARIST .html

SUMMONS:

Research project in Columbia University . Summons is a multi-document
summary system in the news domain. It begins with the results of a MUC-style
information extraction process, namely a template with instantiated slots of pre-
defined semantics. From this, it can generate a summary by using a sophisticated
natural language generation stage. This stage was previously developed under
other projects and includes a content selection substage, a sentence planning
substage and a surface generation stage. Because the templates have well-defined
semantics, the type of summary produced approaches that of human abstracts.
That is they are more coherent and readable. However, this approach is domain
specific, relying on the layout of news articles for the information extraction
stage.for more details visit :

http://www.cs.columbia.edu/~hjing/sumDemo

MultiGen:
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Rsearch project also in Columbia University.

MultiGen is a multi-document system in the news domain. It extracts sentence
fragments that represent key pieces of information in the set of related documents.
This is done by using machine learning to group together paragraph sized chunks
of text into clusters of related topics. Sentences from these clusters are parsed and
the resulting trees are merged together to form, building logical representations of
propositions containing the commonly occuring concepts. This logical
representation is turned into a sentence using the FUF/SURGE grammar.
Matching concepts uses linguistic knowledge such as stemming, part-of-speech,
synonymity and verb classes. Merging trees makes use of identified paraphrase
rules.

For more details visit :

http://www.cs.columbia.edu/~regina/demo4/

TRESTLE:

Research project in The Sheffield University. This project produces summaries in
the news domain. It uses MUC to extract the main concepts of the text which then
presumably is used to generated summaries. Unfortunately, not much information
is available on the official website regarding the system architecture. For more
details visit :

http://www.dcs.shef.ac.uk/research/groups/nlp/trestle/

2.4 Arabic Text Summarization

In [24] the researcher developed two Arabic summarization systems; the first one
is Arabic Query-Based Single Text Summarizer System (AQBTSS) that involves an
Arabic document and an Arabic query attempting to provide an acceptable summary
for the query of this document. The second one is Arabic Concept-Based Text
Summarization System (ACBTSS) that takes a set of words representing a certain
concept to be the input to the system instead of a user’s query. The two systems share
first two phases, which are document selection; where the user selects a document that
match his/her query from the document collection, and splitting document into
sentences.

In [55] the researcher suggested a platform for summarizing Arabic texts, which
consists of set of modules: tokenization module, morphological analyzer module,
parser module, relevant sentences extraction module, and extract revision module.
The evaluation of this platform is carried out on various types of texts (short, average,
long) according to execution time, where it noticed that the run time of the modules of
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the platform for a given text, depends on the size of this text, i.e. the more the text is
short the more its run time is weak.

Sakhr Summarizer is an Arabic Summarizer engine that finds the most relevant
sentences of the source text and displays them as a short summary. The
Summarization engine employs the Sakhr Corrector to correct the input Arabic text
from common Arabic mistakes automatically, and the Keywords Extractor to identify
a prioritized list of keywords to identify the important sentences accurately[24] .

Another system for summarization called Arabic Intelligent Summarizer has been
proposed in [56]. This system is mainly based on machine supervised learning
technique. The system consists of two phases. The first is the learning phase which
informs the system how to extract the summary sentences; SVMs are used for the
learning process. The second phase is use phase, which allows the users to summarize
a new document.

Sobh et al.; in [28] introduce an Arabic extractive text summarization system. This
system integrates Bayesian and Genetic Programming (GP) classification methods in
an optimized way to extract the summary sentences. The system is trainable and use
manually labeled corpus. They extract features for each sentence based on Arabic
morphological analysis and part of speech tags in addition to simple position and
counting methods. After extraction, they use -as we mention before- Bayesian and GP
in different manners to generate some versions of the summary either by integrating
the two results or by selecting the max score between them. Using GP method didn‘t
add any powerful value to the model as the result say. Using Bayesian alone increase
the precision of the summary and saving the time needed for GP computation. The
authors didn‘t use some useful features as user defined keywords, named entities or
indicator phrase which will increase the system controllability and results. Also; if
they add some semantic information from lexical resource this will enhance output
cohesion. In Evaluation, three important measures are used, precession, recall and F-
measure. Precession is a measure of how much of information that the system
returned is correct and Recall is a measure of the coverage of the system where F-
measure balances recall and precession. They have 4 type of summarization system
according to the combination between Bayesian and GP which are: (i) Bayesian, (ii)
GP, (iii) Bayesian and GP, (iv) Bayesian or GP. From evolution they found that using
Bayesian or GP achieves they highest F-measure between the four approaches which
reach to 0.599 when they use only five features (sentence length, sentence paragraph
position, sentence similarity, number of infinitives, number of verbs).

Hammo in [57] presents a hybrid technique based on text structure and topic
identification. This approach focuses on segment extraction and ranking using
heuristic methods that assign weighted scores to segments of text. Also, he use a text
categorization system and the Arabic WordNet to identify the thematic structure of

the input text in order to select the most relevant sentences. then a tokenizer , a
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stemmer and other statistical tools are used to identify relevant segments in the text.
The source document is segmented into its major units (title, paragraphs and lines)
and then, text-lines are interpreted to extract relevant segments for inclusion in the
summary.

Abdel Fattah in [58] proposes an text summarization approach based on several
features, including sentence position, positive keyword, negative keyword, sentence
centrality, sentence resemblance to the title, sentence inclusion of name entity,
sentence inclusion of numerical data, sentence relative length, Bushy path of the
sentence and aggregated similarity for each sentence to generate summaries. The
researcher investigate the effect of each sentence feature on the summarization task.
Then he use all features score function to train genetic algorithm (GA) and
mathematical regression (MR) models to obtain a suitable combination of feature
weights.

Khalifa in [59] present a technique to segment Arabic discourse into complete
sentences based on RST. RST is a linguistically useful method for the summarization
purpose, by extracting semantics behind the text. As we said this technique is derived
from Arabic Rhetorical system by exploiting the main crucial connector "s" , as
defined by Arabic linguists almost one thousand years ago. This approach categorizes
the six known rhetorical types of "s" into two classes: segment and unsegment, known
as, "Fasl" and "Wasl". Segmentation places are decided according to the type of
connector "". A set of twenty-two syntactic and semantic features devised from "Fasl
and Wasl" rhetorical methods, are chosen to categorize each type of "s". The system
undergoes the learning and testing stages, using SVM machine learning technique to

identify the types of the connector "".

Al-Sanie in [60] attempts to develop an infrastructure for Arabic text summarization
based on RST. Also, RST is used in [61] for the summarization purpose by
identifying the rhetorical relationship between the paragraphs and extract the most
significant paragraphs as a summary. He suggests different techniques, algorithms,
and design patterns to be considered when dealing with summarization application.

In [62], the researcher proposed an Arabic text summarization approach based on
extractive graph-based approaches. The researcher uses several basic units such as
stem, word, and n-gram are applied in the summarization process. The Arabic
document is represented as a graph. To extract the summary the researchers used the
shortest path algorithm to extract the summary.
The similarity between any two sentences is determined by ranking the sentences
according to some statistical features like TF-IDF. The final score is determined for
each sentence using PageRank scoring, and finally, the sentences with high scores are
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included in the summary considering the compression ratio. The proposed approach is
evaluated using EASC corpus, and intrinsic evaluation method.

All of previous systems are extractive text summarization. Some of these are single
document but the others are multiple document. In graph based extractive text
summarization , we find little works that summarize Arabic language. These systems
have low performance in extracting Arabic text summary.

GBATSS tries to make a new approach that depends on graph based with page-rank
algorithm and with some modification preprocessing techniques to improve the
performance in text summarization.
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CHAPTER THREE: THEORETICAL BACKGROUND

In this research, we build summarization system depending on Google Page-Rank
algorithm.

3.1 Google Page Rank Algorithm

In such complex networks as World Wide Web, an important attribute of a node is the
in-degree (out-degree); namely the number of inbound (outbound) links on the
node[30]. The in-degree of a given page could be considered as an approximation of a
page’s importance or quality [31]. The PageRank algorithm [31] has extended this
idea by not counting the inbound links from all pages equally, but by normalizing via
both the importance and the number of outbound links of the neighboring pages. In
this respect, the Page-Rank value could serve as a better measure of importance, as it
incorporates the paper’s visibility and authority at the same time by taking both the
number of citations and prestige of the citing papers into account [31]. Defined the
PageRank of a Web page A, denoted by PR(A), using equation (3.1).

PR(T))

PR(A) = (1—d) +d Z e 2q(3:1)

Where PR (Ti) denotes the PageRank of page Ti which has connection with page A;
C (Ti) denotes the number of outbound links on page Ti; and d is a damping factor
which can be set between zero and one.

In previous equation, we see that the PageRank of A is recursively defined by the
PageRank of those pages that link to page A. Within the algorithm, the PageRank of
pages Ti is always weighted by the number of outbound links C(Ti), leading thereby
to a smaller PageRank value transferred from pages Ti to the recipient page A. It is
also assumed that any additional inbound link to a recipient page A will always
increase A’s PageRank.

There is a second version of PageRank algorithm shown in equation (3.2).

(1-d) , , \"PR(T)
N N . W Era ErE mEE wEE EEr EEw owww

PR(A) = - L)

Where N is the total number of pages on the web. Actually, the second version of the
algorithm does not differ largely from the first one. However, it can better explain the
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metaphor of the original Random Surfing model suggested by [31], in which the
PageRank of a page is conceived as being the probability for a surfer visiting the page
after clicking on many links. Thus, the probability for a surfer keeping clicking on
links is given by the damping factor d, which is, depending on the degree of
probability, set between zero and one. Since the surfer jumps to another page at
random after he stops licking links, the probability therefore is implemented as the
complementary part (1 - d) into the algorithm. Due to the huge size of actual web, an
approximate iterative computation is usually applied to calculate the PageRank. This
means that each page is assigned an initial starting value and the Page Ranks of all
pages are then calculated in several computation circles based on one the previous
two equations[31].
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CHAPTER FOUR: METHODOLOGY

This chapter presents the methodology of GBATSS, Which described by using
flowcharts, algorithms, Pseudo codes, figures and tables. We perform various stages
for achieving text summarization.

In this study, we want to combine Google's page rank algorithm [63] with weighted
graph that represents a single document, where the nodes of the graph represent
sentences, and the weight of the edge between each two nodes represents the
similarity between these two sentences. Weighted graph representation offers
powerful and effective features offered by graph theory. When applying page rank we
iterate many times according to the number that defined first, so after each iteration
will give the node (vertex) in the graph (document) a rank (value), these values are
used to tell us the importance of the node in the document. According to compression
ratio, we extract the summary, we select the high-ranking nodes in the graph, and the
selected nodes are the extracted summary.

The connection between sentences (edges) can be composed based on similarity
between sentences. To calculate the similarity measure we depend on many
parameters like: contents overlap. In our system, we use some statistical features to
determine the rank of the sentences, such as term frequency and inverse sentence
frequency. PageRank formula is used to combine both ranking sentences and
calculating similarity between sentences.

To calculate the similarity measure and sentence score, first, we determine the basic
unit on which these calculations are based. In this study, two basic units are applied;
stem and word. Two types of stemming are used; light and rooted stemmer.
Differences in calculating similarity measure, sentence ranking and the quality of the
extracted summary are examined according to each unit.

This system processing is done as the following:

1. Enter the following values (dumping factor , number of iterations,
Compression ratio).

2. Load single document to be summarized.
3. Text Preprocessing.

n

4. Text Normalization (remove duplication in spaces, extra commas, " ,', etc....

5. Tokenization by splitting text to lines.
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6. Stop Words removals.

~

Stemming, stemming can be done in three ways (Root, light, no-stem).

o

Building the graph.

©

Representation of sentences by vertexes.

10. Calculating the similarity between sentences that represents the weight of
edges between graph vertices.

11. Applying Google PageRank algorithm to the graph.

12. According to compression ratio start the process of finding the candidate
sentences to be chosen for the summary (Extract the summary).

Algorithm 4.1(a) shows the pseudo code of GBATSS. This algorithm shows how the
process of summarization is done. The process of summarization as shown in the
algorithm is done by loading the input document then applying the preprocessing
phase by doing normalization stop words .removal and stemming. Then the processes
that related with graph by creating, weighting ,and finally indexing the
graph.Algorithm 4.1(b) shows edge weighting procedure.

Figure 4.1 shows the flaw of system process in GBATSS that is start by entering the
limitation values then loading the source document, then doing the processes of
normalization , tokenization ,stop words removal , stemming , and graph processes
respectively.

Figure 4.2 shows the proposed architecture of the system and show the details of the

sub process in the system. The content of this figure will be discussed in the next
paragraph.
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Algorithm 4.1(a): Pseudo Code of GBATSS

SUMMARIZER ALGORITHM:

Feed the input document
MASTER = entire document.
OUTPUT = output document.
Configure/Set the maximum sentences in the summary <= Total sentences in
document.
for each sentence
Normalize()
StopWordsRemoval()
Stemming()
createGraphNode( )
weightGraphEdges()
indexGraphNode( )
findWordCounts( )
findInverseSentenceCounts( )
end for
InvokePageRankAlgorithm(Dumpting_factor , number_of iteration);
OUTPUT < Extract_summary(Compresion_Ration)
DISPLAY OUTPUT.

Algorithm 4.1(b) : Edge weighting pseudo code.

INPUT = sentences

OUTPUT= weights

for each sentence [ call it source node]

for every other sentence [call it sink node]
find prod < termfreq X invSentenceFreq
if (sentence contains more words than other)
then
set prod € O [ for the corresponding indexes]

Save (source prods) //Array of prods calculated for each word in src
sentence
Save (sink prods)//Array of prods calculated for each word in sink
sentence

Weight < (getDotProduct ( source prods, sink prods )) / (RootSumSquares( source prods) X
RootSumSquares(sink prods ))

end for
end for
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End

Figure 4.1: Flaw Chart Process
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4.1 Enter Limitations values:

In this step, the input factors or limitation values are determined. These factors are the
system limitations that will be considered in the summarization process. GBATSS
needs the following limitation values:

1. Dumping factor :

This factor is used to control the weight between sentences in the system, and
is important to be supplied to get page rank to work. We use the dumping
factor to manage the incoming edges and outgoing edges from the node. After
making many studies on the dumping factor Google Page Rank founder finds
that the best value to dumping factor is 0.85[63].

2. Compression ratio(CR) :
Another input you must enter is the value of the compression ratio. This ratio
determines the number of sentences that the system will retrieve.

3. Number of iterations:
Determine the maximum number of iterations you want your program to
iterate in the summarization process. When you iterate more you will get a
better summary.

4. Determine the type of basic units in the system.
Another input you enter is the type of basic unit in your summarization
system. In this system we have three types of basic units that are as the
following:
a. Word or no-stemmed word.

b. Rooted Stemmed word.
c. Light stemmed word.
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Enter limitations values

e Dumping factor

e Compression ratio
e Number of iteration
e Type of basic unit.

Stop words removals

Normalization

e Remove Diacritics

Load document for

summarization

e Remove Punctuations
e Check and replace ALEF Styles

e Load stop words lists.

e Then for each
sentence remove
stop words.

Stemming

e No-stem.
e Light Stemmer.
e Root stemmer.

v

Building Graph

e Check and replace TEH (& ) Styles

e Remove repeated sentence

e Handling duplicated white
spaces.

e Handling multiple full stops.

Tokenization

e Determine the boundary of sentences.

o Split text into sentences.

e Determine the boundary of words.

o Split sentences to words.

e Count word in each sentence.

e Determine the sentence has the
maximum number of words.

e Remove repeated sentences.

e Sentence relative sense.

node

Represent sentences by

Ranking graph nodes

\ 4

by applying page

A\ 4

Calculating edge
weight

Summary Extraction

Figure 4.2: Proposed Architecture
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4.2 Enter the Document to be summarized:

In this step we load the Arabic document that we want to be summarized; the
document should be formatted in the utf-8 charset format, the documents and data set
we used in system testing here is the Essex Arabic Summaries Corpus (EASC) [64].

4.3 Preprocessing:

Arabic language categorized as one of languages that has rich and complex
morphological and syntactic flexibility [65]. So that dealing with Arabic directly in
information retrieval without making any preprocessing steps will make dealing with
the text difficult and giving us wrong results, so some language's processing needs to
take place before summarization, such as tokenization, stemming and normalization
as we will see in the following steps.

4.3.1 Normalization:

Normalization is the action of transforming the text to a new form to make it more
consistent using some processing techniques. Normalization has great effects on the
quality of the extracted summary, because of removing repeated sentences duplicated
white spaces etc... To do normalization we do the following steps:

1. Remove Diacritics.

2. Remove Punctuations.

3. Check and replace ALEF Styles.

4. Check and replace TEH (%) Styles.

5. Remove repeated sentences, this step done after stemming.
6. Handling duplicated white spaces.

7. Handling multiple full stops.

Previous Steps of normalization can be divided into two groups first group contains
the steps that done before normalization contains steps 1,3,4,6 and 7 as following:

1. Remove Diacritics.
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2. Check and replace ALEF Styles.
3. Check and replace TEH (%) Styles.
4. Handling duplicated white spaces.

5. Handling multiple full stops.

The second group done after normalization and contains the steps 2 and 5.

1. Remove Punctuations.

2. Remove repeated sentences, this step done after stemming.

4.3.1.1 Remove Diacritics :

There are special notations in Arabic language called diacritics. It is used for making
Arabic reader to get the correct pronunciation of the Arabic words .Diacritics are
determined according to the Arabic grammar roles. Difference position of the word in
the sentence giving us different diacritics for the word and different meaning.

Figure 4.3 shows the diacritics available in Arabic language that will be removed
from the text. This figure listed 8 Arabic diacritics contains FATHAH , DAMMA,
etc...

Table 4.1 shows an example for removing diacritics from the sentences. In this
example original text contains some words that have some diacritics and after
applying diacritics removal the result is done as in the example.

IR

- z

Figure 4.3: Arabic Diacritics
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Table 4.1: Diacritics example

.

Uit 13) ) i) (3 Ay g A7 a8 (5 a3 485 A )
duadl) ‘ém\ Lgia Lgm 2 slaud Bas ‘éw‘g(a.pu{g\l\ A
L Jhadall ad A 8 AalS Ul , 3 adall L)

Original Text
L) 13) ) el (8 Ao ga A1 48] 3oy 223 L3854 W)
dail) U Lgia Lgs 2l sla Bas s\lly ( ey Y
Remove a3l o B AalS 5Ll g . 5 il Aoyl
Diacritics - )

4.3.1.2 Remove Punctuation

Arabic likes any other language need some marks to organize the text to make it more
readable and to give the reader the correct meaning of the sentence. These marks
called punctuations. Punctuations in the text summary do not have any value, so we
remove all punctuations that are not a full stop.

Figure 4.4 shows punctuations that should be removed when they are appearing in the
text. These punctuations contains full stop, comma, brackets, etc....

Table 4.2 shows example for removing punctuations from the sentence.

Figure 4.4: Punctuations
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Table 4.2: Punctuation processing example

......

Original Text Y L) 130 ) gl A A ga ALT 28] (e aa5 AAET Y] LY
8 _paiall ALl dpalll S Lgia Lgn it pland Bas (sLilly (Al

Remove YY) Ll 13) e U (8 Ao g A1 a0l 3oy 2 dpas 31 )
Punctuations 3 _aial) LLall daalll (Ll Leia Loy o ya sland 3ac (gLl A i)

4.3.1.3 Check and Convert ALEF Style:

ALEF is the first letter in Arabic alphabet, we can write ALEF letter in different
shapes as (' </ ¢ <) according to its position in the sentence. For each occurrence of
ALEF in the text, the system converts it to () style to make the entire ALEF letter in
the same style that helps in the stemming process. The change of ALEF style done
only for the letter that at the beginning of the word.

Table 4.2 shows an example of dealing with ALEF style in sentence.

Table 4.3: ALEF style processing example

Y L) 13) f gl B Al ga AT a8 Gay 2 445 AT] LAY
B il ALl dpall) L) Lgia gy i i pland Bae sUlly 4o ldy)

Original

Text

Check and Y L) 13) e Ul & At ge ALl a28) (o 223 Apdas A Gl
convert 5_paiall ALl dpadll (Ul Leia Lgy oyl elanl Bae gUlly A i)
ALEF style
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4.3.1.4 Check and Replace TEH (&) Styles:

We use this step to the same purpose of the previous one, that there are many
mistakes that appear in writing Arabic language, and it helps in stemming process.
Dealing with TEH style here is done only at the end of the word.

Table 4.4 shows an example for handling THE style in the sentence.

Table 4.4: TEH style processing

Y L 1) gl B Al ga Al atB) Gay i A4 AY) LY

o 5 maial) Asladd) dualll Uil Lgia Lgw i al slawd Bas (sLill g A BN

Original Text - - T

Check and VY L) 130 g Ul 8 Ao ga 4l) 2] 3oy a3 4 4l) L)

convert TEH o_uaiall 4Ll Anaill gl Leia Lgr 8 yad elawid Bac (gLl 5 4pe iyl
style

4.3.1.5 Handling duplicated white spaces :

Duplication in white spaces makes problem in tokenization process because it gives
us an extra number of words because of we tell the tokenizer that the separator
between every two words is a white space. Therefore, in this step we remove all
duplicated white spaces to get a better tokenization process.

Table 4.5 shows example of dealing with duplicated white spaces in the sentence.
Table 4.5 Duplication in white spaces Processing Example

YY) Wi 13) Fe il (B Al g A adB] gy 25 A AT LY
8 _saaial) ALl Apall) L) Lgia Ly i o pland Bae sLlly Acliyy)

Original

Text

Handling YD Lol 13) g U (8 s g A1 a8l 3oy 2 dpas 431 )
duplicated 8_opial) ALadil) Aualll (Ul Lgia Ls o yadt sland B30 (5Lilly Lelay)

white spaces
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4.3.1.6 Handling duplicated full stops:

In tokenization process, we define the sentence that ended with a full stop (.). If there
are duplicated full stops in the text, this will make many problems like empty
sentences that will take more processing to handle. Therefor here we will remove
duplicated full stops to optimize and improve the process of summarization. Handling
duplication on full stops done by replacing duplicated full stop by one full stops.

Table 4.6 shows example of handling duplication of full stops in the given sentence.

Table 4.6:Handling Duplication in Full stops Example

Y Ui 13) Fa ) 8 Al ga A7 228 Gay 2ai 4445 A1) L

-

ob_paiall LLudd) duall) oLl Lgda Ly s sland Bas Lilly A liy)

Original

Text

Handling VY L) 13) e )l 8 Ao ga AJ1 2ol 3oy a3 402 A1 L)
duplicated Boaiall Ll Aol (U Leia Lea b i elaud 3ae (sLilly Lelay)
full stops.

4.3.2 Tokenization

Tokenization or in another word segmentation is the process of dividing your text to a
minimum units. This units can be word, sentence etc...

Tokenization is a big challenge in text summarization because it deals closely with the
morphological structure of the text in the documents, particularly those that are
written in languages of rich and complex morphology, such as Arabic. Identifying
sentences in Arabic is not an easy task. The morphological challenge comes from
many reasons like:

1. Missing punctuation marks (i.e. “.”, “¢”),

2. Arabic sentences do not start with capital letters (as in English, for
example).
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Information about line numbers within the paragraphs is stored and used in the final
phase to preserve the order of the relevant text fragments to be included in the

summary.

The function of a tokenizer responsible for two main tasks :

1. Splitting a running text into tokens.

2. Determination of words and sentences boundaries and the separation borders
of the token units, multiword expressions, abbreviations and numbers [66].

Process of tokenization is done many steps. These steps are listed in figure 4.5 and
will discussed below.

Split textinto
sentences

Split sentences
into words
count words in
each sentence
find Max.
sentence word
in the

document

Remove
> repeated
sentences

Figure 4.5: Tokenization Process Steps
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Tokenization steps can be presents as following:

1. Split text into sentences:

Sentence Boundary Disambiguation (SBD), or sentence breaking, is the
problem in natural language processing of deciding where sentences begin
and end. Often; natural language processing tools require their input to be
divided into sentences for a number of reasons. Identification of sentence
boundary is challenging because punctuation marks are often ambiguous. For
example, a period may denote an abbreviation, decimal point, an ellipsis, or
an email address ,not the end of a sentence. About 47% of the periods in the
Wall Street Journal corpus denote abbreviations. As well, question marks and
exclamation marks may appear in embedded quotations, computer code, and
slang [66].

Here we define Arabic sentence that ends with a full stop or with new line
breaker.

2. Split sentences into words:
After splitting our text into sentences, we then divide every sentence into
words. Figure 4.6 shows how we can define the word in the sentence. The
word can be determined as the following:

1. In the beginning of the sentence: word ends with white space.
2. In the middle of the sentence we have two cases :
i. Between two white spaces.
ii. Between white space and punctuation.
3. At the end of the sentence between white space and full stop.
3. Count word in each sentence :
In this step we count and store the word in each sentence tell we get all the
words in the document this step helps us to find the weight of the edges
between sentences in the later steps.

4. Find the maximum sentence word in the document:

This is used for finding maximum term in every sentence and the maximum
occurrence term in the document. This step will help us in a later step.

5. Remove repeated sentences:
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In this step, we remove repeated sentence because repeated sentences will
give the same sentence high rank than other sentences. In addition, it will
take a place in the extracted summary and this will yield repeated sentences in
the summary, which reduces the quality of the summary. Sentence compare
with other sentences in the system, then if they have the same words or basic
unit then one of them removed.

Words
[ |
At the start of At the middle of At the end of the
the sentence the sentence sentence
end with white between two between white
— : space and full
space white spaces
stop
between white
—{ space and
punctuation

Figure 4.6: How to define words in sentences

4.3.3 Stop Words Removal

This step is important because we want to remove all stop words in the document to
be summarized. So what is stop words? Stop words is a set of words that are used
commonly in language to do many tasks like a connector or any other tasks that give
your sentence a good meaning. They are repeated in the text like( te¢ Al ¢ (o ¢ (&
¢.....) . In general stop words removal gives us two major benefits:

1. Improving the efficiency of information retrieval because frequent words have
a high tendency to reduce the differences in frequency.

2. Shortens the length of the document and, as a result, affects the weighting
process.[67].

Figure 4.7 and algorithm 4.2 show the process of removing stop words.
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Read Next word in

A

Sentence

y

Eliminate word

from sentence

Figure 4.7: Stop words removal

Many researchers collect stop words manually, and then generate all possible forms of
the words then include them in the list, which increases the length of the list.
However, there is a difference in consideration to decide if the current word is stop
word or not such as numbers in some topics, it will be considered as a stop word but
in economic topics it will be an important word. another example is dates which are
important in historical topics. So the programmer can later determine what words he
wants, or we can make the user input the category of the summarized document then
according to this we decide which stop words list to use.

Algorithm 4.2: stop words removal Pseudo code

for each sentence in document
for each word in sentence
if (word is stop word )
continue;
else
AddToText();
end if
end for
end for
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Stop words can be categorized into many categories[67]:

1.

© o N R WD

Adverbs.

Measurement units.

Coins names.

Conditional Pronouns.
Interrogative Pronouns.
Prepositions.

Pronouns.

Referral Names/ Determiners.
Relative Pronouns.

10. Transformers (verbs, letters).
11. Verbal Pronouns and others.

In Arabic language stop words can be categorized to two categories according to that
it can extended to prefixes or suffixes:

1. Words can take suffixes or prefixes (Jsl « 0\S).
2. Words cannot take suffixes or prefixes (sf «a3).

Table 4.7 shows stop words and the affixes that can concatenate with them.

Table 4.7: Stop words affixes

Type Genitive  Preposition  Conjugation Article Conjunction
@uay) (A (R aill) (Caatl) (i)
Example &S @ OsS ik B Y)

Therefore, when you create your stop words list; you must take into your account the
stop word and all its situations.

As we said above; there is no specific list for stop words in Arabic. it may vary from
researcher to another one and from topic to another topic, in this project we use stop
words list that are created in code.google.com. *

This project has two lists of stop words. Every list contains 162 words. so here we
have 324 words in our list.

Table 4.8 shows an example of stop words removals for a sentence.

https://code.google.com/p/stop-words *
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https://code.google.com/p/stop-words

Table 4.8: Stop words removal example

QYY\%\E@Jm\dwyhieﬁ\éyﬁwﬂ] ‘éLm
JBopatall Aludl) duadl) U Lgda Lga L 2l ;Wiﬁﬁ slly ey

Original Text
Stop words Ao W) YY) Ui gy ) A g A1 a0 (gay 205 4,845 A1) L)
Removals B aaial) ALuid) duall) Ul G pland L

4.3.4 Stemming

Stemming is the process of reducing words to their roots or basic forms through the
removal of any affixes attached to them. Reducing words to its root has many benefits
like:

e Compression: To reduce the size of documents, large words could be stored
in their root form. A small program would then be used to return the document
to its original form when opened. It would do this by using context and
grammar to determine the original form of the word.

e Spell checking: Instead of searching for a complete word in a dictionary, only
the root would be searched for. This reduces the size of the dictionary.

e Text searching: the best example of this is web search engines. Searching for
the root of a word gives a wider search than trying to find an exact match.

e Text Analysis: For example in statistical text analysis, stemming helps in
mapping grammatical variations of a word to instances of the same term[68].

Algorithms for stemming have been studied in computer science since the 1960s [69].
Many search engines treat words with the same stem as synonyms as a kind of query
expansion, a process called conflation. Stemming programs are commonly referred to
as stemming algorithms or stemmers.
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The purpose of this step get the root of the word that will improve the process of
weighting the relation between sentences that yield improving the quality of the
summarization system.

For example, stemming the Arabic word “&_# produces the root “I #. This root can
also be generated from the word "s_%". After reducing words to their roots, these
generated roots can be used for many applications like compression, spell checking,
and text searching. Here we adopted the stemmer of Khoja [68] and light stemmer of
Lucene that done by apache[10].

In arabic languages not all words can be stemmed to their original root because of it
may be not have original root like preposition or it may be a strange or foreign words.
In our system, we use three type of basic units these basic types is as the following:

1. Rooted Stemmer:
In this stemmer we use khoja[68] stemmer that stem the word to it's root form
that has three or four letters.

2. Light Stemmer:

Light stemmer only remove suffixes and prefixes from the word then return it
to the user.

3. No-stem:

Is the basic unit we want to do in this stage we use the word without any
changes.

Figure 4.8 shows categories of basic units, which used in the GBATSS. Table 4.9
shows example of stemmer.

Basic Unit

No-stem Stem

Rooted

Light

Figure 4.8: Basic units categorization
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Table 4.9: Basic units example

CNY) Ui 130 ) g ) A A ga ALT ad] (g aa3 AA83 A7 LY
8 _paiall ALl dpalll s Lgia gy s pland Bae slillg ) Lelayy)

Original Text
No-stem Lelay) eV Ldiia) g i) Adac ga A7 28 gy a3 4,443 4] L)
3 paiall L) dualll Ul G ol e B2 gLl
Root Stemmer 3 e e ami 130 (5 98 B Y) T g pdd (B Nae el g 5
D e Gual
Light Stemmer slaw) 3o Ul i) J) Wi g JU (Bami g J) pB) (g i fedi J) U
ke lad quald U i

4.4 Building the Graph

The input Arabic text is represented by a graph G. Graph G of a document D is a
directed graph G = (V, E), where V is a set of nodes and E is a set of edges [14].

In other words, G is a weighted directed graph whose nodes represent sentences of D
and edges weights represent similarity between sentences. Figure 4.9 shows an
example of directed weighted graph. In this figure, Symbol S; represents i sentence
in the text. Wij represents the weight of the relation between i"" sentence and j™
sentence in the text.
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Wz ni

Figure 4.9: Weighted graph

4.5 Representation of Sentences by Nodes

After preprocessing phase, each sentence is provided with an ID, where each ID is
represented by a node as dealing with IDs, in some steps, is much easier than the
entire sentence. These 1Ds will be used in the process of finding the summary. Figure
4.10 shows an example of weighted graph that's replace each sentence with ID.

i

H'--h____ﬂ 3 ﬂ r'__- _H“-.

TS5 ) sy

Figure 4.10: Weighted Graph Replaced Sentences with ID
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4.6 Calculating Edge Weight

The connection between sentences can be composed on the basis of similarity
between the relevant sentences.

The similarity measure is calculated by many parameters, such as content overlap and
cosine similarity measures. In this study, the cosine similarity measure is chosen on
the basis of term weighting scheme which is the TF-IDF (Term Frequency-Inverse
Document Frequency). The TF-IDF weighting scheme is a commonly used
information retrieval technique for assigning weights to individual terms appearing in
the document. This scheme aims at balancing the local and the global term
occurrences in the documents [70] [71].

Here IDF will be ISF (Inverse Sentence Frequency) . TF-ISF weights are computed
for each sentence, where sj shows the jt sentence and ki is it index term, tfi; is said to
be ‘term frequency’ of i index term in the j sentence, and isfi is ‘inverse sentence
frequency’ of i index term, where N is the number of all sentences and n; is the
number of sentences which contain ki . The corresponding weight is therefore
computed as, wij = tfi; X isfi . Equation 4.1 shows the equation of ISF calculation.
Equation 4.2 shows the formula of TF calculation.

N
e U - RN - | G 28
1.

L

Where:
ISFi : inverse sentence frequency of i term.
N: Number of sentences in the text.

ni: Number of sentences contains i" term.

fTEQE,_;l'
max; freq,;

tfi; = coen e e 2 (4.2)

The similarity /edge weight between two sentences sm and sy is easily calculated based
on cosine measure as in equation 4.3.
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Where :tis the number of terms in the sentence.

4.7 Ranking Graph nodes by applying page rank algorithm

The sentences are sorted based on ranks of nodes. The original page rank combines
the effect of both incoming and outgoing links. Equation 4.4 shows the original page
rank formula.

PR(V)=(1—d)+d* Z I;jt—%))l

Vi etn(v;)

- IE X))

Where d is a parameter set between 0 and 1.

Equation 4.4 has been adapted to include the notion of edge weights in the graph.
Equation 4.4 shows the new formula.

PR (1)

PR*(V)=(1—d) +d = Z W,

; - )
ZV;{EGurI:VjII Wi j

Vi emn(v;)
Where:
PRWY(Vi): is Page rank of vertex Vi
In(V;): is all the predecessor vertices to node Vi

Out(Vi): is set of vertices that Vi points to .

Graph Implementation possibilities :

% Forward directed : The edges only go out from a sentence to one or more
sentences following it.

% Backward directed : The edges only go out from a sentence to one or more
sentences preceding it.

The forward DAG(Directed Acyclic Graph) representation has been implemented
tested and found that the algorithm seems to be biased and has been consistently
ranking the sentences in the latter part of the document better than the starting
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portions. Hence going by the fact that two sentences are similar if one's contents are
similar and one follows the other or vice versa. we can use an undirected graph. This
implementation seems to be giving positive and impressive results than its forward
directed counter part. The following rules govern the graph structure would be joined

to:

1)There is no chronological differences between the sentences , only the
contents carry importance.

2)There is also no self-edge, the similarity of every sentence to itself is
considered to be 0.

3)There is only one link that connect between two sentences.

This assumption is stated as:

e i<N:W(sisi)=0

Algorithm 4.3 shows how Page Rank algorithm works. As listed in algorithm 4.3
Page Rank works as follow:

Initialize ranks for all sentences in the text equal 1.
Enter while loop until you get converged. Convergence here is the number of
iterations GBATSS will iterate.
For every sentence in the document :
o Initialize master sum to 0.0.
o Calculate the similarity between current sentence according to equation
4.3.
o Calculate the rank of the current sentence according to equation 4.5.
o Save the rank of current sentence.
After calculating rank for every sentence update saved ranks.
If converge exit else go to step (iii) and continue.
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Algorithm 4.3: Page Rank Algorithm

PAGE RANK ALGORITHM:
Initialize all Ranks = 1 (# of ranks = # of sentences in the document)

while 'Converged iterate

for i between [1 and numSentences]
sum < 0.0

for j between [1 and numSentences]
if (j equals i)
continue
Wiji € (j <) ?getSimilarity(j and i):getSimilarity(i and j)
PRV] < getRank(j)
denSum < 0.0
for k between [1 and numSentences]
if (k equals j)
continue
Wijk €< (j < k)?getSimilarity(j and k):getSimilarity(k
and j)
denSum < denSum + Wjk

end for
sum < sum + (Wji * pageRankVj / denSum )

end for
rank €< (1- DAMPING_FACTOR) + DAMPING_FACTOR X sum
tmpranks.save(i, rank)

end for

updateRanks(tmpranks)

end while
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48 Summary Extraction

The 'n' best sentences are chosen based on maximum cut off words/sentences in the
summary. The value of n decided depending on the Compression Ratio (CR). This
ratio represents a particular proportion of the number of sentences that compose the
original text that the user has a choice to choose it.

After the construction of the graph and the calculation of edge weight, and graph
nodes are ranked the extraction of the summary is done. Extraction done be selecting
the IDs of sentences to be extracted. After selecting IDs then we return to the basic
array of sentences we have. then we find the original sentences to be extract. After
that we combine the sentences with each other then display the summary. Algorithm
4.4 shows how summary extraction done.

Summary algorithm works as the following:

Set the number of maximum sentence you want to include in your summary.
This number defined according to compression ratio.

Xl Sentences in the summary are sorted from according to its ranks.

%I Check if the total number of selected sentences selected in the summary is
equal or greater than the maximum number of the summary stop else continue.

X After getting the maximum number of the summary, display the summary.

Algorithm 4.4: Summary Algorithm

Configure/Set the maximum sentences in the summary <= Total sentences in document.
While (! done)
if (maxSentences <= totalsSentences)
for each sentence in list
it (counter <= maxSentences)
OUTPUT .put(currentsentence)

else
done = true
break
end for
if (done)
break
else
OUTPUT “Too many sentences”
Break
end While

DISPLAY OUTPUT.
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4.9 Implementation

Java programming language is an open source and platform independent
programming language. Many application and programming tools helping libraries
that are important in our design, so we use java in programming process of the
system. Algorithm 4.5 shows the implementation of the main function in GBATSS. In
this function, GBATSS do the following process:

load text.

Load limitation values.

Define basic unit.

Preprocessing the document.

Build the graph.

Invoke page rank.

Generate and display the summary.

X X & & & &

Algorithm 4.5: Main Function of GBATSS.

String sstring = "";/loutput string to be displayed
Stemx s = new Stemx();//intialize stem class
s.load_stop_words();
String input_text = jTextArea1.getText();//read input string from strign class
String[] nlines = s.lineSep(input_text);//split the input string to lines
String[] st_removed = new String[nlines.length];
for (int i = 0; i < nlines.length; i++) {
st_removed][i] = s.stopWordRemoval(nlines]i]);

}

String[] out = new String[nlines.length]; //lines after doing modifications.

double dumping_factor = d_factor.getValue() / 100.0;
int sentence_number = (int) Math.ceil(out.length * CR.getValue() / 100.0);

int iteration_number =
Integer.parselnt(jS_iteration_number.getValue().toString());

int selected_choice = 0;
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if (rb_all.isSelected()) {
selected_choice = 1;
}else {
if (rb_root_stemmer.isSelected()) {
selected_choice = 2;
for (inti = 0; i < st_removed.length; i++) {
outi] = s.stem(st_removed][i]);
out[i] = s.preProccessing(out[i]);
}
}else {
if (rb_lightStemmer.isSelected()) {
selected_choice = 3;
LightStemmer ss = new LightStemmer();
for (inti =0; i < st_removed.length; i++) {
out[i] = ss.stem(st_removed][i]);
out[i] = ss.preProccessing(out[i]);
}
} else {
llword
selected_choice = 4;

out = st_removed;

}

Summarizer summarizer = new Summarizer();

summarizer.processCmdLine(out, dumping_factor, sentence_number,
iteration_number);

summarizer.preProcessDocumenty();

summarizer.buildGraph();
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summarizer.invokePageRanking();

ArrayList<String> aa = summarizer.displaySummary();

if (selected_choice == 4) {

for (inti=0; i < aa.size(); i++) {

sstring += aa.get(i) + "\n";

}

}else {

for (inti=0; i < aa.size(); i++) {

for (int j = 0; j < out.length; j++) {

String t1 = out]j];

String t2 = aa.get(i);

lISystem.out.printin(t1 +" : "+t2+" : "+ t1.equals(t2));

if (t1.equals(t2)) {

}

sstring += nlines[j] + " . \n";

jTextArea2.setText(sstring);

Explanation

This function is responsible for handling all the
summarization process by importing normalizing ,
tokenizing , stemming and then starting the summarization
process by creating nodes , building graph , applying
ranking ,then extract the summary.
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4.9.1 System interface :

System Interface is very simple as figure 4.11 shows. The interface contains the
following elements:

1. Two text area :

One for the original text or the text to be summarized and the other contains the
summarized text.

2. Two sliders one for determining the value of dumping factor and the other for
determining the compression ratio.

3. Text field to enter the number of iteration you want the system to run after
displaying the resulted summary.

4. Radio Button group that contains the options of stemming type you want to
select in the summarization process.

5. Summarize button: when you click this button then the application will run the
summarization process.

%) GBATSS - o

D-factor
—

0 20 40 60 80 100

Compression Ratio
{ ] |

Text

0 20 40 60 &0 100

Iteration No.: 5 E

Choose Basic Unit
@ Root Stemmer
) Light Stemmer
) No-stem

Summarize

Summary

Figure 4.11: Application Interface
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4.9.2 Tools and Program:

Special tools and programs are used to complete the implementation of automatic
Arabic text summarization and documentation of the thesis:

e Shreen Khoja Stemmer [68]:

This is a free Arabic stemmer. We use it to stem each Arabic word in the
document. also it removes all strange words and non- letters from the text.

e Lucene light stemmer[10] :
This stemmer from apache is used for making light stemmer for Arabic word.
e Microsoft Excel 2013:
It is used to calculate the test result and compute the final P, R, F measures.
e Net Beans 8.0.2:
Free IDE (Integrated Development Environment) from Oracle. We use it here
to help us in developing our java application for summarization. This IDE is
very helpful and easy to use.

e Java Development Kit (JDK) 1.8:

A software development package from Oracle that implements the basic set of
tools needed to write, test and debug Java applications.

e Microsoft Word 2013:

Use this program mainly in writing the documentation of the application and
thesis final report.

e Notpad++:
We use this application in the process of editing and viewing the code.
e Lucene Normalization package :

Another free package from Apatche that helps in the normalization process.
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CHAPTER FIVE: RESULTS, EVALUATION AND DISCUSSION

In this chapter, we talk about GBATSS (Graph Based Arabic Text Summarization).
We take about implemented code, programming language, developing tools, external
libraries that are used to develop the proposed system. also we will talk about data set
that are used to test the system. Also we will talk about the evaluation of the system
and how to measure its performance. Later, Summaries generated by our proposed
system, EASC summary and summaries that reported in [62] will be presented and
results will be evaluated by doing a comparison among the four approaches. At the
end of this chapter, we shall discuss our results.

5.1 Data set:

We use The Essex Arabic Summaries Corpus (EASC) as data set in our system[64].
The EASC is an Arabic natural language resources. It contains 153 Arabic articles
each article has 5 human generated extractive summaries with total of 765 summaries
for those articles. These summaries were generated using Mechanical Turk [64].
EASC data set contains 10 subjects that are as follow:

e Art

e Music.

e Environment.
e Politics.

e Sports.

e Health.

e Finance.

e Science and technology.
e Tourism.

e Religion.

e Education.

The articles of this corpus are collected from 3 sources as follows:

e Wikipedia : with 106 articles.
e Alwatan newspaper: with 34 articles.
e Alrai newspaper: with 13 articles.

In this system, we use a compression ratio of 40% and we use three types of basic
words for the summary so for every document we have three summaries. We select 10
samples of the data set available so we have 60 summaries that will be compared with
the results that are generated in EASC and then evaluate the system.
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5.2 System examples :

In this section, we present some examples of the results that that are generated from
our summarization system. As we discussed before; we use a compression ratio for
40% and default number of iteration 5 and dumping factor of 0.85.
In addition, we did not select all summaries that are listed in EASC because there are
repeated summaries and some outlier summaries that are not valid for testing.

Also we use three types of basic units: no-stem, rooted stem and light stem.
Tables 5.1(a), 5.1(b), 5.1(c) and 5.1(d) show an example of generated summary for
each type of basic units.

Table 5.1(a): Basic paragraph

Basic paragraph
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Table 5.1(b): Generated summary using root stem as basic unit.

Summary generated for root stem as a basic unit
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Table 5.1(c): Generated summary using light stem as basic unit.
Summary generated from light stem as a basic unit
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Table 5.1(d): Generated summary using no-stem as basic unit.

Summary generated when using no-stem as a basic unit
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5.3 System Evaluation :

Summaries evaluation is a difficult process because of that there is more than one
summary for each text that differ from person to person. Here we will use the EASC
data set that offers five summaries for each text, so we want to evaluate the system for
every summary compared with five extracted in the EASC ,then after that we will
calculate the average for every summary.

Usually Recall and Precision are antagonistic to one another. A system strives for
coverage will get lower precision and a system strives for precision will get lower
recall. F-measure balances recall and precision using a parameter § as in equation
(1.3).

According to equation (1.3), when [ is one, Precision P and Recall R are given equal
weight. When [ is greater than one, Precision is favored, when B is less than one,

recall is favored. In the following experiments 3 is equal to one.

Figure 5.1 shows the difference between relevant and retrieved sentences and show
the difference between precision and recall. In the figure we have the following terms:

e False positive: that means sentences selected in the retrieved summary but it
does not exist in the relevant summary.

e False negative: sentences do not exist in the retrieved but exist in the relevant.
e True positive: sentences exist both in the retrieved and relevant summary.

e True negative: sentences do not exist both in the retrieved and relevant
summary.

e All: list all sentences in the text.
e Relevant: sentences that are listed in the pre generated summary.
e Retrieved: sentences that result from the summarization system.

e Not relevant: sentences that are not listed in the pre generated summary.
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Figure 5.1: classification of resulted values

5.4 System Evaluation with EASC:

In this section, we use EASC generated summarization to compare with GBATSS
results. Here we generate three summaries for each text according to the basic units
that are used. Then we compare it with the summaries that are listed in EASC.
Summaries in EASC have some redundancy and weak summary so in this research
we choose best three summaries from them and then use them in the evaluation
process of our system. In this evaluation we choose an example of each type of
original text like(art, sport, health ,environment , education etc...). The evaluation
parameters that are used here are recall, precision and f-measure according to
equations (1.1),(1.2) and (1.3) respectively.

Tables 5.2 shows an example of art and music article and the generated summary.
Table 5.2(a): shows the original text of the article. Table 5.2(b) shows the first
summary listed in EASC corpus. 5.2(c) shows the second summary listed in EASC
corpus. 5.2(d) shows the third summary listed in EASC corpus.

Tables 5.3 shows the retrieved summaries of art and music article and there evaluation
results. Table 5.3(a): shows the retrieved summary for art and music using rooted-
stem as a basic unit and its evaluation results. text of the article. Table 5.3(b) shows
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the retrieved summary for art and music using light-stem as a basic unit and its
evaluation results. 5.3(c) shows the retrieved summary for art and music using no-
stem as a basic unit and its evaluation results.

Tables 5.4 shows the retrieved summaries of sports article and there evaluation
results. Table 5.4(a): shows the retrieved summary for sports using rooted-stem as a
basic unit and its evaluation results. text of the article. Table 5.4(b) shows the
retrieved summary for sports using light-stem as a basic unit and its evaluation results.
5.4(c) shows the retrieved summary for sports using no-stem as a basic unit and its
evaluation results.

Tables 5.5 shows the retrieved summaries of environment article and there evaluation
results. Table 5.5(a): shows the retrieved summary for environment using rooted-stem
as a basic unit and its evaluation results. text of the article. Table 5.5(b) shows the
retrieved summary for environment using light-stem as a basic unit and its evaluation
results. 5.5(c) shows the retrieved summary for environment using no-stem as a basic
unit and its evaluation results.

Tables 5.6 shows the retrieved summaries of health article and there evaluation
results. Table 5.6(a): shows the retrieved summary for health using rooted-stem as a
basic unit and its evaluation results. text of the article. Table 5.6(b) shows the
retrieved summary for health using light-stem as a basic unit and its evaluation
results. 5.6(c) shows the retrieved summary for health using no-stem as a basic unit
and its evaluation results.

Table 5.2 (a): Art and music example original text.

Original Text
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Table 5.2(b): First summary listed in EASC corpus.

Summary A
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Table 5.2(c): second summary listed in EASC corpus.

Summary B
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Table 5.2(d): third summary listed in EASC corpus.

Summary C
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Table 5.3(a): retrieved summary for art and music article when using rooted-
stem as a basic unit.

Summary for Rooted stem as a basic unit
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Recall Precision F-measure
Summary A 5/8 5/7 0.667
Summary B 4/6 417 0.615
Summary C 4/5 4/7 0.667
Average 0.697 0.619 0.649
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Table 5.3(b): retrieved summary for art and music article when using light-stem
as a basic unit.

Summary for light stem as a basic unit
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Recall Precision F-measure
Summary A 4/8 4/6 0.571
Summary B 3/6 3/6 0.5
SummaryC 2/5 2/6 0.364
Average 0.467 0.5 0.478
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Table 5.3(c): retrieved summary for art and music article when using no-stem as
a basic unit.

Summary for a word as a basic unit
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Recall Precision F-measure
Summary A 5/8 5/7 0.667
Summary B 4/6 477 0.615
Summary C 4/5 477 0.667
Average 0.697 0.619 0.65
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Table 5.4(a): Retrieved summary for sports article when using rooted-stem as a
basic unit and its evaluation results.

Summary for Rooted stem as a basic unit
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Recall Precision F-measure
Summary A 3/4 3/4 0.75
Summary B 2/3 2/4 0.57143
Summary C 214 2/4 0.5
Average 0.639 0.583 0.607
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Table 5.4(b): Retrieved summary for sports article when using light-stem as a
basic unit and its evaluation results.

Summary for light stem as a basic unit
ALY agd g (ha A4S 55k Cun g ool Iaantg JURN (g8 alail Cpmall ) (g Bl G glS 9Y) (S
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PR
Recall Precision F-measure
Summary A 214 2/4 0.5
Summary B 1/4 1/3 0.28571
Summary C 214 2/4 0.5
Average 0.417 0.44 0.429

Table 5.4(c): Retrieved summary for sports article when using no-stem as a basic
unit and its evaluation results.

Summary for a word as a basic unit
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Recall Precision F-measure
Summary A 3/4 3/4 0.75
Summary B 213 2/4 0.57143
Summary C 1/4 1/4 0.25
Average 0.556 0.5 0.5238
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Table 5.5(a): Retrieved summary for environment article when using root-stem
as a basic unit and its evaluation results.

Summary for Rooted stem as a basic unit
29 Gl g aacad) A ) Al B A pland ey Aulad) dlla Gl Sl J oY) ¢ AN (e slai) Ao 3l
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Recall Precision F-measure
Summary A 1/1 1/4 0.4
Summary B 4/8 4/4 0.6667
Summary C 4/8 4/4 0.6667
Average 0.6667 0.75 0.5778

Table 5.5(b): Retrieved summary for environment article when using light-stem
as a basic unit and its evaluation results.

Summary for light stem as a basic unit
S Gl g aacad) A ) AL B A pland (g Aulad) dlla G saSiall JgY) ¢ RN (e slai) Ao 3k
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Recall Precision F-measure
Summary A 11 1/4 0.4
Summary B 4/8 4/4 0.6667
Summary C 4/8 4/4 0.6667
Average 0.6667 0.75 0.5778
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Table 5.5(c): Retrieved summary for environment article when using no-stem as
a basic unit and its evaluation results.

Summary for a word as a basic unit

9 Sl g aacal) A jal) A3l 8 A placsd (g cdglad) dlla G sadall Jg¥) AN (e )00 Agle L)
(RS A (a9 Aalua) g al& puall g 3,800

Gigaal) gan i pgla) A8 ¢ ) paliuly (a8 Walae ) O gy Eua o gl LSy A B < jgand) alina oY) (ial
2} 30000 (1) 16000 (5> (A Criad) ¢ AN (o climasdl) Ji1 91 (2 100000 (A5 (0 B2 2l 5
Ll o

Oadll Aa SB RN Gag ¢ Ol e gl A LSS G i Ay gan) 3 ga) S

o 2us) 300 G Cun (il la s AN 5 (B 4adl ) 3igl (b Juad e (b Gy e i L B Y Ll
2aS 1412 Lialuws ARILY) Azanal) 4lhaial)

Recall Precision F-measure
Summary A 1/1 1/4 04
Summary B 4/8 4/4 0.6667
Summary C 4/8 4/4 0.6667
Average 0.6667 0.75 0.5778

Table 5.6(a): Retrieved summary for health article when using rooted-stem as a
basic unit and its evaluation results.

Summary for Rooted stem as a basic unit
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Recall Precision F-measure
Summary A 2/5 2/5 0.4
Summary B 2/4 2/5 0.4444
Average 0.45 04 0.4222
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Table 5.6(b): Retrieved summary for health article when using light-stem as a
basic unit and its evaluation results.

Summary for light stem as a basic unit
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Recall Precision F-measure
Summary A 3/5 3/4 0.6667
Summary B 2/4 214 0.5
Average 0.55 0.625 0.5834

Table 5.6(c): Retrieved summary for health article when using no-stem as a basic
unit and its evaluation results.

Summary for a word as a basic unit
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Recall Precision F-measure
Summary A 3/5 3/4 0.6667
Summary B 214 214 0.5
Average 0.55 0.625 0.5834
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We going to discuss these results. Now we present the summary tables for our works.
Table 5.7 shows the detailed results for our work. Then table 5.8 shows the

summarized result table then we show the graphs that that result from GBATSS.

Table 5.7 shows the evaluation of detailed results for summary that uses rooted
stemmer as a basic unit.

Table 5.8 shows the evaluation of detailed results for summary that uses light
stemmer as a basic unit.

Table 5.9 shows the evaluation of detailed results for summary that uses word without
any type of stemming as basic unit.

Table 5.7 The detailed evaluation results of Rooted stemmer basic units

Recall Precision = F-measure
1 artl 0.697 0.619 0.649
2 educationl 1 0.5 0.6667

3  environmentl 0.528 0.8333 0.644

4 environment2  0.667 0.75 0.5778
5 financiall 0.9 0.6 0.7026
6 financial2 0.833 0.5625 0.6667
7 financial3 0.833 0.6667 0.7222
8 healthl 0.5 0.6667 0.57143
9 health2 0.45 0.4 0.4222
10 politicsl 0.558 0.4375 0.4361
11 sportsl 0.639 0.583 0.607
average 0.691 0.6017 0.6059755

Table 5.8 : The detailed evaluation results of light stemmer basic unit.

Recall Precision = F-measure
1 artl 0.467 0.5 0.478
2 | educationl 1 0.5 0.6667

3 environmentl  0.3889 0.6667 0.4889
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4 environment2
5 financiall
6 financial2
7 financial3
8 healthl
9 health2
10 politicsl
12  sportsl

average

0.6667
0.7542
0.8333
0.6667
0.5
0.55
0.5583
0.417

0.618373 0.551373

0.75
0.4167
0.5625
05
0.6667
0.625
0.4375
0.44

0.5778
0.5224
0.6667
0.5556
0.57143
0.5834
0.4361
0.429
0.543275

Table 5.9: The detailed evaluation results of word as a basic unit.

1 artl

2 educationl
3 envl

4 env2

5 finl

6 finance2
7 finance3
8 healthl
9 health2
10 | politicsl
11  sportsl

average

Recall
0.697
1
0.3889
0.6667
0.9
0.75
0.667
0.5
0.55
0.5583
0.556

0.657627

Precision
0.619
0.5
0.6667
0.75
0.6

0.5

0.5
0.6667
0.625
0.4375
0.5

0.578627

F-measure
0.65
0.6667
0.4889
0.5778
0.7026
0.5952
0.5556
0.57143
0.5834
0.4361
0.5238

0.577412

Table 5.10 shows the final results of evaluation methods that are used in evaluating

the system.
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Table 5.10: The final results of evaluation methods to all application’s

results.
Recall Precision  F-measure
Rooted 0.691 0.602 0.606
Light 0.618 0.551 0.543
Word 0.658 0.579 0.577

Now we present the charts that describe our works. After that in the next section we
present the comparison between GBATSS and another graph based summarization
system.

Figure 5.2 shows the chart of the recall evaluation parameter. This chart views the
difference in recall parameter among the summaries that resulted from the different
types of basic units. According to the chart, we find that when we use rooted-stem as
a basic unit, we get the highest recall and when we use the light-stem as a basic unit,
we get the lowest recall.

Figure 5.3 shows the chart of the precision evaluation parameter. This chart views the
difference in recall parameter among the summaries that resulted from the different
types of basic units. According to the chart, we find that when we use rooted-stem as
a basic unit, we get the highest precision and when we use the light-stem as a basic
unit, we get the lowest precision. In addition we find that the value of precision is
greater that recall because the number of sentences differ between relevant and
relative summaries.

Figure 5.4 shows the chart of the f-measure evaluation parameter. This chart views
the difference in f-measure parameter among the summaries that resulted from the
different types of basic units. According to the chart, we find that when we use
rooted-stem as a basic unit, we get the highest f-measure and when we use the light-
stem as a basic unit, we get the lowest f-measure.
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GATSS Recall Evaluation measure

Word Light Rooted

Figure 5.2: GBATSS Recall Evaluation measure.

GBATSS Precision Evaluation measure

Word Light Rooted

Figure 5.3: GBATSS Precision Evaluation measure.
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GBATSS F-measure Evaluation measure

0.62
0.61
0.6

0.59
0.58
0.57
0.56
0.55
0.54
0.53
0.52
0.51

Word Light Rooted

Figure 5.4: GBATSS F-measure evaluation measure.

Figure 5.5 shows a summary for the three evaluation measures that are used in
evaluate GBATSS. This chart shows that summary extracted depending on the root-
stem basic unit gives us results better than other basic units.

Evaluation Results

0.8
0.7

0.6
0.5
0.4
0.3
0.2
0.1
0

F-measure Precision Recall

m Rooted Light mWord

Figure 5.5: Evaluation results
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5.4.1 Comparison

By comparing between our application and application done in [1] with same
compression rate 40% we find that in f-measure GBATSS have improvement about
15.8%.

In the following figures, we present comparison in recall, precision, and f-measure.

Figure 5.6 shows a comparison chart for recall evaluation measure for two
basic units. The first basic unit is rooted stem basic unit and word basic unit. For
rooted stem basic unit we find that we have improved about 27%. In word basic unit
we have improved about 25%.

Figure 5.7 shows a comparison chart for precision evaluation measure for two basic
units the first basic unit is rooted stem basic unit and word basic unit. For rooted stem
basic unit we find that we have improve about 13%. In word basic unit we have
improve about 11%.

Figure 5.8 shows a comparison chart for evaluation measure for two basic units. The
first basic unit is rooted stem basic unit and word basic unit. For rooted stem basic
unit we find that we have improved about 16%. In word basic unit we have improved
about 15%.

Compared Recall

0.8
0.7
0.6
05
0.4
03
02
0.1

Word Rooted

W GBATSS Compared

Figure 5.6 compared recall chart
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Compared Precision

Word Rooted

W GBATSS Compared

Figure 5.7: Compared precision chart

Compared F-measure

Word Rooted

W GBATSS Compared

Figure 5.8: Compared F-measure chart
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5.4.2 Discussion

From previous discussion and comparison, we found the following:
1. We find that rooted stem basic unit is better than other basic units.

2. GBATSS is outperforming [1] based on F- measure, this is due to :
a. The improvement in normalization process.
b. The difference in the stop words list used between the two applications.

3. In some summaries we notice that the resulted summaries have similarity because
the content of the basic document vocabulary is near the basic form and has little
amount of affixes so the resulted summaries are close enough to each other.

4. In some categories of text articles, we get low evaluation results that's return to the
stop words list that are used in the preprocessing stage. Because it was not
appropriate to this type of articles.

5. We get an improvement in the summary results because we make some

improvements in the preprocessing stage, especially in normalization and stop
words list.
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CHAPTER Six: CONCLUSION AND FUTURE WORK

6.1 Conclusion

In this thesis, we build an extractive graph based text summarization. The proposed
method is based mainly on graph theory with features of terms weighting ,relation
between sentences. Then finally we apply Page-Rank algorithm to sort the sentences.

The system works in three basic units. these units are rooted stem , light stem ,and
finally word. The system depends on compression ratio of 40 %. The process of
summarization is done in many stages starting from data collection , text
preprocessing , text normalization, text tokenization , stemming, stop word removals ,
building graph ,calculating edge weighting ,applying page rank , and finally extracting
the summary.

To test and evaluate this system we use EASC data set. After that we use the
following evaluation measure recall, precision, and f-measure to evaluate the system.

Then we compare the results with another system .to evaluate the system.

After comparing data with another application we find that, we have improvement
about 16% than the other graph based system.

Finally, our system is optimized, easy to use, general to any domain area and able to

produce summaries comparable to human generated summaries. We expect the
system to be used for a wide range of applications.

6.2 Future work

Here we propose some techniques to improve our work in future:

1. Using more features like sentence topic relevance, or using another
morphological properties.

2. Applying some language morphological techniques to solve the Arabic
morphological complex in Arabic language.

3. Using special stop words for every category of text, to enhance the output of the
system.

4. Appling modification with page rank to improve the results.
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o

Using another basic units like n-grams to find which one is best.

o

Improving stemming techniques in pre-processing stage or using lemmatization
technique.

~

Trying to make a hybrid method that uses graph based and rhetorical processing
for the text.

oo

Improve the pre-processing and normalization process of the system.
9. Try to improve the tokenization process by using other tokenization techniques.

10. Adopting alternative techniques for evaluation that will help better understanding
the nature of the summarization problem.
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Appendix A

In this appendix we present articles and summaries that used in GBATSS. Here we

present the original summary then the relevant summaries of the article.

Table A.1(a) : Article 1 oiriginal text

Original Text
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Table A.1(b) : Article 1 first Summary

Summary A
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Table A.1(c) : Article 1 second Summary

Summary B
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Table A.1(b) : Article 1 third Summary
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Original Text
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Table A.2(b) : Article 2 first Summary
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Table A.3(c) : Article 3 third Summary

Summary C
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