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Blind and Reversible Color Image Watermarking Schemes for 

Content Authentication and Copyright Protection  

 

Nader H. H. Aldeeb 

ABSTRACT 
The main contribution of this thesis is to detect any modification, forgery, or illegal 

manipulation in images, as well as distinguishing between malicious attacks and 

incidental manipulations. To achieve this goal, three schemes are proposed. The three 

proposed schemes are tested based on a dataset contains 1050 colored images divided 

into eleven categories. All tests are performed using a laptop with a 2 GHz core 2 duo 

processors, 2 GB memory, and 384 MB display adapter. Matlab 7.8 and Visual Studio 

2011 are used in implementing the proposed schemes and counterparts. 

 

The first proposed scheme is the Content Authentication (CA) watermarking scheme, 

which is a fragile, blind, and reversible watermarking scheme; aimed at detecting 

manipulation in color images. It generates the watermark uniquely, using a messy 

model. The generated watermark is embedded accumulatively; to obtain spreading 

over whole image’s area, and homogeneously; to obtain a high quality watermarked 

image. Our proposed scheme is a development of a recently proposed watermarking 

scheme.  Our proposed scheme surpassed its counterpart in terms of capacity, quality, 

watermark spreading, fragility, and embedding time. The payload of the host image 

increased from 81.71 % to 93.82 %. The minimum obtained PSNR value is increased 

from 27.15 dB to 31.76 dB. The watermark spreading percentage, or the percentage of 

the protected pixels, is noticeably increased. Our proposed scheme is very sensitive to 

modifications anywhere at the image, even if it is tiny. Finally, our proposed CA 

scheme is faster than its counterpart in embedding. We obtained an average reduction 

in time equals, 0.15 second. 

 

The second proposed scheme is the Copyright Protection (CP) watermarking scheme, 

which is a robust, blind, and reversible watermarking scheme; aimed at protecting the 

copyright of color images against geometrical attacks. It is also a development of an 

already existing watermarking scheme. Watermark embedding in this scheme, as well 

as in its counterpart, mainly depends on the permutation of histogram bins. But, we 

present a new embedding rule, which increased the average capacity by about 55 bits, 

and also it increased the quality, PSNR, of the watermarked image from 35.01 dB to 

38.05 dB. The embedded watermark demonstrates 100 % robustness against a variety 

of geometrical attacks, like Flipping (H, V, and Both), Rotation (90°, 180°, and 270°), 

Scattering, Warping, Skewing, and their combinations. Finally, our proposed CP 

watermarking scheme showed a faster watermark embedding process than that of its 

counterpart by an average reduction in time equals, 4.84 seconds. 

 

The third proposed scheme is a blind and reversible multipurpose watermarking 

scheme, for both CA and CP of color images. It combines the first and the second 

proposed watermarking schemes, in a way, to fulfill the main contribution of this 

thesis. Experimental results showed that; despite of embedding two watermarks at the 

same host image, the generated watermarked images using this scheme are still 

having PSNR values of higher than 30 dB, the obtained average PSNR  is 33.25 dB. 

Keywords: Content Authentication, Copyright Protection, Forgery Detection, 

Reversible, Blind, Geometrical Attacks, Messy, Accumulative, Homogeneous. 
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CHAPTER 1 

 

INTRODUCTION 

 

1.1 Overview and Statement of the Problem 

A huge amount of digital information is moving around the world by means of the 

rapid growth in Internet technology and digital media. Digital media offers several 

distinct advantages, such as high quality, easy editing, and high fidelity copying. This 

ease, by which digital information can be manipulated and duplicated, has made 

publishers, authors, artists, and photographers afraid that their innovations and 

products will be modified illegally or claimed by others. For example, the contents of 

medical images, as well as the information related to it, such as patient’s name, age, 

and initial diagnosing are usually assumed as sensitive data. Illegal manipulation of 

medical images, or its related information, could lead to dangerous problems, like 

false diagnoses of a specific disease. This is absolutely not accepted in medical 

applications. Thereby, healthcare institutions are ethically obliged to give up those 

maliciously modified images, because they are no longer suitable for taking serious 

decisions. Therefore, a technique for verifying content’s integrity of digital media is 

needed. But, some images might be modified incidentally during transmission in a 

way, which allows its reuse. Examples of such modifications are: Flipping, Rotation, 

Warping, and other geometrical modifications, those only change pixels positions. 

Thus, it is also required to decide whether the modified images are still being usable 

or not. 

 Digital watermarking is a method of hiding information (watermark) into a host 

(cover) signal (image, audio, or video), so that the watermark can be detected or 

extracted later to make an assertion about the cover signal, for the purpose of Content 

Authentication (CA) [1], Copyright Protection (CP) [2], secure transmission of 

forensic questioned documents [3], content description, copy control, secret 

communication [4], and etc. Generally, the effective watermarking scheme should 

satisfy certain requirements to be reliable, such as invisibility, imperceptibility, un-

ambiguity, low complexity, and either robustness, or fragility based on the intended 

watermarking application [5]. Also, digital watermarks should be difficult to remove 
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or modify without damaging the host signal. Digital watermarking is potentially 

useful in many modern applications like E-health and Telemedicine [4, 6]. 

 

1.2 Digital Watermarking Applications 

Digital watermarking techniques were initially used for limited intents, now it 

becomes a well-defined science, with its own resourceful schemes. Presently, it is the 

core of many modern applications. To name a few amongst its innumerable 

applications, digital watermarking is employed in: Copyright Protection [7], Content 

Authentication [8], Fingerprinting [9], Telemedicine or e-health [10], Copy 

Prevention or Control [4], Content Description [11], Secret Communication [12], and 

ID Card Security [13]. In the following subsections, we will try to describe each of 

these applications briefly. 

� Copyright Protection (CP) 

Because traditional copyright notices, such as “©”, “date”, and “owner” are easily 

removed from the digital content when it is copied; and because copyright notices 

may cover important portions of the image; watermarking of digital images is used for 

CP instead. CP is one of the main applications of watermarking. The owner of the 

image’s content can be identified by using a hidden object, which is imprinted into the 

image. Owner’s own watermark is usually used as the hidden object. The watermark 

here, allows content’s owners to trace their contents and to detect unauthorized use or 

duplications of it. 

Without watermarking, there would be no way to extend the control of the content’s 

owner, once his content leaves the protected digital domain or released to a different 

user [6]. 

� Content Authentication (CA) 

Nowadays, due to the advent of multimedia technology; multimedia contents, like 

image, video, audio, text, and graphics can easily be manipulated in a way, such that it 

is very difficult to detect what has been altered. Traditional watermarking techniques 

may be not adequate here, as they were not able to distinguish between malicious 

attacks and incidental manipulations [14, 15, and 16]. Therefore, a different intent of 

watermarking arises, namely, CA, in which watermarking is used by content owners 

and distributors for authentication and assuring integrity of the multimedia content. 

They embed digital watermarks directly into the digital contents. Later, the originality 
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of the digital content is verified by checking its extracted watermark. Authentication 

of multimedia content with a reasonable imperceptibility and high detection resolution 

is the challenge of today’s research in the field of multimedia security [14]. 

� Fingerprinting 

It is the application where multimedia content is electronically distributed over a 

network, and the content owner would like to prevent unauthorized duplication or 

distribution of his content. Here, digital watermarking is used in a way to trace the 

source of illegal copies [17]. In fingerprinting, the hidden message (watermark) is 

variable and depends on the recipient identity [18]. For example, if the owner of the 

content needs to send his content to multiple recipients; he may embed different 

watermarks, fingerprints, in the copies of the digital content, such that each embedded 

watermark is customized for each recipient. Later, if an unauthorized copy of the 

content is found, e.g. supplied to third parties, the origin of that copy can be 

determined by retrieving its associated fingerprint.  Therefore, the watermark should 

be resistant to collusion. That is, a group of users have the same images, but 

containing different fingerprints, should not be able to interact and create a copy 

without any fingerprint. Thereby; they prevent the owner from detecting the origin of 

his image, when it is distributed illegally. 

� Telemedicine 

In the beginning of twentieth century people used the term e-health, which refers to 

the investment of modern data and communication technologies, in a way to meet the 

needs of citizens, patients, healthcare professionals, healthcare providers and policy 

makers [19]. Telemedicine, which is one form of the e-health applications, defined as 

the delivery of remote health care and medicine by the use of telecommunication and 

computer technologies together with medical expertise. Telemedicine technology may 

involve the use of computers, sound, video, and image processing [20].  

Applications like telemedicine are promising; they can play a very important role in 

the range of provision of services, through connecting healthcare facilities and 

healthcare professionals, as well as improving services access, equity, and quality. By 

telemedicine, the geographical and physical limits are vanished [21]. 

With the rapid development in telemedicine systems, and according to the sensitivity 

and privacy of the information related to medical images, (patient’s name, age, initial 

diagnosing, etc.), the security of the medical images, as well as its related information 
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becomes more and more important. Therefore, healthcare institutions are forced to 

take appropriate measures in order to maintain privacy of the patient information in 

the image. Also, the institutions must assure data integrity, which prevents others 

from tampering the image, when they mistakenly receive a copy of patient’s medical 

images [22]. Watermarking provide us a good solution for these problems, by 

securely and imperceptibly embedding that sensitive information in patient’s medical 

images. Later, the authorized recipients only can extract the hidden information. Also, 

watermarking has the benefit of disabling others from modifying, neither medical 

images, nor patient’s information that is included in those images. 

� Copy Prevention or Control 

Copy control aims at preventing people from making illegal copies of a copyrighted 

content [23]. Copy control of the content could be achieved by inserting a watermark 

within it; the watermark can later be detected by a recording device. If a watermark is 

detected, the recorder will recognize it, then decide copying or not. Of course, for 

such a system to work, all manufactured recorders must include watermark detection 

circuitry [24]. 

In this application of watermarking, the watermark includes the information called 

Copy Control Information (CCI). This information refers to the rules, which the 

owner wishes to enforce about copying the content. Some examples are: “Copy Not 

Allowed”, “Never Copy”, “One Copy Allowed”, and “Copy Not Restricted”. Clearly, 

the embedded watermark must be robust against attacks [4]. 

� Content Description 

In some systems, where automated retrieval of contents is performed, it is needed to 

attach descriptive information, such as content’s name, title, size, and creation date 

along with the content to facilitate automatic indexing. This information usually 

attached to the content as a separate digital file; unfortunately, this makes it 

vulnerable to attacks. But when using watermarking, the vulnerability to attacks 

vanishes, because by watermarking; the information can be embedded hidden, and 

inseparable from the content [11]. 

� Secret Communication 

Along with the demand for speed and integrity while exchanging information over the 

Internet, there is always a need for secrecy. Cryptography is increasingly used for 
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secure communication, where data is encrypted using security key, which is shared 

between participates [25]. Watermarking is also increasingly used for secure 

communication, where data is hidden inside the carrier media, so that the hidden data 

is transferred without drawing attentions. 

� ID Card Security 

Another application of watermarking is the ID card security, where the main personal 

information is not only written on the document, but also included in the person’s 

photo, that appears on the document. Later, the ID card can be verified by extracting 

the embedded information and comparing it to the written text. By this application, a 

forged copy of the ID card, where the photo is replaced or the written text is modified, 

will be detected by the failure in extracting the watermark that matches the written 

text [6]. 

 

1.3 Objective of the Study 

The primary objective of our proposed system in this thesis is to find a multipurpose 

watermarking scheme, for both CA and CP of color images. The scheme mainly aims 

at detecting any modification, which might infected the image, as well as deciding 

whether or not the modified images are still usable. These features are required in 

many applications. For example, the ability of detecting modifications at patient’s 

medical images will prevent others from tampering images, when they mistakenly 

receive a copy of it. Also, this is supposed to end the exhausting problem of 

misdiagnosing, due to dependence on erroneous images. 

As stated above, our algorithm is expected to be used in sensitive applications, like 

military and medical applications. This makes our algorithm different from any other 

available multipurpose watermarking algorithms in the literature, because those 

sensitive applications require some additional requirements. For example, in 

telemedicine systems, where medical images are shared between specialists for 

remote diagnosing, a lot of attention must be paid to protect the copyright of the 

patient’s medical images, and to assure their content’s integrity. Hence, most of 

previously designed watermarking techniques may no longer be sufficient for 

nowadays modern applications. Thus, our proposed algorithm must satisfy some 

special requirements. 
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1.4 Thesis Questions 

From the intensive study, and the detailed analysis of the previously proposed image 

watermarking works, we may draw the following remarks and questions: 

1.  Are the previous watermarking techniques well enough? 

It is well known that there are many watermarking algorithms in the literature. But in 

principle, with the huge advancements in both digital media and Internet technology, 

most of the previously designed watermarking techniques may no longer be sufficient 

now, as many modern applications have appeared.  For example, consider the   

modern application, telemedicine, in which medical images are exchanged from one 

place to another, for remote diagnosis purposes. In such applications, any loss in the 

overall image’s quality is not accepted. Hence, more attention must be paid when 

designing any new watermarking algorithm to be used in such modern applications. 

Thereby, in light of the aforementioned question, we propose a novel watermarking 

algorithm, to be suitable when used in nowadays applications. 

2. Can we guarantee both CP and CA of images using only spatial domain 

techniques? 

In spatial domain watermarking, the watermark is embedded directly by modifying 

the pixel values of the host image, without applying any transform to it. By contrast, 

in transform domain watermarking, the host image is first transformed from spatial to 

other domain, such as Discrete Cosine Transform (DCT), then the watermark is 

embedded by applying a specific watermarking algorithm, and finally the 

watermarked image is inverse-transformed back to the spatial domain [26]. Although 

transform domain watermarking can yield higher payload capacity limit and more 

robustness against attacks, its computational cost is higher than that of spatial domain 

watermarking. Accordingly, embedding the watermark in spatial domain component 

of the original image is a straightforward method. It has the advantage of low 

complexity, and easy implementation [27]. So, for obtaining high performance in our 

proposed scheme, we will answer the this question to test whether or not it is possible 

to find a dual watermarking algorithm that embeds two watermarks in spatial domain 

of the host image.  

3. Since robustness and transparency are the most important watermarking 

properties, the question is how and where to place the watermark, while keeping 

both of these requirements? 
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Usually the embedding domain contains perceptually most significant components 

(low frequency components), and perceptually insignificant components (high 

frequency components). Such perceptibility is related to the Human Visual System 

(HVS). If we embed the watermark in the perceptually most significant components, 

our algorithm will be robust against attacks, but the watermark may be difficult to 

hide. On the other hand, if the watermark is embedded in the perceptually 

insignificant components the opposite occurs [28, 29]. Therefore, in removing this 

ambiguity, it is important to answer aforementioned question. 

4. What are the mechanisms that we should use, to guarantee removing the effect of 

the second embedding process on the information previously hidden in the first 

embedding process; thereby we claim a new meaning for “dual watermarking”? 

Some people use dual watermarking, where the term dual watermarking is often used 

in the literature referring to the use of different watermarks embedded in the same 

host signal, to serve different aims. For example, one watermark could be used for 

tamper detection in the host image, and the other could be used for the purpose of 

owner identification of the same image. Dual watermarking schemes, usually embed 

watermarks one after the other. But all these approaches have a problem in common, 

which is that the later embedding process affects the watermark embedded in the 

former one [30]! This question searches for new watermarking mechanisms, those 

guarantee removing the effect of each embedding stage on the other.  

The main issues considered in answering this question are: Firstly, does the first 

embedded watermark have an effect on the second watermark, which will be 

embedded later? Secondly, what is the effect of the later embedded watermark on the 

former embedded one? Hence, we focus in determining the effects of each 

watermarking stage on the other. This will help in removing these effects, if it exists.  

5. What are the embedding strategies, which we should follow in order to preserve 

quality of the host image, while embedding two watermarks in it? 

It is important to answer this question, such that the degree of distortion introduced at 

the host image during watermark embedding process is inversely proportional to Peak 

Signal to Noise Ratio (PSNR). As the embedding capacity increases, the PSNR 

decreases [31]. In sensitive watermarking applications, any loss in the quality of 

images is not accepted. 
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6. Which is the preferred mechanism and watermark embedding order in dual 

watermarking? 

In dual watermarking, according to the purpose of each individual watermark, 

whether it is for CA, CP or other, the mechanisms followed in embedding the 

watermarks differ. Some schemes embed the second watermark in the first one before 

being embedded in the host image [32]. In other schemes, the two watermarks are 

embedded into different resolution layers, or different embedding regions of the host 

image. The embedding regions and resolution layers are chosen carefully to achieve 

fragility in the first watermark, while achieving robustness for the second one [33]. 

The answer of the aforementioned question, will find the correct watermarks 

embedding order in our proposed watermarking scheme. 

7. Is it required to use a meaningful watermark for both CA and CP in dual 

watermarking? 

Actually, the watermark is a special symbolized image or text. Usually, watermarks 

are meaningful like a logo, sign, symbol, signature, or an animated image. Naturally, 

for the watermark, the increase in its meaning leads to an increase in its size.  

8. How effective our proposed algorithm will be, compared to recently available 

ones? 

In the literature, many effective watermarking algorithms have been proposed and 

implemented for digital images. But these algorithms may not keep their effectiveness 

when used in today’s sensitive applications like, medical and military applications. 

Anyway, it is important for any new designed watermarking algorithm to be tested, 

evaluated, and compared to other previously generated ones. The answer of this 

question will clarify the position of our proposed schemes among others. It is evident 

that in answering this question, we will search for, and use good performance 

evaluation measurements. 

 

1.5 Methodology 

One approach to get a multipurpose image watermarking scheme for both CA and CP 

is by cascading two available watermarking systems one after another at the same 

host image, the first system performs CP and the second performs CA, or vice versa.  
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Cascading is our promising solution to find a multipurpose watermarking scheme, but 

it is not that simple at all, the difficulty is summarized in answering the 

aforementioned questions, in Section 1.4. 

A variety of excellent works can be found in the literature, some of them are 

specialized for CP, and others are specialized for CA of images. An intensive study 

and detailed analysis of the most promising proposed algorithms are performed, to 

find which of the proposed schemes can be adapted to meet our proposed algorithm 

requirements. According to their attractive properties (Secure, Blind, and Reversible); 

two algorithms are chosen, they are Poonkuntran and Rajesh algorithm [1] for CA, 

and Chrysochos et al. algorithm [34] for CP. Then, under the light of the previously 

mentioned questions, drawbacks and shortcomings of each algorithm are recorded. 

Finally, to achieve the proposed scheme, our work is divided into three phases. The 

first is CA phase, in which Poonkuntran and Rajesh algorithm [1] is implemented and 

improved, in order to meet our algorithm properties without any drawbacks. The 

second is CP phase, in which Chrysochos et al. algorithm [34] is implemented and 

improved such that it meets our algorithm properties without any drawbacks. The last 

phase is the multipurpose phase, in which we designed and implemented a new 

watermarking scheme that combines between the resulted schemes of the two 

previous phases; it utilizes the benefits of both Poonkuntran and Rajesh scheme, and 

Chrysochos et al. scheme. Thus, using different techniques and strategies, a new 

multipurpose watermarking algorithm is generated. The generated algorithm allows 

watermark embedding in a host image, and watermark extraction from a watermarked 

image, while allowing reversibility to fully restore the original host image.  

 

1.6 Thesis Significance and Contribution  

This thesis adopts digital watermarking as an alternative solution for protection. 

Digital watermarking allows people to share their own digital images safely; it relates 

the digital images with their owners robustly, and it also protects images from illegal 

modifications. Thus, it protects the intellectual properties of content owners, even if 

the contents are shared along wide distances. Therefore, by the services provided in 

digital watermarking, people now can trust to do business electronically, because they 

do not worry about forgery. 
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This thesis discusses the potential of digital watermarking, and then provides valuable 

services in the range of sensitive information management. We provide new models 

through more flexibility in content use. Our main aim, as researchers, is to make a 

genuine contribution in the range of sensitive applications, by providing some data 

management issues like: 

a) More flexibility in content use. 

b) Promotion of protection of sensitive data. 

c) Accuracy in localizing images penetration. 

d) Relevant and Physician’s authentication. 

e) Image integrity control, prevention of illegal modification. 

f) Noticeable increase at the payload of the cover image, with no degradation. 

g) Proficient image archiving and retrieval. 

Although there are different alternatives, our proposed system suggests a new idea for 

protecting digital images, and solving the exhausting problems of forgery, illegal 

manipulation, and illegal distribution of digital contents. 

 

1.7 Thesis Organization 

The rest of this thesis is organized as follows: Chapter 2 introduces watermarking 

concepts; definitions, models, properties, classifications, examples, techniques, and 

performance measurements. Chapter 3 introduces literature review, and related works. 

Chapter 4 leads to the proposed watermarking schemes. It gives a clear definition of 

the workflow of each proposed scheme, by means of flow charts, illustration 

examples, figures, and algorithms. Our proposed schemes experimental results, 

evaluations, interpretations, justifications, and analysis are presented in chapter 5.  In 

chapter 6 we summarize our work, review of our concluding remarks, presenting 

recommendations, and give directions for future work. 
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CHAPTER 2 

 

BACKGROUND 

2.1 Overview 

Digital watermarking is today’s modern solution considered by researchers for 

preventing unauthorized use, by embedding information, digital watermark, into the 

intended digital data. Later, in case of multiple claims, that embedded watermark 

plays the judge role. The owner of the original data proves his ownership by 

extracting his previously embedded watermark from the watermarked content (CP). 

Also the embedded data can effectively be used in protecting data contents from 

illegal manipulation (CA). Usually, the embedded information could be a logo, a 

meaningful message, or a random signal [35-37].  

 

2.2 Theoretical Model of Digital Watermarking System 

Digital watermarking usually divided into two main processes: watermark embedding 

process and watermark extraction process.  

Watermark embedding process, embeds the watermark in the host signal. The 

watermark and the host signal are the inputs of this process. The watermarked signal 

is the output of this process. Suppose that the host signal is an image, I, and we have a 

watermark, W, then, the result of the embedding function, E, is the watermarked 

image, I’, as shown mathematically in Equation 2.1 bellow. 

���,�� � ��       (2.1) 

In some watermarking systems, a security key is used as additional input for the 

embedding process; it adds a level of security to the watermarking process, and makes 

the watermark more robust against attacks. Figure 2.1 shows watermark embedding 

process, which is adopted from [38]. 

 

 

 

 

 

Figure 2.1: Watermark embedding process. 
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Watermark extraction process, extracts the watermark from the watermarked signal. 

The watermarked signal is the basic input of this process, the output of this process is 

the extracted watermark. Suppose we have a watermarked image, I’, from which we 

want to extract the watermark, the result of the detector, extractor, function, D, is the 

extracted watermark, We, as shown mathematically in Equation 2.2 bellow. 

	���� � �
     (2.2) 

If the embedding process used a security key, same key is needed in the extraction 

process; the extraction process is exactly the reverse of the embedding process. 

Other inputs may be needed, based on which type of watermarking algorithms is 

applied. For example, in the CA and CP systems, the original watermark is also 

needed as an input to the extraction process for comparing with the extracted one, in 

order to determine whether the host signal is authentic or not. Comparison is 

performed using a comparator function, C∂, which is based on the correlation, C, of 

the two watermarks, and the threshold, ∂. The comparison process can be represented 

mathematically as shown in Equation 2.3 bellow.  

����,�
� � �,�,�  � � �       ���
����
          (2.3) 

Where, C is the correlation of W and We, it is calculated as shown in Equation 2.4. 

� � ∑ ∑ �����,��������
��,�����
 !��
"∑ ∑ ����,������#�� "∑ ∑ ��
��,�����
�#��

    (2.4) 

Where, MW and MWe are the mean values of the original and the extracted watermark 

respectively. 

Finally, Figure 2.2 shows watermark extraction process, which is adopted from [38]. 

 

 

 

 

 

 

Figure 2.2: Watermark extraction process. 

 

2.3 Requirements (Properties) of Digital Watermarking  

A reliable and effective watermarking system should satisfy some requirements, the 

relative importance of these requirements depends on the intended application. Some 
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of the requirements are robustness, tamper resistance, fidelity, computational cost, and 

false positive rate. Practically, it is impossible for our watermarking system to satisfy 

all these properties, but instead, it is necessary to make tradeoffs between them based 

on the underlying application [39]. 

� Robustness 

Robustness of digital watermarking is the requirement that the watermark, which is 

embedded in the digital content, can still be detected intact even if the digital content 

has been modified by common signal processing operations or geometric distortions. 

Otherwise, it is a fragile watermark. Usually, a robust watermark must survive 

common signal processing only between the time of embedding and the time of 

detection [24]. Also, robustness is the requirement that the embedded watermark is 

hard to be detected, removed, or replaced illegally without obvious degradation in the 

quality of the content. Ideally, the degree of image distortions needed to remove the 

watermark should degrade the desired image quality to the point of becoming 

commercially useless. Robustness is often thought of as a single-dimensional value, 

but this is incorrect. A watermark that is robust against one process may be very 

fragile against another. In many applications, robustness to all possible processing is 

excessive and unnecessary [39]. The requirement that the watermark is robust can 

differ slightly from one application to another. Also, not all applications of 

watermarking demand all sorts of robustness [4]. Robust watermarking is mainly 

designed to resist malicious and non-malicious attacks, such as flipping, rotating, 

scaling, cropping, lossy compression, and others. Therefore, robust watermarking is 

mainly used in CP applications. But, on contrast, fragile watermarking is found to 

detect any small or large modification in the watermarked digital content, so it is 

mainly used in CA applications [40]. 

� Transparency (Imperceptibility or Fidelity) 

Transparency or imperceptibility of the watermark is that the watermark is not visible 

and does not affect the overall visual quality of the watermarked content. In other 

words, the watermark is neither visible by human eyes nor affects the carrier fidelity 

[41].  Some few applications require visible watermarks, but most others do not, this 

is why transparency is assumed as one of the basic requirements of digital 

watermarking [42]. 
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Embedding the watermark in the digital content should not affect its quality. The 

fidelity of a watermarking system refers to the perceptual similarity between the 

original and watermarked versions of the digital content. It is clear that, the higher the 

fidelity, the better the watermarking algorithm. 

� Capacity or Payload 

Capacity or payload of the watermarking system refers to the size of the watermark 

that the watermarking algorithm can embed within the digital content. Unfortunately, 

the higher capacity is usually obtained at the expense of either robustness, or 

imperceptibility, or both [11]. Therefore, it is necessary to make tradeoffs between 

these three properties based on the underlying application. In some applications, 

mildly perceptible watermarks are accepted in exchange for higher robustness or 

lower cost. 

This requirement, payload, is highly dependent on three factors: first; the host 

medium, second; the intended application, third; the aimed resulted quality. 

Therefore, during the design of the watermarking scheme, an attention must be given 

to what minimum amount of information we need to embed. This to make sure that 

the host signal can carry that amount, while preserving imperceptibility [43]. 

� Embedding Effectiveness 

Embedding effectiveness of a watermarking system refers to the probability of 

detecting the embedded watermark immediately after embedding. This definition 

implies that a watermarking system might have an effectiveness of less than 100%, 

but always effectiveness of 100% is desirable [23]. 

� Computational Cost  

The requirement of having a fast embedding and extraction processes is based on the 

intended application. For example, the speed of detecting the watermark is not of 

much importance in applications of ownership verification. In such applications, even 

if it takes days to find the watermark, it is going to be worth waiting [39]. But when 

the intended application needs to run in a real time basis, speed becomes one of the 

most important factors [44]. Watermarking techniques are used mostly in real time 

applications; thus, low complexity requirements, and hence, low computational cost 

requirements, are mandatory to guarantee system efficiency and short time delay. A 

low complexity algorithm ensures that both the watermark embedding and extraction 
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processes are simple, and does not require too much time or computation [5]. With the 

presence of nowadays technology, computational cost is no longer being a problem. 

� Interoperability 

The watermarked content shall still be interoperable and exchangeable, so that it can 

be seamlessly accessed through heterogeneous networks, and can be played on 

various play-out devices, whether those devices are watermark aware or not [45]. 

� False Positive Rate 

False Positive, is the term given to the situation when watermark detection is 

performed in a piece of media that is actually does not contain a watermark. False 

positive rate is the number of false positive expected to occur in a given number of 

runs of the detector. In other words, the false positive rate of a watermark detection 

system is the probability that it identifies an un-watermarked piece of data as a 

watermarked one [39]. 

 

2.4 Categories (Types) of Digital Watermarking 

Classification of digital watermarking can be made according to the ability of the 

watermark to resist attacks, visibility of the watermark, how the watermark is 

extracted, the domain in which the watermark is embedded, or according to the ability 

of recovering the original image [46]. 

2.4.1 Classification According to Robustness against Attacks 

Due to watermark’s ability to resist attacks, there are two types of watermarking; 

namely, robust and fragile [1, 6]. 

� Robust Watermark: It is resistant to a specific image processing methods, and 

these watermarks can be extracted from the watermarked images, even if the 

watermarked images are heavily attacked by such methods. Since in CP, the 

embedded watermark should survive against attacks [1], robust watermark is used 

for CP of images. 

� Fragile Watermark: it cannot resist attacks, and it is easily destroyed when the 

host image is modified. Since in CA, the embedded watermark should be sensitive 

to the attacks [1], fragile watermark is used for CA. It can provide information for 

image completeness [6]. Thus, if integrity of the host image has to be ensured, a 

fragile watermark would be applied. 
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2.4.2 Classification According to Visibility of the Watermark 

� Visible Watermarking: Visible watermarking is the most primitive way of 

watermarking. A visible watermark is usually embedded in the host content in a 

way, such that the watermark is detectable and noticeable by Human Visual 

System (HVS). Figure 2.3 shows an example of visible watermarking. 

  

 

(a) 
 

(b) 
 

(c) 
Figure 2.3: Example of visible watermarking. (a) Original Image. (b) Visible Watermark. (c) 

Watermarked image. 
 

There are at least two disadvantages of visible watermarking: 

• Visible watermark degrades the visual quality of the host content. 

• Visible watermark is not difficult to be removed [11]. 

� Invisible Watermarking: The watermark is called invisible if it is embedded in 

the digital content without making obvious degradation in it; or that is not visible 

to most, but can be detected under specific conditions. In invisible watermarking, 

it is difficult to distinguish between the original and watermarked content. The 

main advantage of invisible watermarking is that, it is difficult to remove or 

destroy the embedded watermark. Figure 2.4 shows an example of invisible 

watermarking. 

 
(a) 

 
(b) 

 
(c) 

Figure 2.4: Example of invisible watermarking. (a) Original Image. (b) Invisible Watermark. 

(c) Watermarked image. 

2.4.3 Classification According to Watermark Extraction [4, 6] 

Any digital watermarking algorithm is either, non-blind, semi-blind, or blind; based 

on what type of information is required during watermark extraction stage. 

� Non-Blind: In Non-blind techniques, the watermark can be extracted by the aid of 

the original image and the secret key(s). In other words, the watermark can only 



17 

 

be detected by those who have a copy of the original image and the secret key(s). 

It guarantees better robustness, but may lead to multiple claims of ownerships. 

� Semi-Blind: In Semi-Blind techniques, the watermark can be extracted by the aid 

of secret key(s) and the watermark bit sequence. Sometimes, part of original 

image may be used in these techniques. 

� Blind: In Blind techniques, the watermark detection and extraction depends on 

neither the availability of the original image nor on the availability of the 

watermark. The drawback in this type of watermarking is that, when the 

watermarked image is seriously altered, the watermark detection, as well as the 

original image recovery; will become very difficult. 

2.4.4 Classification According to the Watermark Embedding Domain 

� Spatial Domain Watermarking: In spatial domain schemes, the watermark is 

embedded directly by modifying the pixel values of the host image without 

applying any transform to it. Because in these schemes watermarks are often 

fragile and can be used to detect tamper in the host image, spatial domain 

watermarking is often used for the purpose of CA. These schemes are 

computationally less complex than transform domain schemes [47]. 

� Transform Domain Watermarking: In transform domain schemes, the watermark 

is embedded by first applying a certain transform to the host image, such as 

Discrete Cosine Transform (DCT), Discrete Fourier Transform (DFT), Discrete 

Wavelet Transform (DWT), Singular Value Decomposition (SVD), or other. The 

watermark is then embedded by altering certain coefficients in the transform 

domain [4]. These schemes are more robust to attacks, when compared to spatial 

domain schemes [48]; therefore, transform domain watermarking is often used for 

the purpose of CP and proof of ownership. 

2.4.5 Classification According to Ability of Recovering the Original Image 

[49-52] 

� Reversible Watermarking:  Reversible watermarking is a digital watermarking 

with the additional feature that, when the watermarked content found to be 

authentic, i.e, the extracted watermark is correct, the watermark can be removed 

completely to retrieve the original, un-watermarked, content. Such reversibility is 

highly desirable in sensitive applications. 
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� Non-Reversible Watermarking:  By contrast, the non-reversible watermarking is 

a digital watermarking that cannot restore the watermarked content to its original, 

un-watermarked, form. 

 

2.5 Watermarking Techniques on which we based Our Models 

In this section we will discuss, briefly, the details of the used techniques in building 

our proposed methods. 

2.5.1 Chrysochos et al. Watermarking Scheme [34] 

It is a new reversible watermarking scheme, used to embed a binary watermark in a 

gray scale image.  Watermark extraction process of this scheme does not need the 

original image. Watermark embedding in this scheme mainly based on the 

modification of the histogram of the host image. In other words, Embedding in this 

scheme based on the permutation of the histogram bins. Two keys are used in this 

scheme; the first key is called public key, which is a real number that specifies the 

watermark embedding area. This key is also needed for the watermark detection and 

extraction. The second key is called the private key, which is used for the full 

restoration of the original image, from the watermarked one, after being verified. The 

public key is the most important parameter needed to embed the watermark into the 

host image. The integer part of this key is called start; it indicates the embedding 

starting point in the histogram of the host image. The decimal part of this key, 

multiplied by ten, is called step, which defines the minimum distance a couple of 

histogram bins may have. Each watermark bit, w, is embedded by first locating a 

couple (a, b) of intensity values, chosen according to start and step values. The two 

intensity values, a and b, are chosen, such that the corresponding histogram bins, 

hist(a) and hist(b), are not equal. If the watermark bit, w, equals zero, then the 

histogram values, hist(a) and hist(b), are forced to be in ascending order; otherwise, 

they are forced to be in descending order, as seen in the following rule: 

 (w=0) ����hist(a) <hist(b)             (2.5) 

(w=1) ����hist(a) >hist(b)             (2.6) 

 In the watermark extraction stage, again, the same public key is used to locate the 

intensity pairs, (a, b), and for each pair the value of the watermark bit, w, is 

determined according to the rule: 

hist(a) <hist(b) ���� (w=0)              (2.7) 
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hist(a) >hist(b) ���� (w=1)           (2.8) 

The private key, used for the full restoration of the watermarked image, is generated 

during the embedding process. For each selected intensity pair, (a, b), chosen for 

embedding, a bit (pk) of the private key is generated. The value of pk is set to zero if 

hist(a) and hist(b) are originally in ascending order, otherwise pk is set to one. Later, 

to recover the original image, the steps were used in watermark extraction, are 

followed to get the intensity pairs (a, b) one after another. At each selected pair, the 

value of the corresponding private key bit, pk, is checked, if pk equals zero then 

hist(a) and hist(b) should be in ascending order, otherwise, they should be in 

descending order. Thus, the histogram of the host image, original image, is recovered 

to its original state. Watermark embedding and extraction stages of Chrysochos et al. 

algorithm are shown in Figure 2.5, (a) and (b) respectively. 

 

          

                     (a)                                                                                 (b) 

Figure 2.5: Different stages of Chrysochos et al. watermarking scheme [34]. (a) Watermark 

Embedding. (b) Watermark Extraction. 

 

2.5.2 Poonkuntran and Rajesh Watermarking Scheme [1] 

It is a watermarking scheme proposed for the authentication of color medical images. 

In this scheme, the watermark is generated dynamically using messy models. The 

generated watermark is embedded inside the host image by expanding the difference 

between any two color planes of it, in a method called intra plane difference 

expansion, which was used in [53]. In this scheme, Poonkuntran and Rajesh scheme, 

the watermark is generated using a hybrid bi stable messy system, which was used in 

[54], based on the Green color plane, as a seed to the messy system. In the watermark 

embedding process, each bit is embedded by expanding the difference between a 

corresponding pixel pair from Red and Blue color planes. Difference expansion is 
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performed through generating a new difference by appending the value of the bit to 

the binary representation of the old difference, such that the bit becomes the new 

Least Significant Bit (LSB). The new generated difference is used to generate a new 

pixels pair. But before difference expansion is performed, this scheme checks whether 

it is possible to expand that difference or not. This check is used to guarantee that the 

new generated difference will not lead new pixel values, which are outside the gray 

scale, [0,255]. A location map is used in this scheme, to refer to the locations where 

embedding takes place. The location map is an image of binary pixels. Each pixel in 

the location map is set to one, when the corresponding difference is expandable; 

otherwise, that pixel is set to zero. In watermark extraction, that location map is 

checked to locate pixel pairs, those were previously embedded. The LSB of the 

difference of each located pair gives the corresponding embedded watermark bit. 

Watermark embedding and extraction processes of Poonkuntran and Rajesh 

algorithm, are shown in Figure 2.6, (a) and (b) respectively. 

 

  

                                       (a)                                              (b)  

Figure 2.6: Different stages of Poonkuntran and Rajesh watermarking scheme [1]. (a) 

Watermark Embedding. (b) Watermark Extraction. 

 

2.6 Attacks on Digital Watermarking 

Like any other circulating digital media, watermarked content may be processed in 

some way before it reaches the receiver. Such processing modifies the content either 

intentionally or non-intentionally. For intentional modifications, the aim of the 

modifier is to hinder watermark reception, while non-intentional modifications are 

those occur accidentally during natural working environment. 

In watermarking terminology, an attack is any processing that may impair either 

watermark detection or communication of information conveyed by the watermark. 
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Therefore, any processed watermarked data is called attacked data and the processing 

itself is called an attack. Some of the most common attack categories are given below 

[55]: 

� Removal Attacks 

The main aim of these attacks is the complete removal of the watermark information 

from the watermarked content, without the need to crack the security of the 

watermarking algorithm, i.e., without using the security key, which was used in 

embedding. After the content being attacked, it is impossible to recover the watermark 

information. This category includes de-noising, quantization, re-modulation, and 

collusion attacks. The complete removal of the watermark information may not be 

accomplished by some of these attacks; however, they may damage the watermark 

information significantly. Generally, these attacks try some optimization methods to 

impair the embedded watermark, while keeping the quality of the attacked content 

high enough. The higher the attacked document quality, the more sophisticated the 

removal attack [55]. For instance, low-pass filtering, does not introduce considerable 

degradation in watermarked document, but can dramatically damage the embedded 

watermark [56].  

� Geometrical Attacks 

Geometric attacks mainly based on the geometric transformations, which aims at 

modifying the spatial relationships between pixels of an image. For example, suppose 

that an image f with pixel coordinates (x, y) and width w undergoes geometric attack 

to produce an image g with coordinates (x’, y’). this attack can be expressed as x’= 

r(x, y), and y’= s(x, y), where r(x, y) and s(x, y) are the spatial transformations that 

produced the geometrically attacked image, g(x’, y’). Some of these transformations 

may lead an image g with histogram that is different than that of f. While others, those 

change only pixels positions; generate an attacked image g having same histogram as 

that of f. For example, if r(x, y) = x/2 and s(x, y) = y/2, the attack is simply shrinking 

the size of the image by one half in both spatial directions. This of course changes the 

histogram of the original image, because the number of pixels is reduced by 

shrinking. But, if r(x, y) = |x-w| and s(x, y) = y, the attack is simply flipping the image 

horizontally, which does not affect its histogram [57]. Based on such transformations, 

geometric attacks aim to distort the synchronization between the embedded 

watermark and its detector. After the attack takes place, the detector can only recover 



22 

 

the embedded watermark when perfect resynchronization is regained, but usually the 

resynchronization process is very complex and too difficult to be practical. Some of 

the attacks fall under this category: rotation, translation, scaling, cropping, etc. [38]. 

The following are some of the geometrical attacks used in this thesis [58, 59]: 

� Flipping: Flipping is the transformation in which a plane figure is flipped or 

reflected across a line, creating a mirror image of the original figure. The line 

across which the figure is reflected is called the line of reflection or axis of 

reflection. If the line of reflection is the x-axis, then it is horizontal flipping, on 

contrast, if the line of reflection is the y-axis, then it is a vertical flipping.  

� Rotation: Rotation is the transformation which turns a figure about a fixed point. 

The fixed point around which the figure is rotated is called as centre of rotation. 

The degree to which the figure is rotated is called as angle of rotation. 

� Scattering: Scattering is the transformation which aims at separating selected 

regions of the image and swapping them with other regions of the same image, in 

different directions.  

� Warping: Image warping is, in essence, a transformation that defines how each 

point in the source image should be translated to produce the warped image, thus 

it changes the spatial configuration of an image. Using this definition a simple 

displacement of an image by, for example, five pixels in the x-direction would be 

considered a warp.  

� Skewing: Skewing is the act of making a rectangular image slanted. That is to 

make it fit into a parallelogram instead of a rectangle. 

� Cryptographic Attacks 

These attacks aim at cracking the security methods those were employed in 

watermarking schemes. One example of these attacks is brute-force search; it tries to 

find the embedded secrete information.  Another attack falls under this category is the 

so-called oracle attack. When the watermark detector device is available, oracle attack 

can be used to create a non-watermarked signal from the watermarked one. Due to 

their high computational complexity, the application of these attacks is limited [55]. 

� Protocol Attacks 

These attacks aim at attacking the entire concept of the watermarking application. 

Based on the idea of invertible watermarks, the attacker might embed his own 

watermark in the restored data and then he claims to be the owner of the data by 
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extracting his own watermark from it. This creates ambiguity with respect to the true 

owner of the data. The solution to this problem is to use a non invertible 

watermarking technology. This solution is important in CP applications [55]. 

 

2.7 Some of the Used Image Processing Filters [60-62] 

In image processing, filters are mainly used to suppress either the high frequencies in 

the image, i.e. smoothing the image, or the low frequencies, i.e. enhancing or 

detecting edges in the image. Some of the used image filters are listed below: 

� Random Jitter: It performs a displacement at each pixel position by a random 

amount, which is given according to an arbitrary distribution. Each pixel 

displacement is followed by an interpolation over the modified sampling grid. 

� Average Filter: It is usually used for smoothing images, i.e. reducing the 

amount of intensity variation between one pixel and the next. The idea of this 

filter is simply to replace each pixel value in an image with the mean, average, 

value of its neighbors, including itself. This has the effect of eliminating pixel 

values which are unrepresentative of their surroundings. 

� Disk Filter: It is a circular averaging filter, which is based on the average 

filter. 

� Motion Filter: It is a smoothing filter, and approximates the linear motion of a 

camera. It can be achieved by blurring in only one direction. 

� Gaussian Filter: It is a 2-D convolution operator that is used to blur images 

and remove detail and noise. In this sense, it is similar to the average filter, but 

it uses a different kernel that represents the shape of a Gaussian, bell-shaped, 

hump. 

� Laplacian Filter: It is a 2-D measure of the 2nd spatial derivative of an image. 

The Laplacian of an image highlights regions of rapid intensity change, and is 

therefore often used for edge detection.  

� Log Filter: It is the Laplacian of Gaussian filter, where the Laplacian filter is 

applied to an image that has first been smoothed using a Gaussian smoothing 

filter, in order to reduce its sensitivity to noise. 

� Prewitt Filter and Sobel Filter: Both are used for edge detection. Technically, 

it is a discrete differentiation operator, computing an approximation of the 

gradient of the image intensity function. It is based on convolving the image 
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with a small, separable, and integer valued filter in horizontal and vertical 

direction. 

� Un-sharp Filter: It is a simple sharpening operator, which derives its name 

from the fact that it enhances edges and other high frequency components in 

an image via a procedure, which subtracts a smoothed version of an image 

from the original image.  

Note that, the strength of each of the aforementioned filters is determined by its size. 

The size of the filter usually takes a value from the discrete interval [0, max], where 

the filter of size=0 has no effect on the target image, and the filter of size =max is the 

filter which destroys the target image completely. We can determine percentage of 

destruction at the filtered image by comparing it to the original un-filtered image. 

 

2.8 Performance Measurements of a Watermarking Algorithm 

The following are some of the measurements used to measure the performance of any 

proposed watermarking scheme. 

a) Normalized Cross Correlation (NCC). 

NCC is an important performance parameter in any extracting module. 

Sometimes, it is needed to have a robust watermarking algorithm. Robustness 

means to have, approximately, undistorted extracted watermark, even if the 

watermarked image is subjected to attacks. The NCC used to verify the robustness 

of the watermarking systems, by expressing the comparability between extracted 

watermark and original watermark quantitatively [63]. NCC is defined as in 

Equation 2.9 bellow [64]. 

$�� �  ∑ ∑ ��%,&��'�%,&�&%
"�∑ ∑ (��%,&�#)&% �.�∑ ∑ (�'�%,&�#)&% �     (2.9) 

Where, W(x, y), W’(x, y) are the original watermark image and the extracted 

watermark image respectively. NCC is a value between 0 and 1. The larger the 

NCC value, the higher the watermark robustness. 

b) Embedding capacity (EC) 

It is a measure to determine the ratio of information that can be embedded in the host 

image; it is defined in Equation (2.10) bellow: 

�� � $

$           (2.10)  
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Where, N and Ne denote the total number of pixels, and the total number of 

embedded pixels, respectively. 

c) Mean Square Error (MSE): 

It is one of the simplest functions used to measure the distance between the host 

image and its watermarked version. Suppose we have an image I of size MxN, and its 

watermarked version is I’. The MSE is defined in Equation (2.11) bellow: 

�+� � �
�,$∑ ∑ -�.��, �� / .���, ���# 0    �1��, �� / 1���, ���# 0$���2�����2�

                                                           �3��, �� / 3���, ���#4         (2.11) 

Where, .��, ��, 1��, ��, 3��, ��, .���, ��, 1���, ��, and 3���, �� are the pixels located at 

i
th

 column and j
th

 row of the host image I and watermarked image I’ of Red , Green, 

and Blue components, respectively. 

d) Peak Signal to Noise Ratio (PSNR) 

PSNR is used to measure how much the watermarked version of an image is similar 

to the original image. Suppose we have an image I, its watermarked version I’, and 

the MSE values of R, G, and B components are MSER, MSEG, MSEB, respectively. 

The PSNR is defined as shown in Equation 2.12 bellow: 

PSNR (dB) = �� 567�� 89: �#
��+�.; �+�1; �+�3�/=     (2.12) 

Where, maxI is the maximum pixel value of the original image. Internationally, 

PSNR is measured in decibel units (dB). And the bigger the PSNR value is, the better 

the watermark conceals [63]. In general, the processed image is acceptable to the 

human eyes if its PSNR is greater than 30 dB [64]. At that level, the processed or 

watermarked image will be visually very close to the original image. 
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CHAPTER 3 

 

LITERATURE REVIEW 

3.1 Overview 

The issue of secretly communicating is as old as communication itself. Steganography 

methods first introduced, and described in documents by Herodotus [65]. 

Steganography, “Covered Message”, means hiding secrete messages within another 

carrier [66]. Watermarking is based on the science of steganography. It is a method of 

hiding information, known as watermark, into a host, known as cover, multimedia 

object such as image, audio, or video [1]. As seen, both watermarking and 

steganography are alike in seeking to embed information into a carrier. The main 

difference is in the intent of use. In watermarking, the issue of concern is the 

copyright, content protection, or license of the carrier. But in steganography, the issue 

of concern is the security of the embedded message rather than the carrier. 

Almost, the use of watermarks appeared simultaneously with the making of handmade 

paper, nearly 720 years ago, since finding the oldest watermarked paper, dates back to 

1292 in Italy, which was considered as the birthplace of watermarks [67]. Traditional 

watermarking techniques were based on placing a visible mark in a paper to ensure its 

originality. Such techniques are available in official documents, money bills, and 

stamps. Nowadays, digital world expanded this early concept of watermarks to 

include digital watermarking. Digital image watermarking arises at 1990 by Tanaka et 

al. [68]. The principle in digital watermarking is similar to the principle of traditional 

paper watermarking. In digital watermarking both the watermark and the paper are 

now digitally represented. One simple example of digital watermarking would be a 

visible company logo sealed over a digital image for the purpose of copyright control. 

Digital watermarking has been introduced as a complementary protection technology 

of encryption. Encryption alone, on which protection of digital content has relied for a 

long time, is not sufficient enough to protect digital data all along its lifetime [69]. 

 

3.2 Related Works 

According to the domain in which the watermark is embedded, digital image 

watermarking techniques are classified into either spatial domain watermarking 

techniques, or transform domain watermarking techniques. 
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3.2.1 Spatial Domain Watermarking Techniques 

In spatial domain watermarking techniques, the watermark is embedded directly by 

modifying intensities or color values of pixels in the host image. 

One of the simplest spatial domain watermarking schemes is that of Schyndel et al. 

[70], in which digital watermarking is applied to 512x512 gray scale images. It 

embeds the watermark in the LSBs of some randomly selected pixels. The watermark 

is imperceptible to human eyes, but it can easily be destroyed if some image 

processing techniques, such as averaging, is applied. 

Coatrieux et al. [71] presented a retina images watermarking algorithm, as an 

application of medical image watermarking. The watermark insertion process adds or 

subtracts at most one gray level to or from the pixels in the cover image. And hence, 

they claim that their algorithm has no distortions on the watermarked image. But 

Coatrieux et al. algorithm has some inherent shortcomings, additive watermark 

insertion is not robust against image attacks, and transparency is also not enough high. 

Wang et al. [72], proposed a multipurpose watermarking scheme for both CP and CA 

of color images and videos. They embed a robust watermark, used for CP, and a 

reversible fragile watermark, used for CA, into different color components of a color 

image, or video original frame. The robust watermark is embedded in the block’s 

mean values of the green component of the color image, and then the digest (MD5 

hash value) of the whole copyright-watermarked image is calculated, to be used as 

fragile authentication watermark, which is reversibly embedded in the LSBs of blue 

component blocks of the copyright-watermarked image. Here, reversible embedding 

of the fragile watermark is used to eliminate its influence on the robust watermark, 

which is embedded before. Thus, in the extraction process, the bits of authentication 

(digest) are first extracted and then, the original copyright-watermarked image is 

perfectly recovered in order to generate the original digest, which is compared with 

the extracted one. If, by making a match, it is proved that the image is not tampered, 

the copyright watermark is then extracted and verified.  

But, the payload capacity limit of the copyright watermark in this scheme is very low. 

For example, according to the division shown in their scheme, if we have an image of 

size 512x512, it is divided into 8x8 sub-blocks division. Then, the mean of each sub-

block is calculated. Thus, now we get a matrix of 64x64 mean values. Now each 8x8 

sized value group is embedded by 1 bit; thus we maximally can embed 8x8 sized 
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binary watermark bits in the whole image. That is, 64 bits, which is very small to 

represent a copyright watermark. In our proposed work, we will allow larger 

copyright watermarks to be used. 

Wang et al. embed both watermarks, a robust watermark for CP and a fragile 

watermark for CA, in spatial domain. Since transform domain methods are more 

robust against attacks than in spatial domain methods as stated in [73], it is a good 

choice by Wang et al. to place the CA watermark in spatial domain to get watermark 

fragility, but the copyright watermark should be embedded by a way that guarantee 

that the watermark will resist attacks. This issue will be addressed on our work. 

Also, Wang et al. embed the copyright watermark in the block’s mean values of the 

green component of the color image irreversibly. But this will distort the overall 

behavior of the image permanently. This distortion might not be acceptable in 

applications working with sensitive imagery, like medical imaging [74]. By 

investigating some works in the literature, we found that the algorithms those embed 

the watermark based on, quantization like in Kundur and Hatzinakos [75], bit-

replacement like in Memon and Gilani [76], and truncation like in Karras [77], the 

original image could not be recovered from its watermarked version. In our work, we 

will find a completely reversible watermarking algorithm, despite of embedding two 

watermarks in the same host image. 

Liew and Zain [74], proposed a reversible watermarking scheme for tamper detection 

and recovery of ultrasound grayscale images. Due to the characteristics of ultrasound 

images, they used four rectangles organized as a pyramid, to locate Regions of 

Interest (ROI). The rest of regions are assumed as Regions of Non Interest (RONI). In 

watermark embedding, bits are embedded in a way by replacing the LSBs of some 

ROI blocks with the watermark bits. The LSBs were replaced in watermark 

embedding process are stored in RONI, for the reason of restoration of ROI to its 

original state. They used a mapping sequence locating the blocks from where bits are 

removed and where bits are stored in.  

From our point of view, the used mechanism by Liew and Zain for the reversibility of 

original bits of ROI is inappropriate. By any small attack at the RONI the stored bits 

will be lost. Also, along with the limitation of their scheme to grayscale images, their 

proposed scheme is dedicated to images with a pyramid shaped ROI, precisely, 

ultrasound grayscale images. 
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Tian [53], proposed a reversible watermarking method for gray scale images, which is 

based on difference expansion. In Tian’s work, the difference between each 

neighboring pixel values of the image is calculated. Some of the calculated 

differences are selected for difference expansion and watermark bit embedding.  Only 

expandable differences are selected, to avoid both overflow and underflow. The 

pixel’s pairing could be horizontally, vertically, etc. If it is found that the difference h 

is expandable, it is replaced by a new difference h’=2h+bit, where bit is the 

watermark bit to be embedded. New pixel pair values are then calculated based on the 

new difference, h’. After embedding, a location map of all expanded differences is 

created, to be used as a guide in the watermark extraction stage. The size of the 

location map is equal to the number of differences, or pixel pairs. A value of “1” is 

assigned in the location map to correspond to an expandable difference. Otherwise a 

value of “0” is assigned. 

Li et al. [78], described a reversible watermark embedding algorithm for CP of tongue 

color images, which is based on the prediction-error of the calculated four neighbor’s 

context prediction for both Red and Green components. To achieve reversibility, they 

used the same procedure followed by Tian [53]. The only difference is that, now they 

pass the prediction error of Red and Green components as input for difference 

expansion, rather than passing the values of the neighboring pixels. Also, they extend 

Tian’s difference expansion to deal with negative values. 

From our point of view, the main drawback in Tian [53], and Li et al. [78] is that extra 

information needs to be embedded other than the watermark, that is map of location, 

which is used as an indicator in the watermark extraction process, to indicate where 

the watermark is embedded. Additional drawbacks in Li et al. [78] are: The 

watermark is embedded in a selected square area; same area is required to be selected 

in the extraction process. This requires that, the location and the dimensions of that 

square area must be published either by embedding or by transmission to the 

extractor. This will increase the payload and complexity of the algorithm. Also, Li et 

al. algorithm exploits the high correlation that is inherent among the neighboring 

pixels of tongue images, in order to guarantee accurate prediction of pixel based on its 

neighbors, and to achieve small prediction-error. Thus, Li et al. algorithm could not 

be used for other image types. 

Chrysochos et al. [34], presented a reversible watermarking scheme, aimed at 

embedding a binary watermark into a gray scale image. Watermark embedding in this 
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scheme is mainly depends on the permutation of the histogram bins of the host image. 

Two keys are needed in this scheme. The first key is called public key, which is a real 

number used to specify the watermark embedding area at the histogram of the host 

image. The second key is called private key, which is used for the restoration of the 

image. The integer part of the public key is called start, and it indicates the 

embedding starting point in the histogram of the host image. The decimal part of this 

key, multiplied by ten, is called step, which defines the minimum distance a couple of 

histogram bins may have. Each watermark bit, w, is embedded by first locating a 

couple (a, b) of intensity values, chosen according to start and step values, such that 

the corresponding histogram values, hist(a) and hist(b), are not equal. If the 

watermark bit, w, equals zero, then the histogram values, hist(a) and hist(b), are 

forced to be in ascending order, otherwise they are forced to be in descending order. 

In the watermark extraction stage, the public key is used to locate the same couple, (a, 

b), then, according to the values of hist (a) and hist(b), the previously embedded bit, 

w, is extracted. The private key is generated during the embedding process. For each 

intensity pair, (a, b), chosen for embedding, a bit, pk, of the private key is generated. 

The value of pk is set to zero if hist(a) and hist(b) are originally in ascending order, 

otherwise pk is set to one. The authors of this scheme claim that their scheme shows 

robustness against a variety of geometrical attacks.  

Unfortunately, the maximum payload capacity of this scheme is very low. At the best 

case, where all histogram bin pairs are assumed as candidates for embedding, the 

payload capacity is 128 bits. If the scheme is applied for color images, in a way, such 

that each color component carries a portion of the watermark bits, the maximum 

payload capacity is 384 bits.  

Yalman and Erturk [79], proposed a new histogram modification based data hiding 

technique, which modifies the histogram of the cover image for data hiding. The data 

hiding in their proposed scheme is based on the number of iterations (IN) of each 

brightness value (BV) of the cover image. Their scheme mainly depends on the 

arithmetic modulo operator. After determining the histogram of the cover image, the 

lowest and the highest BVs are determined and named, Lower Limit Value (LLV), 

and Upper Limit Value (ULV) respectively. These two values specify the area where 

the data is going to be embedded. Each histogram’s IN is used to embed a watermark 

bit. For each bit to be embedded, the modulo2 of the corresponding IN is checked if it 

equals the value of the bit, the bit is assumed embedded successfully. Otherwise one 
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pixel of the image with the corresponding BV to that IN is changed to the next 

following BV, to enforce both the value of the bit, and the value of module2 of the 

corresponding IN are equal. For example, suppose we have 3 bits (010) to be 

embedded, and the histogram of the cover image has 3 brightness values BVs [58, 59, 

and 60], and a corresponding numbers of iterations INs, [20, 24, and 27]. Therefore, 

LLV=58, and ULV=60. At the first step the algorithm takes the first bit “0”, and the 

IN correspond to the LLV, which is 20. Now because both (20 mod 2) and bit are 

equal, then the bit is assumed as embedded successfully. At the second step, because 

the modulo2 of the following IN, and the second bit are not equal, (1 ≠ (24 mod 2)), 

one pixel of the image whose BV is 59 is changed to the next BV, which is 60. And 

hence, INs changed from (24, 27) to (23, 28). Here we actually enforced the second 

bit and the corresponding (IN mod 2) to have equal values. Thereby, the second bit is 

now embedded successfully. This process continues until reaching ULV.  

The maximum embedding capacity of this scheme is 256 bits, provided that the image 

histogram is uniformly distributed from “0” to “255”, and hence, the 256 bins are 

assumed as candidates for embedding. In addition, the maximum payload capacity is 

768 bits if the scheme is applied for color images, in a way such that each color plane 

carries a portion of the watermark bits. Therefore, the embedding capacity of Yalman 

and Erturk scheme is approximately twice the embedding capacity of the 

aforementioned, Chrysochos et al. scheme [34]. This is due to the embedding strategy 

followed in Yalman and Erturk scheme, in which each histogram bin is embedded by 

a watermark bit. But in Chrysochos et al. scheme, each non-equal couple of bins is 

embedded by a watermark bit. But unfortunately, the scheme of Yalman and Erturk is 

not reversible, also from our point of view, we see that their scheme is not that robust, 

because any change to a pixel value will lead to a different corresponding number of 

iterations, IN, and hence, leading to a different modulo2 value. 

Thus, according to its attractive properties with respect to robustness, low 

computational cost, blind, and reversible the scheme of Chrysochos et al. [34], will be 

improved in our work, to solve its limitations. After refinement, it will contribute 

significantly in our proposed CP scheme. 

Poonkuntran and Rajesh [1], proposed a watermarking scheme for the authentication 

of color medical images. Their proposed scheme generates the watermark, 

dynamically, using a hybrid bi stable messy system, which was used in [54], and 

based on the green color plane of the host image, as a seed to the messy system. Bits 
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of the generated watermark are embedded by expanding the expandable differences 

between the corresponding pixel pairs from Red and Blue color planes, in a method 

called intra plane difference expansion, which was used in Tian’s scheme [53]. A 

location map is used to refer to the locations where embedding takes place. The 

location map is an image of binary pixels. Each pixel in the location map is set to one, 

when the corresponding difference is expandable, otherwise that pixel is set to zero.  

In watermark extraction, the location map is checked to locate the previously 

embedded pixel pairs. The LSB of the difference of each located pair gives the 

corresponding embedded watermark bit.  

The most important point in Poonkuntran and Rajesh work is using the messy system; 

by which, the watermark is generated securely and unique to each image.  

Generally, it is required to detect any modification in any location at the medical 

image, even if it is tiny. We can obtain this high sensitivity to image tampering by 

allowing the watermark to cover whole the image area. Poonkuntran and Rajesh 

scheme is for the purpose of CA of medical images. But unfortunately, the difference 

between the color planes may be large to some extent, leading to generate a non-

expandable difference. Therefore, the generated watermark might not cover whole the 

image area. Thus, fragility is not enough high in Poonkuntran and Rajesh scheme. 

Image modifications might not be detected in all image locations. 

Because it is secure, blind, reversible, and easily implemented; we decided to improve 

the idea discussed in Poonkuntran and Rajesh work, solving its drawbacks, and finally 

use its improved version in our proposed CA scheme.  

3.2.2 Transform Domain Watermarking Techniques 

In transform domain watermarking techniques, the watermark is embedded in the 

transformed host image, then after watermark embedding the watermarked image is 

inverse-transformed back to spatial domain [26]. 

Hua et al. [80], proposed a fragile watermarking algorithm, which is based on both 

Discrete Wavelet Transform (DWT), and Discrete Cosine Transform (DCT), to 

achieve content integrity protection, CA, of color images. Original image’s brightness 

component is first three-discrete-wavelet decomposed. The sub-bands LL3 and LH3 

are then extracted and divided into blocks. Then, DCT is applied to each block. A 

specific coefficient (namely non-zero minimum value) in LH3’s block’s DCT is 

replaced by a corresponding coefficient (namely non-zero minimum value) in LL3’s 
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block’s DCT. A reverse DCT and DWT is done to get the watermarked image. Later, 

to detect whether the image has been tampered or not, those two replaced coefficients 

in each block are extracted and compared, if they are too close, then no tamper is 

detected in that block, otherwise, the block was tampered. Hence, the distortion will 

be located in each block independently.  

In this work, the embedded watermark is represented by changing the LH3’s block’s 

DCT’s coefficient value by LL3’s block’s DCT’s coefficient value. Since the selected 

coefficients for replacement are independent and may have very different values 

(large in-between distance); replacement of one coefficient value by another (to have 

same values), of course, will distort original block’s quality and hence, distort original 

image’s quality permanently. Also, this work represents only a mechanism for 

image’s tamper detection, CA, and not for image’s CP.  

When watermarking is used for the purpose of CP, or data hiding, it is needed to 

protect the embedded watermark. To increase the security of the watermark, Hongqin 

and Fangliang [81] proposed a new watermarking algorithm for color images, where 

Arnold transform is employed in the stage of watermark construction. The watermark 

is then embedded by modifying the coefficients of original image’s Discrete Integer 

Wavelet Transform, DIWT. Their algorithm is resistance to JPEG compression. 

Based on Singular Value Decomposition (SVD) and a tiny genetic algorithm, Lai [27] 

proposed a robust digital image watermarking scheme. In watermark embedding: 

Firstly, the SVD is employed in the cover image, A, to obtain the three matrices, U 

(left singular vectors of A), V (right singular vectors of A), and S (diagonal matrix of 

singular values). Secondly, a watermark image, W, is inserted into S, as S + αW, 

where α is a scaling factor used to control the watermark embedding strength, its 

value determined systematically without making any assumption, using a Tiny-GA. 

Thirdly, SVD is employed in the new generated matrix to obtain the matrices Uw, Sw, 

and Vw. Finally, the watermarked image, Aw, is obtained by multiplying U, Sw, and 

V
T
. In watermark extraction, given a watermarked image Aw, the watermark can be 

extracted by reversing the embedding procedure, but here the extraction process 

requires some data previously generated in embedding: Uw, S, Vw, and the scaling 

factor α. Thus, it is a non-blind watermarking algorithm. Actually, Lai scheme [27] is 

a conventional watermarking scheme based on SVD, except the use of Tiny-GA to 

determine the optimum value of the scaling factor, α. According to the experimental 

results denoted in their paper, there is approximately no difference between using the 
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scaling factor α as generated by their idea (using Tiny-GA), or by assigning it a 

constant value (as in conventional SVD based methods). Thus, we see that the use of 

the genetic algorithms in this paper is useless. In addition, it increases the complexity 

of the algorithm.  

In order to achieve blindness, a new way for embedding a grayscale watermark in a 

grayscale cover image, based on SVD, was introduced by Ma and Shen [2]. First, 

Arnold chaos map is employed to scramble the watermark. Secondly, according to the 

size of the watermark, the cover image is divided into blocks (non-overlapping). 

Then, SVD is employed to decompose each block. The scrambled watermark is then 

embedded into the biggest singular values of the decomposed blocks, by the 

quantization. The embedding process to get the new biggest singular value, Sw, based 

on the old biggest singular value, S, of the block is: Sw= S – S mod T + Wg * T, 

where T is a predefined quantization coefficient, used to adjust the embedding 

strength and Wg is a watermark’s gray pixel value, scaled to fall in the interval [0,1]. 

Each embedded block is inverse transformed to generate the watermarked image. 

The original cover image is not needed during watermark extraction procedure. The 

suspected image is treated as was done in the embedding stage, to get the biggest 

singular value, S
*
, of each block. The watermark pixel’s gray value, which was 

embedded in each block’s biggest singular value, S
*
, can be obtained by: Wg= (S

*
 

mod T) / T, the results are assembled to get the scrambled watermark, which is 

inverse-Arnold transformed to get the unscrambled watermark. Actually, Ma and 

Shen achieve blindness by their proposed algorithm, but after applying inverse SVD, 

we note that the change in blocks singular value may lead to double values. In order 

to represent correct pixel values, these double values must be converted into integers. 

Unfortunately, by this numbering conversion, we will lose the modification done to 

singular values during embedding. Also, despite of its attractive properties regarding 

robustness and blindness, SVD based embedding method in [2], has the drawback of 

being non-reversible. Hence, the original image could not be recovered. Since in 

general SVD embedding has the drawback of being non-reversible [82], and because 

reversibility is a basic requirement in our algorithm, we will find a new way for 

embedding other than conventional SVD based watermarking. 

Finally, and after reviewing those recently proposed watermarking schemes, we 

conclude that we still need new watermarking schemes, to cope with today’s 

requirements. And thus, we answered our first research question. 
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CHAPTER 4 

 

PROPOSED SCHEMES 

In this thesis, three watermarking schemes are proposed. The first is the CA 

watermarking scheme. It is a reversible, secure, blind, and fragile watermarking 

scheme, which aims at detecting tampers in color images, even if the tamper is tiny. 

The second is the CP watermarking scheme. It is a reversible, secure, and blind 

watermarking scheme. In contrast to the first proposed scheme, this scheme is a 

robust watermarking scheme. Thus, it aims at protecting the copyright of color 

images.  It will be robust against some geometrical attacks. The third is a 

multipurpose watermarking scheme, for both CA and CP of color images. The third 

scheme will be employed to detect whether or not the watermarked image is modified, 

as well as distinguishing between malicious attacks, and incidental manipulations. 

These three watermarking schemes will be discussed in the next sections. 

 

4.1 The Proposed Content Authentication Watermarking Scheme 

In this section, we discuss our proposed fragile watermarking scheme. It will be used 

for tiny tamper detection of color images. The terms, "CA watermarking scheme" and 

"first proposed watermarking scheme" are used interchangeably, henceforth. 

4.1.1 Overview 

We propose a CA watermarking scheme, which is a development of the technique 

proposed by Poonkuntran and Rajesh [1]. Their proposed scheme aimed at 

authenticating medical images, especially fundus images. They used a hybrid bi stable 

messy system, which was used in [54], to generate a watermark using a messy model, 

which is based on the green color plane as a seed to the messy system. The watermark 

embedding process is then carried out using intra-plane difference expanding, based 

on Integer Transform (IT) and Inverse Integer Transform (IIT). Each watermark bit is 

embedded by expanding the difference of the corresponding pixel pair, which is 

composed from Red and Blue color planes. Inverse method is used to restore the 

original image, after extracting and verifying the watermark. Watermark embedding 

and extraction processes of Poonkuntran and Rajesh algorithm can be seen in Figure 

2.6 (a), and (b) respectively.  The researchers claim that their proposed scheme is 

very sensitive to the jittering, geometrical and various filtering attacks. Actually, we 
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performed an intensive study, implementation, and tests to their proposed scheme, and 

from our point of view, we found two drawbacks in their proposed scheme: 

a) Poonkuntran and Rajesh’s scheme first drawback 

Generally, any small change in the medical image may lead to different diagnose, and 

hence, a different treatment. This is absolutely not accepted in medicine. Thus, it is 

required to detect any alteration in medical images even if it is small and either if it is 

intentional or not. In such cases of modification, the attacker is interested in small 

portions of the watermarked image, usually are certain important details in the image. 

The only way to survive such attacks is by allowing the watermark to spread over the 

whole image’s area. But unfortunately, that is not the situation in the scheme 

proposed by Poonkuntran and Rajesh [1]. The difference between pixels of the color 

planes may be large to some extent, leading to generate a non-expandable difference. 

Therefore, the embedded watermark might not cover whole the image. Thus, fragility 

is not enough high in Poonkuntran and Rajesh scheme. In other words, modifications 

might be detected in some image locations, but not in all locations.  

b) Poonkuntran and Rajesh’s scheme second drawback 

Also, if we arguably assumed that the underlying image gives expandable locations 

over whole area of the image, and hence a spreading watermark is generated. 

Unfortunately, the way of embedding followed by Poonkuntran and Rajesh [1] will 

generate a watermarked image with a distorted quality if it is used to embed that large 

watermark. The reason is that, their scheme is based on the difference between pixels 

among two different color planes, which is generally not a small quantity. Based on 

that large difference, Poonkuntran and Rajesh substitute a pair of pixels, among two 

different color planes, with a new completely different pixels pair; to embed each 

single bit. Thus, having a spreading watermark over whole image area will completely 

change an amount of pixels equal twice its size, and distributed over two different 

color planes, Red and Blue color plans. Therefore, using large watermark sizes in 

Poonkuntran and Rajesh scheme will introduce low PSNR, and hence, generate a 

distorted image quality. This problem prohibits the embedding of any additional 

watermark for any other purpose, like CP. Because embedding additional bits will 

introduce extra image distortion, and may lead to a useless image, especially when 

talking about sensitive applications. Finally, it is worth mentioning that, this generated 

image distortion is not by an attacker, but it is only by embedding the watermark!  

These two drawbacks are addressed in our first proposed watermarking scheme. 
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4.1.2 The Conceptual Model of the Proposed CA Watermarking Scheme 

The first proposed watermarking scheme is a reversible and fragile watermarking 

scheme. It is used for watermarking color images, aiming to detect any modification 

in it. The main functionalities of Poonkuntran and Rajesh scheme [1] are developed in 

our proposed scheme; to handle the previously mentioned drawbacks. The conceptual 

model of the proposed technique is summarized in Figure 4.1.  

 

 

Figure 4.1: The conceptual model of the proposed CA watermarking scheme. 

 

Our technique mainly depends on image’s three color planes Red, Green, and Blue.  

Thus, decomposing the original image is the first process in our model. Then, a 

specific color plane, among the three, is chosen as a base for generating the 

watermark (W), to be embedded. According to [1], in some color images; the Green 

channel contains more important details than other channels. Thus, in our CA scheme, 

the Green color plane is chosen as a reference plane for watermark generation 

process. One of the other two color planes can be used to embed the generated 

watermark. In our scheme, the Red color plane is used as a host for embedding the 

generated watermark, in a method called inter-plane difference expanding. After 

watermark embedding, the three color planes are all used to reconstruct the 

watermarked image. The watermarked image and the Location Map (LM) are the 

outputs of the embedding process. Since only a portion of image locations will be 

used for embedding, the LM is a one-bit bitmap, carrying information about the 

selected embedding locations.  

At the other end, the receiver can make an assertion about the integrity of the received 

image. Firstly, the three color planes are obtained by decomposing the received 

watermarked image. Secondly, the watermark generation process is also conducted 
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here, based on the green color channel as before. Finally, the watermarked color 

plane, Red color plane, along with Green and Blue color planes are brought to the 

watermark extraction and image restoration process. The LM will be used in this 

process as a guide to refer to the locations where the watermark was embedded. The 

extracted watermark is then compared with the generated one, if a match is found, the 

restored image is the original image; otherwise, it is assumed a tampered image with 

precise tampering location. The next subsections discuss the core processes in our 

proposed CA scheme. 

4.1.3 Messy Watermark Generation Process 

In our proposed CA watermarking scheme, the watermark is generated using a messy, 

chaotic, system shown in Equation 4.1, which was also used in Poonkuntran and 

Rajesh scheme [1], and Ni et al. scheme [54]. The input variable, xn, refers to the 

current input of the system, and xn+1 refers to the output of the messy system, which 

may be used as the next input to the system. Using a messy system has several 

benefits. First, the system complexity is alone providing a secure watermark 

generation, especially when using a security key and parameters those are unknown 

by others. Secondly, although it is deterministic, the behavior of the messy system 

appears random. Finally, based on the reference color plane of the host image, the 

watermark is generated dynamically. In other words, a unique watermark is generated 

for each different image. 

 %>;� � ?�%>� � @ ABC#� %> /  #. D �        (4.1) 

As stated before, the green color plane will be used to generate the watermark. 

Therefore, it is used as a seed to the messy system of Equation 4.1. Generally, each 

pixel value will iteratively enter the system until obtaining a sequence of values, with 

a certain messy status. But before entering the messy system, each pixel value is first 

converted to a corresponding initial value, using Equation 4.2. 

�
E�F, �� �  G , ?H��� I��F�#H J , #H 0  K , L�� 0 M , F
&  (4.2) 

Where, seq(k, 0) refers to the initial value of the k
th

 pixel, s(k) is the value of k
th

 pixel, 

a, b, and c are predefined constants, l refers to the embedding depth, pos refers to the 

position index of the k
th

 pixel, and key is the security key used for securing the 

watermarking method, it could be any positive integer value. These parameters are 

pre-shared among legitimate parties, and it could be changed by their agreement.  
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Because the messy system is highly sensitive to its initial value; the variable pos, is 

used to achieve the requirement that, equal pixels on different positions in the same 

reference color plane should produce different messy sequences. The value of pos is 

set to the distinct pixel’s position index, (M*i + j), which ranges from 0 to MN-1. 

Where, i and j refer to the i
th

 column and j
th

 row of the current pixel respectively.  

Also, M is number of rows and N is the number of columns of the host image. 

Thereby, regardless of what values are assigned to the other parameters in Equation 

4.2, equal pixels in the same reference color plane will generate different initial 

values, and hence, different messy sequences. Also, the constants a, b, and c are used 

to fulfill the requirement that, equal pixels at same positions of different reference 

color planes should generate different messy sequences. The constants a, b, and c are 

assigned different values for each processed image. Thereby, equal pixels those falls 

in the same positions along two different reference color planes, will generate 

different initial values, and hence, different messy sequences.  The embedding depth, 

l, was used in [54], and it referred to the number of LSBs used to embed the 

authentication watermark bits in every selected pixel at the host image. But because in 

our scheme we embed bits by expanding the difference between pixels, rather than 

embedding in their LSBs; this parameter has a different meaning in our scheme.  

Anyway, we assign it a small quantity (l =2), to enable each pixel to contribute 

significantly in calculating its initial value.  

An illustration example for generating pixel’s initial value is expressed below: 

Suppose that we have an image, which is decomposed into the three color planes Red, 

Green, and Blue. Assume that the k
th

 pixel index is 15 in the Green color plane, with 

value s(k) = 150, and we wish to generate its corresponding initial value, seq(k,0), 

using Equation 4.2. Let a = b = c = 10, l = 2, and key= 679. 

NOP�Q, 0� � 10 , TUVWXY Z , 2X 0 10�15� 0 10 , 679 � 8420. 

Now, to obtain the messy sequence of the k
th

 pixel, we substitute its initial value, 

seq(k,0), for xn in Equation 4.1 to obtain seq(k,1), which is used as a new input to the 

same messy system to obtain  seq(k,2), and so on. This process is repeated a 

reasonable number of iterations, I, for the k
th

 pixel, until attaining the messy status, 

which will be discussed later. The generated sequence of the k
th 

pixel is referred to as 

seq(k,i), i=1,2,3,4,…..,I. It is evident that the generated sequence contains a floating 

numbers. The sequence is then converted to a binary sequence b_seq(k,i) using 
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Equation 4.3. Where, T is a threshold set to 8/3, to attain approximately equal number 

of 0’s and 1’s, according to [1].  

K_�
E�F, �� � �,�,�  �
E�F, �� c d      ���
����
        (4.3) 

In the binary representation of sequences, the probability of having equal binary 

sequences is high if the length of the sequence is very small. Therefore, in our work, 

we defined the messy status as the situation, where for a given set of generated binary 

sequences, the probability of encountering equal consecutive sequences is as small as 

possible. After some experiments, we observed that we could attain a messy status 

when the length of the sequences is not less than 5 bits, thus, we choose I to be 5. 

The generated binary sequence is then summarized to 1 bit by applying XOR 

operation. The generated bit is the messy watermark bit for the k
th 

pixel. The same 

procedure is repeated with the rest of pixels in the reference color plane, Green plane, 

to obtain the binary watermark for entire the image, as shown in Figure 4.2. 

 

 
(a) 

 
(b) 

 
(c) 

Figure 4.2: Full watermark generation using messy system. The green color plane is used as a 

reference plane. (a) Original image, (b) Reference color plane, (c) Generated watermark. 

 

In CA applications, the role of the CA watermark is to sense modifications those may 

be applied to the watermarked image. Therefore, it is not important to have a 

meaningful CA watermark. As is the case in our proposed CA scheme, the watermark 

is generated using the messy system. On contrast, the CP watermark usually carries 

meaningful information, such as the logo of the company, to which the watermarked 

content belongs. This answers our seventh research question in this thesis. 

 

4.1.4 The Watermark Embedding Process of the Proposed CA 

Watermarking Scheme 

A new embedding strategy is proposed aiming to solve the previously mentioned 

drawbacks of Poonkuntran and Rajesh scheme [1].  It will be conducted to embed a 

watermark based on the spatial domain of the original image. It is an accumulative 
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and homogenous embedding strategy. It is designed accumulative, aiming at 

spreading the watermark over whole image’s area, and designed homogenous, aiming 

at producing a high quality, undistorted, watermarked image. Homogeneity is one of 

the characteristics of the embedding strategy, which we are searching for in the fifth 

research question of this thesis. To obtain homogeneity we embed the watermark by 

expanding the differences between the neighboring pixels at the same color plane, in a 

method called inter-plane difference expanding, rather than expanding the difference 

between pixels from different color planes, as in Poonkuntran and Rajesh scheme. We 

can choose either the Red or Blue color plane for embedding the watermark. The Red 

color plane is chosen for watermark embedding in our work. Inter-plane difference 

expanding is performed by employing the integer transform, IT, and its inverse, IIT, 

which will be discussed later. 

In addition to homogeneity, we propose an accumulative watermark embedding, 

which aims at wide and non-uniform spreading of the embedded watermark; and 

hence, it will sense any modifications in the watermarked image, even if it is very 

small. To obtain an accumulative watermark embedding, the watermark embedding 

process is divided into three stages; namely, vertical, horizontal, and diagonal. These 

stages are run one after another. The output of each watermarking stage is the input to 

the next stage. As shown in Figure 4.1, the three color planes, obtained after 

decomposing the original image to be watermarked, and the watermark, which is 

generated using the messy system discussed in the previous subsection, are the inputs 

to the embedding process.  

The detailed steps of the embedding process are illustrated in Algorithm 4.1. This 

algorithm will perform an accumulative watermark embedding by running the three 

embedding stages one after the other. Each stage is responsible for embedding some 

selected watermark bits, homogeneously, in a predefined direction. Each stage takes 

three inputs, namely, the host color plane, the binary watermark, W, and the location 

map matrix, LM. As seen in the Algorithm, the host color plane of each stage is the 

output of the preceding stage. Except for the first stage, the host color plane is the 

original Red color plane. The same binary watermark, W, enters all the three stages. 

Each stage will embed a portion of that watermark into its input host color plane, in 

the predefined direction. The last input, the location map matrix, LM, is passed to the 

three stages. Every stage will contribute in updating this matrix for each 

corresponding embedding location. After running the three embedding stages one 
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after another, the output of the last stage is used to reconstruct the watermarked 

image, WI. The three embedding stages share the same homogeneous embedding 

mechanism, which is embedding by inter-plane difference expanding, which is 

performed by employing the integer transform, IT, and its inverse, IIT. 

 

Algorithm 4.1: The embedding process of the proposed CA scheme. 

 

Purpose: Accumulative and homogeneous watermark embedding. 

 

Input: Red, Green, and Blue color planes of the original image,  

Binary Watermark, W. 

 

Output: The watermarked image, WI, and the location map, LM. 

 

Procedure:  

a) Define LM, an empty matrix of size = size of the Red color plane. 

 

b) Based on the Red color plane and the watermark, W, the vertical embedding 

stage generates the vertical embedded component, VEC, and modifies the 

location map, LM, accordingly. 

 

c) Based on the vertical embedded component, VEC, and the watermark, W, the 

horizontal embedding stage generates the vertical and horizontal embedded 

component, VHEC, and modifies the location map, LM, accordingly.  

 

d) Based on the vertical and horizontal embedded component, VHEC, and the 

watermark, W, the diagonal embedding stage generates the vertical, 

horizontal, and diagonal embedded component, VHDEC, and modifies the 

location map, LM, accordingly.  

 

e) The watermarked image, WI, is generated by combining the vertical, 

horizontal, and diagonal embedded component, VHDEC, along with the 

Green and Blue color planes. 

End  

 

� Watermark embedding by inter-plane difference expanding 

Suppose that we have a pixel pair (p1, p2), such that p1 and p2 are both integers and 

satisfying � �  L� , L# � #DD.  Let d is the difference between p1 and p2, and m is 

their average. The IT defines a one-to-one correspondence between (p1, p2) and (m, 

d). The integer transform to obtain (m, d) from (p1, p2) is defined as shown in 

Equations 4.4 and 4.5 bellow. 

e � TL�;L#
# Z      (4.4) 

f � L� / L#      (4.5) 



43 

 

Where, ghi is the floor operator, which return the greatest integer less than or equal v. 

The inverse integer transform to obtain (p1, p2) from (m, d) is defined as shown in 

Equations 4.6 and 4.7 bellow. 

L� � e0 Tf;�
# Z      (4.6) 

L# � e/ Tf#Z                (4.7) 

To embed a watermark bit by expanding the difference between p1 and p2, a new 

difference d’ is generated as seen in Equation 4.8, which is equivalent to appending 

the bit to the binary representation of d, such that bit becomes the new LSB. 

f� � # , f 0 K��        (4.8) 

That new difference, d’, along with the mean, m, will be used to generate a new pixel 

pair, (p1’, p2’), to replace the old one, using the IIT shown in Equations 4.6 and 4.7. 

But before generating the new pixel pair, the suitability of that new difference is 

checked, to avoid both overflow and underflow of the new calculated pixels, i.e., to 

avoid having pixel values those fall outer the interval [0,255]. Particularly, the 

difference, d, is expandable if and only if, the new difference, d’, satisfies either part 

of Equation 4.9, which is derived by bounding p1 and p2 of Equations 4.6 and 4.7 

respectively; such that 0 ≤ p1, p2 ≤ 255. 

j|fl| � # , �#DD /e�,   �? �#m � e � #DD|fl| � �# , e� 0 �,             �? � � e � �#n �     (4.9) 

For illustration, assume that we need to embed the bit=1 by replacing the pixels pair 

(150,100), which has the difference d=50 and the average m=125. A new difference is 

generated, d’=2(50) +1=101, which is checked using the second part of Equation 4.9, 

according to the value of m. Since |101|≤ (2*125) +1, we conclude that d is an 

expandable difference, and hence, d’ is a suitable difference for embedding. Finally, 

using IIT in Equations 4.6 and 4.7, and based on pixels mean, m, and the new 

difference, d’, we compute the new pixels pair, (176, 75). On contrast, the pair (100, 

30), which has the difference d=70 and the average m=65, is not a suitable pair for 

embedding bit=1; because d’=141 does not satisfy Equation 4.9. 

Now, and after being familiar with the general embedding mechanism followed by the 

three embedding stages, we discuss each stage individually. For better understanding, 

we will clarify the idea by the aid of an illustration example. Suppose that we have a 

colored image, I, of size (6x6), which is decomposed to have the three color planes 
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Red, Green, and Blue.  As stated before, in watermark embedding we are interested in 

the Red color plane.  Assume that the Green color plane is used as a seed to generate 

a (6x6)   binary watermark image, W, based on the messy system discussed in section 

4.1.3. Figure 4.3 (a) shows the Red color plane, and (b) shows the generated binary 

watermark image, W, of our illustration example.  

 

    
Figure 4.3: Illustration example, some inputs to the embedding process of the proposed CA 

watermarking scheme. (a) Red color Plane. (b) Binary watermark image W. 

 

Our goal is to embed the binary watermark image, W, into the Red color plane in a 

way that the embedded watermark covers whole image’s area. Using inter-plane 

difference expanding method, each watermark bit will be embedded by expanding the 

difference between a two selected neighboring pixels from the Red plane. The three 

embedding stages share the task of embedding whole watermark bits. Each stage will 

be responsible for embedding some reserved watermark bits, using its own 

predetermined pixel pairing type. At each stage run, the previously generated 

watermarked plane is assumed as a new host plane for the current stage.  

a) The proposed vertical embedding stage 

It is the first embedding stage in our proposed watermark embedding process of the 

proposed CA scheme. The Red color plane and the generated binary watermark, W, 

are inputs to this stage; they were shown in Figure 4.3 of our illustration example. 

Also, the location map, LM, is the third input to this stage. The vertical embedded 

component, VEC, mentioned in Algorithm 4.1, is the output of this stage. This stage 

is responsible for embedding some selected watermark bits, each of which is 

embedded by expanding the difference between two vertically neighbored pixels. 

Practically, in our illustration example, Figure 4.4 (a) shows the vertical pixels pairing 
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of the input Red color plane. And Figure 4.4 (b) shows the candidate watermark bits 

for vertical embedding, colored red. 

    
Figure 4.4: Illustration example, the working environment for the proposed vertical embedding 

stage of the watermark embedding process of the proposed CA scheme. (a) Vertical pixels 

pairing. (b) Candidate bits for V embedding. 

 

As seen in Figure 4.4, each vertical pairing of pixels has a corresponding bit for 

embedding, colored red. The remaining non-embedded bits, colored black, will be 

handled by the participation of the other two embedding stages. 

The detailed steps of the vertical embedding stage are illustrated in Algorithm 4.2.  

 

Algorithm 4.2: The vertical embedding stage of the proposed CA scheme. 

Purpose: Vertical embedding of some selected watermark bits. 

 

 Input:     Red color plane, Binary Watermark, W, and Location Map, LM. 

 

 Output:  Vertical Embedded Component, VEC. 

 

 Procedure: //Indexes: i for columns and j for rows 

 

 Initialize: VEC = Red, Width=W.width, Height= W.Height 

 FOR i = 0 ; i < Width ;  i++ 

        FOR  j = 0 ;  j < Height – 1 ;  j += 2 

� Calculate the difference, d = VEC [i, j] – VEC [i, j+1] 

� Calculate the new difference, d’= 2(d) + W[i, j] 

      IF d’ satisfies Equation 4.9, i.e. d is expandable 

� Update the location map as: LM[i, j] =1 

� Replace the pixels pair (VEC [i, j], VEC [i, j+1]) with a new pixels 

pair, using IIT, which is based on the new difference, d’, and the 

average, m, of the pair, as seen in Equations 4.6 and 4.7. 

      END IF 

        END FOR 

 END FOR 
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As seen in Algorithm 4.2, the initial values, and the way of incrementing the variables 

i and j enforces vertical moving through the Red color plane, and hence generating 

vertical pixels pairing. Also, the variables i and j are responsible for relating each 

generated pixel pair with its corresponding watermark bit. Finally, in the algorithm, 

the location map, LM, is updated just before each bit embedding takes place. 

b) The proposed horizontal embedding stage 

It is the second embedding stage in our proposed watermark embedding process. The 

same watermark, W, and location map, LM, are also used as inputs to this stage. But, 

the host color plane is changed in this stage. The new host color plane is the output of 

the vertical embedding stage; namely, VEC. The output of this stage is VHEC, which 

will carry both vertical and horizontal embedding, shown practically in Figure 4.5 (a). 

And also, Figure 4.5 (b) shows the addition of new candidate watermark bits for 

horizontal embedding, colored green. 

 

    
Figure 4.5: Illustration example, the working environment for the proposed horizontal 

embedding stage of the watermark embedding process of the proposed CA scheme. (a) V and H 

pixels pairing. (b) Candidate bits for V&H embedding.  

 

As seen in Figure 4.5 (b), there still non-embedded bits, colored black. Those 

remaining bits will be embedded by the last embedding stage, diagonal embedding 

stage. The detailed steps of the horizontal embedding stage are illustrated in 

Algorithm 4.3, which embeds some selected watermark bits by expanding the 

difference between horizontally neighbored pixels through the vertical embedded 

component, VEC.  
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Algorithm 4.3: The horizontal embedding stage of the proposed CA scheme. 

 

Purpose: Horizontal embedding of some selected watermark bits. 

 

 Input:  Vertical Embedded Component, VEC, Watermark, W, Location Map, LM. 

 

Output:  Vertical and Horizontal Embedded Component, VHEC. 

 

 Procedure: //Indexes: i for columns and j for rows 

 

 Initialize: VHEC = VEC, Width=W.width, Height= W.Height 

FOR i = 0 ; i < Width – 1  ;  i += 2 

        FOR  j = 1 ;  j < Height;  j += 2 

� Calculate the difference, d=VHEC[i, j] – VHEC[i+1, j] 

� Calculate the new difference, d’= 2(d) + W[i, j] 

 IF d’ satisfies Equation 4.9, i.e. d is expandable 

� Update the location map as: LM[i, j] =1 

� Replace the pixels pair (VHEC[i, j],VHEC[i+1, j]) with a new 

pixels pair, using IIT, which is based on the new difference, d’, and 

the average, m, of the pair, as seen in Equations 4.6 and 4.7 

 END IF 

        END FOR 

END FOR 

END 

 

c) The proposed diagonal embedding stage 

It is the last embedding stage in our proposed watermark embedding process. The 

output of the previous horizontal embedding stage; namely VHEC, is the new host 

color plane of this stage. The watermark, W, and location map, LM, are also used as 

inputs to this stage. Along with the previously embedded bits, the VHEC will be 

embedded with the rest of bits those were not embedded till now. The output of this 

stage is VHDEC, which will carry vertical, horizontal, and diagonal embedding. 

Practically, Figure 4.6 (a) shows the addition of the new embedding dimension, 

diagonal, colored blue. And also, Figure 4.6 (b) shows the addition of new candidate 

watermark bits for diagonal embedding, colored blue. 

Assuming that all differences are expandable, by the completion of the diagonal 

embedding stage; it is guaranteed that all the watermark bits are embedded vertically, 

horizontally, and diagonally. In our illustration example, it is colored red, green, and 

blue respectively, as seen in Figure 4.6 (b). But, it is worth to mention that this 
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situation is only true when both the number of columns and the number of rows of the 

host image are even. The other situations are summarized in the following two points: 

� If the number of rows of the host image is odd; then all the bits of the 

watermark’s last row will be ignored. 

� If the number of columns of the host image is odd; then half the bits of the 

watermark’s last column will be ignored. 

Actually, this is not a problem, because; firstly, we are not embedding a meaningful 

watermark, like a logo, secondly, we are interested in protecting important pixels, 

those are usually found far from the boundary of the image. Thereby, ignoring 

watermark bits those falls at the boundary of the watermark is not a big matter. 

 

    
Figure 4.6: Illustration example, the working environment for the proposed diagonal embedding 

stage of the watermark embedding process of the proposed CA scheme. (a) V, H, and D pixels 

pairing. (b) Candidate bits for V, H and D embedding. 

 

The detailed steps of the diagonal embedding stage are illustrated in Algorithm 4.4. 

As seen in the algorithm, it embeds bits by expanding the difference between 

diagonally paired pixels of the vertical and horizontal embedded component, VHEC.  

According to Algorithm 4.1, the watermarked image, WI, is obtained by combining 

the original Green and Blue color planes with the accumulatively embedded 

component, VHDEC, which is the output of algorithm 4.4. Also, by the completion of 

the three embedding stages, the location map, LM, is obtained. 

Finally, it is worth mentioning that, embedding by inter-plane difference expansion 

leads to larger number of expandable differences than those obtained by intra-plane 

difference expansion used in Poonkuntran and Rajesh scheme [1], because now 

pairing is based on neighboring pixels at the same color plane, which leads to smaller 
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differences. This also solves the second drawback of their scheme, low PSNR, 

because we replace old pixels with new pixels those are very close to the old ones. 

 

Algorithm 4.4: The diagonal embedding stage of the proposed CA scheme. 

 

Purpose: Diagonal embedding of some selected watermark bits. 

 

Input:  Vertical and Horizontal Embedded Component, VHEC, Binary Watermark, 

W, and Location Map, LM. 

Output:  Vertical, Horizontal, and Diagonal Embedded Component, VHDEC. 

 

 Procedure: //Indexes: i for columns and j for rows 

 

 Initialize: VHDEC = VHEC, Width=W.width, Height= W.Height 

FOR i = 1 ; i < Width ;  i += 2 

        FOR  j = 1 ;  j < Height;  j += 2 

� Calculate the difference, d=VHDEC[i, j] – VHDEC[i-1, j-1] 

� Calculate the new difference, d’= 2(d) + W[i, j] 

 IF d’ satisfies Equation 4.9, i.e. d is expandable 

� Update the location map as: LM[i, j] =1 

� Replace the pixels pair (VHDEC[i, j],VHDEC[i-1, j-1]) with a new 

pixels pair, using IIT, which is based on the new difference, d’, and 

the average, m, of the pair, as seen in Equations 4.6 & 4.7 

 END IF 

        END FOR 

END FOR 

END 

 

4.1.5 The Watermark Extraction and Image Restoration Process of the 

Proposed CA Watermarking Scheme 

To coincide with the new former proposed watermark embedding process, a new 

process is proposed. Namely, watermark extraction and image restoration process. It 

aims to extract the previously accumulatively embedded watermark, simultaneously 

with removing the effect of the embedded bits. The detailed steps of the watermark 

extraction and image restoration process are illustrated in Algorithm 4.5. As seen in 

the algorithm, The Red, Green, and Blue color planes of the watermarked image, 

along with the location map, LM, which was constructed during the embedding 

process are inputs to the watermark extraction and image restoration process. Three 

stages are employed to extract, then to remove, the watermark, which was embedded 

accumulatively in the Red plane. Each stage is responsible for detecting the 
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watermark bits, those were embedded in a specific direction, and also it performs a 

restoration from that embedding.  The order of the three stages is reverse to that 

followed by the embedding process. In other words, here, we start with the diagonal 

direction, where it is the last handled direction in the watermark embedding process. 

Finally, the restored image, RI, and the extracted watermark, EW, are the outputs of 

this process.  

 

Algorithm 4.5: Watermark extraction and image restoration process of the proposed 

CA scheme. 

 

Purpose: Watermark detection, and image restoration 

 

 Input:  The color planes Red, Green, and Blue; and the Location Map, LM. 

 

 Output: The Restored Image, RI, and the Extracted Watermark, EW.  

 

 Procedure:  

 

a) Initialize VHDEC =Red 

 

b) Based on the accumulatively embedded component, VHDEC, and the location 

map, LM, the diagonal extraction and restoration stage extracts the diagonally 

embedded bits, and modifies the extracted watermark, EW, accordingly. Then 

it restores from diagonal embedding, and generates the vertical and horizontal 

embedded component, VHEC. 

 

c) Based on the vertical and horizontal embedded component, VHEC, and the 

location map, LM, the horizontal extraction and restoration stage extracts the 

horizontally embedded bits, and modifies the extracted watermark, EW, 

accordingly. Then it restores from the horizontal embedding, and generates the 

vertical embedded component, VEC.  

 

d) Based on the vertical embedded component, VEC, and the location map, LM, 

the vertical extraction and restoration stage extracts the vertically embedded 

bits, and modifies the extracted watermark, EW, accordingly. Then it restores 

from the vertical embedding, and generates the restored component, RC.  

 

e) The restored image, RI, is generated by combining the restored component, 

RC, along with the Green and Blue color planes. 

END 
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Now, we discus each stage of the proposed watermark extraction and image 

restoration process individually. 

a) The proposed diagonal extraction and restoration stage 

This stage is responsible for both detecting and removing the diagonally embedded 

watermark bits from the vertically, horizontally, and diagonally embedded 

component, VHDEC, which is the Red component of the watermarked image. 

The detailed steps of this stage are illustrated in Algorithm 4.6.  

 

Algorithm 4.6: The diagonal extraction and restoration stage of the proposed CA 

scheme. 

Purpose: Detecting and removing the watermark bits those were embedded 

diagonally. 

 Input:      The vertical, horizontal, and diagonal embedded component, VHDEC, and 

the location map, LM. 

Output:  The vertical and horizontal embedded component, VHEC, and the extracted 

watermark, EW, which will only have the bits were embedded diagonally. 

 Procedure: //Indexes: i for columns and j for rows 

 

 Initialize: VHEC = VHDEC, Width= VHEC.Width, Height= VHEC.Height 

FOR i = 1 ; i < Width ;  i += 2 

FOR  j = 1 ;  j < Height;  j += 2 

Take the diagonal pixels Pair = (VHEC [i, j], VHEC [i-1, j-1]) 

IF LM [i, j] ==1, i.e., The Pair was previously embedded 

Extraction: 

� Calculate the new difference, d’= VHEC [i, j] - VHEC [i-1, j-1] 

� Based on the new difference, d’, and using Equation 4.10, extract the 

diagonally embedded watermark bit as: EW[i, j]= (d’ % 2) 

Restoration: 

� Based on the new difference, d’, use Equation 4.8 to calculate the old 

difference, as f � Tf'
# Z. 

� Using Equation 4.4 of the IT, calculate the average, m, of the current 

Pair. 

�  Based on the old difference, d, and the average, m, apply the IIT in 

Equations 4.6 and 4.7, to get a new pair to replace the current Pair. 

END IF 

END FOR 

END FOR 

END 
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The algorithm first searches for a diagonal pair, for which the corresponding location 

map, LM, value is 1, i.e., the diagonal pair was previously embedded. Then it extracts 

the embedded bit using Equation 4.10, which finds the LSB of the pair difference, d’. 

Then, it restores from the diagonal embedding of that bit. Particularly, the restoration 

is simply replacing the current pixels pair with the old one, using Equations 4.6 and 

4.7 of the IIT, which is based on the old difference, d, and the average, m. The old 

difference, d, can be obtained based on the new difference, d’, using Equation 4.8.   

K�� � �f�% #�             (4.10) 

 For example, suppose we have a diagonal pair of pixels, (p’1, p’2) = (30, 13), in the 

watermarked plane. First we compute the new difference d’=17, and the average 

m=21. Then we extract bit= (17 % 2) = 1. Then we restore from the diagonal 

embedding of this bit by replacing the watermarked pair, (p’1, p’2), by the original 

pair, (p1, p2), based on the old difference d= floor (d’/2) = 8, and IIT to get p1, and p2 

as follows: 

L� � #� 0 Tm;�
# Z � #D, p# � #� / Tm#Z � �n 

 

After the completion of this sage; the extracted watermark, EW, will only have the 

watermark bits, those were embedded diagonally. Therefore, the same extracted 

watermark parameter, EW, will also pass to the next two stages, to obtain the full 

extracted watermark, which will have the diagonal, horizontal, and vertical bits. 

b) The proposed horizontal extraction and restoration stage  

It is the second stage in the extraction and restoration process of our proposed CA 

scheme, and it is responsible for both detecting and removing the horizontally 

embedded watermark bits from the plane previously generated by the diagonal 

extraction and restoration stage, namely, vertical and horizontal embedded 

component, VHEC. The detailed steps of this stage are illustrated in Algorithm 4.7.  
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Algorithm 4.7: The horizontal extraction and restoration stage of the proposed CA 

scheme. 

 

Purpose: Detecting and removing the watermark bits those were embedded 

horizontally. 

 Input:      The vertical and horizontal embedded component, VHEC, and the location 

map, LM. 

 Output:  The vertical embedded component, VEC, and the extracted watermark, 

EW, which will have both the diagonally and horizontally embedded bits. 

 Procedure: //Indexes: i for columns and j for rows 

 

 Initialize: VEC = VHEC, Width= VEC.Width, Height= VEC.Height 

FOR i = 0 ; i < Width – 1  ;  i += 2 

FOR  j = 1 ;  j < Height ;  j += 2 

Take the horizontal pixels Pair = (VEC [i, j], VEC [i+1, j]) 

IF LM [i, j] ==1, i.e., The Pair was previously embedded 

Extraction: 

� Calculate the new difference, d’= VEC [i, j] - VEC [i+1, j]. 

� Based on the new difference, d’, and using Equation 4.10, extract the 

horizontally embedded watermark bit as: EW[i, j]= (d’ % 2). 

Restoration: 

� Based on the new difference, d’, use Equation 4.8 to calculate the old 

difference, as f � Tf'
# Z. 

� Using Equation 4.4 of the IT, calculate the average, m, of the current 

Pair. 

�  Based on the old difference, d, and the average, m, apply the IIT in 

Equations 4.6 and 4.7, to get a new pair to replace the current Pair. 

END IF 

END FOR 

END FOR 

END 

 

c) The proposed vertical extraction and restoration stage 

It is the last stage in the extraction and restoration process of our proposed CA 

scheme. It is responsible for both detecting and removing the vertically embedded 

watermark bits from the vertical embedded component, VEC, which was generated by 

the previous stage, namely, horizontal extraction and restoration stage. The detailed 

steps of the vertical extraction and restoration stage are illustrated in Algorithm 4.8.  
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Algorithm 4.8: The vertical extraction and restoration stage of the proposed CA 

scheme. 

Purpose: Detecting and removing the watermark bits those were embedded 

vertically. 

Input:      The vertical embedded component, VEC, and the location map, LM. 

 

Output:  The restored component, RC, and the extracted watermark, EW, which will 

have the diagonally, horizontally, and vertically embedded bits. 

 

Procedure: //Indexes: i for columns and j for rows 

 

 Initialize: RC = VEC, Width= RC.Width, Height= RC.Height 

FOR i = 0 ; i < Width ;  i ++ 

FOR  j = 0 ;  j < Height – 1 ;  j += 2 

Take the vertical  pixels Pair = (RC [i, j], RC [i, j+1]) 

IF LM [i, j] ==1, i.e., The Pair was previously embedded 

Extraction: 

� Calculate the new difference, d’= RC [i, j] - RC [i, j+1]. 

� Based on the new difference, d’, and using Equation 4.10, extract the 

horizontally embedded watermark bit as: EW[i, j]= (d’ % 2). 

Restoration: 

� Based on the new difference, d’, use Equation 4.8 to calculate the old 

difference, as f � Tf'
# Z. 

� Using Equation 4.4 of the IT, calculate the average, m, of the current 

Pair. 

�  Based on the old difference, d, and the average, m, apply the IIT in 

Equations 4.6 and 4.7, to get a new pair to replace the current Pair. 

END IF 

END FOR 

END FOR 

END 

 

As seen in Algorithm 4.8, the steps are mainly as those in the previous stages, except, 

now the algorithm deals with vertical pairs of pixels. The outputs of this stage are the 

restored component, RC, and the extracted watermark, EW.  

As stated in Algorithm 4.5, shown before, the restored image, RI, is generated by 

combining the restored component, RC, along with the Green and Blue color 

components. If we assumed that the watermarked image in not modified; then the 
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restored image, RI, is identical to the original, un-watermarked, image. The next 

subsection discusses and proves this fact, mathematically. 

4.1.6 Demonstrating the Reversibility of our Proposed CA Scheme. 

Assume that we have an original image, and we wish to protect it by employing our 

proposed CA watermarking scheme. Our CA scheme first generates the messy 

watermark based on the Green component of the host image, and then it tries to 

embed the watermark bits into the Red component of the same image. Each 

watermark bit is embedded, independently, by expanding the difference of the 

corresponding pixels pair. Therefore, what applies to bit processing, also applies to 

whole watermark processing. In this section, we will demonstrate, mathematically,  

how a bit is embedded, how the bit is extracted, and finally, we prove the reversibility 

of our proposed CA scheme, via recovering the original, un-watermarked, pixels pair 

from the watermarked pixels pair. 

(a) Embedding by expanding the difference 

Assume that we have a pixel pair, (p1, p2), and a watermark bit =1; and we wish to 

embed bit by employing our proposed CA scheme. Using the IT in Equations 4.4 and 

4.5, we calculate the pair average, m, and difference, d, as follows: 

e � qL� 0 L## r , f � L� / L#  
Using Equation 4.8, which is based on the value of bit, and the difference, d; we find 

the new difference, d’, which is an expansion of the old difference d. 

f� � #�L� / L#� 0 � 

Using IIT in Equations 4.6 and 4.7, based on the average, m, and the new difference, 

d’, we embed the bit by generating a new pixels pair, (p
’
1, p

’
2): 

Ll� � qL� 0 L## r 0 q#�L� / L#� 0 #
# r � qL� 0 L## r 0 �L� / L#� 0 � 

Ll# � qL� 0 L## r / q#�L� / L#� 0 �
# r � qL� 0 L## r / �L� / L#� 

Thus, we embedded the bit by replacing the pair, (p1, p2), with the new pair (p
’
1, p

’
2). 

(b) Extracting the previously embedded bit  

Assume that we have the watermarked pixel pair, (p
’
1, p

’
2), and we wish to extract the 

embedded bit by employing our proposed CA scheme. Using Equation 4.5, we 

calculate the difference, d’, between the pixels of the pair: 
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f� � L�� / L�# � #�L� / L#� 0 � 

It is evident that the difference, d’, is always odd. Therefore, according to Equation 

4.10, we conclude that the embedded bit was bit =1, which is the LSB of the 

difference, d’. Of course, this extracted bit equals the previously embedded bit only if 

the watermarked pixels pair, (p
’
1, p

’
2), is not modified. This can be used as an 

indicator to refer to the modified locations at the watermarked image. Thus, to verify 

whether the watermarked image is altered or not, the extracted bit is compared with 

the previously embedded bit. The previously embedded bit is generated using the 

messy system, and based on the Green color component of the watermarked image. 

Thereby, at the level of the whole image, any mismatch between the extracted 

watermark and the generated watermark, corresponds to a tamper location. Knowing 

that the image is not modified, we can restore from watermarking to recover the 

original image, otherwise our restored image is a tampered version of the original 

image. 

(c) Restoring from watermarking and recovering the original pair 

Using Equation 4.8; based on the new difference, d’, and the extracted bit=1, we 

calculate the old difference, which we name, d”. 

f" � gfl /#i � g�#�L� / L#� 0 ��/#i � �L� / L#� 
Based on the watermarked pair, (p

’
1, p

’
2), and using Equation 4.4, we find the new 

average, m’. 

e� � tL�� 0 L�## u � qL� 0 L## r � e 

Finally, the restored pixels pair, (p
”

1, p
”

2), is found using the IIT in Equations 4.6 and 

4.7, based on the difference, d”, and the average, m’,  

L"� � qL� 0 L## r 0 q�L� / L#� 0 �
# r � qL� 0 L## r 0 TL� / L## Z � q#L�# r � L� 

L"# � qL� 0 L## r / q�L� / L#�# r � q#L## r � L# 

Thus, the restored pixels pair, (p
”

1, p
”
2), leads the original pixel pair, (p1, p2). This 

actually proves the reversibility of our proposed CA watermarking scheme. 

An illustration example demonstrating watermark verification, image restoration, and 

tamper detection is shown in Figure 4.7. When exact match is found between the 

generated watermark (c) and the extracted watermark (d) of the watermarked image 

(b); the error image (e) will be zero anywhere and the restored image (f) is equivalent 
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to the original image (a). This is evident in the error image (g) between the original 

image (a) and the restored image (f). But, when there is a mismatch between the 

generated watermark (i) and the extracted watermark (j) of the tampered watermarked 

image (h); the locations of alterations are detected precisely in the error image (k). 

Therefore, the restored image (l) is a tampered version of the original image (a) with 

precise tamper locations. 

 

   

(a) (b) (c) 

   
(d) (e) (f) 

   
(g) (h) (i) 

   
(j) (k) (l) 

Figure 4.7: Example demonstrating watermark verification, image restoration, and tamper 

detection. (a) Original image. (b) Watermarked version of (a). (c) Generated watermark based on 

green component of (b). (d) Extracted watermark from red component of (b). (e) Error image 

between (c) and (d). (f) Restored Image from (b). (g) Error image between (a) and (f). (h) 

Tampered version of (b). (i) Generated watermark based on green component of (h). (j) 

Extracted watermark based on red component of (h). (k) Error image between (i) and (j). (l) 

Restored image from (h). 

 

4.2 The Proposed Copyright Protection Watermarking Scheme 

In this section, we discuss our proposed robust watermarking scheme, for the CP of 

color images. We start with an overview, which will, briefly, discuss the emergence 

of this scheme, and then we focus on the drawback the scheme will handle. 

Henceforth, the terms "CP watermarking scheme" and "second proposed 

watermarking scheme" are used interchangeably. 
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4.2.1 Overview 

We propose a CP watermarking scheme, which is a development of the reversible 

watermarking technique proposed by Chrysochos et al. [34]. Their proposed scheme 

aimed at proving the ownership of digital images by embedding a robust watermark in 

it. The basic principle of their proposed scheme is based on the permutation of the 

histogram bins, according to a specific rule. In other words, each bit is embedded by 

permuting a corresponding couple of the histogram bins according to that rule. The 

couples of the histogram bins are chosen based on a public key, which is a real 

number. The integer part of this key is called (start), and it defines the embedding 

starting point in the histogram of the host image. The decimal part of this key, 

multiplied by ten, is called (step), and it defines the minimum distance a couple of 

histogram bins may have. The public key is needed in both watermark embedding and 

extraction processes. The authors claim that their proposed scheme is resistant to 

some geometrical attacks and has low computational complexity. Watermark 

embedding and extraction processes of Chrysochos et al. algorithm can be seen in 

Figure 2.5 (a), and (b) respectively. The authors of this scheme refer to an inherent 

drawback in their proposed scheme: 

The drawback of Chrysochos et al. scheme  

The maximum payload capacity of the scheme is rather low. At the best case, where 

all selected grayscale image histogram bin pairs are assumed as candidates for 

embedding, the payload capacity is 128 bits. If the scheme is applied for color images, 

in a way, such that each color component carries a portion of the watermark bits, the 

maximum payload capacity is 384 bits.  

Usually, robustness to geometrical attacks is obtained at the expense of the payload 

capacity [83, 84]. However, we performed an intensive study, implementation, and 

testing to their proposed scheme, in an attempt to address this drawback. We have 

reached a new idea for embedding, which is employed in our second proposed 

watermarking scheme. The next subsections demonstrate our achieved idea. 

 

4.2.2 The Conceptual Model of the Proposed CP Watermarking Scheme 

The second proposed watermarking scheme is a reversible and robust watermarking 

scheme. It is used for watermarking color images aiming at protecting them from 

illegal distribution. It is a blind watermarking scheme; the embedded watermark can 



59 

 

be detected apart from the original image. The main functionalities of Chrysochos et 

al. scheme [34] are developed to handle the previously mentioned drawback. The 

conceptual model of the proposed CP technique is summarized in Figure 4.8.  

 

 

Figure 4.8: The conceptual model of the proposed CP watermarking scheme. 

 

As seen in Figure 4.8, the conceptual model of our proposed CP watermarking 

scheme consists of three main processes. The first main process is the embedding 

process, which is responsible for embedding the watermark in a way, such that it is 

embedded robustly.  This process depends on three inputs, the original image to be 

watermarked, the watermark, and a public key. Two outputs are produced, the 

watermarked image, and the private key, which will be used later for image 

restoration.   The second process is the extraction process, which is responsible for 

detecting the watermark previously embedded. The watermarked image and the same 

public key, used for embedding, are the two inputs used by this process. The extracted 

watermark is its output. Finally, the third process in our proposed scheme is the 

restoration process, which is responsible for removing the previously embedded bits 

from the watermarked image completely, and recovering the original, un-

watermarked, image. This process runs only if the originality of the extracted 

watermark, which is the output of the extraction process, is verified. In addition to the 

public key, the restoration process is also based on the private key, which is generated 

during the embedding process. The next subsections discuss each of these three main 

processes individually. 

4.2.3 The Watermark Embedding Process of the Proposed CP 

Watermarking Scheme 

Aiming at increasing the maximum payload capacity of Chrysochos et al. scheme 

[34], a new embedding mechanism is proposed. The public key and the permutation 
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of the histogram bins are still used in our proposed scheme. But the embedding rule is 

completely different. Now, a couple of bits are embedded at a time, by permuting 

three histogram bins. While in Chrysochos et al. scheme, one bit is embedded at a 

time, by permuting two histogram bins. In our scheme, the public key is still a real 

number, but it has a different use than that in Chrysochos et al. scheme. The integer 

part of this key is called (begin), which refers to the point at the histogram, where the 

embedding process will begin choosing triples, rather than couples, of intensity values 

(a, b, and c) with a corresponding histogram bins (Hist (a), Hist (b), and Hist (c)). 

Thus, the integer part of the public key, begin, could be any integer value in the 

interval [0, 255]. The decimal part of the public key is called (step), which is a single 

digit, used to define the intensity interval the three intensity values may occupy. 

Equation 4.11, demonstrates how to calculate the value of begin, by extracting the 

integer part of a publicKey. And Equation 4.12 demonstrates how to calculate the 

value of step, by extracting the decimal part of that key.  

K
v�> � LwKH�Mx
&/�          (4.11) 

��
L � �LwKH�Mx
& % �� , ��              (4.12) 

Based on the calculated values of begin and step, the three intensity values, a, c, and b 

are calculated as shown in Equations 4.13, 4.14, and 4.15 respectively.  

G � K
v�>      (4.13) 

M � �K
v�> 0 ��
L� % #Dy                  (4.14) 

K � T�G;M�
# Z     (4.15) 

As seen in the equations, the intensity value b is chosen as a midpoint between the 

two values a, and c. Therefore, a sufficient distance between a, and c is needed. This 

is obtained by restricting the value of step in the interval [2, 9]. Moving to the next 

triple is simply achieved by cyclically incrementing each intensity value by one, as 

seen in Equation 4.16.  

G � �G 0 ��%#Dy;  K � �K 0 ��%#Dy;   M � �M 0 �� %#Dy      (4.16) 

At each triple calculation, we test whether c is less than b; to avoid the situation where 

a, and b are at the end of the histogram, while c is at the beginning. If that occurs, the 

triple is moved to the beginning of the histogram as seen in Equation 4.17. 

G � �;   M � ��
L;  K � T��
L# Z              (4.17) 

Each intensity values triple, (a, b, c), has a corresponding histogram bins triple, 

(Hist(a), Hist(b), Hist(c)). In our proposed scheme, to obtain a different pattern for 
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each permutation in the bins triple; we are concerned only with intensity triples, 

whose corresponding histogram bins are strictly non equal; Mean: Hist(a) ≠ Hist(b) ≠ 

Hist(c). Excluding triples those have equal histogram bins, the magnitude of each 

histogram bin within a triple might be higher than, lower than, or in between the other 

two histogram bins at the same triple. Consequently, each intensity triple will has a 

corresponding Bins Triple Pattern (BTP), which will be one of the six patterns shown 

in Table 4.1. 

 
Table 4.1: List of Bins Triple Patterns (BTPs), used in our proposed CP watermarking scheme. 
Bins Triple Pattern (BTP) Shape of the pattern Interpretation of the pattern 

0 
 

Low, Between, High 

1 
  

Low, High, Between 

2 
 

Between, Low, High 

3 
 

Between, High, Low 

4 
 

High, Low, Between 

5 
 

High, Between, Low 

 

As mentioned before, in our proposed scheme, each couple of bits will be embedded 

in a selected triple of histogram bins. Each couple of bits has a corresponding Bits 

Couple Pattern (BCP), which may equal “00”, “01”, “10”, or “11”. Embedding each 

selected couple is performed by the permutation of the corresponding triple of 

histogram bins according to the rule seen in Table 4.2.  As seen in the table, the rule 

maps each BCP (“00”, “01”, “10”, and “11”) to a corresponding BTP (0, 1, 4, and 5). 

Also, to achieve lower computational complexity, the remaining two BTPs (2 and 3) 

are also exploited to represent the BCPs “00” and “11”. Hence, if the current couple 

of bits to be embedded has a BCP = “00” and the corresponding triple of bins has a 

BTP = 2, no permutation is performed and the couple is assumed as embedded 

successfully. This also applies to the situation, where the current couple of bits to be 

embedded has a BCP =”11” and the corresponding triple of bins has a BTP = 3. This 

of course, will reduce the computational complexity of our proposed CP 

watermarking scheme, especially when we have noticed that the two BCPs, “00” and 

“11”, are highly repeated in binary watermarks.  
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Because we embed the watermark in couples, it is required to have even watermark 

sizes. If the size of the watermark to be embedded is odd, the watermark is appended 

by a new bit, equals zero, from the right most side. 

 
Table 4.2: The embedding rule of our proposed CP watermarking scheme. 

Bits Couple Pattern  (BCP) The corresponding rule for embedding 

“00”  
IF (BTP = 0 OR BTP = 2), do nothing; Otherwise, permute the 

current bins triple until having a corresponding BTP = 0. 

“01” 
IF (BTP = 1), do nothing; Otherwise, permute the current bins triple 

until having a corresponding BTP = 1. 

“10” 
IF (BTP = 4), do nothing; Otherwise, permute the current bins triple 

until having a corresponding BTP = 4. 

“11” 
IF (BTP = 5 OR BTP = 3), do nothing; Otherwise, permute the 

current bins triple until having a corresponding BTP = 5. 

 

We can embed the watermark in either histogram of the three color components of the 

host image. Or embed the watermark collectively in the histograms of the three color 

components, in a way, such that each color component carries a portion of the 

watermark bits. Anyway, we will explain the general idea of our histogram-based 

embedding process. The detailed steps for watermark embedding process of our 

proposed CP watermarking scheme are illustrated in Algorithm 4.9 bellow. 

 

Algorithm 4.9: The embedding process of the proposed CP watermarking scheme. 

 

Purpose: Watermark embedding, based on the permutation of the bins of the 

histogram of host color plane. 

 Input:      The host color plane, the watermark to be embedded, and the publicKey. 

 

 Output:   The watermarked image, and the private key, PK. 

 

 Procedure:  

a) The histogram of the host color plane is computed. 

b) Based on the publicKey, the values of begin and step are calculated using 

Equations 4.11, and 4.12 respectively. 

c) If no intensity triple is selected yet, an intensity triple (a, b, c) is calculated 

based on the values of begin and step, and using Equations 4.13, 4.14, and 

4.15; otherwise, the next intensity triple, (a, b, c), is calculated using Equation 

4.16. In either case, the selected intensity triple must have a corresponding 

strictly not equal histogram bins, or reject the selected triple and select the 

next one using Equation 4.16. An attention must be paid at each triple 
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selection; to avoid colloid with the previously selected triples, i.e., to avoid 

using a previously embedded triple or we will lose that old embedding. 

d) For each selected intensity triple, (a, b, c), having a corresponding triple of 

bins, (Hist(a), Hist(b), Hist(c)), with bins triple pattern, BTP; a corresponding 

watermark’s bit couple with bits couple pattern, BCP, is embedded according 

to the rule shown in Table 4.2. If the rule asks to permute the current triple of 

bins until having a new corresponding BTP, the image pixels with intensities 

a, b, and c are interchanged accordingly. 

e) The private key (PK), which is necessary for image restoration, is generated 

accumulatively during the watermark embedding. For each selected intensity 

triple, (a, b, c), the original BTP is appended to the PK. (This step is optional; 

it is done only if we are interested in restoring the original image, later) 

f) Steps c, d, and e are repeated until all watermark bits are embedded in the 

color plane, or the algorithm reaches the capacity limit of the host color plane, 

i.e., all the candidate triples of the histogram bins are already embedded. 

END 

 

Example illustrating watermark embedding process of the proposed CP scheme: 

Suppose we have a binary watermark W = “010011”, a host color plane, and a 

publicKey = 2.3. Now, to embed the watermark, W, into the host color plane by 

modifying its histogram based on the publicKey, we follow the following steps: 

a) The histogram of the host color plane is computed. Assume that the computed 

histogram is represented numerically as seen in Table 4.3 bellow. 

 
Table 4.3: Illustration Example, histogram of a host color plane. 

No. of 

Pixels 
19 23 24 17 23 13 23 13 78 73 66 50 83 58 

Intensity 

Value 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 

 

b) According to Equations 4.11 and 4.12, we compute begin= 2.3/1=2. And 

step= (2.3%1)*10= 3. 

c) According to Equations 4.13 to 4.15, we calculate G � #;  M � # 0 = �
D;  K � T#;D

# Z � =. Thereby, the intensity triple, (a, b, c) = (2, 3, 5). According 

to the histogram shown in Table 4.3, this intensity triple has a corresponding 

triple of histogram bins, (24, 17, 13), which has strictly non equal bins, and 
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interpreted as (High, Between, Low). According to Table 4.1, it has a BTP 

equals 5. 

d) The BCP of the first couple of the watermark, W, to be embedded, is “01”. 

According to the rule shown in Table 4.2, the current BCP=”01” and BTP=5 

are inconsistent with that rule. Thus the current triple of histogram bins is 

permuted until obtaining the suitable BTP. In other words, the triple of 

histogram bins is permuted until having a BTP equals 1, in our example, 

which has the interpretation of (Low, High, Between). Thus, the pixels with 

intensities (2, 3, 5) are interchanged until having a corresponding triple of 

histogram bins equal (13, 24, 17). That is achieved by the interchanges: 5����2, 

2����3, and 3����5. Where the arrow sign, �, means becomes. 

e) The private key, PK, is appended by the original BTP = 5, to be used later for 

image restoration. 

f) We continue to embed the rest of watermark bits, but now the next intensity 

triples are selected according to Equation 4.16. Also, at each triple selection 

we check to avoid colloid with the previously selected triples. Table 4.4 

summarizes the process of embedding all the watermark bits.  

 
Table 4.4: Illustration Example, steps of embedding a binary watermark by modifying the 

histogram of the host color plane. 

Intensity 

Triple 

Histogram 

Triple 
BTP PK BCP Rule BTP Permute? 

New H 

Triple 

(2, 3, 5) (24, 17, 13) 5 5 “01” 1 Yes (13, 24, 17) 

(6, 7, 9) (23, 13, 73) 2 52 “00” 0 or left 2 No (23, 13, 73) 

(10,11,13) (66,50,58) 4 524 “11” 5 or left 3 Yes (66, 58, 50) 

 

Finally, because our proposed CP scheme embeds the watermark in the histogram of 

the host image, the embedded watermark will be robust against any attack, which 

might infected the watermarked image, as long as it does not change its histogram. 

Also embedding by this strategy preserves the quality of the host image, because it 

merely interchanges close intensity values at the same image. Thus, histogram 

permutation is what we are searching for in our third and fifth research questions.  

4.2.4 The Watermark Extraction Process of the Proposed CP 

Watermarking Scheme 

It is a blind process, which aims at detecting the previously embedded watermark 

from the watermarked image without the presence of the original image. The detailed 

steps for extracting the watermark from a watermarked color plane are illustrated in 
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Algorithm 4.10. As seen in the algorithm, the public key and the watermark size, 

along with the watermarked plane, are the parameters needed for watermark 

extraction process. The extracted watermark is the process output. 

 

Algorithm 4.10: The extraction process of the proposed CP watermarking scheme. 

 

Purpose: Watermark extraction, based on the histogram of watermarked color plane. 

 

Input:      The watermarked color plane, watermark size, S, and the publicKey. 

 

Output:   The extracted watermark, EW. 

 

Procedure:  

a) The histogram of the watermarked color plane is computed. 

b) Based on the publicKey, the values of begin and step are calculated using 

Equations 4.11, and 4.12 respectively. 

c) If no intensity triple is selected yet, an intensity triple (a, b, c) is calculated 

based on the values of begin and step, and using Equations 4.13, 4.14, and 

4.15; otherwise, the next intensity triple, (a, b, c), is calculated using Equation 

4.16. In either case, the selected intensity triple must have a corresponding 

strictly not equal histogram bins, or reject the selected triple and select the 

next one. An attention must be paid at each triple selection; to avoid colloid 

with the previously selected triples, i.e., to avoid extracting from a previously 

used triple or we will duplicate the extracted bits. 

d) From each selected intensity triple, (a, b, c), having a corresponding triple of 

bins, (Hist(a), Hist(b), Hist(c)), with bins triple pattern, BTP, the embedded 

couple of  bits, with bits couple pattern, BCP, is extracted according to the 

rule shown in Table 4.5, which is reverse of the embedding rule in Table 4.2. 

The extracted couple of bits are appended to the extracted watermark, EW. 

e) Steps c and d are repeated until all watermark bits are extracted, i.e., until the 

size of the extracted watermark, EW, equals S. 

END 

 
Table 4.5: The extraction rule of our proposed CP watermarking scheme. 

BTP The corresponding extracted Bits Couple Pattern, BCP. 

IF BTP = 0 OR BTP = 2 BCP = “00” 

IF BTP = 1 BCP = “01” 

IF BTP = 4 BCP = “10” 

IF BTP = 5 OR BTP = 3 BCP = “11” 
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Example illustrating watermark extraction process of the proposed CP scheme: 

For better understanding, let’s return to the example discussed in the embedding 

process. Therefore, assume that we have obtained the watermarked plane, the size of 

the watermark, S = 6, and the publicKey = 2.3. Then, to extract the previously 

embedded watermark we follow the following steps: 

a) The histogram of the watermarked plane is computed. In our example, it is the 

histogram, which was generated in the embedding process, after watermark 

embedding. The histogram is seen in Table 4.6 bellow. 

 
Table 4.6: Illustration Example, histogram of the watermarked plane. 

No. of 

Pixels 
19 23 13 24 23 17 23 13 78 73 66 58 83 50 

Intensity 

Value 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 

 

b) Using Equations 4.11 and 4.12, those based on the publicKey, we compute the 

values of begin= 2.3/1=2 and step= (2.3%1)*10= 3. 

c) According to Equations 4.13 to 4.15, we calculate G � #;  M � # 0 = �
D;  K � T#;D

# Z � =. Thereby, we obtained the intensity triple, (a, b, c) = (2, 3, 

5). As seen in Table 4.6, this intensity triple has a corresponding triple of 

histogram bins, (13, 24, 17), which has strictly non equal bins, and interpreted 

as, (Low, High, Between). According to Table 4.1, it has a BTP equal to 1. 

d) According to the extraction rule, shown in Table 4.5, knowing that BTP 

equals 1, we conclude that the previously embedded couple of bits, has a BCP 

= “01”. We append that couple to the extracted watermark, EW. 

e) We continue until extracting the whole watermark of size, S=6, but the next 

intensity triples are selected according to Equation 4.16, at each triple 

selection we check to avoid colloid with the previously selected triples. Table 

4.7 summarizes the process of extracting all the watermark bits.  

Table 4.7: Illustration Example, steps of extracting a binary watermark based on the histogram 

of the watermarked color plane. 

Intensity Triple Histogram Triple BTP Extracted BCP 

(2, 3, 5) (13, 24, 17) 1 “01” 

(6, 7, 9) (23, 13, 73) 2 “00” 

(10,11,13) (66, 58, 50) 5 “11” 

 

Finally, the extraction process can only be successful if its selected triples are same as 

those selected during the embedding process. 
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4.2.5 The Restoration Process of the Proposed CP Watermarking Scheme 

In some applications, it is needed to restore the watermarked image after being 

verified. Restoration is the process of recovering the original, un-watermarked, image 

from its watermarked version. The detailed steps of the restoration process of our 

proposed CP watermarking scheme are listed in Algorithm 4.10. This process mainly 

depends on the private key, PK, which was generated during the watermark 

embedding process; it carries the original list of bins triple patterns BTPs.  

 

Algorithm 4.11: The restoration process of the proposed CP watermarking scheme. 

 

Purpose:  Recovering the original, un-watermarked, image from the watermarked 

one. 

 Input:      The watermarked plane, the publicKey, and the private key, PK. 

 

 Output:   Restored Image. 

 

 Procedure:  

a) The histogram of the watermarked plane is computed. 

b) Based on the publicKey, the values of begin and step are calculated using 

Equations 4.11 and 4.12 respectively. 

c) If no intensity triple is selected yet, an intensity triple (a, b, c) is calculated 

based on the values of begin and step, and using Equations 4.13, 4.14, and 

4.15; otherwise, the next intensity triple, (a, b, c), is calculated using Equation 

4.16. In either case, the selected intensity triple must have a corresponding 

strictly not equal histogram bins, or reject the selected triple and select the 

next one. An attention must be paid at each triple selection; to avoid colloid 

with the previously selected triples. 

d) The bins triple pattern, BTP, of the selected intensity triple, (a, b, c), is 

compared with the corresponding bins triple pattern, BTP, which was stored 

in the private key, PK. If a match is found, then the BTP of the selected 

intensity triple is original and left as it. Otherwise, the BTP of the selected 

intensity triple is permuted to match that in PK; and consequently, pixels with 

intensities (a, b, c) are interchanged according to that permutation. 

e) Steps c and d are repeated until reaching the end of the private key, PK. 

END 
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Example illustrating the restoration process of the proposed CP scheme: 

Also here, we proceed with the same previously mentioned example. Assume that we 

have obtained the watermarked plane, the private key, PK = 524, and the publicKey = 

2.3. Also, assume that the watermarked plane is verified to be true in the extraction 

process. To recover the original, un-watermarked, plane based on the watermarked 

plane, we follow the following steps: 

a) The histogram of the watermarked plane is computed. It can be seen in Table 

4.6, which was viewed in the previous example. 

b) Using Equations 4.11 and 4.12, and based on the publicKey, we compute the 

values of begin= 2.3/1=2 and step= (2.3%1)*10= 3. 

c) Based on the values of begin and step, and according to Equations 4.13 to 

4.15, we calculate G � #;  M � # 0 = � D;  K � T#;D
# Z � =. Thereby, we 

obtained an intensity triple, (a, b, c) = (2, 3, 5). 

d)  The intensity triple, (2, 3, 5), has a corresponding triple of strictly non equal 

histogram bins, (13, 24, 17), and interpreted as, (Low, High, Between). 

According to Table 4.1, it has a BTP equal 1. But, the value of the 

corresponding bins triple pattern, BTP, which was stored in the private key, 

PK, is BTP=5, and interpreted as, (High, Between, Low). Therefore, we need 

to permute BTP from 1 to 5. Thus, the pixels with intensities (2, 3, 5) are 

interchanged until having a corresponding triple of histogram bins equal (24, 

17, 13).That is achieved by the interchanges: 2����5, 3����2, and 5����3. 

e) We continue to recover the rest of bins triple patterns, but from now, the next 

intensity triples are selected according to Equation 4.16. Also, at each triple 

selection we check to avoid colloid with the previously selected triples. Table 

4.8 summarizes the process of recovering the original histogram. Table 4.9 

shows the recovered histogram, it is identical to the original one, Table 4.3. 

 
Table 4.8: Illustration Example, steps for restoring the original histogram. 

Intensity Triple Histogram Triple BTP PK’s BTB Permute? New H Triple 

(2, 3, 5) (13, 24, 17)  1 5 Yes (24, 17, 13)  

(6, 7, 9) (23, 13, 73) 2 2 No (23, 13, 73) 

(10,11,13) (66, 58, 50)  5 4 Yes (66,50,58) 

 
Table 4.9: Illustration Example, recovered histogram of the watermarked plane. 

No. of 

Pixels 
19 23 24 17 23 13 23 13 78 73 66 50 83 58 

Intensity 

Value 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 
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4.3 The Proposed Multipurpose Watermarking Scheme for Both CA and 

CP of Color Images 

In this section we discuss our third proposed watermarking scheme; namely, the 

multipurpose watermarking scheme for both CA and CP of color images. 

4.3.1 Overview 

The first proposed watermarking scheme, CA watermarking scheme, detects any 

alteration in images, whether it is intentional or not, and even if it is small. In many 

applications, those are characterized as sensitive applications, like medical and 

military applications; images are abandoned once it is proved that they were 

maliciously modified. There are some other image modifications, where images may 

still usable, despite of being modified. For example, flipping medical images does not 

hide its content. Those modifications always descend from the geometrical attacks. 

Thus, it is needed to distinguish the attack type in such applications. Unfortunately, 

despite of its proved excellence, distinguishing between the benign and malicious 

attacks is not possible using our proposed CA watermarking scheme alone. 

The second proposed watermarking scheme, CP watermarking scheme, can be used to 

solve this problem. It provides a watermarking mechanism, which allows embedding 

of a CP watermark in images, such that it is robust to geometrical attacks those 

change pixels positions. After that, if the identification of that embedded CP 

watermark is not possible; this means it is destroyed by a malicious attack, and hence, 

the image is attacked maliciously. On contrast, if we could identify the CP watermark, 

this means the image is either not modified, or geometrically transformed. 

Unfortunately, after identifying the CP watermark, our proposed CP watermarking 

scheme, alone, could not distinguish whether the image is geometrically transformed, 

or not modified. 

Thus, the primary objective of our third proposed watermarking scheme is to find a 

multipurpose image watermarking algorithm for both CA and CP of color images. In 

doing so, the two aforementioned and proposed watermarking schemes in sections 4.1 

and 4.2 are cascaded one after another, each of which is responsible for embedding a 

special purpose watermark in the host image. The first will embed the CA watermark, 

which will sense any image modification despite of its type. The second will embed 

the CP watermark, which will be robust to some geometrical attacks; those change 

only the positions of the pixels. Cascading these two proposed schemes is possible, 
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because cascading is the main factor taken into consideration during their 

developments in our work. 

The idea of our proposed multipurpose watermarking scheme works as follows: 

Suppose that a specialist received a medical image, which was embedded with both 

the CA watermark, and the CP watermark using our proposed multipurpose 

watermarking scheme. The disability of the receiver to identify the CP watermark of 

the received image means that it is indeed attacked by a malicious attack; here the 

medical image should be ignored. In contrast, identifying the CP watermark of the 

received image does not necessarily mean that it is not modified. It could be 

geometrically transformed. Determining whether the received image is transformed or 

not, is assigned to the extracted CA watermark, which will notify the receiver with the 

presence or the absence of any modifications.  

 Thereby, in this phase of work, multipurpose phase, we combine the evolved features 

of the proposed schemes in the previous two phases; namely, CA phase, and CP phase 

to obtain a multipurpose watermarking scheme. As seen, by cascading, each 

embedded watermark plays an individual role; we could take a decision by examining 

only one extracted watermark. Also, by cascading, our proposed multipurpose scheme 

is easily implemented. Thus, it is our preferred mechanism to achieve the indented 

idea of the proposed multipurpose scheme. Also, the preferred watermark embedding 

order is to embed the CA watermark, then the CP watermark. Of course, the 

watermarks are extracted in the reverse order. By this order, we actually saving time; 

because once we discovered that the extracted CP watermark is anonymous, we 

ignore that image, there is no need to extract the CA watermark. The CA watermark is 

only extracted if the CP watermark of the received image is authentic. With this, the   

sixth research question of this thesis is answered. Finally, it is important to note that 

the used mechanism and the watermark embedding order are application-based issues.  

Features of our proposed multipurpose watermarking scheme: 

Our proposed multipurpose watermarking scheme has the following features: 

� Provides CP for color images (robust to some geometrical attacks). 

� Provides CA for color images (with high sensitivity to attacks). 

� Excellent watermarked image quality, despite of embedding two watermarks in it. 

� Fragile: CA watermarking provides a precise and overall tampering localization. 

� Robust: CP watermarking is robust against some geometrical attacks. 
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� Invisible: embeds watermarks in a way, such that they are imperceptible to HVS. 

� Reversible: watermarked image can be restored to its original state completely. 

� Blind: the watermark can be extracted apart from the original image. 

� Provides high randomization and dynamicity degree in CA watermarking. 

� Has a low computational cost, fast embedding speed, high embedding capacity, 

and easy to implement. 

In the proposed multipurpose watermarking scheme, by the reversibility of the second 

embedded watermark, CP watermark, we guarantee removing its effect on the first 

embedded watermark, CA watermark. Thus, reversibility is the property we are 

searching for in the fourth research question of this thesis. Our proposed scheme 

allows watermark embedding in a host image, and watermark extraction from a 

watermarked image; while allowing reversibility to fully restore the original host 

image, despite of being embedded by two watermarks. Finally, our proposed 

multipurpose approach works robustly with attacks those change pixels positions. 

4.3.2 The Conceptual Model of the Proposed Multipurpose Watermarking 

Scheme 

The third proposed watermarking scheme is a multipurpose watermarking scheme. It 

is used for watermarking color images aiming at both identifying whether or not 

images are modified, and distinguishing between malicious attacks and incidental 

manipulations. The model of the proposed technique is shown in Figure 4.9.  

 

 

Figure 4.9: The conceptual model of the proposed multipurpose watermarking scheme. 

 

As seen in Figure 4.9, the main idea of our proposed multipurpose watermarking 

scheme is simply cascading our previously proposed schemes; CA watermarking 
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scheme, and CP watermarking scheme one after another for both watermark 

embedding and extraction processes. The first main process in our proposed model is 

the CA embedding process, which is responsible for embedding a fragile watermark 

into the host image. The main output of this process is the CA watermarked image, 

which is then entered to the next process in the model, CP embedding process, which 

is responsible for embedding the CP watermark in a way, such that it is robust to 

geometrical attacks those change pixels positions. The main output of this process is 

CA-CP Watermarked Image, which carries both robust and fragile watermarks.  

On the other hand, the extraction processes are also cascaded on the received image, 

but now the order is reversed. We begin by CP extraction process, which was 

conducted lastly. This process is responsible for extracting the CP watermark, which 

is then verified. If it is found to be incorrect, the received image is assumed an 

anonymous image. Otherwise, the CP restoration process recovers the CA 

watermarked image, which is entered to the CA extraction and restoration process, 

which generates the restored image that is either an original or a geometrically 

transformed image. All the processes used in this model are discussed previously in 

sections 4.1 and 4.2; thus, there is no need for their repetition. 

Finally, in our proposed multipurpose watermarking scheme, we combine the CA and 

the CP watermarking schemes, each of which embeds the watermark using the spatial 

domain. Thus, we obtained both CP and CA of images, using only spatial domain 

techniques. By this, we answered the second research question of this thesis.  
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CHAPTER 5 

 

EXPERIMENTAL RESULTS 

The experimental results of the proposed watermarking schemes are listed in this 

chapter. The performance of our proposed schemes is explored through comparing 

them with the previous related works. All tests are performed using a laptop running 

windows XP operating system, with a 2 GHz core 2 duo processors, 2 GB memory, 

and 384 MB display adapter. Matlab 7.8 and Visual Studio 2011 are the main 

software components used in our work. 

The broad goal of our proposed schemes is to protect color images; therefore, a 

general purpose image database is obtained, which includes 1000 color images, those 

are given in IPEG format, with size 384 x 256 or 256 x 384. This database was 

previously used in [85], and we downloaded it from [86]. Database images are 

grouped into ten categories; including, African people, Beach, Buildings, Cars, 

Dinosaurs, Elephants, Flowers, Houses, Mountains, and Food. Also, because our 

proposed schemes may be directed to medical applications; a set of 50 colored 

medical images is established and joined to the aforementioned database, under a new 

category named, Medical. This medical set is obtained randomly from the Science 

Photo Library [87], and given in JPEG format, in RGB color space. Therefore, our 

proposed schemes are evaluated using a dataset, which contains 1050 samples.   

For the purpose of visual demonstrations; we have formed a set of ten samples, shown 

in Figure 5.1; each sample is selected randomly from its category.  

 

     

     

Figure 5.1: A set of randomly selected samples, for the purpose of demonstrations. 
 

Finally, in evaluation of our proposed watermarking schemes, we used some 

performance measurements. Including, Normalized Cross Correlation (NCC, 

Equation 2.9), Embedding Capacity (EC, Equation 2.10), Mean Square Error (MSE, 

Equation 2.11), and Peak Signal to Noise Ratio (PSNR, Equation 2.12). 
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5.1 Experimental Results of the Proposed CA Watermarking Scheme  

In this section, the experimental results of the first proposed watermarking scheme are 

demonstrated and analyzed. Since our proposed scheme is a development of 

Poonkuntran and Rajesh scheme [1], different comparisons are conducted to evaluate 

our proposed scheme relative to their proposed scheme. Therefore, we implemented 

Poonkuntran and Rajesh scheme. And the following subsections demonstrate the 

results of our tests. 

5.1.1 Comparing the Embedding Capacity 

Each sample in our dataset is embedded by the watermark, which is generated using 

the messy system, which is based on the green component of the sample. Watermark 

embedding is performed using Poonkuntran and Rajesh scheme on the one hand, and 

using our proposed CA scheme on the other hand. The percentage of the embedded 

bits at each sample is recorded. The average of that percentage is determined for each 

image category. Table 5.1 summarizes the obtained results for both Poonkuntran and 

Rajesh scheme, and our proposed CA scheme. From which we conclude that the 

average embedding capacity for all image categories is 81.71% when using 

Poonkuntran and Rajesh scheme, and is 93.82% when using our proposed CA 

scheme. Therefore, for each introduced watermark to our proposed scheme, about 90 

% of the watermark bits will be embedded, while, for each introduced watermark to 

their proposed scheme, about 80 % of the watermark bits will be embedded.  

 
Table 5.1: Comparing the average embedding capacity between Poonkuntran and Rajesh scheme 

and our proposed CA scheme. 

Category Name 
Average (%) of embedded bits, 

using P. and R. scheme 

Average (%) of embedded bits, 

using our proposed CA scheme 

African people  89.24 96.07 

Beach 85.93 95.09 

Buildings 86.82 92.24 

Cars 75.38 86.64 

Dinosaurs  93.67 97.04 

Elephants 89.82 95.96 

Flowers 72.69 98.01 

Houses 88.06 92.80 

Mountains 86.77 94.52 

Food 66.09 92.57 

Medical 64.28 91.03 

Average 81.71 93.82 

 

The interpretation for this increase at the embedding capacity, in our proposed CA 

scheme, is due to the use of inter-plane difference expansion, rather than using intra-
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plane difference expansion for watermark embedding. In using inter-plane difference 

expansion, we embed each watermark bit by expanding the difference between two 

neighboring pixels, which are, naturally, highly correlated. This leads to a small 

difference, which is mostly expandable. In other words, the new generated pixels, 

based on that small difference, will remain in the interval [0, 255].  And hence, using 

inter-plane difference expansion, leads a larger amount of expandable differences than 

those obtained when using intra-plane difference expansion, as in Poonkuntran and 

Rajesh scheme. 

Finally, Poonkuntran and Rajesh mentioned that the embedding capacity of their 

scheme can be increased by using a multilayer difference expansion. Means, the same 

pairs of pixels are selected for further data embedding. But, it is worth mentioning 

that, this solution can also further increases the embedding capacity of our proposed 

CA scheme. Thus, for a fair comparison, our recorded results are all based on a single 

layer embedding for both schemes. Means, each pixels pair is used only once. 

5.1.2 Comparing the Effect of Watermark Embedding on the Host Image 

Sometimes, the presence of a watermark in the host image might distort its quality. 

Therefore, in this section, the quality of the watermarked image is our main concern. 

The PSNR, seen in Equation 2.12, is used as a measurement of the quality of the 

watermarked image. Particularly, PSNR is used to measure how much the 

watermarked image is similar to the original, un-watermarked, image. The bigger the 

PSNR value, the better the watermark invisibility. Generally, if the PSNR is not less 

than 30 dB, the processed image is assumed within acceptable degradation levels, and 

is acceptable to the HVS [64].  

To compare our proposed scheme with Poonkuntran and Rajesh scheme [1], each of 

the 1050 samples in our dataset is watermarked by its corresponding generated 

watermark using the messy system. But because the quality, PSNR, is proportional 

with the watermark size; for fair comparisons, each sample is embedded by a fixed 

watermark size using either of the two watermarking schemes. The quality, PSNR, of 

each watermarked sample is calculated and recorded. Also, the average PSNR is 

calculated per each category. Table 5.2 shows the obtained results of this experiment. 

As seen in the table, for each category, our proposed CA scheme has higher average 

PSNR than that obtained using Poonkuntran and Rajesh scheme. Also, over all sample 

categories, our proposed CA scheme has an average PSNR equals 34.09 dB, while it 
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is 29.37 dB for Poonkuntran and Rajesh scheme, which is under the level of 

acceptable degradation, 30 dB. Thus, we conclude that Poonkuntran and Rajesh 

scheme fails to generate high quality watermarked images when the watermark size is 

large.  This contrasts with the fact that, large watermark size is a mandatory issue in 

CA watermarking schemes. Finally, in our proposed CA scheme, we obtained a 

minimum PSNR of 31.76 dB, which is 4.61 dB larger than the minimum PSNR of 

27.15 dB obtained by using Poonkuntran and Rajesh scheme.  

 
Table 5.2: Comparing the quality, PSNR, of the watermarked image for both Poonkuntran and 

Rajesh scheme, and our proposed CA scheme. 

Category Name 
Average PSNR (dB), 

using P. and R. scheme 

Average PSNR (dB), using 

our proposed CA scheme 

African people 28.93 32.82 

Beach 27.72 33.80 

Buildings 28.90 31.76 

Cars 30.48 32.62 

Dinosaurs 32.52 35.55 

Elephants 27.15 32.67 

Flowers 31.66 40.38 

Houses 29.30 32.04 

Mountains 29.02 33.70 

Food 27.85 33.32 

Medical 29.60 36.29 

Average 29.37 34.09 

 

An example demonstrating how the watermarked image is affected when embedded 

by a large watermark size using Poonkuntran and Rajesh scheme in one hand and 

using our proposed CA scheme on the other hand is shown in Figure 5.2 bellow.  

 

   

(a) (b) (c) 

Figure 5.2: Comparing the quality of the watermarked image for both Poonkuntran and Rajesh 

scheme, and our proposed CA scheme, after being embedded with a large watermark size. (a) 

Original, un-watermarked, image. (b) Watermarked image using Poonkuntran and Rajesh 

scheme, PSNR= 25.60. (c) Watermarked image using proposed CA scheme, PSNR= 35.75. 

 

In this experiment, the original un-watermarked sample, shown in part (a) of the 

figure, is embedded by a watermark of size equals 90204 bits. A highly distorted 

watermarked image, with PSNR= 25.60 dB, is generated when using Poonkuntran 
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and Rajesh scheme, as seen in part (b) of the figure. While, a high quality 

watermarked image, seen in part (c) with PSNR= 35.75 dB, is obtained when using 

our proposed CA watermarking scheme. Due to lack of quality; looking at part (b), 

one may erroneously think of a presence of a new disease. Finally, the PSNR obtained 

using our scheme is larger than that obtained using their scheme by 10.15 dB. 

This increase in the quality of the watermarked images, using our proposed CA 

scheme, is due to the homogeneity of its embedding strategy, by which, pairing is 

based on neighboring pixels at the same color plane, rather than different color planes. 

This leads to smaller differences, and hence watermark embedding is performed by 

replacing old pixels with new pixels those are very close to the old ones. 

5.1.3 Comparing Watermark Spreading and Fragility against Small 

Modifications 

(a) Comparing Watermark Spreading 

As mentioned before, in many applications; it is required to detect any modification in 

images, even if it is very small, in a way for countering the attacker, who is interested 

in a certain small important portions of the watermarked images. The only way to 

survive such attacks is by allowing the watermark to spread over the whole image. 

Whenever the watermark spreads enough, the ability to detect modifications 

anywhere is increased, as well as the fragility of the watermarking scheme increased.  

This part is dedicated to compare the spreading of the watermark when being 

embedded using Poonkuntran and Rajesh scheme from one side, and when using our 

proposed CA watermarking scheme from the other side. At this experiment, each of 

the ten samples shown in Figure 5.1 is embedded by the maximally possible 

watermark size using either of the two watermarking schemes. The watermark 

spreading degree, which is generated when using each watermarking scheme is 

captured and listed in Table 5.3. As seen in the table, watermark spreading degree is 

expressed by referring to the embedded locations at the host image. Note that, the 

embedded locations are represented by black color, while non-embedded locations are 

left white. Also, the percentage of the embedded locations, (Total number of 

embedded locations/ Total number of image locations), is mentioned under each 

watermark spreading image. The value of the PSNR is displayed under each 

watermarked image.  
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Table 5.3: Comparing the watermark spreading in the watermarked images using both 

Poonkuntran and Rajesh scheme, and our proposed CA scheme. 

No. 

P. and R. 

Watermarked 

image  

P. and R. 

Embedded 

locations  

The proposed CA 

Watermarked image  

The proposed CA 

Embedded locations  

1 

 
PSNR= 23.06 

 
55.89% 

 
PSNR= 31.15 

 
91.52% 

2 

 
PSNR= 23.84 

 
45.24% 

 
PSNR = 25.59 

 
95.21% 

3 

    
PSNR= 27.82 45.61% PSNR= 30.14 87.8% 

4 

    
PSNR= 24.59 84.91% PSNR= 30.36 95.94% 

5 

    
PSNR=22.1 83.93% PSNR= 28.84 95.2% 

6 

    
PSNR= 32.98 46.51% PSNR= 37.24 99.01% 

7 

 
PSNR=27.87 

 
90.2% 

 
PSNR= 30.22 

 
97.22% 

8 

 
PSNR=24.98 

 
85.49% 

 
PSNR= 29.66 

 
95.98% 

9 

 
PSNR=28.48 

 
63.56% 

 
PSNR= 28.51 

 
91.17% 

10 

 
PSNR=25.60 

 
86.49% 

 
PSNR=35.31 

 
93.68% 
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The average percentage of the watermark spreading over all the watermarked images 

using Poonkuntran and Rajesh scheme is 68.78 %. Thus, only about 68.78 % of pixels 

of the watermarked image are protected using Poonkuntran and Rajesh scheme. 

Whereas, the average percentage of the watermark spreading over all the watermarked 

images using our proposed CA scheme is 94.27 %, which is the percentage of the 

protected pixels in our proposed CA scheme. Generally, the percentage of the 

watermark spreading varies from one image to the other, based on the amount of 

expandable locations found on it.  

It is worth mentioning that, even with larger watermark sizes embedded using our 

proposed CA scheme, we obtained watermarked images with higher quality than 

those obtained when using Poonkuntran and Rajesh scheme. 

(b) Comparing the Fragility against Small watermarks Modifications 

As seen in Table 5.3, in contrast to our proposed CA scheme, the embedded 

watermark using Poonkuntran and Rajesh scheme is limited. Actually, the 

vulnerability of the watermarking scheme is not only on the limitation of the 

watermark spreading, but also related to where the watermark is concentrated. In 

protecting images of valuable contents, watermarks need to spread over whole 

image’s area, or at least concentrate at valuable positions of the image. In view of the 

foregoing; some of the aforementioned watermarked samples using Poonkuntran and 

Rajesh scheme are assumed as not protected yet. Take for example, Sample 6, in 

which the watermark is concentrated at the background of the sample. Therefore, any 

alteration on the un-watermarked space will not be detected. Thus, this watermarking 

is useless. Practically, Figure 5.3 (a) shows an original image, (b) shows a modified 

Poonkuntran and Rajesh scheme-based watermarked version of (a) , and (c) shows a 

modified CA scheme-based watermarked version of (a). The error image between the 

generated and the extracted watermarks in Poonkuntran and Rajesh scheme is zero 

anywhere, and hence, it does not sense the modifications as seen in (d). While, the 

modifications are detected precisely using our proposed CA scheme, as seen in (e). 

The failure to detect this attack in Poonkuntran and Rajesh scheme is due to the 

limited embedding locations, rather than being spread as in our proposed scheme. 

Thus, we can say that our proposed CA scheme is exclusive in detecting small 

modifications. 
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(a) 

 
(b) 

 

(c) 

 
(d) 

 
(e) 

 

Figure 5.3: Example demonstrating the benefit of watermark spreading, in detecting image 

modifications. (a) Original image. (b) Watermarked image using P. and R scheme, attacked. (c) 

Watermarked image using the proposed CA scheme, attacked. (d) Watermarks error image of P. 

and R. scheme. (e) Watermarks error image of the proposed CA scheme. 

 

5.1.4 Comparing the Fragility against Attacks 

Fragility refers that the embedded watermark should be sensitive to various attacks 

[1]. Means, the watermark should be easily destroyed when the host image is 

modified. Fragile watermarks can provide information about image completeness [6].  

In this section, we compare the degree of fragility of Poonkuntran and Rajesh scheme, 

with that of our proposed CA scheme. In this experiment, each sample in our dataset 

is watermarked by its corresponding generated messy watermark. A list of attacks is 

used in this experiment, each of which is applied to every previously generated 

watermarked image.  The percentage of defect is recorded at every attacked image, 

after applying each attack. It is the percentage of mismatches between the generated 

and the extracted watermarks of the attacked image. The average of that percentage is 

estimated over all attacked images, for each attack type. This experiment is repeated 

two times, by applying one of the two watermarking schemes at each time. The results 

obtained in this experiment are shown numerically in Table 5.4 bellow. 

 
Table 5.4: Comparing fragility against different attacks between Poonkuntran and Rajesh 

scheme, and our proposed CA scheme. 

Attack Name 
Percentage of defect for 

 P. and R. scheme. 

Percentage of defect for 

 CA scheme. 

Random Jitter 45.54 49.13 

Rotation 51.38 51.06 

Average Filter 51.65 54.03 

Disk Filter 50.38 52.76 

Gaussian Filter 40.19 41.58 

Laplacian Filter 50.43 51.13 

Log Filter 50.74 51.18 

Motion Filter 49.24 49.86 

Prewitt Filter 52.19 53.77 

Sobel Filter 52.36 53.94 

Un-sharp Filter 50.07 50.15 

Average 49.47 50.78 
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As seen in the table, although it is a slight difference, our proposed CA scheme 

outperforms Poonkuntran and Rajesh scheme in sensitivity to attacks. Generally 

speaking, we can say that approximately both schemes have an equal degree of 

fragility against attacks. Using either scheme for generating a watermarked image; 

about 40-50 % of its embedded watermark will be destroyed after being attacked.  

Finally, in this experiment, each attack is applied with strength ranges from 5% to 

95%, and then the results are averaged to get a single value for each attack 

application. For example, the rotation attack is applied in the range, (9° to 171°), 

which is 5% to 95% of the total rotation range, (0° to 180°). 

5.1.5 Comparing the Embedding Time 

Poonkuntran and Rajesh watermarking scheme, and our proposed CA watermarking 

scheme, are used in turn to embed a watermark into each of the 1050 samples in our 

dataset. For each sample, the watermark is generated using the messy system, which 

is based on the sample’s green color plane. Also, for fair comparison, the size of each 

embedded watermark has been fixed, so that it is equal for both schemes. The 

embedding time for each sample is calculated and recorded. Finally, we calculated the 

average embedding time for each category in our dataset. Figure 5.4 shows the 

obtained results of this experiment. 

 

 

Figure 5.4: Comparing average watermark embedding time, between Poonkuntran and Rajesh 

watermarking scheme, and our proposed CA scheme; based on different watermark sizes. 

 

As seen in Figure 5.4, at most of sample categories, our proposed CA algorithm is 

superior to, or at least the same as, Poonkuntran and Rajesh algorithm, regarding the 

average embedding time, despite a small difference. At the other categories, namely, 
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C1, C3, and C4, the average embedding time of our proposed algorithm exceeds that 

of their algorithm by no more than 0.25 second. Finally, the recorded average 

embedding time for all samples, using our proposed CA scheme is 1.45 seconds, 

while using Poonkuntran and Rajesh scheme is 1.60 seconds. 

During each watermark embedding process, both schemes visit all the locations of the 

host image; forming pairs of pixels. At each watermark bit embedding, the 

expandability of the difference of the corresponding pixels pair is checked. If it is 

found expandable, the bit is embedded by replacing the pixels of that pair. Otherwise, 

both the bit and its corresponding pixels pair are ignored, and both schemes move to 

the next bit and pixels pair. Thus, at each watermark bit embedding, the 

corresponding image location is accessed two times. The first time is merely for 

reading the pixels pair, the second is for writing the new pixels pair. Because 

Poonkuntran and Rajesh watermarking scheme forms pixels pairs among two 

different color planes of the host image, while our proposed CA watermarking 

scheme forms  pairs using the neighboring pixels at the same color plane, our 

proposed CA algorithm is faster than  Poonkuntran and Rajesh algorithm.  

5.1.6 Comparing the Overhead Due to Using the Location Map 

The role of the location map in both Poonkuntran and Rajesh scheme, and our 

proposed CA watermarking scheme is to refer to the locations at the host image where 

the embedding occurs. The ability to embed a bit in Poonkuntran and Rajesh 

watermarking scheme depends on the expandability of the corresponding difference 

between pixels pair of different color planes. While, in our proposed CA 

watermarking scheme, the ability to embed a bit depends on the expandability of the 

corresponding difference between the neighboring pixels pair at the same color plane. 

Anyway, at both schemes, for each watermark bit, a value of “1” is assigned in the 

location map to correspond to an expandable difference. Otherwise a value of “0” is 

assigned. Thus, the size of the location map is equal to the number of differences, or 

pixel pairs. Because, at both schemes, each watermark bit has a corresponding pixel 

pair; the size of the location map at both schemes is the same, which is equal to the 

size of the binary watermark. For each watermarked image, the corresponding 

location map is kept with the legitimate users. Later, if those users need to verify a 

received watermarked image, they use its corresponding location map. Finally, by the 

aid of the location map, the False Positive Rate of the CA scheme is zero. 
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5.2 Experimental Results of the Proposed CP Watermarking Scheme  

The experimental results of the second proposed watermarking scheme are 

demonstrated and analyzed in this section. To confirm its position among the others; 

our proposed CP watermarking scheme is compared with its counterpart, Chrysochos 

et al. watermarking scheme [34], which was developed in generating our proposed CP 

watermarking scheme. So, we implemented Chrysochos et al. scheme, and then our 

tests are performed based on the 1050 sample images of our dataset. The three color 

planes of the host image share the process of embedding; each color plane takes a 

portion of the watermark according toits capacity. 

Different tests are performed including, measuring and comparing the embedding 

capacities, comparing the two schemes regarding the effect of the embedding process 

on the quality of the watermarked image, comparing the embedding times, and finally 

the robustness of the embedded watermarks to some geometrical attacks is evaluated. 

The results of our tests and analysis are displayed in the subsequent subsections. 

5.2.1 Comparing the Embedding Capacity 

Theoretically, the maximum possible payload capacity per color plane using our 

proposed CP scheme is 170 bits. Particularly, we have (256/3) = 85 triples of 

histogram bins, each of which will be embedded with a couple of bits. On the other 

hand, the maximum possible payload capacity per color plane using Chrysochos et al. 

scheme it is 128 bits. Particularly, we have (256/2) = 128 pair of histogram bins, each 

of which will be embedded with a single bits.  If the three color planes are used for 

embedding, these capacities may rise to three times the old capacities, i.e., it becomes 

510 bits in our scheme, and 384 bits in their scheme. Anyway, we conclude that our 

proposed CP scheme outperforms Chrysochos et al. scheme, regarding the maximum 

payload capacity. 

Practically, Chrysochos et al. watermarking scheme and our proposed CP 

watermarking scheme, each is used in turn, to embed a watermark of size 512 bits into 

each of the samples in our dataset. A variety of public keys, (5.2, 10.3, 25.4, 50.5, 

75.6, 100.7, 125.8, 150.9, 175.2, 200.5, 250.7, and 255.9), are used in this experiment. 

Thus, the embedding capacity for each watermarked sample is the average of the 

obtained capacities, using those different public keys. Also, the average embedding 

capacity is calculated over each category in our dataset. Figure 5.5 shows the results 

of this experiment. As seen in the figure, in each category, the maximum payload 
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capacity obtained when using our proposed CP watermarking scheme surpasses that 

of Chrysochos et al. watermarking scheme. Numerically, the average payload 

capacity, over all samples in the dataset, using our proposed CP scheme is 417 bits, 

while it is 362 bits when using Chrysochos et al. scheme. Thus, our proposed CP 

watermarking scheme increased the average payload capacity, per each sample, by 

about 55 bits. 

 

 

Figure 5.5: Comparing the average embedding capacity between Chrysochos et al. scheme, and 

our proposed CP scheme. 

 

The interpretation for this increase at the payload capacity, obtained using our 

proposed CP watermarking scheme, is that, we embed every two watermark bits by 

permuting three histogram bins. While, Chrysochos et al. embed each one bit of the 

watermark by permuting two histogram bins. Thus, our embedding mechanism 

exploits the histogram bins more than its counterpart. Finally, we noted that there is 

no direct relation between the step value of the public key and the embedding capacity 

of the two watermarking schemes. 

5.2.2 Comparing the Effect of Watermark Embedding on the Host Image 

Preserving the quality of the host image after being watermarked is one of the main 

success factors of any watermarking scheme. Therefore, the quality of the 

watermarked image is our main concern in this section. Measuring the quality of the 

watermarked image is an estimate of how much the watermarked image is similar to 

the original, un-watermarked, one. The PSNR, seen in Equation 2.12, is used as a 

measurement of the quality of the watermarked image.  
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Both the Chrysochos et al. watermarking scheme and our proposed CP watermarking 

scheme, are used in turn to embed a fixed watermark into each of the samples in our 

dataset. The public key used in this experiment equals, 5.7. The quality, PSNR, of 

each watermarked sample is calculated. Finally, the calculated values of the PSNR are 

averaged over every category of samples. Figure 5.6 shows the obtained results.  

 

 

Figure 5.6: Comparing the quality of the watermarked image for both Chrysochos et al. scheme, 

and our proposed CP scheme. 

 

As seen in Figure 5.6, for all categories, our proposed CP scheme generates higher 

quality watermarked images than those obtained when using Chrysochos et al. 

scheme. The average PSNR over all watermarked samples using CP scheme is, 38.05 

dB, while using Chrysochos et al. scheme is, 35.01 dB.  This increase in the quality is 

due to the embedding strategy of our proposed scheme, which performs a smaller 

number of histogram permutations than those performed using Chrysochos et al. 

scheme, in embedding the same watermark. Our proposed CP scheme permutes three 

histogram bins to embed two watermark bits, while Chrysochos et al. scheme 

permutes two histogram bins for embedding one bit. In other words, embedding two 

bits using our proposed CP scheme requires at most permuting three histogram bins, 

while embedding two bits using Chrysochos et al. scheme requires at most permuting 

four histogram bins. In addition, during watermark embedding in our proposed CP 

scheme, some Bins Triple Patterns, BTP, namely 2 and 3, are left unchanged when 

facing the Bits Couple Patterns, BCPs “00” and “11”.  Thus, our proposed scheme 

has fewer side effects on the host image if compared with its counterpart.  
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Finally it is noticed in this experiment that, increasing the step of the public key; 

decreases the quality of the watermarked image using Chrysochos et al. scheme more 

quickly than when using our proposed scheme. The interpretation is that, in 

Chrysochos et al. scheme, when we increase the step of the public key; the distance 

occupied by the two selected histogram bins increased. Thereby, all the interchanged 

pixels, for embedding, will have far intensity values. But because our proposed CP 

scheme depends on three histogram bin, that occupied distance is divided into two 

smaller distances. Thereby, some of the interchanged pixels will have closer intensity 

values. 

5.2.3 Comparing the Embedding Time 

Chrysochos et al. watermarking scheme and our proposed CP watermarking scheme, 

each is used in turn to embed a fixed watermark into each of the samples in our 

dataset. The value of the used public key is, 5.7. We recorded the embedding time at 

each sample in the dataset. Finally, the average embedding time is calculated for each 

category. Figure 5.7 shows the obtained results for the both schemes. 

 

 

Figure 5.7: Comparing watermark embedding time between Chrysochos et al. scheme, and our 

proposed CP scheme. 

 

As seen in Figure 5.7, it is evident that our proposed CP algorithm is faster than 

Chrysochos et al. algorithm in embedding watermarks. The average embedding time 

over all samples using the proposed CP scheme is, 21.08 seconds, while using 

Chrysochos et al. scheme is, 25.92 seconds. The interpretation of the superiority of 

our proposed CP watermarking scheme to its counterpart, regarding obtaining less 
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embedding time, comes as follows: Usually, any algorithm time is mostly consumed 

in performing operations like reading, writing, processing, and etc. Assume that we 

seek to embed a watermark based on the histogram of a host image, using both 

schemes in turn. The total number of the histogram bins permuted, and consequently, 

the total number of pixels interchanged using our proposed CP watermarking scheme 

is less than that when using Chrysochos et al. watermarking scheme. That is because, 

three histogram bins are permuted in our proposed CP scheme to embed two bits, 

while two histogram bins are permuted in Chrysochos et al. scheme to embed one bit. 

For example, if we seek to embed a binary watermark of 6 bits, at most we need to 

permute 9 bins using our proposed scheme, while 12 bins are permuted using 

Chrysochos et al. scheme. 

5.2.4 Robustness ِِِِِِAgainst Some Geometrical Attacks 

Robustness of the watermarking scheme against geometrical attacks means that the 

embedded watermark must survive against geometrical attacks those might be applied 

to the host image. In other words, despite of geometrically transforming the host 

image, the embedded watermark must still be detectable by the watermarking scheme. 

Both Chrysochos et al. scheme and our proposed CP scheme embed watermarks 

based on the histogram of the host image. Therefore, both schemes are robust only 

against geometrical attacks those change pixels positions, but not against those change 

the histogram of the host image. In this section, the robustness of the proposed CP 

watermarking scheme against such geometrical attacks is tested.  In this test, each 

sample in the dataset is embedded with the copyright watermark shown in Figure 5.8, 

which is a binary watermark of size 20x20. The used public key is, 16.7. 

 

 
Figure 5.8: Binary watermark (Size 20X20).  

 

Now to evaluate the robustness of our proposed CP watermarking scheme against 

some geometric attacks, those change only pixels positions, each watermarked sample 

is subjected to some geometrical attacks; including, Flipping, Rotation, Scattering, 

Warping, and Skewing. For each attack application at a given watermarked sample, 

the embedded watermark is extracted and evaluated using the NCC. The NCC values 

are averaged over all the samples, those were modified by a given attack type. Table 

5.5 summarizes the obtained results. 
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Table 5.5: The experimental results for testing the robustness of the proposed CP watermarking 

scheme, against some geometric attacks. 

Attack Name Parameters 
The NCC of the  

extracted watermark 

Flipping H, V, and Both 1 

Rotation 90°, 180°, and 270° 1 

Scattering Any degree 1 

Warping Any degree 1 

Skewing Any degree 1 

 

As seen in the table, our proposed CP watermarking scheme showed 100 % 

robustness against some geometrical attacks, i.e., the detected watermark exactly 

matches the original embedded one. Such attacks are flipping (horizontally, vertically, 

both), rotation (90°, 180°, 270°), scattering, warping and skewing, as well as their 

combinations.  

The interpretation for this 100% robustness of our proposed CP watermarking scheme 

against such geometrical attacks, is due to the fact that our proposed scheme embeds 

the watermark by modifying the histogram of the host image, which is mostly not 

affected after applying the aforementioned attacks to the host image. Those attacks 

change only the positions of the pixels. Mean, every pixel in the original image goes 

to a predefined point. This predefinition of new pixels positioning, specifies the type 

of the transformation. For example, at the horizontal flipping, the pixels of the 

original image are mirrored across a horizontal axis. The histogram of the image does 

not depend on the positions of pixels, but it depends on the number of pixels. 

Therefore, such image modifications will not change the histogram of the 

watermarked image. Thereby, we conclude that our proposed CP watermarking 

scheme is robust 100% against geometrical attacks those only change pixels positions, 

but not against those change the histogram of the watermarked image. 

 

5.3 Experimental Results of the Proposed Multipurpose Watermarking 

Scheme  

The experimental results for evaluating the third proposed watermarking scheme are 

demonstrated and analyzed in this section. We will also demonstrate the importance 

of our performed developments at each individual participating party of the proposed 

multipurpose watermarking scheme.  In doing so, we evaluate our proposed 

multipurpose watermarking scheme based on the developed versions of Poonkuntran 

and Rajesh scheme [1], and Chrysochos et al. scheme [34] on one hand; and based on 

the non developed versions of them on the other hand. We will refer to these by 
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“developed multipurpose scheme” and “non-developed multipurpose scheme”. 

Experiments are performed based on the 1050 sample images of our dataset, and also 

based on the CP watermark, seen in Figure 5.8, which was used in evaluating the 

second proposed watermarking scheme. Finally, the value of the public key used 

during experiments in this section is 5.7. 

5.3.1 Comparing the Effect of Watermark Embedding on the Host Image 

First of all we evaluate the quality, PSNR, of the watermarked images. This 

evaluation is crucial here, where we embed two watermarks at the same host image. 

To compare the quality of the watermarked images of the developed multipurpose 

scheme with that of the non-developed multipurpose scheme; each scheme is used 

separately to embed both the CA and the CP watermarks into each sample in our 

dataset. To achieve fair comparisons, the size of each embedded watermark is fixed 

for both schemes. The quality, PSNR, of each watermarked sample is calculated and 

recorded. The results obtained in this experiment are shown in Figure 5.9, which 

shows the average PSNR for each category of samples.  

 

 

Figure 5.9: Comparing the quality, PSNR, of the watermarked images using the developed, and 

the non developed multipurpose watermarking schemes. 

 

As seen in the figure, for all sample categories, using the developed multipurpose 

scheme leads higher quality than that when using the non-developed multipurpose 

scheme. In addition, for most categories, using the non-developed multipurpose 

scheme leads an average PSNR that is under the acceptance level of quality, (30 dB). 

The recorded average PSNR, over all samples, using the developed multipurpose 
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scheme is 33.25 dB, and using the non-developed multipurpose scheme is 28.85 dB. 

Therefore, under view of the foregoing, we conclude that our proposed multipurpose 

watermarking scheme would not be possible without our developments made at each 

of its participating parties. Actually, the superiority of the developed multipurpose 

watermarking scheme stems from the developments made at each of its cascaded 

schemes, individually, especially the new embedding mechanisms; those increased 

the embedding capacity, as well as the quality of the watermarked images. 

5.3.2 Comparing the Embedding Time 

In this section, we compare the embedding time of the non-developed and the 

developed multipurpose watermarking schemes. In doing so, each scheme is used 

separately to embed both the CA and CP watermarks into a given host sample. The 

CA watermark is generated using the messy system, which is based on the green 

component of the host sample. The CP watermark is the binary watermark shown in 

Figure 5.8. The size of each embedded watermark is fixed for both schemes. The 

embedding process is repeated for all the samples in our dataset. The time elapsed by 

each scheme is recorded for each sample, and then, the average embedding time for 

each category of samples is calculated. Figure 5.10 shows the recorded results in this 

experiment. As seen in the figure, the developed multipurpose scheme surpassed the 

non-developed one; regarding obtaining smaller embedding time. We obtained an 

average reduction in the embedding time equals, 4 seconds. The average embedding 

time using the developed multipurpose scheme is 23.48 seconds, while using the non-

developed multipurpose scheme is 27.48 seconds. Actually, these results were 

expected; because the developed multipurpose scheme combines both the proposed 

CA and CP watermarking schemes, those were surpassed their counterparts in having 

a smaller embedding times. The developed multipurpose watermarking scheme 

embeds the CA watermark by expanding the differences of the pixel pairs those were 

formed using the neighboring pixels at the same color plane, rather than using two 

different color planes, as in the non-developed multipurpose watermarking scheme. 

Also, the developed multipurpose watermarking scheme embeds the CP watermark by 

performing a smaller number of histogram permutations than those performed using 

the non-developed one. This explains the smaller embedding time in our developed 

multipurpose watermarking scheme. 
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Figure 5.10: Comparing the time required to embed both the CA and the CP watermarks using 

the developed, and the non developed multipurpose watermarking schemes. 

 

5.3.3 Testing the Fragility of CA Watermarking, and the Robustness of CP 

Watermarking against Geometrical Attacks 

The proposed multipurpose watermarking scheme embeds two watermarks at the 

same host image. The first is the CA watermark, which is embedded in a way such 

that it is destroyed easily; to notify the extractor with the presence of a modification in 

the image. The CA watermarking in our proposed scheme is supposed to sense any 

modification in the watermarked image, even if it is tiny. The second embedded 

watermark is the CP watermark, which is embedded in away such that it is robust to 

attacks as much as possible; in order to provide the extractor with image’s copyright 

information, even if the image is attacked. The CP watermark in our proposed scheme 

will be robust only to the geometrical attacks those change pixels positions. In this 

section we measure the fragility of the CA watermarking, as well as the robustness of 

the CP watermarking against such geometrical attacks. In doing so, each sample in 

our dataset is embedded by both the CA and the CP watermarks using our proposed 

multipurpose watermarking scheme. The CA watermark is generated using the messy 

system, which is based on the green color plane of the sample. The CP watermark is 

the binary watermark shown in Figure 5.8. Each watermarked sample is subjected to a 

list of such geometric attacks. After each attack application, to test the effect of each 

attack on the embedded watermarks, we extracted and verified both the CP and CA 

watermarks. The extracted CP watermark is evaluated using the NCC, while the 
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extracted CA watermark is evaluated by comparison with the generated messy 

watermark of the sample, each mismatch between the watermarks is assumed as a 

defect, the total number of defects divided by the total number of watermark bits is 

the percentage of defect. For each attack type, the obtained results are averaged over 

all the samples. The results of this experiment are listed in Table 5.6.  

 
Table 5.6: The results of testing the fragility of the CA watermark and the robustness of the CP 

watermark of the proposed multipurpose watermarking scheme. 

Attack Type 
Average % of defect of the 

extracted CA watermark 

Average NNC of the extracted 

CP Watermark 

Flipping Attack H,V, Both 50.23 1 

Rotate Attack 90°,180°,270° 50.37 1 

Scattering attack 49.75 1 

Warping 50.08 1 

Skewing 51.62 1 

Average 50.41 1 

 

As seen in the table, the CA watermarking could sense the geometrical modifications 

those change the positions of the pixels. Approximately 50 % of the watermark is 

destroyed due to such geometrical attacks. It is a significant percentage, especially 

when dealing with binary watermarks. Also, the extracted CP watermark 

demonstrates 100 % robustness to those modifications. 

From our point of view, we see that this type of robustness, i.e. robustness to attacks 

those change pixels positions, is effective especially in medical applications. 

Sometimes, medical images are transformed during their circulation from one place to 

the other. These transformed images may still be used if the transformation is one of 

which our scheme is robust against. In such case, our proposed multipurpose scheme 

could extract the copyright information of those transformed images, and hence, the 

specialist could decide to use the transformed images. On the other hand, because our 

scheme is not robust against other types of attacks; if the image is attacked 

maliciously, our scheme will extract an anonymous copyright. In such case, the 

specialist is informed with the occurrence of a malicious attack, and hence, he will 

ignore that attacked image.  

An example demonstrating the situation where the image is maliciously attacked is 

shown in Figure 5.11, which shows a watermarked image, along with its modified 

version (the little horse is hidden), and the corresponding extracted CP watermark. As 

seen in the figure, the extracted watermark is anonymous, having a very low NCC = 

0.49. This indicates that the watermarked image is maliciously attacked. Thereby, it is 



 

logical to ignore such attacked image, because the att

portions in it. 

(a) 

Figure 5.11: Illustration example

attacked. (a) Watermarked image

NCC = 0.49. 
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logical to ignore such attacked image, because the attack hides some important 
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: Illustration example, demonstrates the situation when an image is maliciously 

Watermarked image. (b) Attacked version of (a).  (c) The extracted CP watermark, 
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CHAPTER 6 

 

CONCLUSION 

6.1 Summary and Concluding Remarks  

Images might be subject to attacks those violate their contents, as well as their 

copyright. Those attacked images may no longer be suitable for taking serious 

decisions. Thus, it is required to find a mechanism to detect any modification in 

images, as well as decide whether the modified images are still being usable or not. In 

this thesis, we proposed a multipurpose watermarking scheme for both CA and CP of 

color images to fulfill this requirement. It combines other two watermarking schemes, 

those are also proposed in this thesis; namely, CA watermarking scheme and CP 

watermarking scheme. 

The proposed CA watermarking scheme is a fragile, blind, and reversible 

watermarking scheme for tiny tamper detection of color images. It is a development 

of the technique proposed by Poonkuntran and Rajesh [1]. Two drawbacks of 

Poonkuntran and Rajesh scheme are solved in our proposed CA scheme. The first 

drawback is regarding the lack of fragility of their scheme. Due to their mechanism of 

embedding by expanding the differences between two different color planes; their 

embedded watermark might not cover whole image’s area, because of encountering 

non expandable differences. Thus, modifications in some specific locations might not 

be detected using their scheme. We overcome this drawback by proposing an 

accumulative watermark embedding process, which aims at spreading the watermark 

over whole image’s area. It is divided into three stages namely, vertical, horizontal, 

and diagonal. Each stage is responsible for embedding some dedicated bits of the 

watermark by expanding the differences between pixels in the corresponding 

direction. A wide and non-uniform spreading of the embedded watermark is 

accomplished in our proposed CA watermarking scheme, and hence, any modification 

in the watermarked image is necessarily sensed, even if it is very small. 

The second drawback of Poonkuntran and Rajesh scheme is regarding the low quality 

of its generated watermarked images. Because of embedding by expanding the 

differences between two different color planes, which is generally not a small 

quantity, old pixel values are changed with new distant values. Consequently, a 

distorted image quality, low PSNR, will be produced if their scheme is used to embed 
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large watermarks sizes. This of course, prevents embedding any additional other 

purpose watermark in the watermarked image; because it will introduce an extra 

image distortion or lead to a useless image, especially in sensitive applications, like 

medical and military. We overcome this drawback by proposing a homogenous 

watermark embedding process, which aims at producing a high quality, undistorted, 

watermarked image. It embeds the watermark by expanding the differences between 

the neighboring pixels at the same color plane, in a method called inter-plane 

difference expanding, which is performed based on the Integer Transform (IT).  

Our proposed CA watermarking scheme is evaluated and compared with its 

counterpart, Poonkuntran and Rajesh scheme. Tests are performed based on a dataset 

of 1050 samples, from eleven categories. Results are averaged over all the dataset 

samples. Evaluation is done in terms of capacity, quality, spreading, fragility, and 

time. 

a) Regarding the capacity, for each introduced watermark for embedding, about 

90% of the watermark bits will be embedded using our proposed CA scheme, 

which becomes 80% when using their proposed scheme.  

b) Regarding the quality, we obtained a minimum PSNR of 31.76 dB using our 

proposed CA scheme, which is 4.61 dB larger than that obtained by using 

Poonkuntran and Rajesh scheme, 27.15 dB.  

c) Regarding the watermark spreading, the observed average percentage of the 

watermark spreading using our proposed CA scheme is 94.27 %, whereas, the 

average percentage of the watermark spreading using Poonkuntran and Rajesh 

scheme is 68.78 %.  Therefore the percentage of protected pixels using our 

proposed CA scheme is much higher than that when using Poonkuntran and 

Rajesh scheme.  

d) Regarding the fragility, approximately both schemes have an equal degree of 

fragility against filtering attacks. Using either scheme for watermark 

embedding; about 40-50 % of the watermark is destroyed after attacking the 

watermarked image by filtering attacks. But, our proposed CA scheme 

outperforms its counterpart in obtaining a much higher degree of fragility 

against attacks those interested in small portions of images. 

e) Regarding the embedding time, our proposed CA scheme exploits time more 

than that in its counterpart. 
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f) Finally, because our proposed CA scheme depends on the location map for 

detecting the previously embedded watermark; it has a zero False Positive 

Rate, provided that the location map is correct. 

The proposed CP watermarking scheme is a robust, blind and reversible watermarking 

scheme for CP of color images. It is a development of the scheme proposed by 

Chrysochos et al. [34]. Their scheme mainly depends on the permutation of the 

image’s histogram bins. For each watermark bit to be embedded, a two histogram bins 

are permuted according to a given rule. The authors referred to an inherent drawback 

in their proposed scheme; the theoretical maximum embedding capacity of their 

scheme is rather low (128 bits per color plane, and 384 bits per color image). An 

attempt for adapting this drawback is presented in our proposed CP watermarking 

scheme. A new embedding mechanism is proposed, which is still using the 

permutation of the histogram bins for watermark embedding, but with a completely 

different embedding rule. In our proposed scheme, for each couple of the watermark 

bits to be embedded a three histogram bins are permuted. Theoretically, the maximum 

payload capacity of our proposed CP watermarking scheme is 510 bits, which is 

larger than that of Chrysochos et al. scheme by 126 bits. 

Our proposed CP watermarking scheme is evaluated and compared with its 

counterpart, Chrysochos et al. scheme. Different tests are performed including, 

measuring and comparing the embedding capacities, comparing the watermarked 

image quality, comparing the embedding time, and finally evaluating the robustness 

of the embedded watermarks against some geometrical attacks. Tests are performed 

based on the 1050 sample images of our dataset. 

a) Regarding the capacity, at each watermarked sample, our proposed CP scheme 

increased the average payload capacity, per each sample, by about 55 bits over 

that obtained using Chrysochos et al. scheme.  

b) Regarding the quality, our proposed CP scheme generates watermarked 

images with a higher quality, PSNR= 38.05 dB, than that obtained when using 

Chrysochos et al. scheme, PSNR=35.01 dB. This is due to the embedding 

strategy of our proposed scheme, which permutes 3 histogram bins to embed 2 

watermark bits, rather than permuting 2 bins for embedding 1 bit as in their 

scheme. 

c) Regarding the embedding time, the experiments showed that our proposed CP 

algorithm is faster than Chrysochos et al. algorithm in embedding watermarks, 
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especially with large watermark sizes. The cause is that when the two schemes 

are invoked to embed the same watermark size; a smaller number of histogram 

permutations will be performed using our proposed scheme than those 

performed using Chrysochos et al. scheme. 

d) Regarding the robustness, experiments showed that both Chrysochos et al. 

scheme and our proposed CP scheme are robust against geometrical attacks 

those change pixels positions, but not those change image histogram. This is 

natural, since both schemes embed bits based on the identity of the histogram 

bins. Our scheme demonstrates a high robustness against a variety of such 

geometrical attacks like, Flipping (H, V, Both), Rotation (90°, 180°, 270°), 

scattering (any degree), Warping (any degree), and Skewing. 

e) Because our proposed CP scheme depends on the public key for detecting the 

previously embedded watermark; it has a zero False Positive Rate, provided 

that the public key is correct. 

Finally, the three proposed schemes work in the spatial domain, which requires a 

lower computational cost than that required in transform domain based schemes.  

 

6.2 Recommendations and Future Work  

There are a number of recommendations, which are derived from this thesis: 

a) We recommend using digital watermarking instead of data encryption for 

preventing illegal copying of digital images. Actually, encryption solves the 

problem of illegal copying by restricting the display of the content only to 

people who have the security key, by which the content was encrypted. Also 

in encryption, once the content is decrypted; it is no longer protected from 

illegal copying. On the other hand digital watermarking embeds watermarks in 

the contents without their encapsulation, and the embedded watermark can 

never be removed during the normal usage of the watermarked images.  

b) When it is possible to achieve the intended goal using both spatial and 

transform domain based watermarking techniques, we recommend using the 

spatial domain based ones. In addition of having a relatively low 

computational cost, spatial domain based schemes are easily implemented. 

c) In order to maintain the quality of the host image after being watermarked, we 

recommend considering the main issue of interest at each bit embedding as the 
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question: By what values pixels will be substituted? Because the vulnerability 

of the watermarked image quality is not in the amount of pixels changed at 

each bit embedding, as far as how the pixels will be manipulated. 

d) In dual watermarking, we recommend embedding the CA watermark first then 

embedding the CP watermark in the generated watermarked image. This order 

reduces both time and cost. In the extraction process this ordering is reversed. 

Once the copyright information is detected and verified to be correct an 

assertion about the integrity of the image content is started by extracting and 

verifying the CA watermark. Otherwise, there is no need to make an assertion 

about an anonymous image. 

As of this point, the goals of this research have been achieved. Further, we would 

like to conclude with a road map for further work. Future works will be devoted to 

the following points: 

a) Reducing the reliance at the information used for reversibility of both CA 

and CP watermarking schemes, such as keys. 

b) Increasing the robustness of the proposed CP watermarking scheme, 

against other geometric attacks, such as arbitrary rotation angles. 

c) Further increasing the maximum payload capacity of the proposed CP 

watermarking scheme. 
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