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Ad-hoc On-demand Distance Vector (AODV) is the most popular routing
protocol for mobile ad-hoc networks (MANETS). According to its nature, AODV
makes route discovery when there is data to send at source and source doesn’t have
route to the specified destination. To discover a route to a destination, AODV
floods the network with control messages like RREQ, and RREP which may result
in unnecessarily large number of control messages that travel through the network
and consume network resources such as bandwidth, and node processing power.
This thesis improves AODV protocol by limiting the number of AODV control
messages forwarded though the network during the route discovery process. By
using Global Positioning System (GPS), each node knows its location and its
traveling speed stamped by time. Each source node propagates its location and
speed stamped by time to other nodes in the network by adding its location
information to the generated RREQ packet and HELLO messages. Each node in the
network stores location information of other nodes. We propose two protocols to
limit control messages flooding in the Ad-hoc networks.

The first proposed protocol which is called AODV-LAR uses alternative
request region defined in LAR. It uses location information to estimate the location
of the destination and then estimates the rectangular search region. To increase the
accuracy of the estimation of the search region, the first proposed protocol takes
into account the distance that destination node moves during discovery process by
adding tolerance factor to the search region.

In the second proposed protocol which is called AODV-Line, the
intermediate nodes decide to participate in route discovery process according to
their distance from the line connecting the source and destination locations without
the need of the information about the destination traveling speed. The route
discovery search region is adjusted based on the location information of both source
and destination. To reduce the delay of route discovery process, AODV-LAR
defines an equation to estimate the initial TTL of the RREQ message.

We evaluate the performance of the two proposed protocols using two
simulation scenarios. The simulation was done using JIST/SWANS simulator.
Different performance metrics were measured including routing overhead, number
of RREQ messages, delivery ratio, normalized routing load, and delay. The results
were compared to the original AODV routing protocol. The results shows that the
two proposed protocols outperform the original AODV, where the results report a
valuable reduction of overhead , number of RREQ messages sent through the
network, and reduction in delay compared to the original AODV. Results also show
that the delivery ratio in the proposed protocols is comparable to the delivery ratio
in the original AODV protocol.



Key Words: Ad hoc networks, AODV, GPS, route discovery, search region, RREQ,
RREP, HELLO messages, TTL.



CHAPTER

INTRODUCTION

1.1 Chapter Overview

Nowadays, Ad-hoc Networks are one of the hottest research topics in the
wireless communication area. The importance of Ad-hoc networks comes from
their nature of work where they are configured without predefined infrastructure
and the widely use of mobile devices like PDA’s, Laptops, I-Phones, etc. An
Ad-hoc network is managed by many popular routing protocols, but these
protocols suffer from many problems that need to be addressed. One of the most
popular and efficient protocols for Ad-hoc networks is Ad hoc On Demand
Distance Vector protocol (AODV) [1][2]. In this thesis we address one of the
most important problems in AODV routing protocol. High overhead is one of
main problems of AODV. This overhead mainly comes from the flooding
strategy used in AODV, where AODV uses flooding in instance to find new
route to the destination or in the maintenance of the route when there is a link
failure in intermediate nodes between source and destination [3]. There are many
papers that try to solve the overhead problems in AODV and other routing
protocols using location information. Location information for a node can be

found by many ways, like using GPS information, smart antenna, etc.



In this thesis we will employ the location information of network nodes to
develop an efficient enhanced AODV that reduces the overhead of the original

AODV protocol.

1.2 Ad-Hoc Networks

A mobile ad hoc network (MANET) is an autonomous system of mobile
hosts connected by wireless links. There is no static infrastructure such as base
stations. Each node in the network also acts as a router, forwarding data packets
to other nodes. Thus, it is a temporary network with no wires and no
administration intervention required [4]. A central challenge in the design of ad-
hoc networks is the development of dynamic routing protocols that can
efficiently find routes between two communicating nodes. The routing protocols
must be able to cope up with the high degree of node mobility that often changes
the network topology drastically and unpredictably [5]. Figure 1.1 presents a
simple Ad-hoc network, which consists of several wireless nodes. These nodes
can be laptops, PDAs, I-Phone or any mobile devices that have wireless adapter

and support for Ad-hoc.

Figure 1.1: Simple Ad-hoc network



1.3 Ad-hoc Routing Protocols
Ad-hoc routing protocols are classified into three categories according to
their nature of work. As figure 1.2 presents, these categories are: Flat,

Hierarchical, and Geographic Position assisted Routing [6].

Ad-Hoc Routing Protocols

4

Flat Routing Hierarchical Geographic Position

Routing Assisted Routing

Proactive
{table-driven)

Reactive
{on-demand)

ZRP HSR CGSR LJR GPSR

DSR AODV TORA

Figure 1.2: Classification of Ad-hoc routing protocols

Next subsections present a general review of these categories of routing

protocol. After that we make a brief description of AODV.

1.3.1 Flat Routing Protocols
Flat routing approaches adopt a flat addressing scheme. In a flat routing
protocol, all nodes serve the same set of routing functions [7][8]. The flat

protocols can be roughly divided into two categories: proactive, and reactive [9].



Next subsections make a general review of the two types of flat routing
protocols.
1.3.1.1 Proactive Routing protocols
Proactive routing protocols are also called table-driven protocols. This

kind of protocols requires that each node maintains an up-to-date routing table
periodically such that a route is ready and available when data packets need to be
sent [10]. The proactive routing protocols use link-state routing algorithms
which frequently flood the link information about its neighbors [11]. Each node
that uses proactive routing protocols maintains one or more tables to store
routing information. To adapt to changes in network topology, nodes propagate
updates throughout the network to maintain a consistent view of the network.
The areas in which different protocols vary are the number of necessary routing-
related tables and the methods by which nodes disseminate changes in network
structure. While this approach does not require global route discovery
broadcasts, there are two main disadvantages [12]. First, even when the network
Is idle, proactive protocols exhibit a certain amount of overhead for control
messages. Second, proactive protocols are relatively slow to adjust to topology
changes.
The most popular proactive routing protocols are:

1. Wireless Routing protocol (WRP) [13].

2. Destination-Sequenced Distance-Vector Routing protocol (DSDV) [11].

3. Source Tree Adaptive Routing (STAR) [14].



1.3.1.2 Reactive Routing Protocols

Reactive routing protocols, are also called on-demand. In reactive routing
protocols, nodes look for route to destination only on demand. Before a source
node sends data to destination node, it first seeks a route in its routing table. If it
finds one the communication starts immediately, otherwise the node initiates a
route discovery phase. Once a route has been found and established, it is added
to the node routing table and maintained until either the destination becomes
inaccessible or until the route is no longer used, or expired [15]. On-demand
routing protocols reduce routing overhead in high mobility environments by only
maintaining actively used routes [16][17]. When a node needs to send data
packets to another node and there is no route for this node in routing table then,
on-demand routing protocols initiate route discovery. This discovery process is
performed via network-wide flooding. But flooding consumes a substantial
amount of bandwidth [18]. Reactive protocols can be classified into two
categories: source routing and hop-by-hop routing. In Source routing protocols
[19][20], each data packet contains the complete path addresses from source to
destination. In source routing each intermediate node forwards these packets
according to the information in the header of each packet. This means that the
intermediate nodes do not need to maintain up-to-date routing information for
each active route in order to forward the packet towards the destination. The

second type is hop-by-hop routing protocols [21]. In this type of routing



protocols each data packet only carries the destination address and the next hop
address. Therefore, each intermediate node in the path to the destination uses its
routing table to forward each data packet towards the destination. The
disadvantage of this strategy [22] is that each intermediate node must store and
maintain routing information for each active route and each node requires being
aware of their surrounding neighbors through the use of beaconing messages
which are also called Hello messages. Compared to the proactive routing
protocols for mobile ad hoc networks [23], reactive routing protocols have less
control overhead which is a distinct advantage of the reactive routing than
proactive routing protocols. Reactive routing protocols have better scalability
than proactive routing protocols in mobile ad hoc networks. But, when using
reactive routing protocols, source nodes may suffer from long delays for route
searching before they can forward data packets.
There are many reactive routing protocols while the most popular protocols are:

1. Dynamic Source Routing Protocol (DSR) [19][24], which is classified as

source routing protocol.
2. Ad hoc On-Demand Distance Vector protocol (AODV) [23][25], which is

classified as hop-by-hop routing protocol.

1.3.2 Hierarchical Routing Protocols
In this type of protocols, network nodes are organized into a smaller
number of clusters; nodes inside a cluster are often disjoint [26]. In this type of

routing protocols there are two components routing protocols: first component is



an intra-cluster protocol that provides routes between nodes inside the same
cluster. Second component is an inter-cluster protocol which operates globally to
provide routes between clusters.
Each cluster designates a single cluster-head node to relay inter-cluster traffic.
The main disadvantage of this type of protocols is its dependency on cluster-
head which becomes traffic hot-spot and results in network congestion and
single point of failure.
The most popular types of hierarchal routing protocols are:

1. Zone Routing protocol ZRP [26][27].

2. Hierarchical State Routing (HSR)[23].

3. Cluster-head Gateway Switch Routing (CGSR)[23].
1.3.3 Geographical Position Assisted Routing

The development of Global Positioning System (GPS) makes it possible
to provide location information with timing [28]. This location information can
be used for directional routing in Ad-hoc systems. Geographical location
information can improve routing performance in ad-hoc networks. The use of
location information reduces overhead by directing the routing overhead to the
location of destination.
The most popular protocols of this type of protocols are:

1. Location Aided Routing Protocol (LAR) [29].

2. Greedy Perimeter Stateless Routing for Wireless Networks (GPSR) [30].



Our research idea in this thesis is to employ location information to improve
AODV routing protocol by using directional routing, which leads to reduction in

protocol overhead.

1.4 AODV Routing Protocol Overview

The Ad-hoc On-Demand Distance Vector protocol (AODV) is a reactive
protocol designed for ad-hoc networks [21]. The main advantages of AODV are
its low overhead, quick adaptation to dynamic link conditions and low
processing and memory overhead. AODV uses a broadcast route discovery
mechanism, and it relies on dynamically established routing table entries at
intermediate nodes. The functions performed by AODV protocol include local
connectivity management, route discovery, route table management and path
maintenance. Local connectivity management may be summarized as follows:
Each node learns about its neighbors by either receiving or sending broadcast
packets from or to their neighbors. Receiving the broadcast or HELLO message
from a new neighbor or failing to receive HELLO message from a node that was
previously in the neighborhood, indicates that the local connectivity has lost.
Path Discovery: The source node initiates path discovery by broadcasting a
Route Request (RREQ) message to its neighbors. When a node receives a
RREQ, in case it has routing information, it sends the Route Reply message
(RREP) back to the destination. Otherwise, it rebroadcasts the RREQ message
further to its neighbors. As the RREQ message travels from the source to the

destination it automatically sets up the reverse path for all nodes back to the



source. As the RREP travels back to the source, each node along the path sets up
a forward pointer to the node from which the RREP cames. Each node maintains
a monotonically increasing sequence number, which serves as a logical time at
that node. Also, every route entry includes a destination sequence number, which
indicates the “time” at the destination node when the route was created. The
protocol uses sequence numbers to ensure that nodes only update routes with
“newer” ones. Doing so, we also ensure loop- freedom for all routes to a
destination. All RREQ messages include the originator’s sequence number, and
its (latest known) destination sequence number. Nodes receiving the RREQ add
or update routes to the originator with the originator sequence number, assuming
this new number is greater than that of any existing entry. If the node receives an
identical RREQ message via another path, the originator sequence numbers
would be the same, so in this case, the node would pick the route with the
smaller hop count (the shortest path). If a node receiving the RREQ message has
a route to the desired destination, then we use sequence numbers to determine
whether this route is “fresh enough” to use as a reply to the route request. To do
this, we check if this node’s destination sequence number is at least as great as
the maximum destination sequence number of all nodes through which the
RREQ message has passed. If this is the case, then we can roughly guess that
this route is not terribly out-of-date, and we send a RREP back to the originator.
As with RREQ messages, RREP messages also include destination sequence

numbers. Nodes along the route path can update their routing table entries with



the latest destination sequence number. Path maintenance is performed in several
ways.

Route Maintenance: When any node along an established path moves, so that
some of the nodes become unreachable, a Route Error (RERR) message is sent
to affected source nodes. Whenever a Node receives RERR it looks at the
routing table and removes all the routes that contain the bad nodes. Upon
receiving notification indicating a broken link, the source node restarts the path
discovery process, if it still needs that route [17]. Figure 1.3 summarizes AODV
the node behavior when it receives the main three types of control messages

which are (RREQ, RREP, and RERR).
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Figure 1.3: AODV flowchart[49]

1.5 Global Positioning System (GPS)

Global Positioning System (GPS) is the most popular commercial solution
reliable on the market to get accurate location information. [31]. GPS [32], is
composed of 24 satellites that operate in orbit around the earth. Each satellite
makes two complete rotations every day. The orbits have been defined to cover
the earth, where each region of the earth can see at least four satellites in the sky.
By using GPS receiver, mobile devices are able to receive the information being
sent by the satellites, and uses this information to estimate its distance to at least

four known satellites using a technique called Time of Arrival (ToA), and, then,
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it computes its position. By using GPS the receiver mobile device is able to
know its latitude, longitude, altitude, and speed [33]. GPS provides the most
accurate technique for localization of mobile devices. GPS can normally locate a
device with errors of about 10 meters [34].
As shown in [34] there are many techniques that can be used for localization
like: cellular networks, Wi-Fi, and Bluetooth. While these techniques consume
less power than GPS, GPS provides more accuracy in location detection than
these techniques.
1.6 Random Mobility Models

The mobility model [35] plays a very important role in determining the
protocol performance in mobile ad-hoc networks. Hence, this thesis proposed
protocols are done using the random mobility models like Random Waypoint,
Random Walk and Random Direction. These models with various parameters
reflect the realistic traveling pattern of the mobile nodes. Next subsections
describe three mobility models with the traveling pattern of the mobile nodes
during the simulation time.
1.6.1 Random Waypoint

The Random Way Point Mobility Model includes pauses between

changes in direction and/or speed [36]. A mobile node begins by staying in one
location for a certain period of time (i.e. pause). Once this time expires, the
mobile node chooses a random destination in the simulation area and a speed

that is uniformly distributed between [min-speed, max-speed]. The mobile node
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then travels toward the newly chosen destination at the selected speed. Upon
arrival, the mobile node pauses for a specified period of time, and then it starts
the process again. The random waypoint model is a commonly used mobility
model in the simulation of ad-hoc networks. It is known that the spatial
distribution of network nodes moving according to this model is non uniform.
1.6.2 Random Walk

In this mobility model, a mobile node moves from its current location to a
new location by randomly choosing a direction and speed in which to travel [36].
The new speed and direction are both chosen from pre-defined ranges, [min-
speed, max-speed] and [0, 2*pi] respectively. Each movement in the Random
Walk Mobility Model occurs in either a constant time interval ‘t’ or a constant
traveled ‘d’ distance, at the end of which a new direction and speed are
calculated.
1.6.3 Random Direction

A mobile node chooses a random direction in which to travel similar to
the Random Walk Mobility Model [37]. The node then travels to the border of
the simulation area in that direction. Once the simulation boundary is reached,
the node pauses for a specified time, chooses another angular direction (between
0 and 180 degrees) and continues the process.
1.7 Thesis Overview

This section presents a detailed overview about the thesis. First, we

present the importance of ad-hoc networks and AODV routing protocol and
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explain the motivation of this thesis, the objectives to achieve, methodology
used in this thesis, the contribution that are added to improve AODV protocol
and finally we present the overview of this research.
1.7.1 Thesis Motivation

The wide use of ad-hoc networks even in military or civilian filed makes
it a hot research topic. Ad-hoc networks are managed by many routing protocols
which are classified into three categories as discussed in section 1.3. Ad-hoc On
Demand Distance Vector protocol (AODV) is one of the most popular and
efficient routing protocols that are used in ad-hoc networks [1][2]. AODV
protocol is classified as a reactive routing protocol. In reactive routing protocols,
when a node needs to send data packets to another node and there is no route for
this destination node in the routing table, then the routing protocol initiates route
discovery. When AODV starts route discovery process, it floods the network
with control messages, which leads to reduction in its performance. Another
disadvantage of AODV routing protocol is its high delay, where source nodes
may suffer from long delays for route searching before they can forward data
packets. In this thesis we improve AODV by limiting the routing overhead to
within a specified search region, instead of flooding the whole network with
control messages. This thesis uses two different search regions. To reduce route
discovery delay we use an equation that makes an estimation to TTL of RREQ
packets instead of starting search for a route with TTL value which is equal to

one.
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1.7.2 Thesis Objectives

The aim of this thesis is to improve AODV routing protocol in high
mobility ad-hoc networks. Because AODV floods the whole network with
control messages, its performance decreases. By using location information of
both source and destination, we limit the discovery process to within a specified
search region. In this thesis we have two main objectives:

1. First objective is to employ GPS location information of each node to

reduce AODV overhead.

2. Second objective is to reduce the route discovery delay by estimates the

TTL value of RREQ.

To achieve these goals we modify the original AODV routing protocol to
deal with location information and to estimate the TTL of RREQ packets. To
measure the performance metrics of our proposed protocols we use
JIST/SWANS simulator [38] and two simulation scenarios. The results were
compared to the results of the original AODV routing protocol.

1.7.3 Thesis Contribution

This thesis aims to reduce the overhead and delay of AODV routing
protocol and to keep the delivery ratio in the same range as that of the original
AODV protocol. To achieve these goals the thesis makes the following
contributions:

1. Modify RREQ and HELLO messages to allow nodes to propagate thier

location information by including it in the RREQ and Hello messages.
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2.

1.7.4

Reducing route discovery process overhead by limiting the discovery
process to within a specified search region instead of flooding control
messages to the whole network, where this done by defining two different
search regions: one of them is defined as variation of the search region
used in LAR protocol and the second search region is an original search
region developed by the author of this thesis.

Increasing the accuracy of the first search region by adding a tolerance
factor to increase the area of the specified search region. This increases
the probability of finding the route in this search region.

Reducing the delay of AODV by using a new and original equation that
estimates TTL of RREQ messages instead of starting with a default TTL
value that is equal to one.

Thesis Organization

This thesis is organized as follows: Chapter 1 provides a background of

ad-hoc and AODV routing protocol. It contains a brief overview of ad-hoc

networks, classification of ad-hoc routing protocols, mobility models, and GPS.

Chapter 1 also shows a general review of the original AODV routing protocol.

Chapter 1 also includes the motivation of this thesis, research objectives, and

thesis contribution. In chapter 2 we present the literature review and previous

work. Our proposed work and the techniques we use to improve AODV are

presented in Chapter 3. Chapter 4 discusses the results that we obtained from our

proposed work. These results were obtained by employing two ad-hoc
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simulation scenarios. These results were compared to those results obtained from
the original AODV. Conclusion and future work is presented in Chapter 5,
where conclusion summaries our work, the techniques we used, the results we

obtained, and finally presents recommendations for future work.
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CHAPTER 2

RELATED LITERATURE REVIEW

2.1 Background

The use of location information to improve the performance of routing
protocols is not new. Many research papers use location information to improve
routing protocols. In this chapter we present and review the literature which is
related to the use of location information to reduce routing protocol overhead
and improve its performance.
2.2 GeoAODV

GPS-Enhanced AODV routing protocol (Geo-AODV) [39] examines a
simple protocol for limiting the number of AODV control messages forwarded
though the network during route discovery. GeoAODV takes advantage of the
Global Positioning System (GPS) and assumes that each communicating device
has GPS access and knows its location. GeoAODV is based on a variation of
location aided routing (LAR) called cone-shaped request zone adaptation [40].
By using GPS coordinates, GeoAODV limits the route discovery process to the
search region that is likely to contain the path to destination. Only nodes inside
of the search region are allowed to rebroadcast RREQ messages during the route

discovery process. In GeoAODV each node maintains an additional table, called
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a geo-table. Each entry in the geo-table contains such information as GPS
coordinates, geo-lifetime value, and IP address of the node. The geo-table entries
are populated during the route discovery process via information delivered in
RREQ and RREP messages. GeoAODV limits the broadcast inside search area
by using flooding angle. Upon RREQ message arrival, an intermediate node uses
its coordinates and the flooding angle to determine if it belongs to the search
region. If an intermediate node determines that it is located inside of the search
region then it rebroadcasts the RREQ message. Otherwise the RREQ message is
discarded.
2.2.1Search Region in GeoAODV

As shown in figure 2.1, the search region in GeoAODV is defined by a
flooding angle. The value of the flooding angle a, carried in the RREQ message,
is a function of destination’s geo-lifetime of the destination. For simplicity they
define the minimum flooding angle to be 45° and duplicate the flooding angle in

instance of failure to find route in this search area.

Figure 2.1: Search area of GeoAODV
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To determine if an incoming RREQ message should be discarded or rebroadcast
further, an intermediate node examines the angle 6 formed between the source-
destination and source-intermediate node vectors. If the angle 0 is within half of
the flooding angle then, the intermediate node is in the search region and will
rebroadcast RREQ. Otherwise the intermediate node is outside of the search
region and will discard the RREQ message.

GeoAODV compares its results with original AODV and the results
showed that GeoAODV outperforms AODV.

But you can see that the search region defined in GeoAODV has some
limitation, where it may fail in finding nodes near the vertex of the angle
because the area near the angle is too small. Another limitation of this area is
that the angle of the search region in opened to the end of the network boarders
which leads to unnecessary overhead.

2.3 LAR Routing Protocol

Location Aided Routing protocol (LAR) [40] uses location information
(which may be out of date, by the time it is used) to reduce the search space for a
desired route. This limits the search space which results in fewer route discovery
messages. LAR is an on-demand source routing protocol similar to DSR [41]. In
LAR, each node obtains its location information from GPS. In LAR, location
information is piggybacked on all messages to decrease the overhead of a future
route discovery. LAR employs two schemes which use location information to

limit the flooding of route discovery process.
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2.3.1 LAR Schemes

LAR defines two types of schemes. The first scheme defines two types of
zones called expected zone, and request zone. Figure 2.2 shows these two types
of zones.
Expected zone is a zone that is expected to contain the destination node. This
zone is formed as a circle. To calculate the expected zone, assume that node S
knows that node D travels with average speed v, then S may assume that the
expected zone is the circular region of radius v(t1 - t0), centered at location L.
for simplicity and to reduce computation overhead LAR assumes that nodes

move with their maximum speed.
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Figure 2.2: LAR zones
The Request Zone is defined to be the smallest rectangle that includes current

location of S and the expected zone, such that the sides of the rectangle are
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parallel to the X and Y axes. To reduce route discovery overhead, nodes forward
a route request only if it belongs to the request zone.

In LAR second scheme, a node forwards the route request only if it is
closer to the destination than the source.

LAR defines the request zone to be the smallest rectangular that contains
the source and destination, where its sides are parallel to the X and Y axes. But
in reality the smallest rectangular is the one that its sides is parallel to the line
connects the source and destination.

2.4 Dream Routing Protocol

In Distance Routing Effect Algorithm for Mobility (DREAM) [42][43]
there is no route discovery process. Each node in DREAM routing protocol uses
the destination location information to forward data messages to the direction of
destination instead of initiating route discovery process. In DREAM each node
maintains a location table about the position of all nodes in the network and
frequently floods a location packet to its neighbors. Each location packet
submitted by a node A to other nodes to update their location tables contains A’s
coordinates, speed and the time of the transmitted location packet. When the
source node S wishes to send a message to a destination node D, it looks for its
location table and retrieves information about the destination geographical
position. Then S sends the message to the all one hop neighbors in the
forwarding zone determined by that direction. If no location information is

available for D, then S initiates recovery procedure by flooding the network to
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reach D. When any node A receives the message, it checks if it is the destination.
If this is the destination, it sends an acknowledgement to the source node.
Otherwise, A repeats the same process by sending the message to all one hop
neighbors that are in the direction of D. Each of these nodes repeats the same
process, if possible, until D is reached.
2.4.1 Dream Forwarding Zone

In DREAM, when the source node S needs to send a data message to D, it
calculates the expected zone which contains D as shown in figure 2.3. This zone
Is a circle around the destination with radius r equals to (t; — to) Vimax Where ty is
the current time, t, is the timestamp of location information that S has about D,
and Vs 1S the speed that D travels with. After calculating the expected zone
node S defines its forwarding zone as the region enclosed by an angle whose
vertex is S and whose sides are tangent to the expected zone calculated for D and
then sends the packet, destined for D, to all its neighbors in the forwarding zone.

As results shown DREAM protocol outperform DSR protocol.

S

.. Yo —
Figure 2.3: DREAM forwardikng zone
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2.5 GPSR Routing Protocol

Greedy Perimeter Stateless Routing for Wireless Networks (GPSR)
[30][44][45] is geographical routing protocol for ad-hoc networks. GPSR uses
two types of forwarding: greedy forwarding and perimeter forwarding. In greedy
forwarding, packets are marked by their originator with their destinations’
locations. Intermediate nodes forward a packet to next hop neighbor that is
geographically closest to the destination. Whenever a message needs to be sent,
GPSR tries to find a node that is closer to the destination than itself and forwards
the message to that node. However, this method fails for topologies that do not
have a uniform distribution of nodes or contain voids. Hence, GPSR adapts to
this situation by introducing the concept of perimeter routing by utilizing the
right-hand graph traversal rule. To exchange node positions, GPSR uses
neighborhood beacon that sends a node’s identity and its position.

While the previous related work uses location information to reduce
routing overhead in mobile ad-hoc networks, there is other related work that uses
variations of the previous related work or add new original contribution to the
previous related work. In [46], the search area is defined as a triangular with
angle o and height SD+c. The value of the angle a is duplicated each at search
attempt that results in a failure in finding route to destination. They start with
small a that is equal to 45° . The height SD+o is equal to the distance between
source and destination plus 6, where o varies exponentially with the number of

search attempts. To decrease routing discovery delay they use an expanding
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search by setting the TTL value of RREQ packets according to distance between
source and destination instead of using the traditional ring search. The results
show that their work outperforms the original AODV.

In [47] the authors use the triangular search area like that in [46]. They divide
the nodes in the network into two types, traditional nodes and backbone nodes.
Backbone nodes are aware of the location of their neighbors. To reduce
overhead, they divide the route discovery process into two levels. In the first
level (location route) the source node initiates location discovery by asking the
backbone about the location of the destination. In the second level (data route),
the source node broadcasts the RREQ in the specified triangular search area. The
results obtained using this proposed work outperform the results of the original

AODV. Comparison between the two LAR schemes was done in [48].
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CHAPTER 3

PROPOSED PROTOCOLS AND
METHODOLOGY

3.1 Background

In this chapter, we present the proposed protocols and the techniques that
we developed in order to reduce routing overhead in AODV routing protocol.
We first start by explaining the main reason of the overhead in AODV, next we
define and explain the methodologies that we use to reduce routing overhead. In
our work, we depend on node location to limit route discovery process to a well-
defined small search area instead of the whole network. We define two types of
search areas: the first type is a rectangular area that includes source and
destination, the second area is defined according to the distance between
intermediate nodes and the line connecting the source and destination nodes.
Also, we define a new concept to decrease route discovery delay by making an
estimation to the TTL value of the RREQ packet.
3.2 Route Discovery Process in AODV

In reactive protocols like AODV, a route is discovered on demand [3].
The main reason of overhead in AODV routing protocol is the flooding that is

generated due to the search for a route to destination.

26



As shown in figure 3.1, when a source node S requests a route to a destination D,
it broadcasts a RREQ message if it doesn't have a recorded route already. This
broadcast floods the network with RREQ messages. When an intermediate node
receives a RREQ, it checks if it has routing information for destination, if it has
it sends the Route Reply message (RREP) back to the destination. Otherwise, it
rebroadcasts the RREQ message to its neighbors. As the RREQ message travels
from the source to the destination, intermediate nodes set up the reverse path to
the source. As the RREP packet travels back to the source, each node along the
path sets up a forward pointer to the node from which the RREP came and cache
the routes for source and destination. Note that if many intermediate nodes have
a route to destination they will send back RREP packets, so the source may
receive many RREP packets for the same destination. In this case the source will

keep only the shortest route path to destination.

Figure 3.1: Route discovery storm in AODV

This behavior of route discovery makes a storm of RREQ and RREP

messages which leads to unnecessary increase of overhead in AODV routing
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protocol. This overhead decreases the performance of AODV and makes the
network flooded with RREQ and RREP especially for dense and high mobility
networks. One solution to avoid this storm is ring expanding search
[46][49][50]. In ring search the assumption is that the intermediate nodes may
have fresh route to destination or the destination is close to the source. In ring
search, the source node broadcasts the RREQ messages with a small TTL value;
If no response is received it rebroadcast the same RREQ with an incremented
TTL and new sequence number; if still no response is received then the node
continues to send RREQ messages with an increased TTL and new sequence
number; this process continues until the TTL reaches a threshold; when this
threshold is crossed then it means that destination doesn’t exist within the
network and this RREQ is simply dropped. But ring search suffers from the
long delay due to sending multiple RREQ messages and waiting for reply and
sending new RREQ messages with new larger TTL due to failure of finding the
route to destination. Flowcharts in figures 3.2 and 3.3 explain the tasks done by

source node and intermediate nodes respectively in AODV.

28



Node S need to send
DataMsgto D

No Ye: Fowrward Msg to D End
A 3
Create RREQ with
TTL=1
Dequeu the Msg
Add RREQ to RREQ A
Buffer and clear E
expired buffer
entries
Remove RREQ from Drop Msg from
RREQ Buffer Queue
A A

Broadcast RREQ

Yes
Compute Rreq Timout < TTL<TTL- Remove RREQ from
Wait for RReqTimout [ tmeout Thershold o—  RREQ Buffer

% tore ute information
ecelves RREP fd¢ D—’| for D in RouteTable
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3.3 Proposed Protocols

In this section, we present two proposed protocols to reduce routing
overhead in AODV protocol. The reduction is done by limiting the route
discovery process to within a small search area instead of the whole network.
This area is formed according to the location information of source and
destination. We assume that each node has a GPS [33] device so each node
knows its current location and speed. We propose two protocols to improve
AODV protocol. The first one uses an alternative search area to that defined in
LAR [29]. This search area has not been proposed before for AODV. This
protocol is called AODV-LAR. The second protocol uses a search area that is
based on the distance between the intermediate nodes and the line connecting the
source and destination. This protocol is called AODV-Line. To reduce route
delay we define a new original equation to estimate the TTL value of RREQ
message.
3.3.1 AODV-LAR Protocol

The main reason of high overhead of AODV routing protocol is the
flooding of control messages in order to make route discovery. When any node
needs to send data to a specified destination and it doesn’t have an already
discovered route to this destination, it floods the whole network with RREQ
messages. Intermediate nodes my respond by many RREP messages. This route

discovery process leads to unnecessary routing overhead. If we know the
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location of destination we can reduce this overhead by restricting the flooding of
RREQ messages to within a small area of the network.

In this subsection, we present an enhancement to the original AODV
routing protocol by using a variation of LAR scheme [29]. This enhancement
protocol is called AODV-LAR. The main idea of this enhancement is to restrict
the flooding of RREQ messages to within a rectangular area that contains the
source and destination.

Figure 3.4 shows the route search area of AODV-LAR as a rectangle. In
AODV when a source node S needs to discover a route to a destination D it
floods the working area with RREQ packets and it may receive many RREP
messages which leads to high overhead. But in the proposed AODV-LAR
protocol, if S knows the location and speed of D at a specified time to, it can
restrict the flooding to within a restricted area instead of the whole network. This
restricted area is shown figure 3.4 as a red rectangle. The sides of the
rectangular area are parallel to the line connecting S and D. Note that the length
of the rectangular area depends directly on the distance between S and D, where
the width of the rectangular area depends on the traveling speed of D and the
time of the freshness of the location record of D. From the figure we see that the
flooding of RREQ messages is restricted to within the red rectangle. In AODV-
LAR protocol the intermediate nodes rebroadcast the RREQ messages if and

only if they lie inside the red rectangle.
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As a result of the restricted flooding to within a small area of the whole
network, the RREP messages are sent back to S just by the nodes inside the red
rectangle. By using AODV-LAR we grantee to reduce the overhead caused by

the flooding of RREQ packets process in AODV.

RREP

Figure 3.4: Restricted flooding of AODV-LAR

3.3.1.1 AODV-LAR Expected Region

The expected region of the destination node in AODV-LAR is formed as
a circle centered at D with radius a. Suppose that the source node knows the
location and speed of destination D at some time t,. But at time t; the destination
location of D is changed according to its movement. For this reason the source

node calculates the expected region of the destination node.
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(a) (b)

Figure 3.5: (a) LAR expected region, (b) AODV-LAR expected region

The expected region shown is figure 3.5(a) is LAR [29] expected region. The
radius of the circle is calculated by equation 3.1.

R = (t; — to)Vmax 31)
Where in equation 3.1:
t, is the current time
to is the time of the last known location of D and
Vimax 1S the maximum traveling speed of D
Then, the expected region of node D, from the viewpoint of node S at time t;, is
the region that node S expects to contain node D at time t;.

To add more accuracy and to reduce the overhead, AODV-LAR uses the
average node speed instead of maximum node speed. Also we know that the
destination node D still moves during the route discovery process, so we add a
tolerance factor 6. The expected region of AODV-LAR shown in figure 3.5(b) is
a circle centered at D with radius o= (R+ o) where R is the distance that D
travels after (t;- to) time, where t; is the current time and t; is the time of the last

known location of D. Then R is calculated by using the equation 3.2.
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R = (t; — to)Vavg (3.2)
Where in equation 3.2: v, is the average speed of D
To add more accuracy and more reduction of overhead we use v, While LAR
uses Vmax Which gives larger expected region which leads to more increase in
overhead.

The tolerance factor o is defined as the distance that node D travels until
the RREQ message arrives to D. To calculate this tolerance factor we assume
that the intermediate nodes that can form the route to D form a straight line. But
this straight line may contain infinite number of nodes. For this reason we use
the minimum number of hops that can form a straight line route between S and
D. Figure 3.6 explains this process. In this figure the transmission range of each
node is formed as a circle around that node. Suppose that the transmission range
of each node is T. Each node in the figure is inside the coverage area of its

previous and next node.

Figure 3.6: Minimum number of hops to form a route

Then the minimum number of hops needed to form a route between S and D is

calculated according to equation 3.3.
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D
Hpin = =
min T

(3.3)

Where in equation 3.3: D is the distance between S and D
Assume that the time needed by each node to process the RREQ message is
RREQ_Proc_Time, then the time needed until RREQ message arrives to D is
shown in equation 3.4.

tio = RREQ_Proc_Time * Hy,;, (3.4)
Then the tolerance factor o which is the distance which D travels until RREQ
arrives to D is shown in equation 3.5.

0 = tiol * Vavg (3.5)

From the previous equations we see that the expected region of the destination
node in AODV-LAR is a circle with radius o where:

a=0+R (3.6)

3.3.1.2 AODV-LAR Search Area

To restrict the flooding of route request packets in AODV-LAR, we
restrict the flooding to within a small area. This area is always smaller than the
whole working area of the network. This AODV-LAR search area is defined as a
rectangular area that contains the source node and the expected region of the
destination node. The sides of this area are parallel to the line connecting source
and destination nodes. The search area of AODV-LAR is shown in figure 3.7.
In this figure we see the AODV-LAR search area, where it contains the source

node S and the expected range of the destination node D. The sides of this
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rectangular area are parallel to the line connecting S and D. The length of this
rectangular area is (SD+a), where SD is the distance between S and D and o is
the radius of the expected region of D defined in equation (3.6). The width of

this rectangular area is 2a.

P4
Yo

Y axis

X axis

Figure 3.7: AODV-LAR search area

In order to determine whether to rebroadcast RREQ messages, each
intermediate node must test if it is inside the rectangular area or not. If the
intermediate node lies inside this rectangular area then it rebroadcasts the RREQ
message. Otherwise, it does not rebroadcast the RREQ message. This leads to
reduction in control overhead. In order for the intermediate node to do this test,
each node has to know the corners of this rectangular area. As figure 3.7 shows,

the rectangular area is formed by the four corners P1, P2, P3, and P4.
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Each point is defined by its coordinates (x, y). We already know the
coordinates of S and D. Then by using the coordinates of S and D we have to
find the coordinates of the four points P1, P2, P3, and P4 that form the search

area. The slope of the line SD is:

m=-_4d 3.7)

Xs — Xgq
Note that the line P,P, is orthogonal on line SD. Then, the slope of the line P,P,
Is:

my = —m (3.8)
But the slope is the ratio of the change in Y over the change in X. Then the
coordinates of the point P, is (Xs+ A, Y+ A mg). Since the distance between S

and P, is a where a is given by equation 3.9.
a=/O\+rmy *Am,) (3.9)
By rearranging the equation (3.8), we obtain the equation of A as shown in

equation 3.10.

A_ a

o \/(1+m0 *Mg )

(3.10)

Now the value of A is known, then we compute the coordinates of P,. By the
same steps we find the coordinates of the other corners of the search area. the

coordinates of P1, P2, P3, and P4 are listed in equation 3.11.

Py =( Xe- A, Y- A Mg)
P, =( Xs+ A, Yot A my) (3.11)
P3 :( Xp0+ }\,, Yp0+ A mo)

P4=(Xpo- A, Yo~ A mp)
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The coordinates of Py are (Xyo,Y p0) Which are equal to ( Xg- A, Yg- A m).
3.3.1.3 Intermediate Node Test
In AODV-LAR, each node that receives the RREQ messages must test if

it lies inside the search area or not before it rebroadcasts the RREQ message.

P4
(Xp-hYpJ)

\

Y axis

Pl \
%1, Yo01)

(X3, Yp3)

— \ IX.Y)
)

K ¥

- X axis

Figure 3.8 AODV-LAR intermediate node test.

Each node knows its coordinates and the coordinates of the four points
that form the rectangular search area. For test whether the node is inside the
search area, we use dot product [51]. As shown in figure 3.8, the intermediate
node “I” lies inside the rectangular area. But how node “I”” knows if it lies inside
the rectangular area or not?. The green vectors in figure 3.8 are the projection of

the vector P4l on both vectors P,P, and P,P,. But in reality, this projection is the
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dot product of P,I and the two vectors P;P, and P,P,. This projection of Pl onto
P,P, and PP, is the length of the segments P.l, and P.l,. Then, if the node “I”
lies inside the rectangular area it must satisfy the following conditions:
1. The length of the projection of the vector P, on P,P, is less than the
length of the vector P,P, and is in the same direction of P;P,.
2. The length of the projection of the vector P;l on P,P, is less than the
length of the vector P,P, and is in the same direction of P,P,.
We know that the direction of the projection of P4l is in the same direction as
P.P, and P,P,. If the result of this projection is greater than zero, then any point

satisfies equation 3.12 lies inside the rectangular search area.

0< (P1|o P1P2) < (Plpzo Plpz)
(3.12)

0< (Pyle P1Ps) < (P1Pyse P1Ps)

Where in equation 3.12:
(P1P2e P1P,) is the length of the vector P1P,.
3.3.1.4 Node Participation in Route Discovery Process

According to the proposed route discovery mechanism in AODV-LAR,
there are three types of node participation. Each node inside the working area
decides its degree of participation according to its location. Figure 3.9 explains

this process.
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Figure 3.9: Node participation in AODV-LAR route discovery process
According to the figure there are three types of participating nodes as follows:
1. Nodes that can receive and rebroadcast RREQ packets and may reply
with RREP packets. These nodes lie inside the rectangular search area
and appear in figure 3.9 with blue color.
2. Nodes that can receive RREQ packets and may reply with RREP packets
but don’t rebroadcast RREQ packets. These nodes lie outside the search
area and are covered by the transmission range of some nodes inside the
search area. These nodes appear in figure 3.9 with orange color.
3. Nodes that don’t participate in route discovery process. These nodes
appear in the figure with gray color.
3.3.1.5 TTL Estimation

In route discovery process in AODV, the source node floods the network
with RREQ messages and may receive many RREP messages which leads to
high overhead. The main reason of flooding the whole network with RREQ is to

decrease the delay of route discovery process. One solution to avoid this
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flooding storm is ring search, which is described in section 3.2. In ring search,
the assumption is that the intermediate nodes may have fresh route to destination
or the destination is close to the source. For this reason the route discovery
process in ring search starts with small TTL which is usually equal to 1. If route
discovery fails, the source initiates a new route discovery process with new
RREQ and larger TTL. To make tradeoff between the flooding search and ring
search we need to make an optimal estimation of TTL. This estimation decreases
the overhead caused by search flooding process and decreases the delay caused
by ring search. The estimation of TTL depends on the location of source and
destination. As described in section 3.3.1.1, we see that the minimum hop count
that can form a route between the source and destination is given by equation
(3.3).

Then we estimate the starting initial TTL value to be equal to the minimum hop

count where:

D
=l

TTL = Hpyip = [T

But we know that the intermediate nodes may have fresh route to destination
which may lead to unnecessary overhead. For this reason we estimate the

starting TTL value to be the half of minimum hop count, i.e.:

TTLstare = l%] (3.13)
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3.3.1.6 Location Management in AODV-LAR

We assume that each node in the network has a GPS device, where GPS
receivers are thin, light and not expensive [47]. These receivers can be easily
embedded in nodes to determine their coordinates (X, y) and their speed. GPS
also provides the nodes with time. We use GPS because of its accuracy, where
GPS provides the most accurate technique for localization of mobile devices
[34]. Another reason of using GPS is that GPS provides nodes with time, so no
time synchronization is needed between nodes.

Nodes distribute their location by adding their location information to
RREQ and Hello messages. Each node in the network manages a location table
to store location information of other nodes inside the network.
3.3.1.6.1 Modification of RREQ and Hello Messages in AODV-LAR

In AODV-LAR protocol, nodes distribute their location information by
adding the location information to RREQ and Hello Messages. To add location
information in RREQ and Hello messages, we need to modify the format of
these messages. The location information contains three fields which are:

1. Source location

2. Source average speed

3. Time stamp

But we also need to add the corners of the search area to the RREQ messages
to restrict flooding to within this rectangular search area which is defined by its

four corners. By adding the corners of the search area we explicitly define the
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search area. Another solution is to implicitly define the search area by just
adding the location information of destination inside RREQ message and let
each intermediate node compute the corners of the search area. But this solution
leads to more consumption in node resources and increases the delay. So we
decide to explicitly define the search area by adding its corners to the RREQ
message.

Note that the felids of source location and the four corners of the search
area consist of the X and Y coordinates.
3.3.1.6.2 Location Table Management in AODV-LAR

Each node in AODV-LAR manages a location table. The location table is

used to store the location information of the nodes inside the network. Each
entry of this table consists of location information of one node in the network.

As shown in figure 3.10, The location table entry consists of four fields: Node

Address, Node Location, Source Average Speed, and Time Stamp.

Node Node Source Time

Address | Location | Avg.Speed | Stamp

Figure 3.10: Location table entry in AODV-LAR

When a node receives a RREQ or HELLO message, it modifies or adds
an entry to its location table. The time stamp of the location entry refers to
freshness of that entry. If the location table of the node that receives the RREQ

or HELLO message doesn’t have a location entry of the node that originates the
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RREQ or HELLO messages, then it simply adds the entry to its table. When the
location table of the node that receives the RREQ or HELLO message has a
location entry of the node that originates the RREQ or HELLO messages, then,
the reshness of the location information determines whether it needs to update
the entry or not.
3.3.1.7 AODV-LAR Route Discovery Process

In this subsection, we summarize all the events of the discovery process
in AODV-LAR. New modifications were added to the original AODV. This
leads to changes in the events of the route discovery process. To understand
these modifications see figure 3.11 and figure 3.12. As shown in figure 3.11,
when the source S has data to send to destination D, it first checks if it has a
route to D in its routing table. If so, it directly forwards the message to D. If it
does not have a route to D, it initiates a route discovery process. S first checks if
it has the location information of D. If it has the location information of D, then
S computes the search area corners and TTL estimation. Then S creates a new
RREQ and adds the search area, estimated TTL, and its location information to
that RREQ packet, then it broadcasts the RREQ to the defined search area. If S
doesn’t have information location of D then the route discovery process uses
ring search by setting TTL to 1 and incrementing TTL by 1 for each failure in
finding a route to D. During ring search, if S receives location information of D,
it computes the search area and the estimated TTL and adds them to the next

RREQ packet to restrict the search to within the rectangular search area. The
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intermediate node behavior is shown in figure 3.12 which is similar to the

behavior in original AODV expect that the intermediate node in AODV-LAR

updates its location table by updating the location information of S, and doesn’t

broadcast RREQ packets if it lies outside the defined search area. If the RREQ

packet doesn’t define a restricted search area, then any node can broadcast

RREQ packet if it is not expired. The expiration of RREQ packet is defined by

its TTL. If TTL is greater than zero, then nodes can broadcast the RREQ packet

to its neighbors.
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Figure 3.11: Route request process at source node in AODV-LAR
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Figure 3.12: Route request process at an intermediate node in AODV-LAR

3.3.2 AODV-Line

In this subsection we present a new improvement to the original AODV
routing protocol by restricting flooding of the RREQ packets to decrease the
routing overhead. This improved protocol is called AODV-Line. The main idea
of this modification is to restrict the flooding to be just near the line that
connects the source and destination. As figure 3.13 shows, we see the whole
working area inside a black rectangular area. In AODV, when a source node S
needs to discover a route to a destination D, it floods the working area with

RREQ packets and may receive many RREP packets which leads to high control
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overhead. But in AODV-Line, if S knows the location of D it can restrict the
flooding to be near the line that connects source and destination. To restrict
flooding, each node decides to rebroadcast RREQ packets according to its
distance from the line that connects S and D and the distance between itself and
the destination node. As a result of restricted flooding, RREP packets are sent
back to S just by the nodes that are located within a specified distance from the
line that connects S and D or by the nodes that are covered by those nodes. As
figure 3.13 shows, the blue nodes satisfy the distance condition and the orange
nodes are covered by the blue ones. Only the blue nodes can rebroadcast the
RREQ messages while the blue and orange nodes can reply with RREP

messages.

RREQ ———

RREP

Figure 3.13: Restricted flooding of AODV-Line
3.3.2.1 AODV-Line Search Area
To restrict the flooding of route request process in AODV-Line, we
restrict the flooding to be within a small area. This area is always smaller than

the working area of the whole network. AODV-Line search area is defined by a
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specified distance from the line connecting the source and destination. The
search area of AODV-Line is shown in figure 3.14. Each node that has a
distance from the line that connects S and D which is less than W can

rebroadcast the RREQ packet. We need to know the appropriate value of W.

Y axis

(X4, Ya)

(Xs,Y5)

X axis

Figure 3.14: AODV-Line search area

In AODV-Line the value of W must be large enough to contain enough
number of nodes to form a route to D. For this reason we assume that the route is
formed by nodes that lie at a straight line between S and D. Then the minimum
number of nodes required to form this route is defined as shown in figure 3.6.

and equation 3.3 where:

D
Hpin ==

= (3.14)

where D is the distance between S and D and T is the node transmission range.

Suppose that the node density inside the working area is ¢ and nodes are
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uniformly distributed, then we need W that forms a rectangular area that contains
the minimum number of nodes that can form a straight line route between S and
D.
The area of this rectangular area A is defined as in equation 3.15.

A=2WD (3.15)
According to our assumption that nodes are uniformly distributed inside the
working area, then the number of nodes inside A can be found according to
equation 3.16.

H,ym = Ao = 2WDo (3.16)

But we need to find at least H,,;, nodes inside A then:
D
Hyin = = 2WDo (3.17)

By rearranging equation 3.17 we can define W as shown in equation 3.18.

1
W = To (3.18)

From equation (3.18) we see that W doesn’t depend on the distance between S
and D but W is a function of node density and node transmission range.
3.3.2.3 Intermediate Node Test in AODV-Line Protocol

In AODV-Line each node that receives the RREQ message must test its
distance from the line that connects source and destination locations and its
distance from the destination node before it decides to rebroadcast RREQ
message or not. If the node lies at a distance less than the specified distance in

RREQ and its distance from destination is less than the distance between source
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and destination, it rebroadcasts the RREQ message. Each node knows its
coordinates and the coordinates of source and destination. Then each
intermediate node can find the equation of the line connecting source and
destination.
The general form of the liner equation is as shown in equation 3.19.
aX+bY+C=0 (3.19)
As shown in figure 3.15., we know the coordinates of source node S and
destination node D. Then by using these coordinates we need to find the

equation of the line SD.

(Xd’Yd)

X axis i
Figure 3.15: Intermediate node test in AODV-Line.
The slope of the line SD is as shown in equation 3.20.
Y —Y
m=-—=—4 (3.20)
Xs — X4
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Then the slope of the line SD is:
(Y-Y)= m(X-Xs) (3.21)
By rearranging equation 3.21 we obtain the general form of the equation of SD,

as shown in equation 3.22.

aX+bY+C=0, where

a=m,

b= (3.22)

c=-(m.X;-Y;)

After the intermediate nodes find the equation of line SD, then they measure
their distance from the line SD. The point K at the line SD at figure 3.15 is the
intersection of the vector that passes through the intermediate node “I” and
perpendicular to the line SD. The length of the vector “IK” is the shortest
distance between node “I”” and the line SD. But we need to find the equation that
calculates this distance. For this reason we write the equation of the line SD in a

normalized form as shown in equation 3.23.

a b a
V(a?+b?) + \/(a2+b2)y \/(a2+b2)c =0 (3.23)

Then the unity vector Q (\/a::bz ’\/a2b+b2) shown in figure 3.15 is normal to the

line SD. The vector Q is parallel to the vector “IK”. Suppose that the length of
the vector “IK” is r then:

IK=r.Q (3.24)

Then
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K-1=r.Q (3.25)
By multiplying both sides of equation 3.25 by Q then:
K.Q-1.Q=r.QQ

By substituting the values of K, I, and Q we get equation 3.26.

a b a b
\/(a2+b2)Xk + J(@?+b?) e — WXi - Wyi =r (3.26)

We know that the point K lies at the line SD. Then according to equation (3.23)

we can replace the first two terms by —— \/( 705 € to get equation 3.27.

c a b
T V@t Va@n N T Ve T T (3.:27)

Finally, the distance r from the intermediate node “I” and the line SD can be
given directly by equation 3.28.

ct+aXi+bY;

T =1 |

(3.28)

Nodes that lie behind the source node S must be prevented from participation in
route discovery process, because this leads to unnecessary routing overhead. The
cause of this prevention is to restrict the route discovery process to only nodes in
the direction of destination. So each node must measure its distance to
destination, if this distance is larger than the distance between source and
destination, the intermediate node will not broadcast the RREQ messages. Then
in AODV-Line each node can rebroadcast the RREQ if and only if the

intermediate node satisfies the following conditions:
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1. The distance between the intermediate node and the line SD is less than or
equal to the defined restricted flooding parameter W in RREQ.
2. The distance between the intermediate node and the destination is less
than the distance between source and destination.
3.3.2.4 Node Participation in Route Discovery Process
According to our route discovery mechanism in AODV-Line there are
three types of node participation. The degree of node participation is defined by
the distance of the intermediate node from the line connecting the source and
destination and the distance between the intermediate node and the destination is
less than the distance between source and destination. Figure 3.16 explains the

node participation in route discovery process in AODV-Line.

RREQ ——

RREP

Figure 3.16: Node participation in AODV-L.ine route discovery process

According to Figure 3.16, there are three types of node participations which are
as follows:
1. Nodes that can receive and rebroadcast RREQ and may reply with RREP.

The distance of these nodes from the line connecting source and

53



destination is less than the specified restricted flooding parameter in
RREQ, and the distance between these nodes and the destination is less
than the distance between source and destination. These nodes appear in
figure 3.16 with blue color.
2. Nodes that can receive RREQ and may reply with RREP but don’t
rebroadcast RREQ. These nodes have a distance from the line that is
larger than the specified restricted flooding parameter or the distance
between these nodes and the destination is larger than the distance
between source and destination the. These nodes appear in figure 3.16
with orange color.
3. Nodes that don’t participate in route discovery process. These nodes
appear in figure 3.16 with gray color.
3.3.2.5 Location Management in AODV-Line Protocol

In AODV-Line, nodes distribute their location by adding the location
information to RREQ messages and Hello messages. The location information
in AODV-Line consists of node location and the timestamp of this location. In
addition to its location information, source node adds the location information of
the destination node to RREQ message to allow the intermediate nodes to test
the restricted flooding conditions. Unlike AODV-LAR, the addition of
destination node location leads to faster nodes location convergence. Each node
in the network manages a location table to store location information of other

nodes inside the network.
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3.3.2.5.1 Modification of RREQ and Hello Messages in AODV-Line
Protocol
In AODV-Line protocol, nodes distribute their location information by

adding the location information to RREQ and Hello Messages. Nodes in
AODV-Line add their location information and destination location information
to RREQ messages, while they just add their location information in HELLO
messages. So we need to modify the format of these messages. The location
information contains two fields which are:

1. Node location

2. Time stamp

Note that the location information needed in AODV-Line is less than that
needed in AODV-LAR. The reason is that in AODV-Line we don’t need to
know the speed of destination. Unlike AODV-LAR, the search area in AODV-
Line is defined implicitly by just adding the location information of the
destination node, and intermediate nodes use the information location of both
source and destination to test their participation degree in route discovery
process.
3.3.2.5.2 Location Table Management

Each node in AODV-Line manages a location table. The location table is

used to store the location information of the nodes of the network. Each entry of

this table consists of location information of one node in the network. As figure
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3.17 shows, the location table entry consists of three fields: Node Address, Node

Location, and Time Stamp.

Node Node Time

Address | Location | Stamp

Figure 3.17: Location table entry in AODV-Line protocol

Unlike AODV-LAR, RREQ messages in AODV-Line not just contain the
location information of the source but also the location information of the
destination. Then when a node receives a RREQ message, it modifies or adds
two entries in the location table: one for the source and the second for the
destination. The time stamp of the location entry refers to freshness of that entry.
If the location table of the node that receives the RREQ or HELLO message
doesn’t have a location entry of the location information in the received RREQ
or HELLO message, then it simply adds the entry to its table. When the location
table of the node that receives the RREQ or HELLO message has a location
entry for the location information in the received RREQ or HELLO message,
then freshness of the location information determines whether it needs to update
the entry or not.
3.3.2.6 AODV-Line Route Discovery Process

In this subsection we summarize all the events of the route discovery
process in AODV-Line. The enhancements which are added to the original

AODV lead to changes in the events of the route discovery process. Figures 3.18
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and 3.19 show these enhancements. As shown in figure 3.18, when the source S
has data to send to destination D, it first checks if it has a route to D in its routing
table. If so it directly forwards the message to D. If it hasn’t a route to D, it
initiates a route discovery process. The source node S first checks if it has
location information of D. If it has location information of D, then S creates new
RREQ message and adds the location information of D and the defined restricted
search area parameter W to RREQ message and broadcast the RREQ message to
its neighbors. If the source node S doesn’t have the location information of D, it
will behave like original AODV by using ring search flooding and starts with
TTL equals one and increases the value of TTL according to failure in finding
route to D. But during ring search, if S receives location information of D, then S
adds the location information and the restricted flooding parameter W to the next
RREQ packet. The intermediate node behavior shown in figure 3.19. is similar
to the behavior in original AODV expect that the intermediate node updates its
location table by updates the location information of S and may updates the
location information of D, and doesn’t broadcast RREQ packet if its distance
from the line formed between S and D is larger than restricted search parameter
W or its distance from D is larger than the length of SD line. If the RREQ
packet doesn’t has a defined search area, then any node can broadcast RREQ
packet if it not expired. The expiration of RREQ is defined by its TTL. If the

TTL is greater than zero nodes can broadcast RREQ to its neighbors.
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3.3.3 AODV-LAR Versus AODV-Line

We presented above two routing protocols which are AODV-LAR and
AODV-Line. The main difference between these two protocols is in their search
area definition. While AODV-LAR defines a rectangular search area, AODV-
Line defines search area according to the distance between intermediate node
and the line connecting source and destination. In AODV-LAR the size of the
rectangular search area depends on the average speed of the destination and the
freshness of location information, while the restricted search parameter W of
search area in AODV-line depends on node density in the working area and the
nodes transmission range. AODV-LAR defines the search area explicitly by
adding the four corners of the search area to the RREQ message, while AODV-
Line defines the search area implicitly by adding the location information of the
destination to the RREQ message and each intermediate node calculates the line
equation between source and destination. AODV-Line doesn’t need the node
speed, so the location information of AODV-Line entry is less than those of
AODV-LAR. The location table convergence in AODV-Line is faster than the
convergence of location table in AODV-LAR because the RREQ messages in
AODV-Line include both location information of source and destination, while
RREQ messages of AODV-Line just include the location information of source

node.
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CHAPTER 4

EXPERIMENTAL RESULTS

4.1 Background

In this chapter we test the performance of the two proposed protocols. We
choose the popular network simulator Java In Simulation Time for Scalable
Wireless Ad hoc Networks (JiIST/SWAN)[38], as the simulator of the proposed
protocols. We implement and simulate the two proposed routing protocols by
using JIST/SWAN simulator. To test the validity of the proposed protocols, we
use two different simulation scenarios. In the first scenario we measure the
performance of AODV-LAR and AODV-Line with varying number of nodes
and compare the results of both proposed protocols with the performance of
AODV. In the second scenario we measure the performance of AODV-LAR and
AODV-Line with constant number of nodes and varying node mobility model.
To justify the effectiveness of the proposed routing protocols we use popular
performance metrics used in the literature to measure the performance of routing
protocols.
4.2 Performance Metrics

There are many performance metrics to test the validity and performance

of routing protocols. Some of these metrics are popular in research area. We use
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the following popular performance metrics to validate the two proposed routing
protocols.
1. Routing Overhead
The routing overhead is caused by the control packets transmitted in
the network during simulation. The overhead of AODV-LAR, AODV-Line
and AODV is simply the sum of all control packets transmitted during
simulation time. These control packets are RREQ, RREP, RERR, and
HELLO packets.
2. Number of RREQ Transmitted
In route discovery process in AODV the source node floods the
network with RREQ packets, while we use restricted flooding in our
proposed protocols. So, to justify our work we need to measure the number
of RREQ packets flooded in the network in AODV-LAR, AODV-Line and
AQODV.
3. Route Discovery Delay
The route discovery delay is the time needed to find a route to
destination. This time starts when a source initiates route discovery request
process until it finds a route to destination.
4. Packet Delivery Ratio (PDR)
PDR is the ratio of the number of data packets received by the
destination from the source to the number of data packets generated by

the source.
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5. Normalized Routing Load (NRL)
Normalized routing load is defined as the number of routing
packets transmitted per data packet delivered at the destination.
6. Hop Count
Hop counts is the number of hops needed to reach destination.

The best route is the one which has a | hop count.
4.3 Simulation Setup and Results

In this section we show the two simulation scenarios and the results
obtained using each scenario. In these scenarios we measure and compare the
performance metrics of the original AODV, AODV-LAR and AODV-Line
protocols.
4.3.1 First Scenario

In this scenario we measure the performance metrics of the original
AODV, AODV-LAR and AODV-Line and compare the obtained results. We
need to justify the feasibility of both proposed protocols AODV-LAR and
AODV-Line in varying network size.
4.3.1.1 First Scenario Simulation Setup

The simulation parameters for the first scenario are summarized in table
4.1. The simulation area is 1000m X 1000m. In this scenario we test the
AODV, AODV-LAR, and AODV-Line with varying number of nodes. We use
the Random Way Point mobility model which is one of the most popular

mobility models. In this mobility model each node chooses a random
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destination in the simulation area and a speed that is uniformly distributed
within the range [2, 10] and starts moving until it reaches this destination and
stops for 30 seconds (pause time), then starts the moving process again. The
simulation time is 9000 seconds and the nodes sending rate is 1pkt/ min. For
simplicity we choose static values of the restricted search area parameter W in
AODV-Line. The values of W can be calculated according to equation (3.18).
Also for simplicity, we run the simulation by just 3 values of W, where the
appropriate W value for 100 nodes is 20 m, for 60 nodes appropriate W value is
33.3 m, and for 20 nodes appropriate W value is 100 m. Transmission range of
each node is 250 m. The route request time per TTL is 150 ms, where the
source node waits for this time until it receives route reply. If the source doesn’t
receive route reply in this TTL time, it generates new route request by new

incremented TTL. The results were averaged over ten simulation runs.

Table 4.1: First scenario simulation setup

Simulation Area 1000m X 1000m
Number of nodes 20,40,60,80, and 100
Mobility model Random Way Point
Nodes speed 2-10 m/s

Pause time 30 seconds

Send Rate 1 pkt/min

Node transmission range 250 m

W values 20, 33.3, and 100 m
Simulation time 9000 seconds
Waiting time per TTL 150 ms per TTL
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4.3.1.2 First Scenario Results

Now we present the results of the first scenario. We used the defined
performance metrics in the previous section.
4.3.1.2.1 Routing Overhead

The routing overhead of AODV-LAR and AODV-Line is less than
original AODV as shown in figure 4.1. This overhead is the sum of all control
packets transmitted through the Ad-hoc network. The reason of reduction in
overhead is the restriction of flooding in AODV-LAR and AODV-Line to a
smaller area than that in AODV. As the figure shows, the two proposed
protocols outperform the original AODV. The figure also shows that the
overhead of the AODV-Line decreases as the restriction flooding parameter W

decreases. The reason is that the smaller W leads to smaller flooding area.
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Figure 4.1: Routing overhead in the first scenario
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The reduction of overhead proves that our two proposed protocols have higher
performance than AODV protocol, where they save bandwidth and network
resources as the overhead is decreased.
4.3.1.2.2 Number of Transmitted RREQ Packets

The restriction of flooding area in AODV-LAR and AODV-Line leads
to less number of RREQ packets flooded inside the network as shown in figure
4.2. The reason for this is that in the two proposed protocols the flooding of
RREQ packets is restricted to within smaller area than AODV while AODV

floods the whole network with RREQ packets.
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Figure 4.2: Number of RREQ packets transmitted in the first scenario

This reduction of RREQ packets flooded inside the network directly affects the

overhead, where it leads to less overhead inside the network.
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4.3.1.2.3 Route Discovery Delay

As shown in figure 4.3 we see that the route discovery delay in both
AODV-LAR and AODV-Line is less than the route discovery delay in the
original AODV. This reduction in delay leads to faster data transmission. The
main reason of the reduction of delay in AODV-LAR is the use of estimated

TTL to estimate TTLg, Value instead of starting with TTL that is equal to one.
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Figure 4.3: Route discovery delay in the first scenario

Note that the delay in AODV-Line is less than delay in both AODV-LAR and
AODV. The main reason of this reduction in delay is the high speed
convergence of location table in AODV-Line where RREQ packets include
locations of both source and destination. Another reason is that the overhead of
AODV-Line is less than the overhead of AODV-LAR, where this overhead
consumes a high processing time and leads to more delay. Note that the best
delay values in AODV-LAR are obtained by the best appropriate values of W.

For example, the appropriate W value for 20 nodes is 100 and with this value we
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obtain the best delay. The decrease of W value to 20 m leads to insufficient node
density inside the search area which leads to failure to finding a route, and for
this reason the delay increased. The best delay obtained when the network size is
60 nodes comes with W value is equal to 33.3m which is the appropriate value
for the network size. When we increase the W value to 100 m the delay is
increased because the overhead is increased which leads to high processing time.
When the W value is decreased to 20 m, the delay is also increased because there
IS no sufficient number of nodes inside the search area which leads to failure in
finding the route and this increases the delay.
4.3.1.2.4 Packet Delivery Ratio (PDR)

As shown in figure 4.4 the PDR of AODV, AODV-LAR, and AODV-
Line is comparable. From the figure we see that the delivery ratio is increased as

the number of nodes is increased until it reaches 60 nodes.
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Figure 4.4: Packet Delivery Ratio (PDF) in the first scenario
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The reason is that with low dense networks, some nodes are isolated and
the source can not find a route to destination which leads to failure in delivering
the data packets to destination.

But when the number of nodes is more than 60 nodes we see that the delivery
ratio is decreased. The main reason is the high overhead which is increased as
the number of nodes is increased which leads to the drop of data packets from
the node buffers.

4.3.1.2.5 Normalized Routing Load (NRL)

Figure 4.5 shows that our proposed protocols outperform AODV whn
using the NRL performance metric. The best result is obtained when we use

AODV-Line with the restriction search parameter W is equal to 20m.
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Figure 4.5: Normalized Routing Load (NRL) in the first scenario

The reason is that this value of W leads to the smallest search area which adds

more reduction in overhead. This NRL reduction saves the mobile node
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resources. From the figure we can say that our proposed protocols outperform
the original AODV.
4.3.1.2.6 Hop Count

The hop count observed by AODV-Line and AODV-LAR is better than
the hop count observed by the original AODV. The main reason is that the
smallest hop count is always closer to the line segment connecting the source
and destination [58]. In AODV-Line and AODV-LAR the search for a route is
closer to the line connecting the source and destination which leads to smaller
hop count. The Smaller hop count decreases the packet delivery delay where the
data packets traverse less number of hops to reach the destination which

improves the routing protocol performance.
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Figure 4.6: Hop count in the first scenario

Note that in the most cases, the minimum hop count comes with AODV-Line
with the restriction parameter W is equal to 20 m, because of its closest distance

to the line connecting the source and destination. But when the density of the

69



network increases, the AODV-LAR hop count is better than that of ADOV-L.ine.
The reason for that is that the rectangular search area width is adapted to node
speed and is not static like the restriction parameter W in AODV-Line. As shown
in the figure we see that our proposed protocols outperform the original AODV.
4.3.2 Second Scenario

In this scenario we measure the performance metrics of the original
AODV, AODV-LAR and AODV-Line and compare the obtained results. We
need to justify the feasibility of both proposed protocols AODV-LAR and
AODV-Line in case of high mobility speeds.
4.3.2.1 Second Scenario Simulation Setup

The simulation parameters for the second scenario are summarized in
table 4.2. The simulation area is 1000m X 1000m. In this scenario we test
AODV, AODV-LAR, and AODV-Line with varying node speeds.

Table 4.2: Second scenario simulation setup

Simulation Area 1000m X 1000m
Number of nodes 40

Mobility Model Random Way Point
Nodes speed 10, 20, 30, 40, and 50
Pause time 0 seconds

Sending rate 1 packet/minute

Node Transmission Range | 250 m

W values 50 m
Simulation time 9000 seconds
Waiting time per TTL 150 ms per TTL
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We use the Random Way Point mobility model which is one of the most
popular mobility models [20]. The simulation time is 9000 seconds and the
nodes sending rate is 1 packet/minute. For simplicity we choose static values of
the restricted search area parameter W in AODV-Line. The value of W can be
calculated according to equation (3.18) and it is equal to 50 m. Transmission
range of each node is 250 m. The route request time per TTL is 150 ms. The
results were averaged over ten simulation runs.
4.3.2.2 Second Scenario Results

Now we present the results of the second scenario. We use the defined
performance metrics in the previous section.
4.3.2.2.1 Routing Overhead
X The routing overhead in AODV is increased as shown in figure 4.7. The

increase in routing overhead is due to the increase of mobility speed which

leads to high link breakage according to high mobility degree of nodes.
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Figure 4.7: Routing Overhead in the second scenario
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But the overhead in AODV-LAR and AODV-Line stay in the same range. As
shown in the figure, the overhead of the two proposed protocols is less than the
overhead of the original AODV. The reason of the reduction of the overhead is
the restricted flooding used in the proposed protocols. AODV-Line overhead is
less than the overhead obtained by using AODV-LAR. The reason is that in
LAR the restricted search area in AODV-LAR depends on node speed to define
the search area and doesn’t take into account the node density in the network,
and this area is always larger than that of AODV-Line. The larger the earch area
contains higher number of nodes which leads to higher overhead.
4.3.2.2.2 Number of Transmitted RREQ Packets

The number of RREQ packets flooded in the network of AODV-LAR
and AODV-Line is less that of the original AODV as shown in figure 4.8. The
main reason for this is the restricted flooding in AODV-LAR and AODV-Line

which leads to less number of RREQ packets flooded inside the network.

25000
PR

20000 7¢*F '

15000
== =@==iAODV-Line

10000 =>4=iAODV-LAR
‘__4__‘___0———0 == QOriginal AODV

5000
O T T T T 1

10 20 30 40 50
Node Speed

Figure 4.8: Number of RREQ packets transmitted in the second scenario
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The reason for the decrease in the number of flooded RREQ packets is
that in the two proposed protocols the flooding of RREQ packets is restricted to
inside a smaller area while AODV floods the whole network with RREQ
packets. This proves the effectiveness of the two proposed protocols in
decreasing the overhead of the original AODV. This reduction saves the nodes
and network resources. Hence, the two proposed protocols outperform the
original AODV.
4.3.2.2.3 Route Discovery Delay

The best route discovery delay is obtained by using AODV-Line protocol
as shown in figure 4.9. The delay decreases when we use AODV-Line because
its overhead is low, where the overhead consumes the computation resources and

leads to high processing delay of control packets.
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Figure 4.9: Route discovery delay in the second scenario
But when we use AODV-LAR we see that the delay increases as the speed

increases. While in low speed, the delay of AODV-LAR is better than the delay
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of AODV. The delay of AODV-LAR in the figure is not better than the delay of
AODV in high mobility speeds. The reason of that is that with high mobility
speed the rectangular search area size is increased. TTL estimation duplicates the
flooding of RREQ in instance to decrease the delay. But we may find a route
using near intermediate nodes. But this estimation leads to high overhead also in
high speeds. Then the increase of the overhead comes from the larger search
region caused by high mobility speed and the TTL estimation that leads to
increased overhead. This increased overhead leads to high processing delay and
this increases the route discovery delay of AODV-LAR. AODV-Line
performance doesn’t depend on node speed, but depends on node density with
fixed search area which decreases the overhead and leads to more reduction in
delay. Then the TTL estimation technique is sufficient for low node speeds and
insufficient with high node speeds.

4.3.2.2.4 Packet Delivery Ratio (PDR)

The results of the packet delivery ratio (PDR) for the proposed protocols
and the original AODV are comparable as shown in figure 4.10. This proves the
validity of the two proposed protocols. Note that when the node speed increases
the packet delivery ratio decreases. The reason is that the high link breakage

which is caused by high mobility speeds.
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Figure 4.10: Packet Delivery Ratio (PDR) in the second scenario
4.3.2.2.5 Normalized Routing Load (NRL)

The normalized routing load of the two proposed protocols is better than
that of the original AODV as shown in figure 4.11. The lowest routing load is
obtained when we use AODV-Line and AODV-LAR, because they have the

lowest overhead values and their PDF is comparable to the original AODV.
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Figure 4.11: Normalized Routing Load (NRL) in the second scenario
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This decrease in NRL proves the validity of the proposed protocols. The
reduction in NRL leads to reduction in consuming nodes resources like
computation resources, memory resources and power.
4.3.2.2.6 Hop Count

The average hop count of AODV-Line and AODV-LAR is less than that
of the original AODV as shown in figure 4.12. The main reason is that the
shortest path is always found near the line connecting the source and destination
[58]. In the AODV-LAR and AODV-Line the search for a route is always near
the line connecting the source and destination which leads to a smaller number
of hop count. In AODV, the search is done over the whole network which leads

to high values of hop count.
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Figure 4.12: Hop counts in the second scenario

As shown in the figure we can say that the proposed protocols outperform the

original AODV.
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Finally we can say that the results show that the proposed protocols,
AODV-LAR and AODV-Line outperform the original AODV. The proposed
protocols decrease the overhead of AODV. When using AODV-LAR we obtain
25% reduction of overhead of AODV. The use of AODV-Line leads to 50%
reduction of AODV overhead. Also, the proposed protocols reduce the delay of
the original AODV. The PDF of the proposed protocols is comparable with that

of the original AODV.
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CHAPTER 5

CONCLUSION AND FUTURE WORK

5.1 Conclusion

In this thesis we proposed two protocols to reduce the overhead of
AODV. The proposed protocols use location information obtained by GPS to
reduce the routing overhead of AODV. The first protocol called AODV-LAR
uses location information to restrict the flooding of route discovery process to
within a small rectangular search area. AODV-LAR also uses a TTL estimation
equation to reduce the delay and overhead. The second proposed protocol called
AODV-Line uses location information to restrict flooding near the line
connecting source and destination nodes. The simulation results show that
AODV-LAR and AODV-Line outperform AODV where both proposed
protocols reduce the overhead and the delay of AODV. The results also show
that the TTL estimation equation used in AODV-LAR is sufficient at low
mobility speed, while it adds more overhead and delay at high mobility speeds.
5.2 Future Work

Many improvements can be done to add more performance to AODV-
LAR and AODV-Line. One suggestion is to make centralized location system,

where each node stores its location and queries for other node locations from this
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system. Another suggestion is to modify AODV-LAR and AODV-Line to
increase the packet delivery ratio (PDF). Performance comparison between our

proposed protocols and other location aided routing protocols can be done.
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