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 ملخص الدراسة

الازدحام في علبة تبديل الشبكات. تتجنب  (ERED)البوابات المحسنة عشوائية الكشف المبكر المقترحة           
إلى قائمة الانتظار الموازي  هالازدحام عن طريق حساب متوسط حجم الطابور بعد تحويل بداية بوابةتكتشف ال
الحزم الى البوابة أو انتقائية  الازدحام سواء من خلال إسقاط واولتاالات من الاخطر تبوابة يمكن أن الالثانوي. 

بتعليم او حذف كل  البواباتتقوم مسبقا،  الحد الفاال المحددطابور التوجيه مسار بديل. عندما يتجاوز متوسط حجم 
متوسط نية حقيقة على مب يةحتمالالا، وهذا في قائمة الانتظار الموازي الثانوي، حيث الحزم الواالة باحتمالية معينة

 .حجم الطابور
 

بالتقطعات نتظار في الوقت الذي تسم  الاحجم قائمة  متوسطانخفاض لحفاظ على با  EREDال  بواباتتقوم      
بورود اتاال  تعلم البوابةأن  يةبين الحين والآخر من الحزم في قائمة الانتظار. أثناء الازدحام، احتمال العرضية
 . البوابةها يتناسب تقريبا مع حاة هذا الادد من عرض النطاق الترددي من خلال حد من نافذتيمعين 

لا يوجد  ERED بوابة  . TCP طبقة نقل بروتوكول التحكم في الازدحام مثل لملازمة ERED تم تاميم بوابات
في نفس  افذهاو نتنقص  التي تاالاتالامن العديد من  الشاملالتزامن  وتجنب ةمتقطعالحركة التحيز ضد  الديه

 :بعض المزايا نحقق RED الوقت. بالمقارنة مع بروتوكول
 

 .تحقيق إنتاجية عالية، وانخفاض متوسط التأخير .1
 .انخفاض حذف الحزمتحقيق  .2
 .تجنب الازدحام خااية تحقيق .3

 ++omnett استخدام جهاز محاكاة قوية بما فيه الكفاية للنشر في أجهزة التوجيه.   ERED ونحن نعتقد أن        
  ERED .لتوضي  أداء بوابات

 
 مفتاحية : كلمات

 .  ERED ،  RED  ، TCP  ،ه تجنب الازدحام، المسارات المتعددة التوجي 
. 
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ABSTRACT 

        Our proposed Enhanced Random Early Detection (ERED) gateways for congestion 

avoidance in packet switched networks.  The gateway detects incipient congestion by 

computing the average queue size after converting to secondary parallel queue. The 

gateway could notify connections of congestion either by dropping packets arriving at the 

gateway or selecting alternative path routing. When the average queue size exceeds a 

preset threshold, the gateway drops or marks each arriving packet with a certain 

probability, this in secondary parallel queue, where the exact probability is a function of 

the average queue size.  

         ERED gateways keep the average queue size low while allowing occasional bursts 

of packets in the queue. During congestion, the probability that the gateway notifies a 

particular connection to reduce its window is roughly proportional to that connection’s 

share of the bandwidth through the gateway.  

         ERED gateways are designed to accompany a transport layer congestion control 

protocol such as TCP. The ERED gateway has no bias against bursty traffic and avoids 

the global synchronization of many connections decreasing their window at the same 

time.  By comparison with RED protocol we realize some advantages:  

1) Achieve high throughput and low average delay.  

2) Achieve less drop packets.  

3) Achieve congestion avoidance property. 

        We believe that ERED is sufficiently robust for deployment in routers. Simulator 

omnett++ 4.2.2 are used to illustrate the performance of ERED gateways. 

Keywords:  Congestion Avoidance, Multipath routing, RED, ERED ,TCP. 
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1 CHAPTER 1: INTRODUCTION 

         This thesis implements an algorithm called ERED. ERED gateways keep the 

average queue size low while allowing occasional bursts of packets in the queue. 

During congestion, the probability that the gateway notifies a particular connection to 

reduce its window is roughly proportional to that connection’s share of the bandwidth 

through the gateway.  

        By now we have seen enough layers of the network protocol hierarchy to 

understand how data can be transferred among processes across heterogeneous 

networks. We now turn to a problem that spans the entire protocol stack how to 

effectively and fairly allocate resources among a collection of competing users. The 

resources being shared include the bandwidth of the links and the buffers on the 

routers or switches where packets are queued awaiting transmission. Packets contend 

at a router for the use of a link, with each contending packet placed in a queue waiting 

its turn to be transmitted over the link [1]. When too many packets are contending for 

the same link, the queue overflows and packets have to be dropped or take another 

route as in enhanced protocol. When such drops become common events, the network 

is said to be congested.  

        Most networks provide a congestion control mechanism to deal with just such a 

situation. A mechanism, called random early detection (RED), invented by Sally 

Floyd and Van Jacobson in the early 1990s.  We note that several modifications have 

since been proposed both by the inventors and by other researchers. However, the key 

ideas are the same in basic, and we propose a mechanism to avoid dropping packet 

save it at least and we learn it to select another route that have less than congestion .     

        For many years ago a lot of algorithms are implemented for finding the shortest 

path from a source to a destination, these algorithms work under assumption that the 

network is like a graph consist of vertices and links, most of those protocols pay 

attention to the link status like its length, however according to [2], another research 

[3] note that the bottlenecks in networks appear in nodes rather than links. 
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        In real networks we should note the following: 

 The propagation delay that is directly proportional to link length is actually 

very small. 

 Compared with the link propagation delay, delays experienced in nodes may 

be very large. 

 The number of parameters associated with a link is small. 

Many function blocks are added to nodes, rather than links. We can admit that some 

of the nodal parameters can be reassigned to links but only in case no shared re- 

sources are used. 

        Many routing algorithms schemes try to find the best optimal path for the routing 

according to some criteria’s, the best means that the traffic is always routed over a 

single path, that leads to waste the network resources and makes the links congested 

with traffic. 

Multipath Routing is an alternative approach that distributes the traffic among several 

"good" paths instead of routing all traffic along a single "best" path. 

        Multipath routing is the routing technique of using multiple alternative paths 

through a network, which can yield a variety of benefits such as fault tolerance, 

increased bandwidth, or improved security. The multiple paths computed might be 

overlapped, edge-disjointed or node-disjointed with each other. Extensive research 

has been done on multipath routing techniques, but multipath routing is not yet widely 

deployed in practice [2]. Unlike traditional routing schemes that route all traffic along 

a single path, multipath routing strategies split the traffic among several paths in order 

to ease congestion. It has been widely recognized that multipath routing can be 

fundamentally more efficient than the traditional approach of routing along single 

paths. Yet, in contrast to the single-path routing approach, most studies in the context 

of multipath routing focused on heuristic methods [3].   

http://en.wikipedia.org/wiki/Routing
http://en.wikipedia.org/wiki/Fault_tolerance
http://en.wikipedia.org/wiki/Bandwidth_%28computing%29
http://en.wikipedia.org/wiki/Network_security
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       Congestion control and resource allocation involve both hosts and network 

elements such as routers. In network elements, various queuing disciplines can be 

used to control the order in which packets get transmitted and which packets get 

dropped. The queuing discipline can also segregate traffic; that is, to keep one user’s 

packets from unduly affecting another user’s packets. At the end hosts, the 

congestion-control mechanism paces how fast sources are allowed to send packets. 

This is done in an effort to keep congestion from occurring in the first place, and 

should it occur, to help eliminate the congestion. 

1.1 Problem Statement  

        In network elements, various queuing disciplines can be used to control the order 

in which packets get transmitted and which packets get dropped. To avoid dropping 

packet we suppose ERED protocol using multipath routing and make less than 

congestion and to deal with dropping packets. The dropping packets are a big problem 

in networks. This is done in an effort to keep congestion from occurring in the first 

place, and should it occur, to help eliminate the congestion [1]. 

1.2 Objectives 

        The goal of this thesis is to implement ERED(enhancement RED protocol using 

multipath routing) to make congestion avoidance and to verify its compatibility on 

network compared to the existing system. 

     We aim to achieve  two objectives: 

 The ERED protocol makes less than dropping of packets when we comparing 

with the default  basic RED (random early detection) protocol. 

 Using multipath routing property solve congestion problem when the packet 

dropped  or the source notify by gateway, we take another route to  solve it. 
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1.3 Scope and Limitations  

        The RED algorithm is a congestion avoidance technique highly used in modern 

communication networks for avoiding network congestion. Compared to existing 

algorithms, the RED system monitors network traffic loads in an effort to anticipate 

and avoid congestion at common network bottlenecks i.e. the system triggers before 

any congestion actually occurs. Moreover, RED uses AQM techniques currently 

deployed in large IP networks. It takes advantage of TCP’s congestion control 

mechanism to avoid congestion in network where packets are dropped 

probabilistically prior to periods of high congestion.  

        The thesis aimed towards the realization of an enhanced RED protocol algorithm 

for  

 Improving by minimizing dropping packets.   

 Improving by using multipath routing property.  

 Improving by making low average queue. 

 Improving by the rate of operation for heavily congested.  

 Implements the existing drop tail congestion avoidance algorithm and shows 

the relationship between avg and Pa.  

1.4 Research Methodology  

        In our research, we intend to achieve our specific research objectives using the 

following methodology shown in Figure 1.1. 

 Research and Survey:  

     This includes reviewing the recent literature related to RED protocol and 

multipath routing. Based on the survey, we formulate the ERED protocol with 

multipath routing property. 
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 RED protocol and multipath routing collections: 

        We collect largest freely public related RED protocols and recent 

publication papers.   

 Studying OMNET++ simulator: 

         We use OMNeT++ simulator version omnetpp-4.2.2 and  omnetpp is an 

object-oriented modular discrete event network simulation framework. It has a 

generic architecture, so it can be (and has been) used in various problem 

domains:  

o Modeling of wired and wireless communication networks.  

o Protocol modeling.  

o Modeling of queueing networks.  

o Modeling of multiprocessors and other distributed hardware systems.  

o Validating of hardware architectures.  

o Evaluating performance aspects of complex software systems.  

o In general, modeling and simulation of any system where the discrete event 

approach is suitable, and can be conveniently mapped into entities 

communicating by exchanging messages.  

 Design ERED protocol: 

         After reading and collection information about RED protocol, we design 

an enhancement protocol called ERED with multipath routing property.  

 Development of our proposed algorithm: 

         For this stage, we implement our algorithm using omnetpp-4.2.2 

simulator and we will talk in details in chapter4. 
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 Testing and validation: 

        For this stage, after finishing encoding stage we will make test and 

validate the ERED  protocol, and make the results and analysis.  

   

Figure 1.1 : Research Methodology 

 

Research and Survey 

RED protocol and multipath routing 

collections 

Studying OMNET++ simulator 

Development of our proposed algorithm 

Testing and validation 

Design ERED protocol  
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1.5 Research Format  

     The research report is organized as follows: Chapter 2 discusses the state of the art 

and literature survey. Chapter 3 includes the theoretical foundation of the research. 

Chapter 4 presents the proposed ERED protocol (enhancement on Red using 

multipath routing). Chapter 5 presents the experimental results and evaluation. 

Finally, Chapter 6 presents conclusions and future work.  
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2 CHAPTER 2: RELATED WORKS 
 

        In this chapter, related works that address the problem of dropping packets and 

avoid congestion by enhancement in RED protocol with multipath routing property 

are reviewed.  

2.1 Random Early Detection Gateways for Congestion Avoidance 

        Several researchers have studied early random drop gateways as a method for 

providing congestion avoidance at the gateway    

        In [4], presents random early detection (RED) gateways for congestion 

avoidance in packet switched networks. The gateway detects incipient congestion by 

computing the average queue size. The gateway could notify connections of 

congestion either by dropping packets arriving at the gateway or by setting a bit in 

packet headers. When the average queue size exceeds a preset threshold, the gateway 

drops or marks each arriving packet with a certain probability, where the exact 

probability is a function of the average queue size.   

        RED gateways keep the average queue size low while allowing occasional bursts 

of packets in the queue. During congestion, the probability that the gateway notifies a 

particular connection to reduce its window is roughly proportional to that 

connection’s share of the bandwidth through the gateway. RED gateways are 

designed to accompany a transport-layer congestion control protocol such as TCP.  

        The RED gateway has no bias against bursty traffic and avoids the global 

synchronization of many connections decreasing their window at the same time. 

Simulations of a TCP/IP network are used to illustrate the performance of RED 

gateways.  

        Hashem [5] discusses some of the shortcomings of random drop and drop tail 

gateways, and briefly investigates early random drop gateways. In the implementation 

of early random drop gateways in [5], if the queue length exceeds a certain drop level, 

then the gateway drops each packet arriving at the gateway with a fixed drop 

probability. This is discussed as a rough initial implementation. Hashem [5] stresses 
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that in future implementations the drop level and the drop probability should be 

adjusted dynamically, depending on network traffic.  

        Hashem [5] points out that with drop tail gateways each congestion period 

introduces global synchronization in the network. When the queue overflows, packets 

are often dropped from several connections, and these connections decrease their 

windows at the same time. This results in a loss of throughput at the gateway. The 

paper shows that early random drop gateways have a broader view of traffic 

distribution than do drop tail or random drop gateways and reduce global 

synchronization.  

 

        It suggests that because of this broader view of traffic distribution, early random 

drop gateways have a better chance than drop tail gateways of targeting aggressive 

users. The conclusions in [5] are that early random drop gateways deserve further 

investigation. For the version of early random drop gateways used in the simulations 

in [6], if the queue is more than half full then the gateway drops each arriving packet 

with probability 0.02.  

 

        Zhang [6] shows that this version of early random drop gateways was not 

successful in controlling misbehaving users. In these simulations, with both random 

drop and early random drop gateways, the misbehaving users received roughly 75% 

higher throughput than the users implementing standard 4.3 BSD TCP.  

 

        The gateway congestion control survey [7] considers the versions of early 

random drop described above. The survey cites the results in which the early random 

drop gateway is unsuccessful in controlling misbehaving users [6]. As mentioned in 

[8], early random drop gateways are not expected to solve all of the problems of 

unequal throughput given connections with different roundtrip times and multiple 

congested gateways, when we take in our account the congestion in a network may 

occur at any interval[9].  
 

         In [7], the goals of early random drop gateways for congestion avoidance are 

described as “uniform, dynamic treatment of users (streams/flows), of low overhead, 
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and of good scaling characteristics in large and loaded networks”. It is left as an open 

question whether or not these goals can be achieved.  

 

        Among existing congestion control schemes, the benefits and the simplicity of 

the RED gateway algorithm make it an attractive solution for ATM networks [10]. 

RED is an active queue management scheme [11, 12], was proposed to solve the 

global synchronization problem in TCP connections sharing a congested router and to 

reduce the bias against bursty connections.   

        On other hand, mobile terminals start their transmissions at the beginning of each 

mini slot, in a way similar to a slotted ALOHA system, .with the difference that the 

channel can hold multiple simultaneous transmissions, leading to a slotted ALOHA 

spread spectrum system. In the related literature there exist several medium access 

control protocols that might be applied to this access interface - see for example [13], 

[14] and [15]. 

        It was an improvement over the previous proposals such as random drop and 

early random drop [5–7]. It has been implemented in various routers and has been 

recommended for queue management by Internet Engineering Task Force (IETF), in 

order to reduce the increasing packet loss rates caused by an exponential increase in 

network traffic [12,16].  

        The behavior of RED is still not fully understood [17]; the relationship between 

its parameters and performance in terms of throughput is still being investigated. [11, 

18, 20].  

        Most of the existing studies are obtained with simulations suggesting 

modifications to the RED algorithm.  

        For example, Feng et al. [21] proposed modified random early detection 

(MRED) gateways for congestion avoidance in TCP/IP networks, MRED aims at 

providing better control over the burstiness level while maintaining the advantages of 

RED. The numerical results demonstrate that MRED can achieve higher link 

utilization than RED without sacrificing its advantages in all simulation scenarios. 

This improvement becomes more significant under bursty traffic.  
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        Sun et al. [22] proposed a new active queue management (AQM) scheme to 

improve the performance of the RED AQM. The new AQM is based on the 

proportional derivative (PD) control principle, and is called PD–RED. In PD–RED 

the authors introduced minimal changes to RED. They demonstrated the improvement 

in performance of PD–RED over the recently introduced Adaptive RED AQM by 

simulations.  

        Christiansen et al. [23] studied the effects of RED on the performance of Web 

browsing. They empirically evaluate RED across a range of parameter settings and 

offered loads. May et al. [24] modeled the throughput of the RED. They have shown 

that under heavy load, the throughput is inversely proportional to the load. 

Throughput can be increased by tracking the state of individual connections/links [18, 

19, 25, 26] or by selecting appropriate parameters for RED [27–29].  

 

        Suter et al. [18] studied the throughput of RED under per-flow queue 

management for several cases. It is found that with a large number of TCP 

connections, the throughput of RED is generally low. Moreover, with a mixture of 

bursty and greedy sources, RED suffers from unfairness and low throughput. When 

TCP has to compete with more aggressive sources, or is used in asymmetric networks 

with a perpetually congested reverse path, RED’S throughput is very low.  

 

        To solve the problem of unfairness among links [10,30], Kim and Lee [25] 

studied the Fair Buffering RED (FB-RED) for running TCP over ATM connections, 

which takes advantage of ATM to improve the fairness characteristics of the RED 

gateway algorithm. The developed algorithm calculates the bandwidth-delay product 

of each connection and based on this value it ensures fair drop probabilities. Although 

FB-RED results in fairness among links, it needs to track the information for all the 

links. This results in scalability problem, which makes it impractical in a large 

network Lin and Morris [26] proposed Fair RED (FRED) to enhance the performance 

of RED gateways. The algorithm relies on usage of buffer spaces by the different 

traffic flows (per-active-flow accounting) to determine the drop rate of the flow. 

Although it achieves a fair drop rate for different flows, it needs to track the state of 

each flow which results in a scalability problem similar to those in [25].  
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        To solve the scalability problem of FB-RED [25] and FRED [18], Ott et al. [19] 

proposed Stabilized Random Early Drop (SRED) which, like RED, preemptively 

discards packets with a load dependent drop probability when the buffer in a router 

gets congested. SRED can stabilize the buffer occupancy, over a wide range of load 

levels, independent of the number of active connections. SRED therefore overcomes 

the scalability issues of [25,26]. It, however, even with small number of traffic flows, 

suffers from low throughput.  

        Lakshman et al. [27] carried out a simulation of TCP/IP over ATM to study the 

throughput of RED. It was found that an exponential drop function is better than the 

single linear drop function of RED. However, an exponential drop function requires 

more computing power and is not easily implemented in hardware.  

Feng et al. [28] showed that the effectiveness of RED depends, to a large extent, on 

the appropriate selection of the RED parameters. They showed that there is no single 

set of RED parameters that work well under different congestion scenarios and 

therefore they proposed an adaptive RED that self-parameterizes itself based on the 

traffic mix. However, adaptive determination of the RED parameters complicates 

buffer management of high speed router/gateways.   

        Parris et al. [29] pointed out that RED is not effective in the case of UDP 

sources. They proposed Classed Based Threshold (CBT), which sets the buffer 

thresholds for packet dropping according to their traffic types (TCP vs. UDP) and 

priority classes. Their scheme tags UDP traffic which has its own drop thresholds that 

are different from the thresholds used for TCP traffic. The performance of TCP traffic 

is thus protected in the presence of UDP traffic.  

        May et al. [17] studied the queuing delay and delay variance (jitter) of RED. It is 

found that RED has a large delay variance which is also very sensitive to the weight 

parameter wQ of RED. The smaller the value of wQ, the larger the delay variance. 

Further, for real-time application, RED’S delay is large. To study the stability of the 

RED algorithm, Firoiu and Borden [30] modeled RED as a feedback control system, 

and pointed out that RED will induce network instability and major traffic disruption 

if not properly configured. 
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2.2 Early congestion detection and adaptive routing in MANET   

        In [9], Ad hoc mobile networks are composed of mobile nodes communicating 

through wireless medium, without any fixed backbone infrastructure. In these 

networks, congestion occurs in any intermediate node when data packets travel from 

source to destination and they incur high packet loss and long delay, which cause the 

performance degradations of a network. This paper proposes an early congestion 

detection and adaptive routing in MANET called as EDAPR. Initially EDAPR 

constructs a NHN (non-congested neighbors) neighbors list and finds a route to a 

destination through an NHN node. All the primary path nodes periodically calculate 

its queue_status at node level. While using early congestion detection technique, node 

detects congestion that is likely to happen and sends warning message to NHN nodes. 

The ancestor NHN node is aware of this situation and finds an alternate path to a 

destination immediately by applying adaptive path mechanism. Thus, EDAPR 

improves performance in terms of reducing delay, routing overhead and increases 

packet delivery ratio without incurring any significant additional cost. The 

performance of EDAPR was compared with EDAODV and EDCSCAODV using the 

Ns-2 simulator. The result reveals significant improvement over EDAODV and 

EDCSCAODV routing schemes[9].  

        Early congestion detection and adaptive routing in MANET called EDAPR is a 

unicast routing protocol for MANET. It reduces network congestion, by minimizing 

the flooding of traffic, find a non-congested path between source and destination. We 

present this as complete design with an in-depth evaluation using EDAPR routing 

protocol. When the source host wants to transmit a data packet to a destination, 

EDAPR protocol first constructs a NHN set (non-congested neighbors) which 

connects both one hop and two hop neighbors and initiates the route discovery 

procedure by using NHN set to find a non-congested path to a destination [31,32]. 

After the route discovery, data packet is transmitted to the destination. Hence, the 
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EDAPR can reduce the overhead and automatically finds the non-congested path and 

decreases the flooding packets. EDAPR consists of the following components 

1. NHN set construction. 

2. Route discovery. 

3. Adaptive routing.  

o Bidirectional path discovery  

        Kumaran and Sankaranarayanan [9] view that : the source discovers the route to 

the destination; it broadcasts an RREQ packet toward the destination, the destination 

responds to the first arrived RREQ and sends back an RREP packet. The RREP will 

travel back in the path the RREQ previously travelled and adds a new entry in its 

routing table. This path becomes the primary route between the source and the 

destination. Each node has two routing tables, primary table (denoted as PRT) and 

alternate path routing table (denoted as ART). PRT is used to direct packets on the 

primary route, while ART directs packets on alternate path routes. If ART = 0 for a 

node that does not appear on an alternate path route of any connection . 

        A primary path of a node predicts its congestion status and periodically 

broadcasts a congestion status packet (CSP) to its neighbors with TTL =1. 

        The CSP packet contains the node’s congestion status and a set of parameters 

(source S, destination D, previous ZoneI node P_ZoneI, Previous ZoneI hop count 

P_Zhop, Next ZoneI node N_ZoneI, Next ZoneI hop count N_Zhop), each for a 

destination appearing in the routing table.  

o Self cure routing 

        Kumaran and Sankaranarayanan [9] view that :  the source discovers the route to 

the destination; it broadcasts an RREQ packet toward the destination, the destination 

responds to the first arrived RREQ and sends back an RREP packet. The RREP will 

travel back in the path the RREQ previously travelled and adds a new entry in its 

routing table. This path becomes the primary route between the source and the 
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destination. Each node has two routing tables, primary table (denoted as PRT) and 

neighbors table (denoted as NRT).  

        PRT is used to direct packets on the primary route. A primary path of a node 

predicts its congestion status and periodically broadcasts a congestion status packet 

(CSP) to is neighbors with TTL= 1. The CSP packet P contains the node’s congestion 

status and a set of parameters (Source S, Destination D, Hop Count hop, Sequence 

Number Seq, Congestion Status Cong and Neighbors information N_list), each for a 

destination appearing in the routing table. 

2.3 Congestion control and resource allocation 

        Early congestion detection technique Congestion in a network may occur at any 

interval, when the number of packets coming to a node exceeds its buffer capacity, the 

node becomes congested and starts losing packets. We can use a variety of metrics at 

a node to monitor congestion status. For instance, we can be based on the percentage 

of all packets discarded for lack of buffer space and the average queue length. We use 

an early congestion detection technique at a node to detect the congestion well in 

advance. An early congestion detection technique is a queue management algorithm 

with an optimization of random early detection (RED) model that makes use of direct 

measurement congestion status well in advance in a network [4].   

         In[1], say the Congestion control and resource allocation are two sides of the 

same coin. On the one hand, if the network takes an active role in allocating 

resources—for example, scheduling which virtual circuit gets to use a given physical 

link during a certain period of time—then congestion may be avoided, thereby 

making congestion control unnecessary. Allocating network resources with any 

precision is difficult, however, because the resources in question are distributed 

throughout the network; multiple links connecting a series of routers need to be 

scheduled. On the other hand, you can always let packet sources send as much data as 

they want, and then recover from congestion should it occur. This is the easier 

approach, but it can be disruptive because many packets may be discarded by the 

network before congestion can be controlled. Furthermore, it is precisely at those 
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times when the network is congested—that is, resources have become scarce relative 

to demand—that the need for resource allocation among competing users is most 

keenly felt. There are also solutions in the middle, whereby inexact allocation 

decisions are made, but congestion can still occur and hence some mechanism is still 

needed to recover from it. Whether you call such a mixed solution congestion control 

or resource allocation does not really matter. In some sense, it is both.  

        Congestion control and resource allocation involve both hosts and network 

elements such as routers. In network elements, various queuing disciplines can be 

used to control the order in which packets get transmitted and which packets get 

dropped. The queuing discipline can also segregate traffic; that is, to keep one user’s 

packets from unduly affecting another user’s packets. At the end hosts, the 

congestion-control mechanism paces how fast sources are allowed to send packets. 

This is done in an effort to keep congestion from occurring in the first place, and 

should it occur, to help eliminate the congestion [1]. 

2.4 Multipath Routing   

        A novel view of routing protocols [3] concludes that nodes are more important 

than links when deciding routes. Taking those findings into consideration they have 

proposed a Link State Multi-Path (LSMP) routing protocol that shows many 

advantages over traditional link state routing protocols such as OSPF. LSMP has very 

simple algorithms. It easily supports local optimization (ILSMP) and can achieve 

much better traffic balancing in large and complex networks. 

Recent studies show that the network would be more efficient and robust if routers 

could flexibly divide traffic over multiple paths. Unlike traditional routing schemes 

that route all traffic along a single path, multipath routing uses more than one path 

simultaneously to carry traffic between source and destination or ingress and egress 

pairs. Each path conveys a portion of data from the source, and the sink assembles the 

data fragments received from the various paths. If some paths fail to deliver data, then 

as long as the scale of failure is modest, the sink could still receive data using other 

routing paths. Therefore, the network would be more efficient and robust if routers 
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could flexibly divide traffic over multiple paths [33]. Multipath routing could solve 

the algorithmic question of paths selection, avoid link congestion, and rebuild route 

quickly [34]. 

        Recently, traffic congestion avoidance has become a topic of recent investigation 

in multipath routing algorithms [34]. 

Congestion control for Heterogeneous Network: [35] 

 

        A Heterogeneous network is a collection of wired, wireless and mobile networks. 

The convergence of this network is the success of the next generation networking. It 

has some challenge like: 

(1) Maximize network resources utilization, and Minimize operational costs, 

delay and bandwidth on all the types of wired-wireless-mobile networks. 

(2) Mix the QoS associated with Fixed, Mobile and Core networks. 

Consider a heterogeneous network that is represented by a directed graph G = (V, E). 

Where V is the set of wired and wireless nodes and E is the set of links between 

different networks. Each link (i,j) € E is associated with a primary cost parameter 

c(i,j) j) and p is additive QoS parameters P = 1,2,…..p. The problem is to find a 

shortest path from source to destination. 

1- A Heterogeneous network is a collection of wired, wireless and mobile 

networks. It is denoted as N = (N1, N2, N3 ……Nn). 

N is the heterogeneous network. N1, N2 …. Nn may be wired, wireless and 

mobile node. 

2- Multiple paths are denoted as P. P = P1, P2…..Pn n is a number of paths. 

Message passed over multiple paths. Load is shared between various links 

between source to destination 

3- The set Ri=R1, R2, R3…..Rn represents the distribution of the load across the 

set of the resources. Total traffic sent from the source is R = ∑ Ri. 

 

        The research in [35] proposed a new improved QoS multipath routing algorithm 

for Ad-Hoc On Demand Multipath Distance Vector (AOMDV).  

The first step of the algorithm is route disjoint nodes, so path disjointness will be 

discovery, Route Request packets are forwarded throughout the network. Hence 
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multiple paths are established at destination node and at the intermediate nodes. The 

advertised hop count method at each node is helpful to get Multiple Loop free path. 

Route advertisements of the destination passed through hop count. An alternate path 

to the destination is selected by a node if the hop count is less than the advertised hop 

count for the destination. 

        In AOMDV algorithm is used to compute multiple paths during route discovery. 

The AOMDV protocol has two main components: 

1- Establish and maintain multiple loop-free paths at each node of the network. 

2- Compute link-disjoint paths 

        In [34], a multipath routing is formulated as an optimization problem of 

minimizing network congestion. The authors have proposed a polynomial time 

algorithm that approximates the optimal solution for restricting a number of paths to 

be chosen and their quality which is based on the length of a path. Though it showed 

the efficiency of optimizing a congestion reduction, this algorithm employs 

centralized routing; hence, all routing decisions were determined at the source node. 

Although centralized routing might be simple and intuitive, it is not proper for mobile 

networks.  

2.5 Summary   

        In this chapter, related works that address the problem of dropping packets and 

avoid congestion by enhancement in RED protocol with multipath routing property 

are presented.  

         In the next chapter, the fundamental concepts which represent the basis for 

understanding our research will be presented. 
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3 CHAPTER 3: THEORETICAL FOUNDATION 

         In this chapter, the fundamental concepts which represent the basis for 

understanding this research are presented. First, RED protocol is presented and then 

multipath routing is shown. Finally, an overview of used simulator performance and 

implementation is presented. 

3.1 Random Early Detection (RED)  

        In [1], a mechanism called random early detection (RED), its scheme in each 

router is programmed to monitor its own queue length, and when it detects that 

congestion is imminent, to notify the source to adjust its congestion window. RED, 

invented by Sally Floyd and Van Jacobson in the early 1990s, it have two properties. 

The first is that rather than explicitly sending a congestion notification message to the 

source, RED is most commonly implemented such that it implicitly notifies the source 

of congestion by dropping one of its packets. The source is, therefore, effectively 

notified by the subsequent timeout or duplicate ACK. In case you haven’t already 

guessed, RED is designed to be used in conjunction with TCP, which currently 

detects congestion by means of timeouts (or some other means of detecting packet 

loss such as duplicate ACKs). As the “early” part of the RED acronym suggests, the 

gateway drops the packet earlier than it would have to, so as to notify the source that 

it should decrease its congestion window sooner than it would normally have. In other 

words, the router drops a few packets before it has exhausted its buffer space 

completely, so as to cause the source to slow down, with the hope that this will mean 

it does not have to drop lots of packets later on. Note that RED could easily be 

adapted to work with an explicit feedback scheme simply by marking a packet instead 

of dropping it, as discussed below on Explicit Congestion Notification.  

Explicit Congestion Notification (ECN) 

 

       While current deployments of RED almost always signal congestion by dropping 

packets, there has recently been much attention given to whether or not explicit 

notification is a better strategy. This has led to an effort to standardize ECN for the 

Internet. The basic argument is that while dropping a packet certainly acts as a signal 
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of congestion, and is probably the right thing to do for long-lived bulk transfers, doing 

so hurts applications that are sensitive to the delay or loss of one or more packets. 

Interactive traffic such as telnet and web browsing are prime examples. Learning of 

congestion through explicit notification is more appropriate for such applications.  

       Technically, ECN requires two bits; the proposed standard uses bits 6 and 7 in the 

IP type of service (TOS) field. One is set by the source to indicate that it is ECN 

capable, that is, able to react to a congestion notification.  

        The other is set by routers along the end-to-end path when congestion is 

encountered. The latter bit is also echoed back to the source by the destination host. 

TCP running on the source responds to the ECN bit set in exactly the same way it 

responds to a dropped packet. As with any good idea, this recent focus on ECN has 

caused people to stop and think about other ways in which networks can benefit from 

an ECN style exchange of information between hosts at the edge of the networks and 

routers in the middle of the network, piggybacked on data packets. The general 

strategy is sometimes called active queue management, and recent research seems to 

indicate that it is particularly valuable to TCP flows that have large delay-bandwidth 

products.   

       The second property is in the details of how RED decides when to drop a packet 

and what packet it decides to drop. To understand the basic idea, consider a simple 

FIFO queue. Rather than wait for the queue to become completely full and then be 

forced to drop each arriving packet, we could decide to drop each arriving packet with 

some drop probability whenever the queue length exceeds some drop level. This idea 

is called early random drop. The RED algorithm defines the details of how to monitor 

the queue length and when to drop a packet.  

        In the following paragraphs, we describe the RED algorithm as originally 

proposed by Floyd and Jacobson. We note that several modifications have since been 

proposed both by the inventors and by other researchers; some of these are discussed. 

However, the key ideas are the same as those presented below, and most current 

implementations are close to the algorithm that follows. First, RED computes an 
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average queue length using a weighted running average similar to the one used in the 

original  TCP timeout computation. That is, AvgLen is computed as  

AvgLen = (1−Weight)×AvgLen+Weight×SampleLen 

 
 where 0 < Weight < 1 and SampleLen is the length of the queue when a sample 

measurement is made. In most software implementations, the queue length is 

measured every time a new packet arrives at the gateway. In hardware, it might be 

calculated at some fixed sampling interval.  

       The reason for using an average queue length rather than an instantaneous one is 

that it more accurately captures the notion of congestion. Because of the bursty nature 

of Internet traffic, queues can become full very quickly and then become empty again. 

If a queue is spending most of its time empty, then it’s probably not appropriate to 

conclude that the router is congested and to tell the hosts to slow down. Thus, the 

weighted running average calculation tries to detect long lived congestion, as 

indicated in the right hand portion of Figure 3.1, by filtering out short term changes in 

the queue length.  

 

Figure 3.1: Weighted running average queue length[1] .  
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       You can think of the running average as a low pass filter, where Weight 

determines the time constant of the filter. The question of how we pick this time 

constant is discussed below. Second, RED has two queue length thresholds that 

trigger certain activity: MinThreshold and MaxThreshold. When a packet arrives at 

the gateway, RED compares the current AvgLen with these two thresholds, according 

to the following rules: 

 

       That is, if the average queue length is smaller than the lower threshold, no action 

is taken, and if the average queue length is larger than the upper threshold, then the 

packet is always dropped. If the average queue length is between the two thresholds, 

then the newly arriving packet is dropped with some probability P. This situation is 

depicted in Figure 3.2. The approximate relationship between P and AvgLen is shown 

in Figure 3.3. Note that the probability of drop increases slowly when AvgLen is 

between the two thresholds, reaching MaxP at the upper threshold, at which point it 

jumps to unity. The rationale behind this is that if AvgLen reaches the upper 

threshold, then the gentle approach (dropping a few packets) is not working and 

drastic measures are called for, that is, dropping all arriving packets. Some research 

has suggested that a more smooth transition from random dropping to complete 

dropping, rather than the discontinuous approach shown here, may be appropriate. 

if AvgLen ≤ MinThreshold 

−→ queue the packet 

 

if MinThreshold <  AvgLen <  MaxThreshold 

−→ calculate probability P 

−→ drop the arriving packet with probability P 

if MaxThreshold ≤ AvgLen 

−→ drop the arriving packet 
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Figure 3.2:  RED thresholds on a FIFO queue[1]. 

 

Figure 3.3:  Drop probability function for RED[1]. 

       Although Figure 3.3 shows the probability of drop as a function only of AvgLen, 

the situation is actually a little more complicated. In fact, P is a function of both 

AvgLen and how long it has been since the last packet was dropped. Specifically, it is 

computed as follows: 

TempP = MaxP× (AvgLen−MinThreshold)/ (MaxThreshold−MinThreshold) 
 

 

P = TempP/(1− count×TempP) 

     TempP is the variable that is plotted on the y-axis in Figure 3.3. count keeps track 

of how many newly arriving packets have been queued (not dropped) while AvgLen 
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has been between the two thresholds. P increases slowly as count increases, thereby 

making a drop increasingly likely as the time since the last drop increases.  

       This makes closely-spaced drops relatively less likely than widely-spaced drops. 

This extra step in calculating P was introduced by the inventors of RED when they 

observed that, without it, the packet drops were not well distributed in time, but 

instead tended to occur in clusters. Because packet arrivals from a certain connection 

are likely to arrive in bursts, this clustering of drops is likely to cause multiple drops 

in a single connection. This is not desirable, since only one drop per round-trip time is 

enough to cause a connection to reduce its window size, whereas multiple drops might 

send it back into slow start.  

       As an example, suppose that we set MaxP to 0.02 and count is initialized to zero. 

If the average queue length were halfway between the two thresholds, then TempP, 

and the initial value of P, would be half of MaxP, or 0.01. An arriving packet, of 

course, has a 99 in 100 chance of getting into the queue at this point. With each 

successive packet that is not dropped, P slowly increases, and by the time 50 packets 

have arrived without a drop, P would have doubled to 0.02. In the unlikely event that 

99 packets arrived without loss, P reaches 1, guaranteeing that the next packet is 

dropped. The important thing about this part of the algorithm is that it ensures a 

roughly even distribution of drops over time.   

       Hopefully, if RED drops a small percentage of packets when AvgLen exceeds 

MinThreshold, the effect will be to cause a few TCP connections to reduce their 

window sizes, which in turn will reduce the rate at which packets arrive at the router. 

All going well, AvgLen will then decrease and congestion is avoided. The queue 

length can be kept short, while throughput remains high since few packets are 

dropped. Note that, because RED is operating on a queue length averaged over time, 

it is possible for the instantaneous queue length to be much longer than AvgLen. In 

this case, if a packet arrives and there is nowhere to put it, then it will have to be 

dropped. When this happens, RED is operating in tail drop mode. One of the goals of 

RED is to prevent tail drop behavior if possible.  
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       The random nature of RED confers an interesting property on the algorithm. 

Because RED drops packets randomly, the probability that RED decides to drop a 

particular flow’s packet(s) is roughly proportional to the share of the bandwidth that 

that flow is currently getting at that router. This is because a flow that is sending a 

relatively large number of packets is providing more candidates for random dropping. 

Thus, there is some sense of fair resource allocation built into RED, although it is by 

no means precise.    

       Note that a fair amount of analysis has gone into setting the various RED 

parameters—for example, MaxThreshold, MinThreshold, MaxP, and Weight  all in 

the name of optimizing the power function (throughput-to-delay ratio). The 

performance of these parameters has also been confirmed through simulation, and the 

algorithm has been shown not to be overly sensitive to them. It is important to keep in 

mind, however, that all of this analysis and simulation hinges on a particular 

characterization of the network workload. The real contribution of RED is a 

mechanism by which the router can more accurately manage its queue length. 

Defining precisely what constitutes an optimal queue length depends on the traffic 

mix and is still a subject of research, with real information now being gathered from 

operational deployment of RED in the Internet. Consider the setting of the two 

thresholds, MinThreshold and MaxThreshold. If the traffic is fairly bursty, then 

MinThreshold should be sufficiently large to allow the link utilization to be 

maintained at an acceptably high level. Also, the difference between the two 

thresholds should be larger than the typical increase in the calculated average queue 

length in one RTT. Setting MaxThreshold to twice MinThreshold seems to be a 

reasonable rule of thumb given the traffic mix on today’s Internet. In addition, since 

we expect the average queue length to hover between the two thresholds during 

periods of high load, there should be enough free buffer space above Max Threshold 

to absorb the natural bursts that occur in Internet traffic without forcing the router to 

enter tail drop mode. We noted above that Weight determines the time constant for 

the running average low-pass filter, and this gives us a clue as to how we might pick a 



Enhanced RED  Protocol Using Multipath Routing  

 
 

 

26 

 

suitable value for it. Recall that RED is trying to send signals to TCP flows by 

dropping packets during times of congestion.  

        Suppose that a router drops a packet from some TCP connection and then 

immediately forwards some more packets from the same connection. When those 

packets arrive at the receiver, it starts sending duplicate ACKs to the sender. When 

the sender sees enough duplicate ACKs, it will reduce its window size. So from the 

time the router drops a packet until the time when the same router starts to see some 

relief from the affected connection in terms of a reduced window size, at least one 

roundtrip time must elapse for that connection. There is probably not much point in 

having the router respond to congestion on timescales much less than the round-trip 

time of the connections passing through it. As noted previously, 100 ms is not a bad 

estimate of average round-trip times in the Internet. Thus Weight should be chosen 

such that changes in queue length over timescales much less than 100 ms are filtered 

out.  

       Since RED works by sending signals to TCP flows to tell them to slow down, you 

might wonder what would happen if those signals are ignored. This is often called the 

“unresponsive flow” problem, and it has been a matter of some concern for several 

years. Unresponsive flows use more than their “fair share” of network resources, and 

could cause congestive collapse if there were enough of them, just as in the days 

before TCP congestion control. There is a possibility that a variant of RED could drop 

more heavily from flows that are unresponsive to the initial hints that it sends; this 

continues to be an area of active research. 

3.2 Multipath Routing 

       The other contribution is multipath routing. Calculating multiple paths between 

nodes to end host methods that utilize multiple paths to increase performance. Like 

dynamic metric single path routing, multipath routing offers potential performance 

increase over single path routing by better utilizing network resources. This section 

presents the multipath routing model and describes the various components needed 

for its implementation. Section 3.2.1 begins with multipath routing definitions to 
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facilitate later discussions. Section 3.2.2 uses these definitions to discuss the 

advantages and disadvantages of multipath routing. Finally, Section 3.2.3 summarizes 

the necessary multipath routing components for increased network performance.  

3.2.1 Multipath Routing Definitions 

       

       In [36], a glossary of terms to describe multipath routing models is presented in 

this section. The terms are structured to reflect the key parameters that define 

multipath networks and influence their performance. These parameters include 

1. Basic definitions. The basic terms that describe a multipath routing model. 

2. Path specification and calculation. Path specification describes the properties of the 

paths to be calculated between nodes. Example specifications are to calculate node 

disjoint paths, shortest K paths, and maximum flow paths between nodes. Path 

calculation is the actual algorithm that calculates the specified paths. 

3. Multipath types. This parameter describes the paths a multipath routing algorithm 

provides between nodes. The two multipath types are multi-service paths where the 

routing algorithm provides different paths with different characteristics (example 

characteristics are high throughput and low delay) and multi-option paths where an 

algorithm provides multiple paths with the same characteristic. A routing algorithm 

that provides either or both multipath types is considered multipath routing algorithm. 

4. Usage layer. The software layer responsible for using multiple paths to a given 

destination. This layer manages multiple paths by dictating which data packet should 

be sent on which path and when. Example layers in today’s Internet protocol stack are 

the network, transport, and application layers.  

5. Multipath usage. The way an end host (or the usage layer of the end host) uses 

multiple paths to transmit data. 
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3.2.1.1 Basic definitions 

 

       The basic definitions of multipath routing are given here. First, a multipath 

routing model is defined as a routing model where the routing algorithms provide 

potentially multiple paths between node pairs and allows the end-hosts (or 

applications) to choose how to use these paths. We require that end-hosts have control 

over which path to use because this control offers the most flexibility in using 

multiple paths. This flexibility allows applications to use multiple paths in ways to 

best maximize their performance. Using this definition, dynamic metric, single path 

routing algorithms do not implement the multipath routing model; although these 

algorithms may route packets between a node pair on different paths, end-hosts do not 

control the path a particular packet will travel. For the same reason, networks with 

backup paths, such as telephone networks [37], do not implement the multipath 

routing model. A multipath routing algorithm refers to a routing algorithm that 

provides multiple paths between nodes so that data sent on a path travels that path 

through the network. A path set refers to the set of paths that a routing algorithm 

calculates for a particular network topology, and multipath networks are networks 

with routers that execute a multipath routing algorithm. That is, multipath networks 

are networks that offer multiple paths between node pairs. 

3.2.1.2  Path Specification and Calculation 

 

        In order to calculate paths between nodes, one must first specify the 

characteristics of the paths to calculate. The different path characteristics depend on 

the intended use of the paths. For example, paths intended to maximize end-to-end 

throughput should be specified such that, for any node pair, the aggregate throughput 

obtain on multiple paths is maximized. In contrast, paths intended to minimize 

transmission delay should be specified such that, at any given time, there exist at least 

one low delay path between node pairs. Path specification specifies the characteristics 

a particular path set.  
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       A path calculation algorithm is the algorithm that actually calculates the paths 

specified by path specification. A practical path calculation algorithm takes into 

account the operating resources and environmental constraints such as the distributed 

nature of a network. Examples of path calculation algorithms are Dijkstra’s shortest 

path algorithm [38], Topkis’s initial link disjoint paths algorithm [39], and the 

Bellman-Ford distributed shortest path algorithm [40, 41]. 

3.2.1.3 Multipath Types 

       Path type specifies the relationship among the paths a routing algorithm provides 

between node pairs. There are two path types: multi-service and multi-option. The 

first path type, multi-service paths, denotes paths between nodes that have different 

characteristics (i.e. different path specifications). Example services that a network 

could provide are low delay and high bandwidth path services. Since applications may 

have different demands on the network, providing paths with different characteristics 

allows applications to choose paths that best fit their communication demands. The 

second path type, multi-option paths, denotes the scenario where a routing algorithm 

provides multiple paths with the same path service. For example, an algorithm might 

provide four multi-option paths for the high bandwidth path service. That is, each 

end-host has, to each destination, four paths that can provide high bandwidth to a 

destination. Networks that support multi-service and/or multi-option paths are called 

multipath networks. 

       For example, a multipath network can be one that provides multiple service paths 

with only one path in each service (multi-service, single option), or one that provides 

only one path service with many paths within that service (single service, multi-

option). 

3.2.1.4 Usage Layer 

       Usage layer refers to the highest protocol layer responsible for managing multiple 

paths. The levels applicable in today’s Internet protocol stack are the network, 

transport, and user/application layers. If the usage layer is the network layer, then it is 
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the responsibility of this layer to decide which path a packet should travel and to do 

this transparently to the protocol layers above. Similarly, if the multipath usage layer 

is the transport layer, this means the transport layer has the freedom to send data on 

multiple paths.   

       The protocol layer that manages multiple paths needs to effectively use these 

paths to increase performance. The choice of usage layer depends on the tradeoffs 

between flexibility, performance, and the software engineering issues of 

implementing multipath management at a particular protocol layer. 

3.2.1.5 Multipath Usage 

       Usage mode characterizes how multiple paths are used. There are two 

prototypical multipath usage modes: using paths concurrently or one at a time. The 

choice of which usage mode is application specific. For example, for applications 

interested in maximizing throughput, such as FTP, the right usage mode is to use all 

paths concurrently to obtain the aggregate bandwidth of all available paths. On the 

other hand, the appropriate usage mode for delay-sensitive applications, such as 

Telnet, is to use one path at a time, preferably the path with the lowest delay. Another 

application is one that needs to send urgent messages; here, the appropriate mode may 

be to send urgent messages on multiple paths concurrently, minimizing the message 

delivery time to the minimum time of all the paths used. In general, usage mode 

varies with application needs. In the foreseeable future, applications might require 

paths from different path services at the same time, thereby requiring different usage 

modes. For example, a Web session may have concurrent large file transfers and time 

critical user interactions. In this scenario, the appropriate usage mode may be to use 

paths from different services and multiplex data among these paths according to the 

type of the data.    

       One expects that as network applications become more sophisticated, their usage 

modes will increase in complexity as well. The multipath routing model is able to 

accommodate these complex applications because it does not place restrictions on 
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usage modes. Thus, nodes are allowed to use the offered paths in ways that best fit 

their communication needs. 

3.2.2 Multipath Routing Overview 

       This section presents a conceptual overview of the multipath routing model in 

order to describe the potential benefits and costs of providing multiple paths and to 

highlight the components needed to make multipath routing viable. This section is 

organized as follows. The first two subsections present the advantages and 

disadvantages of the multipath routing model and argue that the flexibility of the 

model offers significant network performance gains that outweigh the potential 

disadvantages. The latter two subsections, 3.2.2.3 and 3.2.2.4, present the key 

multipath implementation issues.  

 

3.2.2.1 Multipath Advantages 

 

       The multipath routing model offers applications the ability to increase their 

network performance. Because of its multi-service paths, multi-option paths, and end-

hosts freedom to use these paths, the model provides a flexible interface to network 

resources that enables applications with varying network demands to increase their 

performance.  

       In general, multipath performance improvements are obtained in two ways. First, 

multiservice paths allow an application to use paths within a service that best suit the 

application’s communication needs. Second, multi-option paths provide more network 

resources per path service, allowing applications to aggregate these path resources. 

These two general approaches are discussed below. 

Providing the Right Paths  

       A multipath network with multi-service paths improves network performance 

because it allows applications to choose the paths that best suit their communication 
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style. For example, an application such as FTP can improve its performance, 

measured in throughput, if it uses high-bandwidth service paths. Similarly, an 

interactive application, such as Telnet, can increase its performance, measured in 

response time, if it uses low-delay service paths. Because network performance 

depends on application demands, networks that provide paths with characteristics that 

fit these demands will be able to increase application network performance.   

       Since network demands vary with applications, the generality of a multi-service 

paths allows a multipath network to satisfy the needs of different applications. 

Providing the appropriate paths to increase performance will become more significant 

as the diversity of network applications increases. For example, in the foreseeable 

future, network applications such as IP telephony, real-time medical imaging, and 

video conferencing will become more prevalent. These applications need paths with 

very different characteristics from those of traditional applications. Specifically, many 

of these new applications need paths with QoS and real-time guarantees.  

        In this environment, a multi-service network might provide paths with different 

delivery guarantees, allowing applications to select the paths that best suit their needs. 

Notice that in a single path routing model, it is in general not possible to customize 

the one path between a node pair with characteristics suitable for all applications. In 

practice, single path routing algorithms calculate paths that compromise between 

throughput and delay [42].  

        Although the paths generated by this single path compromise are sufficient for 

today’s applications, it seems unlikely that these paths can effectively support future 

applications that need paths with radically different characteristics. 

Aggregating Multiple Paths  

Multi-option paths increase application performance by giving applications the 

freedom to use multiple paths within the same path service. Performance 

improvement is obtained in two prototypical ways: 1) aggregating resources of 
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multiple paths and 2) selectively using the best available path. The descriptions of 

these two methods are given below. 

 

Figure 3.4: An example network topology. Boxes represent network nodes and 

edges represent links. The number above each link shows the link’s capacity, and 

all links have uniform delay. 

        Using multiple paths, the simplest method to increase performance is to 

aggregate path resources. For example, consider node  B maximizing its throughput to 

node D in Figure 3.4. In this figure, boxes denote nodes and the number above each 

link denotes the link’s capacity. In a single, shortest path network, the maximum 

bandwidth between B and D is 2 units: either the path )B,A,D) or (B,C, D), but not 

both. However, a multipath network can provide both paths to B , allowing B to send 

data to D at 4 units of bandwidth. Similarly, an QoS application can increase the 

probability that the network satisfy its QoS request by combining the QoS 

reservations it makes on multiple paths. In general, this style of resource aggregation 

can benefit any application that can use multiple paths in parallel.  

       End-hosts can also use multi-option paths to increase performance by selectively 

using the available paths. For example, consider an application interested in low 

delay. In a single path model, the application has no choice but to incur the delay of 

the one path provided by the network to its destination. On the other hand, an 

application in a multipath network can attain lower communication delays by probing 

the delays among the available paths to the destination and then choosing the 
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minimum delay path. Moreover, if low latency is one of the multi-service paths, a 

node can choose among the paths in that service category. 

       In summary, end-to-end performance is measured with respect to application 

demands; thus, different applications maximize their performance differently. These 

differences are accommodated by multipath routing model’s multi-service and multi-

option paths. This model offers a flexible interface to network resources that allows 

different applications to increase end-to-end performance compared to single path 

routing models. 

3.2.2.2 Multipath Disadvantages 

       Routing algorithms play a major role in end-host resource usage because they 

allocate network resources (in terms of paths) between nodes. By construction, 

multipath routing algorithms offer more network resources to end-hosts than do single 

path routing algorithms, both to specific destinations and to sets of destinations. The 

previous section showed that the advantage of multipath routing is that these 

additional resources can be used to increase end-host performance; however, a 

potential disadvantage is that these same resources can also be used by a greedy or 

malicious user to deny other users their fair share of network resources. This section 

argues that although multipath routing may exacerbate resource denial, the problem is 

actually orthogonal to single or multipath routing.    

       For example, consider a FIFO datagram network that does not place any 

restrictions on how much data end-hosts can send. In this network, excessive resource 

consumption and denial of services cannot be prevented [43]. In today’s Internet (a 

single path, FIFO datagram network), nodes can blast packets to random network 

destinations, consuming a significant amount of resources and drastically degrading 

overall network performance. Although malicious users in a FIFO multipath datagram 

network could deny more resources than in a FIFO single path data network, the fact 

remains that FIFO datagram networks do not have mechanisms to prevent resource 

abuses, whether single or multiple paths are provided.  
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        In general, two approaches can prevent or reduce excessive resource denial: 

cooperative network communities and enforced network policies. In the cooperative 

approach, network users/applications agree not to consume excessive resources. The 

Internet uses this approach via congestion sensitive transport protocols (e.g. TCP 

[44]). These protocols attempt to share resources fairly by regulating their sending 

rates in response to the available bandwidth of the path they are using. Internet 

resource abuses are low because these protocols are used by most users [45]. The 

advantage of the cooperative community approach is that it does not require any 

network support. Internet routers do not need any additional mechanisms to prevent 

resource abuse because end-hosts voluntarily do not abuse resources. However, the 

disadvantage of this approach is that users (e.g. malicious ones) may not abide by the 

convention and thus can consume excessive resources. In order to control these users, 

a network needs mechanisms for admission and traffic control (described below). The 

important point is that the success or failure of the cooperative approach is 

independent of whether single or multiple paths are provided between nodes: if all 

hosts cooperate, excessive resource consumption will not occur in either single or 

multiple path networks. Similarly, if hosts do not cooperate, resource abuse can occur 

in both types of networks.  

       The second method to prevent/reduce resource abuse is for the network itself to 

enforce admission and traffic control policies [46, 47]. These networks enforce end-

host resource usage by regulating the number of senders and/or the amount of data 

each sender sends. Regulating network traffic requires specific mechanisms in the 

network (e.g. in routers) to monitor and enforce end-host sending policies. For 

example, a pricing network implicitly discourages resource abuse by charging users 

for packets they transmit [48]. Users in these networks are unlikely to maliciously 

consume excessive resources because they have to pay for the resources they use.  

       Again, notice that the enforceability of traffic control in pricing networks is 

independent of whether single or multiple paths are provided between nodes. Users in 

a pricing network pay for packet transmission, regardless of whether they send their 

packets on different paths or on the same path. Other networks with mechanisms and 
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policies to discourage/prevent excessive resource consumption can be found in 

[48,47,49,50,51]. Although the actual implementation of the admission and traffic 

control mechanisms may differ, the enforceability and effectiveness of admission and 

traffic control policies are orthogonal to the routing model.  

       The advantage of the network enforcement approach is that it does not rely on the 

cooperation of end-hosts; thus, it is much more robust and can prevent malicious users 

from abusing the network. The primary disadvantage is that it requires network 

mechanisms to regulate traffic and prevent abuse. These monitoring and enforcement 

mechanisms increase network cost and may decrease performance because of 

additional packet processing.  

        In summary, although multipath routing can exacerbate resource abuse in certain 

types of networks, the core issues of resource abuse are orthogonal to both single and 

multipath routing. That is, the fact that a network is prone to resource abuse is 

independent of whether it provides single or multiple paths between nodes. Because 

of this independence, we assume end users greedily maximize their resource usage 

but attempt to avoid network congestion. This is the same end-user assumption used 

in today’s Internet. 

3.2.2.3 Multipath Implementation Cost 

       The advantages of multipath routing come at a cost. Recall that routing is a two-

step process: 1) calculating paths and 2) forwarding data on those paths. 

Implementing these two routing tasks incurs the following three cost categories: 

1. The cost of computing multiple paths 

2.  Per packet path specification overhead in bytes 

3. Router overhead of processing and forwarding data packets. 

The first category corresponds to the cost of path computation, and the latter two to 

the cost of forwarding data on the computed paths. The three costs are described 

below. 
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Computing Multiple Paths 

 

       The first cost category, computing multiple paths, is measured in terms of routing 

messages (in bytes) needed to propagate routing information and the router CPU time 

needed to compute multiple paths. The number of messages and the amount of CPU 

usage depends on the path calculation algorithm and the base routing algorithm. 

       For example, the number of routing messages needed to compute multiple paths 

heavily depends on whether the routing algorithm is based on LS or DV. In an LS 

environment, routing message overhead is generally low because path computations 

are done with the knowledge of the network topology. Thus, the number of messages 

needed to disseminate topology information is the same independent of whether 

multiple or single paths are calculated. In contrast, DV based algorithms use routing 

messages (in the form of Distance Vector packets) as the mechanism to propagate 

paths; therefore, computing multiple paths generally requires more DV messages than 

computing single paths.   

        The amount of router CPU time to compute multiple paths has similar 

dependencies. In LS, because path computations are centralized, standard complexity 

analysis of centralized algorithms suffice to measure LS router CPU usage. As 

examples, calculating multiple K initial link disjoint paths takes O(K*E*lg(E)) and 

calculating the shortest K loop free paths takes O(n*E*lg(E)) [39,52, 53], where n is 

the number of nodes (or routers), and E is the number of network edges. In DV, the 

analysis is not so straightforward because path computations are distributed. In the 

worse case, the message and CPU complexities are exponential [54]. However, it has 

been shown that the average message and CPU complexities is Θ(nM³ln(M)²) [55, 

56], where M is the average number of neighboring routers.  

 

Specifying Multiple Paths 

 

       Because there are multiple paths between nodes, every packet needs to specify 

not only its destination, but also a particular path to that destination. This is in contrast 

to single path networks where a destination address uniquely specifies a packet’s path. 



Enhanced RED  Protocol Using Multipath Routing  

 
 

 

38 

 

The second multipath cost category refers to this additional per packet cost of path 

specification. The specification cost is measured in the number of bytes needed in 

order to ensure that a packet travels its specified path. It is critical to minimize this 

cost because it is incurred on every data packet.  

Forwarding Multiple Paths  

 

       Finally, the per packet path specification implies that more router processing is 

needed to forward each packet. The additional processing is needed for a router to 

decide, given the packet’s destination address and path specifier, which outgoing link 

the router should forward the packet to. This additional processing may slow router 

forwarding speed and decrease network performance; thus it is critical to minimize 

this processing time. The cost of this additional processing is called the router 

forwarding overhead. Not surprisingly, this overhead is closely tied to how paths are 

specified in data packets. 

3.2.2.4 Multipath Benefits 

       The previous subsections list the potential advantages, disadvantages, and costs 

of a multipath network; this subsection concludes the multipath discussion by 

addressing how the benefits of a multipath network can be obtained. To obtain 

multipath benefits, 1) multipath networks need to calculate appropriate paths, and 2) 

end-hosts need to effectively use these paths. These two properties are described 

below. 

Path Calculation 

       The extent of performance improvement users can obtain from a multipath 

network depends on the quality of the calculated paths. For example, an application 

can obtain higher throughput only if the multiple paths calculated actually provide 

greater combined bandwidth than the one provided by a single path routing algorithm. 

Similarly, an application can increase its probability of establishing a QoS connection 

only if the calculated paths have, either individually or combined, a higher probability 

of satisfying QoS requests compared to the probability of a single path.  
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        For example, consider the three paths (A_D_H_ I), (A_ C_ D_ H_ I), and (A_ 

C_ D_ F_ H_ I) from node A to node I in Figure 3.4. These three paths are not well 

chosen if A wishes to increase its network throughput to node I because all three paths 

traverse the same bottleneck link (H_ I) with capacity 2 . On the other hand, if a 

multipath network provides paths (A_D_H_ I), (A_B_C_E_ G_ I), and (A_D_F_E_ 

G_ I), then node A has 4 capacity units to node I.  

       As the example shows, a multipath network must provide the “right” paths in 

order for nodes to obtain higher performance gains, where the right paths depend on 

the applications that use the paths. In general, providing quality paths is a two-step 

process. First, determine the type of path services to calculate (path specification), 

then develop efficient algorithms to calculate them (path calculation algorithm). The 

complexities of both algorithms are linear in the number of paths calculated compared 

to computing single shortest paths.  

Path Usage 

 

       The second component necessary for end-hosts to obtain increased performance 

in multipath networks is effective end-host usage of multiple paths. The fact that a 

network provides quality paths between nodes does not necessarily imply that nodes 

are able to effectively use these paths to maximize performance. This subsection 

shows the importance of effective multipath usage and its impact on network 

performance. 

 

Figure 3.5: A simple three node network with full-duplex links. All links have 

equal bandwidth and latency 

       Consider the simple network in Figure 3.5 where all links have equal capacity 

and delay. Here, the multipath routing algorithm calculates two link disjoint paths (the 
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one link and two link paths) between every node pair. Notice that the calculated paths 

provide the optimal paths for maximizing throughput. In this setting, the two paths 

calculated provide twice the capacity between nodes compared to single path routing; 

however, the effective  throughput between nodes depends on how each node uses its 

paths.    

       To show the potential harm of naively using multiple paths, this three node 

network was simulated using TCP and a non-congestion aware, multipath striping 

protocol.  

       The multipath striping protocol clocks the sending of its data at full link capacity 

and distributes the data by striping them along the two available paths. That is, given 

N packets destined for destination D, the protocol sends packet 2i on the one-hop path 

and packet 2i+1 on the two-hop path to D, 0 ≤ i < N/2. The single path TCP protocol 

sends all packets along the shortest path. In this experiment, nodes randomly select a 

neighbor and then send a burst of packets to that neighbor. The times between each 

burst are exponentially distributed. 

       Figure 3.6 shows TCP throughput versus the striping protocol’s throughput when 

all three nodes are sending data. 

       In Figure 3.6, the y-axis represents the average end-to-end throughput of all 

nodes as a percentage of link capacity, and the x-axis represents the aggregate sending 

rate normalized by the total network capacity. 



Enhanced RED  Protocol Using Multipath Routing  

 
 

 

41 

 

 

Figure 3.6: Simulation result using the network in Figure 3.5. The graph shows 

the performance of single path TCP versus a multipath striping protocol without 

congestion control. 

       First, the graph shows that TCP performance is very stable despite the increase in 

traffic. TCP does not achieve the maximum link bandwidth because its congestion 

and flow control mechanisms cautiously probes the network for available bandwidth 

and reduces its sending rate upon detection of congestion. On the other hand, the non-

congestion aware multipath striping protocol achieves very high throughput at low 

network utilization levels.  

       The reason is that at low network loads, the amount of contention from other 

connections is low; therefore, multiplexing data between the one link and two link 

paths allows effective aggregation of path resources, resulting in higher throughput 

than the single path strategy.  

       However, the relative performance of these two strategies changes at higher 

network loads ( ≥ 60%): here, the TCP’s transmission strategy proves superior 

because at these utilization levels, packets in the multipath striping protocol 

experience enough contention from other connections to cause significant 

performance degradation (due to packet queuing in router buffers). This contention is 

due to packets traveling on the two link paths competing with packets from other 
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connections. Furthermore, the contention increases as more packets are injected into 

the network, resulting in degradation of both aggregate and individual throughput. To 

address this problem, we  develop a congestion-aware multipath transport protocol, 

MPTCP. The effectiveness of MPTCP is again compared against a single path TCP 

protocol on the same three node network. The results are shown in Figure 3.7. The x-

axis and y-axis have the same representation as the previous figure. As this figure 

shows, MPTCP outperforms the single path protocol at all levels of network 

utilization. 

 

Figure 3.7: Simulation result using the network in Figure 3.5. The graph shows 

the performance of single path TCP versus MPTCP. 

       This demonstrates MPTCP’s ability to adapt to network conditions in order to 

increase throughput. 

       Compared to the multipath striping protocol, MPTCP does not achieve the same 

level of end-to-end throughput at low network utilization. This is because MPTCP is 

congestion aware and incrementally tests the network for available bandwidth. This 

cautious approach results in lower performance when the network is underutilized 

because it takes time for MPTCP to fully exploit available path bandwidth. However, 
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the same cautious approach allows MPTCP to significantly outperform the striping 

protocol at high utilization levels. The conclusion of this section is that in order for 

end users to benefit from a multipath network, the network needs to provide not only 

the right paths, but the end-hosts also need to be able to take advantage of the 

additional paths. As shown by a naive multipath striping approach (Figure 3.6), 

wrongly using multiple paths can degrade not only end-to-end performance, but also 

the performance of other connections. This section also shows that correctly using 

multiple paths can increase network performance and avoid performance 

degradations. 

 

3.2.2.5 Static and Dynamic Metric Multipath Routing 

 

        Like single path routing, multipath routing algorithms can use either dynamic or 

static metrics. In dynamic metric multipath routing, routing algorithms monitor link 

costs and recompute paths upon detection of link cost changes. The dynamic metric 

multipath routing model cannot specifically address, it can be implemented by 

traditional dynamic metric triggering mechanisms; thus the methods presented for 

static metric multipath routing are also applicable to dynamic metric multipath 

routing. The fundamental difference between multipath routing and single path 

dynamic metric routing is that end-hosts in multipath networks control the use of its 

paths on a much finer time and path granularity. Thus, given appropriate paths and 

end host protocols, multipath end-hosts can dynamically detect poor path 

performance, and then switch and use other paths that provide better performance. For 

example, consider an application that wishes to minimize its communication delay to 

its destination, and the multipath routing algorithm calculates link disjoint paths. In 

single path dynamic metric routing, if the path to the destination is congested, then the 

application will incur the delay caused by the congestion, unless the routing algorithm 

recompute a better path. In multipath routing, however, the application can 

dynamically switch and use other paths to avoid the congestion without any router 

intervention.  
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       Thus, on small time scales, the ability to control path usage allows end-hosts in 

multipath networks to dynamically adjust to transient traffic patterns. Because end-

hosts can adapt to small time-scale traffic patterns, a dynamic metric multipath 

routing algorithm does not need to recompute paths in fine time granularities. 

Consequently, these routing algorithms should recompute paths that consider large 

time-scale traffic patterns. For example, a dynamic metric multipath routing algorithm 

might monitor traffic patterns for weeks and then recompute paths based on the 

gathered statistics.  

3.2.3 Multipath Routing Summary 

 

       While it is clear that the static metric multipath routing model offers many 

advantages over single path routing models, it is unclear whether enough benefits 

could be extracted to offset the cost of their implementation. In short, in order to make 

multipath routing viable, the following questions need to be resolved: 

1. What paths should be calculated between nodes and how? 

2. How should routers efficiently provide multiple paths in a distributed routing 

environment? 

3. How should end-hosts use multiple paths to gain higher performance? 

     The first question deals with the potential gains of a multipath network. As 

illustrated in Section 3.2.2.4, one of the necessary criteria for multipath networks to 

increase end to-end performance is to calculate the right paths.  

     The second question deals with the cost of providing multiple paths between 

nodes. The main cost of implementing multipath routing is solving the packet 

forwarding problem: how to efficiently forward packets to the same destination but on 

different paths? The novel solution developed uses routing overhead linear in the 

number of paths between nodes and has constant per packet path specification 

overhead. This low overhead is achieved by requiring that paths calculated by a 

multipath routing algorithm satisfy the suffix matched property.  
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     The last question is how end-hosts should best use a multipath network in order to 

increase their performance. As demonstrated in the previous section, the way in which 

multiple paths are used has a dramatic impact on individual and aggregate 

performance. A congestion aware multipath transport protocol, MPTCP, is developed 

that effectively uses multiple paths to increase throughput.  

3.3 What Is OMNeT++? 

       OMNeT++ is an object-oriented modular discrete event network simulation 

framework[57]. It has a generic architecture, so it can be (and has been) used in 

various problem domains: 

 modeling of wired and wireless communication networks 

 protocol modeling 

 modeling of queueing networks 

 modeling of multiprocessors and other distributed hardware systems 

 validating of hardware architectures 

 evaluating performance aspects of complex software systems 

 in general, modeling and simulation of any system where the discrete event 

approach is suitable, and can be conveniently mapped into entities 

communicating by exchanging messages.  

     OMNeT++ itself is not a simulator of anything concrete, but rather provides 

infrastructure and tools for writing simulations. One of the fundamental ingredients of 

this infrastructure is a component architecture for simulation models. Models are 

assembled from reusable components termed modules. Well written modules are truly 

reusable, and can be combined in various ways like LEGO blocks. 

     Modules can be connected with each other via gates (other systems would call 

them ports), and combined to form compound modules. The depth of module nesting 
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is not limited. Modules communicate through message passing, where messages may 

carry arbitrary data structures. Modules can pass messages along predefined paths via 

gates and connections, or directly to their destination; the latter is useful for wireless 

simulations, for example. Modules may have parameters that can be used to 

customize module behavior and/or to parameterize the model’s topology. Modules at 

the lowest level of the module hierarchy are called simple modules, and they 

encapsulate model behavior. Simple modules are programmed in C++, and make use 

of the simulation library. 

       OMNeT++ simulations can be run under various user interfaces. Graphical, 

animating user interfaces are highly useful for demonstration and debugging 

purposes, and command-line user interfaces are best for batch execution.  

     The simulator as well as user interfaces and tools are highly portable. They are 

tested on the most common operating systems (Linux, Mac OS/X, Windows), and 

they can be compiled out of the box or after trivial modifications on most Unix-like 

operating systems. 

       OMNeT++ also supports parallel distributed simulation. OMNeT++ can use 

several mechanisms for communication between partitions of a parallel distributed 

simulation, for example MPI or named pipes. The parallel simulation algorithm can 

easily be extended, or new ones can be plugged in. Models do not need any special 

instrumentation to be run in parallel – it is just a matter of configuration. OMNeT++ 

can even be used for classroom presentation of parallel simulation algorithms, 

because simulations can be run in parallel even under the GUI that provides detailed 

feedback on what is going on.  

        OMNEST is the commercially supported version of OMNeT++. OMNeT++ is 

free only for academic and non-profit use; for commercial purposes, one needs to 

obtain OMNEST licenses from Simulcraft Inc. 
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3.4 Summary 

       In this chapter, the fundamental concepts which represent the basis for 

understanding this research are presented. Firstly, the fundamental concepts of  RED 

are described and then multipath routing is shown. Finally, an overview of used 

simulator performance and implementation is presented. 

       In the next chapter, the proposed ERED approach will be presented. Also, all 

steps of the proposed ERED approach using algorithms and diagrams will be 

described.  
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4 CHAPTER 4: THE PROPOSED ERED APPROACH 

        In this chapter, the proposed ERED approach is presented and all steps of the 

proposed ERED approach using algorithms and diagrams are described. Firstly, an 

overview of the basic RED protocol is presented. Secondly, diagram and detailed 

algorithm is shown. Then proposed ERED is presented, the diagram and algorithm of 

basic queue and secondary parallel queue are presented. Finally, Dijkstra algorthim is 

shown, it used to select shortest path. 

4.1 Overview of Random Early Detection (RED) 

       A protocol, called random early detection (RED), its scheme in each router is 

programmed to monitor its own queue length, and when it detects that congestion is 

imminent, to notify the source to adjust its congestion window. RED as shown in 

Figure 4.1, it have two property. The first is that rather than explicitly sending a 

congestion notification message to the source, RED is most commonly implemented 

such that it implicitly notifies the source of congestion by dropping one of its packets. 

The source is, therefore, effectively notified by the subsequent timeout or duplicate 

ACK. In case you haven’t already guessed, RED is designed to be used in conjunction 

with TCP, which currently detects congestion by means of timeouts (or some other 

means of detecting packet loss such as duplicate ACKs). As the “early” part of the 

RED acronym suggests, the gateway drops the packet earlier than it would have to, so 

as to notify the source that it should decrease its congestion window sooner than it 

would normally have[1]. In other words, the router drops a few packets before it has 

exhausted its buffer space completely, so as to cause the source to slow down, with 

the hope that this will mean it does not have to drop lots of packets later on.  
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incoming packet

Compute Avg

Compute Pa

drop packetenqueue packet

Avg = average queue length

Maxth= max queue length threshold

Minth= min queue length threshold

Avg ≤ Minth Avg ≥ MaxthMinth ‹ Avg ‹ Maxth

else High Pa 

RANDOM EARLY DETECTION

 

Figure 4.1 :  Random Early Detection (RED) 

Figure:4.1 Show the basic random early detection , when the packet incoming,  the 

first step, calculate average queue size using  a low-pass filter. Thus, the short-term 

increases in the queue size that result from bursty traffic or from transient congestion 

do not result in a significant increase in the average queue size.  The low-pass filter is 

an exponential weighted moving average (EWMA): 

avg   ‹― (1-wq)avg+wq* q 

 

 The weight wq determines the time constant of the low-pass filter. 

       The second step, compare average queue size (avg) with minth  and  maxth 

thresholds by setting minth and maxth values previously. The optimal values for minth 

and maxth depend on the desired average queue size. If the typical traffic is fairly 
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bursty, then minth must be correspondingly large to allow the link utilization to be 

maintained at an acceptably high level. For the typical traffic in our simulations, for 

connections with reasonably large delay bandwidth products, a minimum threshold of 

one packet would result in unacceptably low link utilization. The optimal value for 

maxth depends in part on the maximum average delay that can be allowed by the 

gateway. The RED gateway functions most effectively when maxth-minth is larger 

than the typical increase in the calculated average queue size in one roundtrip time. A 

useful rule of thumb is to set maxth to at least twice minth. 

The finally step “ decision “, the initial packet-dropping probability pb is calculated as 

a linear function of the average queue size as follows: 

Pb   ‹― maxp(avg-minth)/(maxth - minth) 

 

The parameter maxp gives the maximum value for the packet-marking probability pb, 

achieved when the average queue size reaches the maximum threshold. 

The  pseudecode for detailed RED  algorithm is described in Algorithm 4.1 below.  

 

Initialization: 

avg     ‹― 0 

count  ‹― -1 
for each packet arrival 

calculate the new average queue size avg: 

if the queue is nonempty 

avg   ‹― (1-wq)avg+wq* q 
else 

m     ‹―  f (time - q_time) 

avg  ‹―  avg *(1 - wq)   m 

if minth < avg < maxth 

increment count 

calculate probability Pa: 

Pb   ‹― maxp(avg-minth)/(maxth - minth) 

Pa    ‹― Pb/(1-count * Pb) 

with probability Pa: 

mark the arriving packet 

count  ‹― 0 

else if maxth ≤  avg 



Enhanced RED  Protocol Using Multipath Routing  

 
 

 

51 

 

mark the arriving packet 

count ‹― 0 

else count ‹―   -1 
when queue becomes empty 

q_time ‹―  time 

 

Saved Variables: 

avg     : average queue size 

q_time: start of the queue idle time 

count  : packets since last marked packet 

 

Fixed parameters: 

wq : queue weight 

minth: minimum threshold for queue 

maxth: maximum threshold for queue 

maxp: maximum value for Pb 

Other: 

Pa   : current packet-marking probability 

q     : current queue size 

time: current time 

f (t): a linear function of the time t 

 

 

Algorithm 4.1: Pseudecode For Detailed RED  algorithm 

4.2 THE PROPOSED ERED APPROACH 

       In this section we will describe our enhancement protocol for RED 

protocol, we will show the basic queue of ERED and secondary parallel queue 

we illustrate it by using diagrams and algorithms. 

4.2.1 Basic Queue of ERED 

       Our enhancement protocol for RED protocol, we called it ERED, its 

scheme contain two queue, the basic queue and secondary queue. We will 

describe the work of basic queue as shown in Figure 4.2 .The work of basic 

queue is similar to basic queue RED protocol but when queue decide to drop 

packet, the packet dropped will go to secondary parallel queue, and the 
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secondary queue makes its  calculation , we will describe diagram and 

pseudocode later.   

             In each router, the scheme of ERED must programmed to monitor its 

own queue length, and when it detects that congestion is imminent, to notify the 

source to adjust its congestion window. The first is that rather than explicitly 

sending a congestion notification message to the source, ERED is implemented 

such that it implicitly convert to other parallel queue called secondary parallel 

queue, it implemented as the basic queue but it difference mechanism when 

reach to drop –as in basic RED- or (when reach high Pa or maxth ≤  avg  called 

it drop sate ) as in ERED. When the secondary parallel queue reach to drop sate  

the source implicitly change the path routing. The source after notified by the 

subsequent timeout or duplicate ACK it will change the path routing, if it found 

else  the packet will be dropped. In case you haven’t already guessed, ERED is 

designed to be used in conjunction with TCP, which currently detects 

congestion by means of timeouts (or some other means of detecting packet loss 

such as duplicate ACKs) as in RED protocol.  

       The Steps in Figure 4.2 are described as follows:  

 The packet comes to basic queue. 

 The average queue length of basic queue is calculated. 

 After average queue length calculation, the comparison will be 

achieved.  

 If avg≤ minth or Pa accepted it will enter basic queue else the packet 

will go to secondary parallel queue, Algorithm 4.2 presents pseudecode 

for basic queue of ERED as shown below. 
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incoming packet

Compute Avg

Compute Pa

secondary Parallel queueenqueue packet

Avg = average queue length

Maxth= max queue length threshold

Minth= min queue length threshold

Avg ≤ Minth Avg ≥ MaxthMinth ‹ Avg ‹ Maxth

else High Pa 

ENHANCED RANDOM EARLY 

DETECTION (ERED)

 

Figure 4.2: Basic Queue of ERED 

Initialization: 

avg     ‹―  0 

count  ‹― -1 
for each packet arrival 

calculate the new average queue size avg: 
if the queue is nonempty 

avg   ‹― (1-wq)avg+wq* q 
else 

m     ‹―  f (time - q_time) 

avg  ‹―  avg *(1 - wq)   m 

if minth < avg < maxth 

increment count 

calculate probability Pa: 

Pb   ‹― maxp(avg-minth)/(maxth - minth) 

Pa    ‹― Pb/(1-count * Pb) 
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with probability Pa: 
go to secondary parallel queue  

count  ‹― 0 

else if maxth ≤  avg 

go to secondary parallel queue 

count ‹―  0 

else count ‹―   -1 
when queue becomes empty 

q_time ‹―  time 

 

 Note:  

The declared variables are described as in Algorithm (4.1)  

 

Algorithm 4.2: Pseudecode For Basic Queue of ERED 

 

4.2.2 Secondary parallel  Queue  of  ERED 

       ERED scheme contains two queues, the basic queue and secondary queue. 

We will describe the work of secondary  queue as shown in Figure 4.3 .The 

work of secondary queue is similar to basic queue but when queue reach to Pa 

high it  decide to drop packet or change the path routing after checking another 

shortest path routing called alternative path routing.  
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incoming packet

Compute Avg

Compute Pa

check another routeenqueue packet

Avg = average queue length

Maxth= max queue length threshold

Minth= min queue length threshold

Avg ≤ Minth Avg ≥ MaxthMinth ‹ Avg ‹ Maxth

else High Pa 

ENHANCED RANDOM EARLY 

DETECTION (ERED)

change to alternative 

routedrop packet

else yes 

 

Figure 4.3:  Secondary parallel  Queue  of  ERED 

        In each router, the scheme of ERED must programmed to monitor its own 

queue length, and when it detects that congestion is imminent, to notify the 

source to adjust its congestion window. The first is that rather than explicitly 

sending a congestion notification message to the source, ERED is implemented 

such that it implicitly convert to other alternative path using Dijkstra algorithm. 
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When the probability reach high Pa or maxth ≤  avg  called it drop sate as 

before, the source implicitly change the path routing. The source after notified 

by the subsequent timeout or duplicate ACK it will change the path routing, if it 

found else  the packet will be dropped.  

The Steps in Figure 4.3 are described as follows:  

 The packet income to secondary queue. 

 The average queue length of secondary queue is calculated. 

 After average queue length calculation, the comparison will be 

achieved.  

 If avg≤ minth or Pa accepted it will enter secondary queue else the 

packet will go to alternative path or packet will be dropped, Algorithm 

4.3 presents Pseudecode For  Secondary parallel  Queue  of  ERED as 

shown below. 

Initialization: 

avg     ‹― 0 

count  ‹― -1 
for each packet arrival 

calculate the new average queue size avg: 

if the queue is nonempty 

avg   ‹― (1-wq)avg+wq* q 
else 

m     ‹―  f (time - q_time) 

avg  ‹―  avg *(1 - wq)   m 

if minth < avg < maxth 

increment count 

calculate probability Pa: 

Pb   ‹― maxp(avg-minth)/(maxth - minth) 

Pa    ‹― Pb/(1-count * Pb) 

with probability Pa: 

        check if found another route 

           change routing to alternative route  

        else 

        drop packet  

count  ‹― 0 
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else if maxth ≤  avg 
        check if found another route 

            change routing to alternative route  

        else 

            drop packet  

   

count ‹― 0 

else count ‹―   -1 
when queue becomes empty 

q_time ‹―  time 

 

 Note:  

     The declared variables are described as in Algorithm (4.1) 

 

Algorithm 4.3: Pseudecode For  Secondary parallel  Queue  of  ERED 

 

4.2.3 Dijkstra Algorithm   

 

         Dijkstra algorithm is used to determine the shortest distance (or the least 

effort / lowest cost) between a start node and any other node in a graph. The 

idea of the algorithm is to continuously calculate the shortest distance beginning 

from a starting point, and to exclude longer distances when making an update 

[58]. It consists of the following steps:  

1. Initialization of all nodes with distance "infinite"; initialization of the 

starting node with 0 

2. Marking of the distance of the starting node as permanent, all other 

distances as temporarily.  

3. Setting of starting node as active.  

4. Calculation of the temporary distances of all neighbor nodes of the 

active node by summing up its distance with the weights of the edges.  
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5. If such a calculated distance of a node is smaller as the current one, 

update the distance and set the current node as antecessor. This step is 

also called update and is Dijkstra's central idea.  

6. Setting of the node with the minimal temporary distance as active. Mark 

its distance as permanent.  

7. Repeating of steps 4 to 7 until there aren't any nodes left with a 

permanent distance, which neighbors still have temporary distances. 

 

 

1:  function Dijkstra(Graph, source):  

2:  for each vertex v in Graph:  // Initialization 

3:  dist[v] := infinity  
// initial distance from source to vertex 

v is set to infinite 

4:  previous[v] := undefined  
// Previous node in optimal path from 

source 

5:  dist[source] := 0  // Distance from source to source 

6:  Q := the set of all nodes in Graph  
// all nodes in the graph are 

unoptimized - thus are in Q 

7:  while Q is not empty:  // main loop 

8:  u := node in Q with smallest dist[ ]  
 

9:  remove u from Q 
 

10:  for each neighbor v of u:  
// where v has not yet been removed 

from Q. 

11:  alt := dist[u] + dist_between(u, v) 
 

12:  if alt < dist[v]  // Relax (u,v) 

13:  dist[v] := alt 
 

14:  previous[v] := u 
 

15:  return previous[ ]  
  

 

Algorithm 4.4: Dijkstra Algorithm: Short terms and Pseudocode[58] 
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4.3 Summary 

       In this chapter, the proposed ERED approach is presented and all steps of the 

proposed ERED approach using algorithms and diagrams are described. An overview 

of the basic RED protocol is presented, diagram and detailed algorithm are shown. 

Then this proposed ERED is described, the diagrams and algorithms of basic queue 

and secondary parallel queue are shown. Finally, Dijkstra algorthim is presented, it 

used to select shortest path. 

       In the next chapter, the experiments carried out to realize and evaluate the 

proposed ERED will be presented and discussed.  
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5 CHAPTER 5: RESULTS AND DISCUSSION 

  

        In this chapter, the experimental results are presented and analyzed to provide 

evidence that this proposed ERED approach can enhance the affective of RED 

protocol, making less dropping packet and avoid congestion. The enhancement makes 

the ERED constrain the oscillation and become more robust and adaptable. The 

chapter is ordered as following. Firstly, an overview of the basic ERED protocol is 

presented. Secondly, experimental environment and the implementation of ERED are 

shown and the basic queue and secondary parallel queue are presented. Also, the 

experimental results, discussion and comparison this proposed approach with RED 

protocol are presented. Finally, the evaluation quality of ERED approach is presented.  

 

5.1 Overview of Enhanced Random Early Detection (ERED)    

       Our proposed enhanced random early detection (ERED) gateways for congestion 

avoidance in packet switched networks.  The gateway detects incipient congestion by 

computing the average queue size after converting to secondary parallel queue. The 

gateway could notify connections of congestion either by dropping packets arriving at 

the gateway or by selecting alternative path routing. When the average queue size 

exceeds a preset threshold, the gateway drops or marks each arriving packet with a 

certain probability, this in secondary parallel queue, where the exact probability is a 

function of the average queue size.  ERED gateways keep the average queue size low 

while allowing occasional bursts of packets in the queue. During congestion, the 

probability that the gateway notifies a particular connection to reduce its window is 

roughly proportional to that connection’s share of the bandwidth through the gateway. 

ERED gateways are designed to accompany a transport-layer congestion control 

protocol such as TCP. The ERED gateway has no bias against bursty traffic and 

avoids the global synchronization of many connections decreasing their window at the 

same time.  Simulator omnett++ 4.2.2 are used to illustrate the performance of ERED 

gateways. 
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5.2 Experimental Environment 

 

        Proposed  ERED  protocol is implemented using OMNET++ program of version 

4.2.2. The OMNeT++ 4.x Integrated Development Environment is based on the 

Eclipse platform, and extends it with new editors, views, wizards, and additional 

functionality, etc.  

We performed all programming and coding ERED on a personal computer with a 

platform of  Intel(R) Core(TM) i5 CPU    M 460  @ 2.53GHz (4 CPUs), ~2.5GHz, 

the kind of Windows  edition is Windows 7 Ultimate with system type 64-bit 

operating system. 

 

5.3 Implementation of  ERED 

       The efficient implementations of ERED gateways is considered . We show that 

the ERED gateway algorithm can be implemented efficiently. In addition, the ERED 

gateway algorithm is not tightly coupled to packet forwarding and its computations do 

not have to be made in the time-critical packet forwarding path. Much of the work of 

the ERED gateway algorithm, such as the computation of the average queue size and 

of the packet dropping probability Pa, could be performed in parallel with packet 

forwarding, or could be computed by the gateway as a lower priority task as time 

permits. This means that the ERED gateway algorithm need not impair the gateway’s 

ability to process packets, and the ERED gateway algorithm can be adapted to 

increasingly-high-speed output lines.  

       If the RED gateway’s method of marking packets is to set a congestion indication 

bit in the packet header, rather than dropping the arriving packet, then setting the 

congestion indication bit itself adds overhead to the gateway algorithm. However, 

because RED gateways are designed to mark as few packets as possible, the overhead 

of setting the congestion indication bit is kept to a minimum. This is unlike DECbit 

gateways, for example, which set the congestion indication bit in every packet that 

arrives at the gateway when the average queue size exceeds the threshold [4]. 
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Figure 5.1: The proposed ERED system in omnet++ 

       The proposed ERED system as in Figure 5.1 contains the source , sink as 

destination, queues (the basic queue with parallel queue ) and alternative paths, before 

build our system, we build EREDqueue.cc and EREDqueue.h in the package of basic 

queue and EREDqueue.ned, it described below. 

       EREDqueue.ned: NED language topology description(s) (.ned files) that describe 

the module structure with parameters, gates, messages, etc. NED files can be written 

using any text editor, but the OMNeT++ IDE provides excellent support for two-way 

graphical and text editing.  The parameters we use it in our proposed system are wq 

=0.002 , minth =5, maxth = 15,  maxp = 0.02 and  packet rate = 150 arrivals per sec.  

Message definitions (.msg files). We  can define various message types and add data 

fields to them. OMNeT++ will translate message definitions into full-fledged C++ 

classes. 

       EREDqueue.cc and EREDqueue.h  are simple module sources. They are C++ 

files, with .h/.cc suffix. Take in your account, the simulation system provides the 



Enhanced RED  Protocol Using Multipath Routing  

 
 

 

63 

 

following components: Simulation kernel. This contains the code that manages the 

simulation and the simulation class library. It is written in C++, compiled into a 

shared or static library and User interfaces: OMNeT++ user interfaces are used in 

simulation execution, to facilitate debugging, demonstration, or batch execution of 

simulations. They are written in C++, compiled into libraries.  

       Simulation programs are built from the above components. First, .msg files are 

translated into C++ code using the opp_msgc. program. Then all C++ sources are 

compiled and linked with the simulation kernel and a user interface library to form a 

simulation executable or shared library. NED files are loaded dynamically in their 

original text forms when the simulation program starts. 

5.4 Experimental Result , Discussion and Comparison with RED  

 

       This section evaluates the effectiveness and performance of the enhanced 

RED algorithm by simulation. Omnet++ is still used as simulator. The control 

parameters are wq =0.002 , minth =5, maxth = 15,  maxp = 0.02 and  packet rate 

= 150 arrivals per sec.  

       The evolution of the instantaneous queue size and average queue size 

controlled by enhanced RED. The ERED constrains the queue size oscillations 

of RED, which may result in unacceptably large queue lengths and hence a 

large variance in delays for the flows going through. The Figure 5.2 and 5.3 

depict the traces of the drop probability, which reflect the relationship between 

the drop probability and the average queue size (the initial transient process is 

omitted), just as above analysis, the standard RED stiffly adjusts the dropping 

probability, but the enhanced RED has more flexibility in choosing the 

dropping probability to adapt the unpredictable network condition. The standard 

RED only strictly comply with the restriction forced by the simple and stiff 

control profile. Figure 5.3 show the relationship between drop probability and 

the average queue length and Pa it appear as linear. From Figure 5.3, drop 

packets will start at ~7.8 until the average queue size reach to 15.   
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Figure 5.2: Relationship between the drop probability and the average queue size 

 

Figure 5.3: Relationship between the drop probability and the average queue size 

with linear Pa property 

       When we run our application, we get some reselt and relations. We fixed 

parameters as we takled above, however , Figure 5.4 show the relationship between 
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the average queue size and time, it appear that the average queue size increasing with 

increasing time. The avg is between minth and maxth.   

       By controlling the average queue size before the gateway queue overflows, RED 

gateways could be particularly useful in networks where it is undesirable to drop 

packets at the gateway. 

 

Figure 5.4: Relationship between the average queue size and time 

Figures 5.5 and 5.6 show the relationship between the drop probability and time, it 

appear that the drop probability increasing with increasing time. The Pa is  between 0 

and 1. 
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Figure 5.5: Relationship between the drop probability and time(continuas line) 

 

Figure 5.6: Relationship between the drop probability and time(discrete) 

5.5 Evaluation Quality of ERED 

       In addition to the design goals for the congestion avoidance schemes [44], [59] 

described how our goals have been met by ERED gateways.    

Congestion Avoidance – ERED allows for queue congestion to be managed before 

a critical overflow point is reached, parallel queue or secondary parallel queue help us to 

avoid congestion. Also, keeping the queue size lower decreases delay for those packets 
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that are not dropped. Select another route or alternative path makes congestion 

avoidance property realized.    

Simplicity - The ERED gateway algorithm could be implemented with moderate 

overhead in current networks using omnetpp simulator and simple to design and 

implementation using background on java and C++.    

Appropriate time scales - After notifying a connection of congestion by marking a 

packet, it takes at least a roundtrip time for the gateway to see a reduction in the arrival 

rate. In ERED gateway the time scale for the detection of congestion roughly matches the 

time scale required for connections to respond the congestion. ERED gateways do not 

notify connections to reduce their windows as a result of transient congestion at the 

gateway.    

No Global Synchronization - By marking packets for early discard, the number of 

consecutive drops can be reduced. Many Internet designers were concerned that 

consecutive drops when queues became full could cause global instability in the network 

as many queues signal their source to reduce their window at the same time.    

           Fairness – Reduces the bias against bursty traffic, as mentioned earlier. ERED 

will avoid a situation in which bursty traffic faces extreme packet loss compared to 

smooth traffic.  

5.6 Summary 

       This chapter presented and analyzed the experimental results to provide evidence 

that this proposed ERED approach can enhance the affective of RED protocol. It 

makes less dropping packet and avoid congestion. The enhancement makes the ERED 

constrain the oscillation and become more robust and adaptable.  

     An overview of the basic ERED protocol is presented, then the experimental 

environment and implementation of ERED are shown. Finally, the experimental 

results, discussion and comparison this proposed approach with RED are presented.  

     In the next chapter, the results of this ERED protocol will be concluded.  
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6 CHAPTER 6: CONCLUSION AND FUTURE WORK 

6.1 CONCLUSION 

     In this thesis, ERED gateways could be particularly useful in networks where it is 

undesirable to drop packets at the gateway. The goal of this project is to avoid the 

congestion at the gateways. ERED gateways are designed to accompany a transport 

layer congestion control protocol such as TCP. The ERED gateways have no bias 

against bursty traffic and avoid the global synchronization of many connections 

decreasing their window at the same time.   

     The reasons that cause the queue size oscillation in the RED algorithm are 

investigated and analyzed. The dropping function is modified as the enhancement to 

the standard RED algorithm. The simulation experiments validate this modification. 

The enhanced RED algorithm can constrain the oscillation occurred in the steady 

state, moreover, the control parameter settings is more adaptable and robust, no longer 

too sensitive to the number of the active flows. The design and analysis included in 

this approach is based on control theory, It is likely that the early random drop is the 

most feasible congestion control mechanism in the current Internet, so all the 

problems is how to design a robust and effective controller to determine the dropping 

probability according to the network load condition, there are two aspects that deserve 

to be study in the future. The exponential weighted moving average algorithm used to 

sense the network load status is equivalent to the low pass filter, whose effectiveness 

is worthy to studying. Perhaps, there are other filters that are more suitable for 

observing the network load or designing the controller. 

     Using alternative path and secondary parallel queue make avoidance to the 

congestion at the gateway and make it more adaptable and robust. 
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6.2 FUTURE WORK 

     This project work implements a congestion avoidance algorithm for a higher level 

of congestion avoidance in gateways. In this work the threshold is calculated based on 

randomly generated values. Future work can be carried on optimizing the average q-

size for maximizing the throughput with minimal delay. The discussion of the optimal 

average queue size for a particular traffic mix is left as a question for future research. 

The algorithm can be further enhanced with incorporation of traffic management 

algorithms. Our work is implemented by targeting TCP and further enhancements can 

be carried out to make it compatible with other protocols.    

     Although much research effort has been focused on understanding and utilizing 

RED algorithm to leverage the current network, some interesting research topics are 

yet to be investigated in more detail in future. For example, since it is widely accepted 

that Poisson model is not sufficient to characterize the traffic in current Internet, it is 

important to understand how RED and similar Active Queue Management (AQM) 

algorithm act when self-similar network traffic is applied. Further studies may 

produce more meaningful characterization of RED performance in the real-world 

network. RED algorithm does not avoid TCP synchronization [17].  
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