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Abstract 

Many types of materials at nanoscale are currently being used in everyday life. The 

production and use of such products based on engineered nanomaterials have raised 

concerns of the possible risks and hazards associated with these nanomaterials. In order to 

evaluate and gain a better understanding of their effects on living organisms, we have 

performed first-principles quantum mechanical calculations and molecular dynamics 

simulations. Specifically, we will investigate the interaction of nanomaterials including 

semiconducting quantum dots and metallic nanoparticles with various biological 

molecules, such as dopamine, DNA nucleobases and lipid membranes.  

Firstly, interactions of semiconducting CdSe/CdS quantum dots (QDs) with the 

dopamine and the DNA nucleobase molecules are investigated using similar quantum 

mechanical approach to the one used for the metallic nanoparticles. A variety of 

interaction sites are explored. Our results show that small-sized Cd4Se4 and Cd4S4 QDs 

interact strongly with the DNA nucleobase if a DNA nucleobase has the amide or 

hydroxyl chemical group. These results indicate that these QDs are suitable for detecting 

subcellular structures, as also reported by experiments.  

The next two chapters describe a preparation required for the simulation of 

nanoparticles interacting with membranes leading to accurate structure models for the 

membranes. We develop a method for the molecular crystalline structure prediction of 

1,2-Dimyristoyl-sn-glycero-3-phosphorylcholine (DMPC), 1,2-Dimyristoyl-sn-glycero-3-



xviii 

 

phosphorylethanolamine (DMPE) and cyclic di-amino acid peptide using first-principles 

methods. Since an accurate determination of the structure of an organic crystal is usually 

an extremely difficult task due to availability of the large number of its conformers, we 

propose a new computational scheme by applying knowledge of symmetry, structural 

chemistry and chemical bonding to reduce the sampling size of the conformation space.  

The interaction of metal nanoparticles with cell membranes is finally carried out by 

molecular dynamics simulations, and the results are reported in the last chapter. A new 

force field is developed which accurately describes the interaction forces between the 

clusters representing small-sized metal nanoparticles and the lipid bilayer molecules.  The 

permeation of nanoparticles into the cell membrane is analyzed together with the RMSD 

values of the membrane modeled by a lipid bilayer. The simulation results suggest that 

the AgNPs could cause the same amount of deformation as the AuNPs for the 

dysfunction of the membrane.  
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Chapter 1 

Introduction 

The development of modern science and technology falls into two extremely opposite 

directions. On the one hand, engineers try to construct big, not small things. This is the 

era of gigantic trains carrying thousands of people quickly and conveniently around the 

world, big airplanes allowing people to fly in the sky and spaceships sending human 

beings into outer space. More and more skyscrapers were built in the major cities around 

the world. The world largest productions, such as the aircraft carriers, oil tankers, bridges, 

highways and power plants are all produced in this era. On the other hand, the electronic 

industry begins significant efforts to make things smaller. The campaign of electronics 

miniaturization continues from the invention of the first transistor in 1947 and the first 

Integrated Circuit (IC) in 1959. As the electronics together with many other areas are 

striving to make smaller devices and materials with smaller dimensions, engineers and 

scientists must turn their focus to even smaller things – nano-scale devices, and develop 

the new research field of nanotechnology.  
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Although the terminology of nanotechnology comes in the 1980s, this new field of 

research had actually been predicted much earlier. It was R. P. Feynman who first 

proposed the idea of building machines and mechanical devices based on individual 

atoms in 1959. In his lecture to the American Physical Society titled “There’s Plenty of 

Room at the Bottom”, he clearly stated that the manipulation of things at the atomic level 

is the essence of nanotechnology. Today, after more than half of a century’s development 

in nanotechnology, scientists and engineers are able to manipulate individual atoms and 

molecules, and to construct nanostructures. This makes it possible to build tiny machines 

smaller than the size of cells with dimensions of the order of a few nanometers.  

The discovery and design of nanostructured materials are indispensable in the 

advances of nano devices or machines. The engineered nanomaterials possess the unique 

chemical and physical properties such as chemical reactivity, thermal and electrical 

conductivity and optical sensitivity owing to the size confinement and the high specific 

surface area. Nowadays, nanomaterials have been widely applied to many fields. One 

important application is for nanomedicine. Nanomedicine ranges from the medical 

applications of nanomaterials to the treatment of diseases via building nanoscale 

electronic devices. Nanoelectronic biosensors can often be used for diagnosis of diseases. 

Therefore, as a new burgeoning field, nanobiotechnology merges biological research with 

various fields of nanotechnology. It usually involves applying nanotools to relevant 

medical/biological problems and refining these applications.  
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Like any other new technology, nanotechnology soon found its application in 

commercial products in 2000. For instance, titanium dioxide and zinc oxide nanoparticles 

are used in sunscreen, cosmetics and some food products; silver nanoparticles in food 

packaging, clothing, disinfectants and household appliances; carbon nanotubes for stain-

resistant textiles; and cerium oxide as a fuel catalyst [1, 2].  

It is not until recently that concern has been raised about the possible health and 

environment hazards of this unique group of materials – nanomaterials, in spite of the 

advantages that they may offer. The same physical and chemical properties of these 

nanomaterials which provide the sensitivity and reactivity may seriously affect the 

biological function of the cells of a living body. Unfortunately we are confronted with the 

vexatious reality that many of these applications may also bring a downside of possible 

risks and hazards associated with these products [3, 4]. Therefore, in parallel with the 

development of new nanotechnologies, it is highly desirable to investigate their impact on 

the environment [5–7] and issues related to workplace safety [8], the toxicology of 

nanomaterials.  

In this dissertation, my focus is on the computational study of interactions of 

nanomaterials with biological molecules using a combination of first-principles and 

classical molecular dynamics approaches. The goal is to investigate the toxicity of several 

selected nanomaterials and provide a valid toxicity evaluation scheme that may be 

applied to other systems as well. The experimental results show that some nanomaterials 

have the potential to damage skin, brain and lung tissue, and accumulate in the body [9]. 
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However, besides the phenomenological observation, little is known about the underlying 

toxic mechanism, especially at the atomic scale. In addition, contradictory or 

complications of results are also found in experimental reports. For example, the study of 

single-walled carbon nanotubes on mitochondria in human A549 lung cells shows that 

the signs of cytotoxicity appeared in approximately 50% of the cells when MTT (a salt 

that is not soluble in water) was used, but did not get any sign of cytotoxicity when WST-

1 (a salt that is soluble in water) was used. Similarly no cytotoxicity was observed under 

the salt INT, the dye TMRE or the antibody Annexin-V environment [10]. Some 

experimental results even found that functionalization of carbon nanotubes can reduce 

toxicity [11].  

It is apparent that the pure experimental approach has severe limitations. The 

complexity has also come from the fact the properties of nanomaterials can be affected by 

a wide range of physical parameters such as the size, shape, chemical composition or 

degree of agglomeration. Some of them may not be well quantified and controlled in the 

experiments. Heterogeneity may be another issue. All of these factors can modify the 

experimental results. Furthermore, as a general approach in experiments, the toxicity is 

measured by the number of dead or dysfunctional cells. This may be affected by multiple 

factors involving comprehensive interactions. Therefore, it is desirable to find a new 

strategy to decouple all these complexity and explain the toxicity of nanomaterials in a 

more definitive fashion.  
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Computational modeling and simulation, on the other hand, can compensate for some 

of the experimental limitations. Unlike the experimental work, in a computational study, 

one can control each of these critical parameters independently, and identify the 

underlying mechanisms responsible for the experimental observation in a systematic way. 

Furthermore, it is also possible to simulate interactions under conditions that are 

inaccessible in experiments, such as extreme temperatures and pressures, strong electric 

or magnetic fields. Last, but not the least, computational study provides a fast and cost-

efficient way to predict the potential hazards before something is put into the market. 

The computational methods employed in this thesis work include both first-principles 

and atomistic methods. In general, first-principles methods can provide an accurate 

description of the toxicity effects of nanomaterials, but they require much more 

computational resources. They also have limitations including the use of the static lattice 

approximation mimicking absolute zero temperature conditions. On the other hand, 

atomistic simulation methods such as classical molecular dynamics can make up for the 

limitations of first principles method, but at a reduced level of accuracy. A combination 

of approaches based on both first-principles and molecular dynamics can therefore be 

used for the best balance of computational resources and the level of accuracy. Such an 

approach is employed to describe interactions of nanomaterials with biological molecules, 

which are the governing factors in predicting the toxicity of nanomaterials.  

In this dissertation, several case studies are reported for the interaction of 

nanomaterials with biological molecules. The contents are arranged as follows. The first 
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part contains first-principles based studies, while the second part presents studies based 

on molecular dynamics simulations. More specifically, Chapter 2 provides a detailed 

theoretical description of first-principles methods. Chapter 3 reports the results of first-

principles study of Mn, Al and Ag nanoparticles interacting with a biologically active 

molecule dopamine. Semiconductor quantum dots have applications in imaging cellular 

objects. Their interactions with the biological macromolecules such as DNA are studied 

in Chapter 4. A cell membrane is a thin, film-like structure and acts as a selective barrier 

allowing some special material to pass through. It is like the security door to protect the 

cell for its safety and has the great significance for the maintenance of the cell function. 

Taking into account that over 70% of biomolecules in the cell membrane belong to 

phospholipid molecules, structure of the phospholipid bilayer is obtained in Chapter 5 via 

first-principles approach and periodic boundary conditions. In Chapter 6, the newly 

developed computational scheme to predict molecular crystal structures from first-

principles is tested on a cyclic di-amino acid peptide yielding good agreement with 

experimental data that are available. The first chapter in the second part, Chapter 7 

provides a detailed description of the classical molecular dynamics (MD) approach and 

the core of its force fields. Lastly, in Chapter 8, a MD study of interactions of metal 

nanoparticles with membranes is reported. Despite the fact that the interactions of 

biological systems with many carbon-based nanomaterials, such as the carbon nanotubes 

and fullerene have been reported, there is a scarcity of the interaction with metallic 

nanoparticles mainly owing to the lack of force field to describe the interaction between 

metal nanoparticles and the lipid molecules. For this reason, a new force field is 
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developed in this study based on first-principles results. For the first time we have 

successfully applied the molecular dynamics simulation to simulate the interaction of 

small metal clusters with a model lipid membrane.  
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Chapter 2 

Electronic Structure 

Previously, physicists who are interested in the phenomenological theory to explain 

the experimental results are limited to the so-called primitive computational facilities. In 

the last decade, the development in computer technology together with the advancement 

in numerical algorithms has made it possible to use the basic principles of quantum 

mechanics to calculate the physical and chemical properties of a given system. This 

progress has made the computational modeling to be an important part of scientific 

investigations involving theory and experiments.  

2.1  Schrödinger Equation and Born-Oppenheimer Approximation 

Ab initio method refers to the method from first principles in which the properties of a 

system are obtained using the Schrödinger equation [1]. It is generally accepted that the 

first calculation based on the Schrödinger equation was performed by Heitler and London 

on the hydrogen (H2) molecule in 1927 [2]. The time-independent Schrödinger equation 

can be written as 



12 

 

 t
ihH

 (2.1) 

The corresponding Hamiltonian is: 
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Where the first term is the sum of kinetic energy of the ith electron; the second term is 

the sum of kinetic energy of the kth nucleus; the third term is the sum of Coulomb 

interaction of the ith electron and the kth nucleus; the fourth term is the sum of Coulomb 

interaction of the ith electron and the jth electron; the fifth term is the sum of Coulomb 

interaction of the kth nucleus and the lth nucleus. The expression is written here in 

dimensionless form or atomic units.  

A complete description of a system requires a solution of the Schrödinger equation 

which includes both electronic and nuclear degrees of freedom. In practice, solution of 

the equation (2.2) is a formidable computational task, especially for systems consisting of 

aggregates of atoms and more than one electronic state.  

Since nuclei are heavier than electrons, we can separate the electronic and nuclear 

coordinates in equation (2.2). This is called as the Born-Oppenheimer Approximation [3]. 

The wave function is separated into the nuclear wave function and the electronic wave 

function. The electronic Schrödinger equation can be written as: 
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In order to further simplify the method to solve the Schrödinger equation, one can 

assume that there is no interaction between the electrons of the system. Thus, the system 

Hamiltonian simplifies to: 

  with  (2.4) 

If the system falls into the weakly coupling regime of the electron correlation, the 

many-body problem can be mapped into a single-particle problem under an effective 

'mean field' theory. Among the mean-field theoretical methods, the most popular method 

is based on Hartree-Fock (HF) theory [4, 5] which uses the independent electron 

approximation within the self-consistent field. The total wave function of an N-electron 

system is constructed based on the assumption of independent moving electron. Owing to 

Pauli Exclusion Principle, the wave function can be written through the Slater 

determinant of N orthonormal single electron wave functions:  
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One can apply the Roothaan-Hall approximation for φ, and vary the coefficient cvi 

(e. expanded in the fixed basis set ) to minimize the integral using the energy 

variational principle. It leads to the determinant equation (2.6): 
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Fμν is: 
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The HF method uses a single electron wave function which assumes an electron 

moves independently in the average potential field. Therefore, one cannot consider the 

role of instantaneous correlation between the electrons - the electron correlation. On the 

other hand, the Slater determinant wave function used by the HF method satisfies the 

Pauli Exclusion Principle, and this part of the electron correlation is referred to as the 

exchange interaction. In general, the electron correlation energy is defined as the 

difference between the 'true' ground state energy and the HF energy (Ecorr=E-EHF). The 

contribution of the electron correlation energy to the total energy of the system is likely 
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to be small, only 0.3 to 2%. But, it is very important in determining accurate chemical 

reactions or electronic excitations. It is generally calculated by the Møller-Plesset 

perturbation theory [6, 7], Coupled-cluster theory (CC) [8.9] or other methods. 

2.2 Density functional theory 

The basic idea of the density functional theory (DFT) comes from Thomas and Dirac 

as early as the 1930s. DFT provides a first-principles computational framework; it can 

solve many of the problems in atoms, molecules, and solids such as the calculation of the 

ionization potential, vibrational spectra, and the choice of the catalytically active sites, 

biological molecules electronic structure, and electronic band structure. Note that Kohn 

and Pople received the Nobel Prize in Chemistry in 1998 owing to their pioneering work 

in DFT. 

For the N-electron system, we can use  to represent the function of the 

state in the available 4N-dimensional space as the N particles are in three-dimensional 

space and spin space. According to the physical meaning of the wave function, we have: 

   (2.8) 

Here ρ = ΔN/l3 is the density of electrons;  represents a small 

volume element of 4N-dimensional space.  is the probability of 

),,( 21 Nxxx
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occurrence of an electron in a small volume element of the 4N-dimensional space. The N-

electron system wave function in the coordinate space can be written as: 

     (2.9) 

2.2.1 Thomas-Fermi theory and related models 

In a Thomas and Fermi model [10, 11], the energy of an N-electron system can be 

expressed as: 

 eeE T r v r dr V
  (2.10) 

T[ρ] is the kinetic energy of the electrons, the second term is the nuclear and 

electronic interaction potential energy; Vee[ρ] is Coulomb interaction energy. The total 

kinetic energy is: 

  and   (2.11) 

The total energy can then be written as: 

   (2.12) 

1 2( ) , , ,N
i N ix x x x
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Later, Dirac added the electronic exchange energy in Vee [ρ] of the Thomas-Fermi 

model. The electronic system is still a free particle in a box with the boundary conditions

xlx . The independent electronic wave function is: 

 
3/ 2 1/ 2
1 1, , x y zi K x K y K z ikr

x y z e e
l V   (2.13) 

And the first-order reduced density matrix is: 

   

                    (2.14) 

Quantum number fk is a function of position, corresponding to the Fermi level, 

 
1/33fk r

  (2.15) 

Let , , , We can then rewrite equation (2.14): 
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The kinetic energy is: 
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   (2.17) 

Here CF =2.8712, which is same as obtained in the Thomas-Fermi model.  

The electron correlation energy equal to Coulomb energy (J[ρ]) minus exchange 

energy (K[ρ]): 

 eeV J K  and 
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3
4

xC r dr
  (2.18) 

Here Cx = 0.7386.  

The total energy in the Thomas-Fermi-Dirac model defined as follows: 

 
5 4

3 3
TFD F xE C r dr r v r dr J C r dr

  (2.19) 

Based on this method, several researchers have tried various approaches to improve 

the accuracy for the Thomas-Fermi-Dirac model, but the effect had been unsatisfactory, 

until Kohn's work appeared in 1964 providing the fundamental theorems - the ground 

state of Thomas-Fermi-Dirac model may be taken as an approximation to an 'exact' 

ground state of the system [12, 13].  
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2.2.2 Hohenberg-Kohn Theorem 

In the Thomas-Fermi and the Thomas-Fermi-Dirac models, the nature of the system 

depends only on the electron density. This basic assumption was proven by Hohenberg-

Kohn in two important theorems which are now regarded as cornerstones of the density 

functional theory (DFT).  

The essential statements of DFT are: 

(i): when the external potential is finalized, the electron density of the ground state 

should also be uniquely determined. 

(ii): the calculated ground state energy with the approximated density, ρ’ must not be 

less than the true ground state energy with density ρ.  

The first Hohenberg-Kohn theorem tells us that the electron density of a system can 

only be finalized when it is in the ground state, but it does not tell us how to determine it. 

In fact, the wave function and the electron density of the N-electron system cannot be 

exactly solved. The second Hohenberg-Kohn theorem states that the total energy of the 

system depends on the electron density with functional variational characteristics, and all 

observables of the system can then be calculated. 

Application of electron density variational leads to 

 0E E E   (2.20) 



20 

 

This is under the constraint that the number of electrons of the system is conserved: 

 
r dr N

  (2.21) 

Using the Lagrange multipliers, under the constraint conditions of equation (2.21), we 

can take the functional variation and get: 

 
0

E r dr N

  (2.22) 

Now the question is about the specific expression of the energy functional form. The 

energy functional form can be constructed as follows: 

1. The electronic kinetic energy (T(ρ)). The electron can be regarded as the outer 

potential movement in the momentum space, so the kinetic energy of the electrons can 

depend on the electron density.  

2. The nucleus attractive electronic energy is calculated using: 

 ext neV r V r dr
  (2.23) 

3. The electronic Coulomb interaction energy is calculated using:  

 

1 1 ( )
2 2 c

r r
J drdr V r r dr

r r   (2.24) 
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4. The interaction between electrons includes electronic exchange interaction and 

electron correlation energy, unified and referred to as Exc
’[ρ]. 

The total energy is 

 [ ]ext xcE T V J E   (2.25)  

Application of variational principles leads to  

 

1 ( )
2

xc
ne

T EE
r V r dr Vc r r dr

  (2.26) 

the Euler-Lagrange equation is 

 
xc

ne c
T E

V V
  (2.27) 

Thomas-Fermi theory adopts a direct approximation (i.e. free electron gas model) 

ignoring the electronic exchange-correlation term in equation (2.25). On the other hand, 

Kohn and Sham introduced non-interaction model in which motion of electrons is seen as 

a stand-alone electronic external field leads to a simpler energy expression: 

 0 effE T V r r dr
  (2.28) 

T0[ρ] is the kinetic energy of the electrons with the Euler-Lagrange equation: 
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Comparison of (2.27) with (2.29) yields 

 
0 xc

eff ne c
T T E

V V V
  (2.30) 

Now, we can construct the equivalent stand-alone electronic Hamiltonian system: 
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This operates on the ground state wave function determinant 

 
1 2

1 det
! NN   (2.32) 

φi is the ith eigenstate of the Single-electron Hamiltonian hi, namely: 
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2i i i eff i i i ih V r
  (2.33) 

For the kinetic energy, we can use this formula to calculate: 
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Here the Electron density is defined as: 
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Now we can define the exchange-correlation functional as: 

 
0 xc xc

xc
T T E E

V
  (2.36) 

We bring it into (2.27) to write: 

 eff ne c xcV V V V   (2.37) 

Thus, we have Kohn-Sham equation: 

 
21

2 i ne i c i xc i i i iV r V r V r
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The expression of the total energy is: 
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2

N

i ne xc
i

r r
E V r r dr drdr E

r r   (2.39) 

2.2.3 Exchange and correlation functional forms 

In solving Kohn-Sham equations, difficulties and challenges lie in how to establish 

the exchange-correlation energy. Kohn and Sham put forward the so-called local density 

approximation (LDA) assuming that the electron density of the system is homogeneous. 
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The electron exchange-correlation energy then only depends on the density of electrons 

and cannot be dependent on the gradient of the electron density.  

 
LDA
xc xcE r dr   (2.40) 

Here εxc is the homogeneous electron gas exchange-correlation energy for a single 

electron. The exchange-correlation potential can be written as: 

 

LDA
xcLDA xc

xc xc
EV r r r

r   (2.41) 

The Kohn-Sham equation can then be written as: 

 

21
2

LDA
xc i i i

r
V r dr V r
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With x x c  

For the electronic exchange potential energy component, the Thomas-Fermi-Dirac 

model is: 

 
1/3

x xC r  

1/33 3
4xC

  (2.43) 

εc[ρ] describes the Coulomb interaction of the electrons caused by their dynamic 

interaction. The earliest potential energy was given by EP Wigner: 
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Here rs is the classical radius of the electron.  

Later, several forms were proposed. For example, the Vosko, Wilk and Nusair’s form 

[14] is: 

22
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 0.62184A , 0 0.409286x , 12.0720b , 42.7198c   (2.45) 

Perdew and Zunger's [15] form is:  
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The LDA approximation using the uniform electron gas model appears to be 

physically incorrect where a slow change in electron density is expected, e.g. ionic solid 

state systems. In order to improve the accuracy of the DFT method, the generalized 

gradient approximation (GGA) [16, 17] was developed. The GGA form can be written as 

 
,GGA

xc xcE r dr
  (2.47) 
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Becke [18] used the fitting method and derived: 
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Perdew [19] advocated minimizing the introduction of fitting parameters. He proposed 

the PBE exchange-correlation energy expression as: 
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Where k = 0.804 and u = 021951.  

Recall that the HF theory contains the precise description of the exchange capacity in 

a many-electron system. Accordingly, in a mixing section of the DFT, HF exchange can 

help to improve accuracy of the functional form. The most simplified hybrid functional 

forms with the HF exchange terms can be written as: 
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A more practical hybrid functional type is B3LYP [20-22]: 
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Where a0=0.20, ax=0.72, and ac=0.81. Ex
GGA and Ec

GGA are generalized gradient 

approximations: the Becke 88 exchange functional and the correlation functional of Lee, 

Yang and Parr for B3LYP, and Ec
LDA is the VWN local-density approximation to the 

correlation functional.  

2.3 Pseudopotential  

The electronic structure of constituting atoms of a material or molecule has two basic 

characteristics. The core electrons of an atom remain nearly unchanged in making 

transition from atomic to molecular or solid state, and the valence electrons get modified 

in molecular or solid state. Therefore, one can build an effective potential to represent 

electron density of the core electrons in electronic structure calculations, thereby reducing 

the computational requirements. 

Norm-conserving pseudopotentials [23, 24] are a common class of pseudopotentials. 

They are introduced to remove the core electrons and the strong nuclear potential and act 

on a set of pseudo wave functions. The pseudo-wave function used to represent the core 

electrons is defined by a smoothly-varying nodeless function below the cut-off radius 

(Rc). The total charge enclosed within Rc is equal to the total charge of all-electron wave 

functions. Therefore, the pseudo wave function beyond Rc reproduces the all-electron 

wave function. The choice of the value of Rc of a pseudopotential can affect the 

calculation accuracy dramatically. In this way, the ferocious oscillation of electron wave 

function in the core is removed and transformed into a smoothly changing wave function, 
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which has no nodes. Use of pseudopotentials not only reduces the number of electrons to 

be treated in the system, but also allows one to expand the wave function using a much 

smaller plane wave basis set. Since the need of solving for the core electrons is totally 

removed, such an approximate pseudopotential can be given in the case of a valence-

electron only solution. It should be noted, however, that the use of pseudopotentials for 

the first row (carbon, nitrogen, oxygen) or transition metals (nickel, copper, and 

palladium) elements require high plane wave cut-off energy, due to the highly localized 

valence electron orbitals. Norm-conserving pseudopotentials can be applied in both real 

space and reciprocal space; and the real space method provides better scalability for the 

system. 

In order to construct a pseudopotential wave function, one normally needs to match 

the following conditions: firstly, the configured function must be smooth without any 

nodes. Secondly, for a typical electronic configuration, the pseudopotential eigenvalue 

must be equal to the actual eigenvalue. Thirdly, the actual wave function should be equal 

to pseudopotential wave function in the core radius, Rc. Lastly, although the 

pseudopotential wave function is not same as the actual wave function inside the core 

radius, but the charge density should be equivalent inside the core radius. This is the 

meaning of norm-conserving. Based on the second and third point conditions, 

pseudopotential is equal to the genuine potential outside core radius. Therefore, the core 

radius is chosen based on the following considerations: big enough to make soft 

pseudopotential, small enough to keep good transferability, and not too small to be very 
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close to the outmost radial node. Note that some of the pseudopotential programs may 

require additional conditions to determine the pseudopotential function. For example, the 

radial part of the wave function of the Troullier-Martines (TM) pseudopotential is defined 

as: 
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For any reference energy, the nonlocal pseudopotential can be written as: 
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We can extend to multiple reference energy defining ijB  as: 
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Under the Norm-conservation conditions, 
0ps

j
ps

iRjiijQ
, and Bij and 

vNL are Hermitian. 



30 

 

 

Figure 2.1: Oxygen 2p radial wave function (solid line), norm-conserving pseudo-wave function 

(dotted line), ultra-soft pseudo-wave function (dash line). 

Because of norm-conserving condition constraints, norm-conserving pseudopotentials 

for the first period elements and transition metals did not significantly reduce the amount 

of computation. The Ultrasoft pseudopotentials which do not follow the norm-conserving 

pseudopotential model are proposed.  

We define S to be: 
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Blöchl et al. [25] proposed the Projector augmented wave (PAW)) method linking all-

electronic wave functions to the pseudo wave functions using the transformation defined 

as: 
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The partial wave expansion around the atom is: 
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The energy system, the charge density and other information can be obtained through 

the pseudo wave function. 

2.4 Basis sets  

The wave function of an electron in single-electron orbit can be expressed as a finite 

linear combination of analytic functions: φi= aμμ , where  is called a basis function 

and its collection  is called the basis group. A common solution is to choose the basic 

functions of the atoms in the molecule to be the atomic orbital (s, p, d, ...), that is, by a 

linear combination of atomic orbitals (LCAO) to get the molecular orbital.  
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Atomic orbitals can generally be written as: 

(r, , ) Rn (r)Ylm ( , )  (2.58) 

For Rn(r), in general, two kinds of basic functions are used in the molecular orbital 

(MO) theory: Slater Type Orbitals (STOs) and Gaussian Type Orbitals (GTOs).  

STO is the class of hydrogen atomic orbitals, an intuitive choice. Its expression is: 

r, , rn 1e rYlm (2.59) 

Where n is the principal quantum number, which is equivalent to the radial wave 

function of hydrogen ions with the orthogonal restriction removed. It requires a pre-

exponential factor for a single type to simplify calculations. Slater-type basis functions 

are very good for small systems, but calculations of three-center and four-center two-

electron integrals become relatively difficult. In 1950, Boys proposed using Gaussian 

type function as a basis function to expand the molecular orbitals. Gaussian functions 

preceded by different factors correspond to s, px, py, pz, dxy, dyz, dzx etc. Gaussian type 

functions can be obtained.  

( x, y, z ) xi y j z k e r2  (2.60)  

The Gaussian function is an exponential function of r2, which can be decomposed 

into x2 + y2 + z2, so that one can easily separate three dimensional integral to one-

dimensional integrals, thus greatly simplifying electronic structure calculations. 
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Beside the Gaussian-type orbital and Slater-type orbital, the plane wave basis set [30, 31] 

is also very popular to use in the field of Condensed Matter Physics. Any single electron 

wave function can also be written in the form of superposition of plane waves:  

 
dgegCr rig

nn )()(
 (2.61) 

If g is equal to 0, the wave function is a constant.  

The plane wave expansion often needs the help of discrete periodic boundary 

conditions (PBC). The periodic boundary conditions can be used for a crystal, while 

molecules (0D), wires (1D) and surfaces (2D) can be defined via supercells with imposed 

periodic boundary conditions.  

If the Potential field of a lattice has periodicity, the wave function can be expressed as: 

 
rik

nknk erur )()(  (2.62) 

unk(r) is a periodic function of the lattice.  

According to the Bloch theorem, one-electron wave function has a periodic part 

which can be expressed via discrete Fourier expansion (reciprocal lattice). Thus, the 

plane wave can be written as: 

 G

rGKi
Gknnk eCr )(

,)(
 (2.63) 
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Where G is an integer multiple of the reciprocal lattice vector b. K is taken from the 

first Brillouin Zone (of the period is R/2 ) with ijji ba 2 . Calculations require 

truncation of the G value, thus the plane wave basis set has an advantage of having 

increased cut-off energy to systematically improve the nature of the base set of functions.  

Bloch theory can also be seen as the wave function classification at k points. In 

general, for every k, the number of occupied orbitals within the unit cell is equal to the 

number of electrons. Therefore, we find that the charge density on an infinite number of 

occupied orbitals by the summation transform into Brillouin zone integration. The charge 

density can be calculated using this formula:  

 

occ

n
BZ nknk drdkrr )()(*

 (2.64) 

Born-von Karman boundary conditions [32, 33] allows one to further use discrete k. 

Assume that there is a large enough period of N, one-dimensional case can be viewed as a 

one-dimensional chain ring as shown in Figure 2.2. 
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Figure 2.2: Illustration of Born-von Karman one-dimensional chain ring boundary conditions. 

m
NR

keikNR
nNn

21
 with the integer m ranging from -N/2 to N/2. Thus, 

we can take discrete values of k in the reciprocal space of the first Brillouin zone. 

It is to be noted that calculations of the kinetic energy are much more convenient in 

the reciprocal space while that of the potential energy-related terms are in the real space. 

Therefore, calculations of the Hamiltonian matrix elements often require Fourier 

transform. Furthermore, the Born-von Karman boundary conditions in the real space 

correspond to the density of the k points of the Brillouin zone in the reciprocal space. 

Accuracy of the Brillouin zone integration therefore becomes important in electronic 

structure calculations. Its general form is 

 n
nknk

BZ BZ

dk)(1

 (2.65) 
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In generally, the integral can be turned into summation of k points for selected points 

with weights: 

 k
k

BZ

w
BZ

1

 (2.66) 

The selection of k points is generally performed by the Monkhorst-Pack method 

which changes a three-dimensional problem into three one-dimensional problems. A set 

of Monkhorst-Pack grid is selected via uniform dividing rules within the lattice point sets 

in the Brillouin zone.  

2.5 Vienna Ab initio Simulation Package (VASP) 

VASP [34-37] is a package for performing ab-initio quantum-mechanical molecular 

dynamics (MD) simulations using pseudopotentials or the projector-augmented wave 

method and a plane wave basis set. The approach implemented in VASP is based on the 

(finite-temperature) local-density approximation with the free energy as variational 

quantity and an exact evaluation of the instantaneous electronic ground state at each MD 

time step.  

VASP uses efficient matrix diagonalisation schemes and an efficient Pulay/Broyden 

charge density mixing. These techniques avoid all problems possibly occurring in the 

original Car-Parrinello method, which is based on the simultaneous integration of 

electronic and ionic equations of motion. The interaction between ions and electrons is 
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described by ultra-soft Vanderbilt pseudopotentials (US-PP) or by the projector-

augmented wave (PAW) method. The US-PP and the PAW methods allow for a 

considerable reduction of the number of plane-waves per atom for transition metals and 

first row elements. Forces and the full stress tensor can be calculated with VASP and 

used to relax atoms into their instantaneous ground-state.  
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Chapter 3  

Interaction of Semiconducting Quantum Dots with 

Dopamine and DNA nucleobases 

3.1 Introduction 

CdSe/CdS quantum dots (QDs, usually spherical nanoparticles in the size range of 1–

10 nm diameters [1]) are ideal quantum-confined nanocrystals widely used as fluorescent 

probes for biomedical applications owing to their unique optical and electronic properties. 

The intriguing feature of these semiconducting quantum dots is that the particle size 

determines the wavelength of fluorescence emission. One can vary fluorescence emission 

from the ultraviolet to the visible or near-infrared spectrum by controlling the size and the 

chemical composition of the QDs [2-6]. This feature has actively been utilized by scientists 

and engineers to design useful nanoscale devices which can label and image biological 

macromolecules.  

In contrast to organic dyes, the CdSe/CdS QDs can be used in the high-sensitivity 

multiplexed devices due to their broad excitation profiles and narrow/symmetric emission 
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spectra. The CdSe/CdS QDs are also very suitable for combinatorial optical encoding, in 

which multiple colors and intensities are combined to encode thousands of genes, 

proteins or small-molecule compounds [7-9]. Nowadays, the need for biological labeling 

using CdSe/CdS QDs has been increasing very fast. They have been successfully used in 

the bioanalytical field, such as DNA hybridization detection [10].  

If an organic molecule binds to the QDs, the emission spectra will change. Different 

molecules may induce different changes in the emission spectra. This is the working 

principle of QDs detection. The sensitivity of detection (the intensity of emission spectra 

required to produce enough signal over noise for detection), however, is determined by 

the binding energy that the target organic molecule has with the imaging QDs. It is 

valuable knowledge for future biological imaging, if one can understand and predict what 

type of organic compound may induce the high intensity of emission spectra with 

CdSe/CdS quantum dots (QDs). For this purpose, quantum mechanical calculations have 

been performed to obtain the potential energy surface describing the interaction of 

CdSe/CdS small QDs with the dopamine molecule and DNA nucleobases. In this study, 

such small clusters of Cd4Se4/Cd4S4 have been used as simulation models for the 

CdSe/CdSe nanoparticles. Through this work, the following questions are addressed: 

which chemical groups have the larger binding energy with Cd4Se4/Cd4S4 QDs and 

therefore can generate the higher intensity of emission. It is found that the CdSe QDs are 

indeed good for detecting the DNA molecules. This study has also provided some general 

guidelines for the selective detection of chemical and biological molecules.  
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3.2 Computational method 

All calculations reported here were performed within the framework of the density 

functional theory (DFT). We used the Vienna ab initio Simulation Package (VASP) to 

calculate the interaction of molecules with the CdSe/CdS cluster. The projector 

augmented-wave (PAW) potentials [11-13] and plane wave basis sets were used. Here we 

applied the generalized gradient approximation (GGA) and employed the exchange and 

correlation functional forms proposed by Perdew and Zunger [14,15].  

The computational parameters were taken from our previous studies on dopamine-

metal clusters [16]. A cubic supercell is chosen which is big enough to ensure that the 

interaction with its image cells is negligible. The cutoff energy for the plane wave basis 

was set to 400 eV and reciprocal space integrations were performed at the  point. The 

electronic structure calculations were considered to be converged when the total energy is 

converged to 10-5 eV. The convergence criterion of force on each atom was set to 0.03 

eV/Å for structure relaxations. 

3.3 Results and discussion 

3.3.1 DNA nucleobase molecules  

The optimized equilibrium structures for the DNA nucleobases are shown in Figure 

3.1. 
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                                Adenine                                                                         Thymine  

 

                                           Guanine                                                                    Cytosine 

Figure 3.1: A ball and stick model for the DNA nucleobase (O: red, C: yellow, N: navy blue, H: 

blue). 
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3.3.2 Cd4Se4 and Cd4S4 clusters 

The optimized equilibrium structures for the Cd4Se4 and Cd4S4 clusters are shown in 

Figure 3.2. The lowest-energy structure found in this study has a near-cubic structure. 

The equilibrium structural parameters of clusters are listed in Table 3.1. 

Table 3.1: The optimized geometrical parameters of Cd4Se4/ Cd4S4 small QDs. 

  R (Å) 1(X-Cd-X) (º) 2(Cd-X-Cd) (º) 

Cd4S
e4 

our result 2.70 104.4 73.8 

Reference[

20] 
2.69 104.0 74.0 

Cd4S
4 

our result 2.62 102.6 95.5 

Reference[

21] 2.61 --- 103.4 

  

 

Figure 3.2: A ball and stick model for the Cd4Se4 and Cd4S4 clusters. 
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3.3.3 Interaction of Cd4Se4 and Cd4S4 QDs with dopamine 

The dopamine molecule has three active chemical groups. That is phenyl, amido and 

hydroxyl. Therefore, in the study of interaction, the cluster is considered to approach the 

molecule towards the hydroxyl (i.e. the O-site), amido (i.e. the N-site) and the phenyl (i.e. 

the Top-site) of the molecule. The directions that the QDs approach the dopamine are 

illustratively shown in Figure 3.3: 

 

Figure 3.3 Schematic illustration of the direction of the cluster to approach the dopamine 

molecule (O: red, C: yellow, N: navy blue, H: blue, X: position of QDs) 

In Figure 3.3, X1 shows how the QDs approach the dopamine from the Oxygen side; 

X2 shows how the QDs approach the dopamine from the Nitrogen side and X3 shows 

how the QDs approach the dopamine from the top side. When calculating the total energy 

of the system at a certain distance, only the correlative atoms are fixed; the other atoms 

are relaxed as the QDs approach the molecule. For example, if one calculates the 

interaction when the QDs approaches from the top site and the distance is 3 Å away from 

the center of the phenyl ring, the six carbon atoms are fixed in position which lie in the 

hexagon ring as well as the semiconducting cluster. The distance between the closest 
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Cadmium atom and the center of the hexagon ring is set to 3 Å. The reference of “zero” 

in energy is taken to be the energy of the system when the QDs and the molecule are far 

apart from each other. All the energies are taken to be the differences between the values 

of the calculated energies and the reference energy. The calculated potential energy 

surface along the three interaction paths for Cd4Se4 and Cd4S4 are shown in Figures 3.4 

and 3.5, respectively.  
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Figure 3.4: The energy surfaces describing interaction of the Cd4Se4 cluster with a dopamine 

molecule from different approaching directions towards the O site, the N site and the top site. 
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Figure 3.5: The energy surfaces describing interaction of the Cd4S4 cluster with a dopamine 

molecule from different approaching directions towards the O site, the N site and the top site. 

Table 3.2: Binding energy (EB ) and equilibrium distance (RB ) of the QDs-molecule complex. 

QDs 
Molecular sites 

N-site O-site Top-site 

Cd4
Se4 

EB , 
eV 

0.89 0.30 0.21 

RB, 
Å 

2.3 2.6 2.7 

Cd4
S4 

EB , 
eV 

1.05 0.36 0.25 

RB, 
Å 

2.3 2.7 2.8 

The calculated values of the binding energy (EB) and the equilibrium distance (RB) 

associated with the ground state configuration of the complex consisting of the QDs and 

molecule are given in Table 3.2. 
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The energy surfaces do not show the presence of any energy barrier for all the cases 

considered (Figures 3.4 and 3.5), thus indicating the likelihood of exothermic reaction 

between the semiconductor of clusters and the dopamine molecule. For the Cd4Se4 and 

Cd4S4 QDs, the calculated results show the preference for the N-site with the binding 

energy of 0.89 and 1.05 eV, respectively. For the metallic clusters Ag13 and Al13, our 

previous studies also showed the preference for the N-site with the binding energy of 0.67 

and 0.91 eV [22]. From this perspective, the semiconducting clusters of Cd4Se4 and Cd4S4 

behave very similarly to the metallic clusters of Ag13 and Al13.  

The Cd atom has an electronic configuration of 4d105s2, and is characterized by an s-

type frontier orbital with two paired electrons in the s-type frontier orbital. The Cd-s 

orbital undergoes a small hybridization with the phenyl-π orbital, yielding a weak 

interactive strength with the molecule from the top site. Likewise, the electronic 

configuration of the Ag atom is 4d105s1. The Ag13 cluster is also characterized by an s-

type frontier orbital, with one unpaired electron in the odd-numbered cluster. It has the 

weak interaction with the dopamine from the top site, just like CdSe/CdS QDs. The Cd 

atom is bonded to three Se or S atoms in the QDs. Thus, it makes part of the 5s electrons 

of the Cd atom transfer to the Se or S atoms. This leads to a stronger interaction of the 

CdSe/CdS cluster with the dopamine than the Ag13 cluster.  

The oxygen atom generally tends to form covalent bonds with the basic metal atoms 

due to its high electronegativity, while the nitrogen atom tends to form coordination 

bonds with the metal atoms. This makes the Cd metal atoms have stronger interaction 
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with the molecule from the N site than the O site.  

On the other hand, if the Cd4Se4 and Cd4S4 QDs interact with dopamine from the Se or 

S anions, the binding energy turns out to be close to zero for all the cases. This is due to 

the fact that the Se and S atoms are nonmetallic having high electronegativity to 

withdraw electrons. The outer p-orbital is almost fully occupied by electrons in the 

CdSe/CdS QDs, so that the Se or S atom can hardly attract electrons. Therefore the 

binding energy is zero for such cases. This result is confirmed by the repulsive potential 

energy surface in Figure 3.5. 

   

Figure 3.6: The charge density of the QDs-molecule complex showing the interaction from 

different sites: (a) O-site (b) N-site (c) Top-site. The contour density for (a) and (b) is 0.30 e/Å3. 

3.3.4 Interaction of Cd4Se4 and Cd4S4 QDs with DNA Nucleobases 

The same method has been used to calculate the interaction of Cd4Se4 and Cd4S4 QDs 

with DNA nucleobases. The DNA nucleobase structures and the possible directions that 

the cluster approaches the base molecule are shown in Figures 3.7-a to 3.10-a. In 

considering the static effect of the sugar-phosphate backbone of the DNA strand, we have 
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only included the open sites from the six-member rings and the hydrogen bonding edges. 

The calculated potential energy surfaces for Cd4Se4 and Cd4S4 are shown in Figures 3.7-b 

to 3.10-b:  
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Figure 3.7: QD approaching Adenine and the energy  
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Figure 3.8: QD approaching Cytosine and the energy surface  
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Figure 3.9: QD approaching Guanine and energy surface.. 
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Figure 3.10: QD approaching Thymine and The energy surfaces  

The calculated values of the binding energy (EB) and the equilibrium distance (RB) 

associated with the ground state configuration of the complex consisting of the QDs and 

DNA nucleobases are given in Table 3.3.  
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Table 3.3: Binding energy (EB ) and equilibrium distance (RB ) of the cluster-DNA-base complex. 

Molecu
le Action side 

CdSe CdS 

EB (eV) RB (Å) EB (eV) RB (Å) 

C-base 

Top - - - - 

N(lie in ring) 0.86 2.5 0.91 2.5 

=O(connect to 
ring) 0.61 2.5 0.64 2.5 

T-base 

Top - - - - 

=NH - - - - 

=O(connect to 
ring) 0.71 2.5 0.86 2.5 

A-base 

Top - - - - 

N(lie in ring) - - - - 

NH2 - - - - 

G-base 

Top 0.55 2.0 0.68 2.0 

=NH(lie in ring)     

=O(connect to 
ring)     

From these results it is found that Cd4Se4 and Cd4S4 QDs have strong binding 

interaction with the oxygen and nitrogen chemical groups in the DNA base molecules, 

except that the oxygen and nitrogen chemical groups having the hydrogen atoms as 

termini in the DNA base, where the binding energy is zero. This is because the oxygen 

and nitrogen atoms have paired electrons in the p-type orbitals, while the Cd atom has the 

empty p-orbitals. These p-orbitals undergo hybridization, yielding interactive strength 

between the Cd atom and the molecule. Although the oxygen atom generally has stronger 
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hybridization than the nitrogen atom, the nitrogen in this case lies in the six-member ring 

and is part of the π-type chemical bond. This leads to the higher electron density in the 

nitrogen lying in the ring than in the isolated nitrogen atom. In addition to that, since the 

oxygen in these base molecules connects to the six-member ring, the π-conjugated 

chemical bonding in the ring withdraws electrons from the oxygen and makes the oxygen 

having lower electron density than an isolated oxygen atom. Therefore the Cd4Se4 and 

Cd4S4 QDs have larger binding interaction with the nitrogen chemical group than the 

oxygen chemical group in these molecules.  

Nonetheless, if the oxygen or nitrogen having the hydrogen termini in the DNA 

nucleobase, the Cd atom interact with the hydrogen atom at first. Since the electron of the 

hydrogen atom is attracted by the oxygen or nitrogen, it turns out to be electron deficient. 

So the hydrogen cannot donate any electron to the cadmium atom. Therefore, there is 

hardly any interaction between the Cd atom and the DNA nucleobase, and the binding 

energy of the CdSe/CdS QDs interacting with the DNA nucleobase from the OH or NH 

side is apparently zero. 

3.5 Summary  

The calculated interactive strengths for different chemical groups follow the following 

order: 
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Phenyl (C6H5-) = amido (=NH) (N lie in the ring) < hydroxyl (OH)  

                                 (0eV)                                  (0eV)                            (0.36eV) [0.30 for CdSe] 

<Carbonyl (=O) < Nitrogen (N lie in the phenyl ring) <amide (-NH2)  

                    (0.42-0.68eV)                         (0.71-0.86eV)                      (0.89eV) 

We can see that the Cd4Se4/Cd4S4 QDs binds strongly with the DNA nucleobase 

molecules. That is to say, that the DNA nucleobase can coat stably on the CdSe/CdS 

QDs. So a relatively strong intensity of emission spectra may be expected at a relatively 

low concentration of DNA nucleobase molecules in the solution. From this perspective, 

the CdSe/CdS small QDs is good biological labeling material. On the other hand, if one 

wants to choose the target molecule to be detected, the molecule which carries the 

chemical group having strong binding interaction with CdSe/CdS QDs, such as carbonyl 

(=O), heterocyclic and amide (-NH2), will have a larger sensitivity. These principles 

may also help in the modification of the surface of the CdSe/CdS QDs to get stronger 

binding with the target molecules. A lot of effort has been made in this direction [23-28].  
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Chapter 4 

Structure of Membrane Lipids: DMPC and DMPE 

4.1 Introduction 

A biological membrane separates a cell from its surrounding environment. Its 

function depends on the continuity and integrity of the lipid since a lipid bilayer makes 

up the skeleton structure of a membrane. Also, over 70% weight of membrane belongs to 

the lipid bilayer.[1] Consequently, knowledge of the structure of a lipid bilayer is 

essential to understand the functionality of a biological membrane.[2] In practice, 

details of the structural configuration of a lipid bilayer can be obtained by the X-ray 

diffraction measurements.[3-8] However, it is not easy to perform experiments which 

require excellent quality of single crystals of lipid bilayers together with low 

temperature conditions. On the other hand, access to the high-performance 

computational facilities has become available with the modest resources leading to a 

routine use of theoretical methods to study biomolecular crystals. For example, 

atomistic simulation methods such as classical molecular dynamics (MD) and Monte 

Carlo (MC) have been applied to simulate a variety of interesting phenomena ranging 
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from self-assembly,[9-12] phase transition,[13-15] interactions of lipid with inorganic 

materials,[16-21] and biological molecules.[22-28] In general, accuracy and reliability of 

atomistic methods rely on the quality of semi-empirical force fields adopted in the 

simulations. 

It is well recognized that first-principles quantum mechanical methods can provide a 

detailed description of a crystal without relying on the availability of experimental 

results or semi-empirical force fields. Recently, such an effort was reported for a 

biological system where a first-principles study of the membrane lipid dipalmitoyl 

phosphatidylcholine (DPPC) molecule and monolayer was performed to investigate their 

molecular and electronic structural properties. The local density approximation to 

density functional theory was used to examine the structural features of the water 

interfacing the lipid. [29]  

In this chapter, the structures of two types of phospholipid crystals, namely 1,2-

Dimyristoyl-sn-glycero-3-phosphorylcholine (DMPC) and 1,2-Dimyristoyl-sn-

glycero-3-phosphorylethanolamine (DMPE) are studied using first-principles quantum 

mechanical methods. DMPC is chosen as a model system to benchmark the results of our 

calculations since it is well-characterized experimentally. DMPC is composed of the 

hydrophilic choline linked to the hydrophobic alkyl chains, whereas the hydrophilic 

aniline is linked to the hydrophobic alkyl chains for DMPE. Recognizing that the 

biological functionality not only relies on the molecular crystal structure, but also 

external environmental factors, the role of hydration effects in predicting the crystal 
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structures of DMPC and DMPE membrane lipids is also examined. Specifically, we 

are intrigued by the fact that the germs whose membrane is mainly made up of PE type 

lipid tend to die in a dry surroundings. Therefore, the crystal structures of DMPE 

under dry and aqueous conditions are both calculated to examine its functionality 

under different environmental conditions. Furthermore, we seek to determine the 

degree of reactivity of DMPC and DMPE via calculations of the dipole moments 

knowing that the phospholipids line up their hydrophilic and hydrophobic groups and 

build the so-called bilayer configurations. Furthermore the electric double layer 

configuration of a membrane lipid is accompanied by a large dipole moment due to the 

positive and negative charge separation in its structure.  

A lipid bilayer configuration is composed of two monolayers where their hydrophilic 

and hydrophobic groups point outward and inward, respectively. Recognizing that the 

constituent monolayers are identical and weakly interacting, we begin with a simulation 

model of a lipid consisting of a single layer which allows us to perform first principles 

calculations on the membrane lipids with modest computational resources. Note that the 

interactions of a lipid bilayer with the environment primarily occur at the hydrophilic 

group sites. Since the choice of a monolayer configuration retains the reactive sites, the 

simulation model can still determine the degree of the reactivity of the membrane lipids.  

4.2 Simulation model 

The generalized gradient approximation (GGA) to density functional theory (DFT) has 
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been employed as implemented in the VASP program.[30] The projector augmented-wave 

(PAW)[31-33] potentials and plane wave basis sets together with the exchange and 

correlation functional forms proposed by Perdew and Zunger[34, 35] are used for 

calculations. This functional form has been well tested in the simulation of a wide 

variety of crystalline materials.[36] It has also been pointed out that the choice of the 

functional form including van der Waals functional does not modify significantly the 

geometrical configuration for DPPC. [29] 

The energy cutoff of the plane wave was taken to be 400 eV. During the optimization 

procedure, both size of the supercell and internal coordinates of all the atoms were 

relaxed. The criteria of 10-5 eV for energy convergence and 0.01 eV/Å for the 

convergence of forces on each atom in the unit cell were chosen. For the hydrated DMPC 

and DMPE, a water molecule is added in the supercell which is in the vicinity of the 

hydrophilic group. Based on calculations with a higher plane wave cut off and the tighter 

convergence criteria, we find the parameters used are likely to introduce an error of the 

order of 0.1 eV in the total energy of the system. 

4.3 Results and discussion 

4.3.1 DMPC and DMPE 

Figure 4.1 shows the ball and stick models for the primary molecular structures of 

DMPC and DMPE. The hydrophobic alkyl chains are linked to the hydrophilic choline 

and aniline chains for DMPC and DMPE, respectively. In order to simulate the hydrated 
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crystal, packing of the alkyl chains with one water molecule in an orthorhombic array is 

considered.[37] 

In general, the head group of a lipid consists of two equally oppositely charged ionic 

chemical groups, e.g. the choline and phosphate groups of DMPC carry positive and 

negative charges, respectively. In each layer of the membrane lipid, molecules are 

arranged side by side to form the so-called electric double layer where all of the positive 

groups lie on a plane or shell and the entire negative groups lie on the other plane or 

shell. The functionality of a membrane lipid then depends on the details of the structure 

of its electric double layer.   
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configuration) 
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(dry) 

   

DMPC+H
2O 
(hydrated) 

   

DMPE 
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2O 
(hydrated) 

   

Figure 4.1: The molecular configurations and crystal structures of DMPC and DMPE. (Atomic 
symbols: C-(small) yellow, O-red, P-(large) yellow, N-(large) dark blue and H-(small) light blue.) 

  

Figure 4.2: The triclinic unit cell of DMPC. Atomic symbols: C-(small) yellow, O-red, P-(large) 

yellow, N-(large) dark blue and H-(small) light blue. 
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Table 4.1: The calculated lattice parameters of the DMPC and DMPE crystals. 

 
a 

(Å) 
b 

(Å) 
c 

(Å) 
α 

(°) 
γ 

(°) 

Area per 
lipid (eq. 1) 

(Å2) 

Volu
me 
(Å3) 

DMPC (dry) 4.4 8.4 28.6 95.2 65.5 36.5 3719 

DMPC:H2O 
(hydrated) 4.4 8.5 29.8 95.2 65.1 37.2 3967 

DMPE (dry) 4.3 8.4 27.9 97.6 66.1 36.1 3617 

DMPE:H2O 
(hydrated) 4.3 8.4 27.7 97.9 66.1 36.1 3586 

The area per lipid (A) on a plane projected perpendicular to the alkyl chains can be 

defined as follows:  

 sinbaA  (5.1)  

Where a and b represent the magnitude of the unit cell vectors in x and y directions, 

respectively, and α is the angle between a and b (Figure 4.2). We note that the average 

area per lipid is one of most fundamental characteristics of the membrane lipids.[37]  

The equilibrium lattice parameters of the DMPC and DMPE monolayer crystals 

obtained at the GGA-DFT level of theory are given in Table 4.1. Note that no geometrical 

constraints were imposed during the optimization process to obtain the crystal structures. 

A noticeable effect of the hydration is seen only for DMPE. A comparison between the 

calculated structural parameters of the dry and hydrated crystals shows a slight expansion 

of the molecular area (≈2%) and volume (≈5%) for the hydrated DMPE. However, this is 

not the case for the hydrated DMPC where addition of water does not lead to significant 

changes in the structural parameters of the unhydrated crystal. The predicted differences 
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in the hydration behavior of DMPC and DMPE can be understood in terms of the nature 

of their polar headgroups and will be discussed in the next section.  

A direct comparison of the calculated values with the corresponding experimental 

values of the lattice parameters cannot be made as calculations are performed at 0 K 

whereas the experiments are generally performed at about 300 K.[38-40] In spite of this, 

the calculated value 36.5 Å2 compares reasonably well with the experimental value of 39 

Å2 obtained at 283 K. A note of caution is that a lipid bilayer exists in three different 

phases: the fluid phase in the biological environment, the gel phase and the crystalline 

phase. The area per lipid generally varies in a wide range for these different phases. Both 

temperature and humidity can also affect the degree of hydration of these phases. Thus, 

there exists a great challenge in getting a consensus of the calculated values with the 

experimentally measured values for the membrane lipids. In addition to it, the relative 

uncertainties in the experimental determination of the area per lipid tend to be large. We 

note that the simulation study based on the molecular dynamics method reported the area 

per lipid to be 50-60 Å2 for both DMPC and DMPE lipid bilayers in the fluid 

phases,[37] which is significantly larger than the calculated values in the more compact 

and solidified crystalline phase. 
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4.3.2 Polar headgroups of DMPC and DMPE  

       

   

 

 

 

 

 

Figure 4.3: The hydrophilic heads of DMPC and DMPE. Atomic symbols: C-green, O-red, P-

yellow, N-dark blue and H-(small) dark yellow.  

DMPC (dry) DMPC-H2O (hydrated) 

DMPE (dry) DMPC-H2O (hydrated) 
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Table 4.2: The calculated bond lengths of the hydrophilic heads of DMPC and DMPE as shown in 

Figure 4.3. 

Bond 

DMPC 

(dry) 

DMPC 

(hydrated) 

 

Bond 

DMPE 

(dry) 

DMPE 

(hydrated) 

(Å) (Å) (Å) (Å) 

H2O-H33 - 2.37 H2O-H27 - 1.39 

N-C16 1.50 1.50 N-H27 1.02 1.16 

N-C17 1.48 1.49 N-H28 1.02 1.03 

N-C15 1.51 1.50 N-H29 1.63 1.07 

O5-C15 3.29 3.19 O5-H29 1.03 1.95 

P-O5 1.51 1.52 P-O5 1.59 1.51 

P-O4 1.66 1.68 P-O4 1.65 1.66 

P-O7 1.51 1.50 P-O7 1.47 1.51 

P-O8 1.60 1.61 P-O8 1.58 1.60 

The calculated structural parameters, including bond lengths and angles for the 

hydrophilic heads of DMPC and DMPE are given in Table 4.2. The choline nitrogen site 

of DMPC exhibits nearly symmetric 3-fold coordination of the nitrogen atom with the 

methyl groups having the bond distance of about 1.5 Å (Figure 4.3). This is also the 

case with the aniline group of DMPE where the nitrogen atom has two neighboring H 

atoms with the bond distances of about 1.02 Å (Figure 4.3).   
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4.3.3 Hydration effects: DMPC and DMPE 

Addition of a water molecule near the polar headgroup leads to distinctly different 

configuration for DMPE, though the hydrated DMPC retains the structural features of 

the unhydrated DMPC. The absence of the water molecule in the case of DMPE 

facilitates a conversion of a zwitterion to a pair of neutral groups, where the ammonium 

group (-NH3
+) loses a proton turning into the amino group (-NH2) and the phosphate 

radical group [-O-P(O)2-O]¯ gets a proton forming the neutral [-O-P(O)(OH)O-]. A direct 

evidence of this transition is found for DMPE where RH(28)-O(5) decreases from 1.626 

Å to 1.033 Å. Thus, the optimized configuration of DMPE does not retain the electric 

double layer structure in the dry condition. It is worth noting that the amine group lies in 

the plane owing to loss of the electric double layer structure, and has negligible steric 

hindrance for the amino group (NH2). Nonetheless, in the case of DMPC, calculations 

find the distance of the water molecule to be 2.37 Å suggesting the existence of a 

relatively weak interaction between water and lipid. This is further confirmed by 

negligible changes in the structural parameters of DMPC after the hydration. Thus, 

DMPC retains nearly the same electric double layer structure in both dry and hydrated 

conditions.  

4.3.4 Dipole moment 

A bilayer structure leads to the results that the lipid has a strong dipole moment along 

the direction perpendicular to the plane of the membrane lipid, since all of the positive 
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groups lie on a plane and the entire negative groups lie on the other plane of the 

membrane lipid. Since the adsorption capacity of a membrane depends mainly on the 

intermolecular forces, and thereby on the dipole moment, the magnitude of the dipole 

moments then essentially determines the degree of reactivity of the membrane lipid.  

The calculated values of the dipole moments of DMPC and DMPE are shown in Table 

4.3. The center of the cell is chosen as the reference point for these calculations. For the 

unhydrated DMPC monolayer crystals, our calculated value of the dipole energy is -0.66 

kcal/mol. Thus, the calculated value of -1.32 kcal/mole for the bilayer crystal compares 

well with the value of -1.21 kcal/mol obtained using the linearized Poisson-Boltzmann 

equation.[41] The electric dipole moment of DMPC remains nearly the same in dry and 

hydrated conditions, though the same is not true for DMPE. There is a nearly 3 times 

increase in the calculated dipole moment for DMPE under the hydrated conditions. Note 

that the dipole moment of a water molecule is about ~2 D.  
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Table 4.3: The calculated components of dipole moments and the dipole energy per monolayer of 

DMPC and DMPE. 

Dipole Moment 
Components Total 

(D) 

Energy/ 

monolayer 

(kcal/mol) α (D)  (D)  (D) 

DMPC (dry) -4.08 0.58 -12.30 13.50 -0.66 

DMPC 

(hydrated) 
-6.96 0.29 -11.82 14.54 -0.60 

DMPE (dry) -0.38 0.04 -4.95 5.02 -0.10 

DMPE 

(hydrated) 
-1.97 0.10 -15.27 15.69 -0.98 

 A closer examination of Table 5.3 reveals the dominance of the γ–component of the 

dipole moment for both DMPC and DMPE. Such a large value of the dipole moment thus 

facilitates the membrane lipid to have strong adsorption ability, since the γ–component 

represents the direction perpendicular to the plane of the alkyl chain of the phospholipid 

system. Furthermore, a noticeable change in the γ–component is seen under hydrated 

conditions for DMPE reflecting the changes in the structural configuration of the polar 

aniline group induced by the hydrated conditions. 

4.3.5 Electron density and Bader charge 

Figures 4.4 (a)-(d) show the electron density contour plots on the plane containing the 

hydrophilic headgroups of DMPC and DMPE. The electron density contours on the plane 

containing the choline head-group do not show any noticeable changes in going from dry 

to hydrated conditions. However, this is not the case for DMPE. Under the dry condition, 
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H which lies between N (of the -NH2 group) and O (of the [-OP(O)(OH)O-] group) forms 

a bond with O at the amine site of DMPE, thus leading to the loss of the electric double 

layer structure. Nevertheless, under the hydration condition, transfer of a proton results 

into [–OP(O)2O-]- and [-NH3]+ carrying negative and positive charges, respectively.  

Table 4.4 lists the Bader charge calculated for DMPC and DMPE under the dry and 

hydrated conditions. A negative value of (Q'
hydrated - Qdry) represents the gain of electron 

for a given atom under hydrated condition.   
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Choline site 

   

                     DMPC (dry)                                        DMPC (hydrated) 

Amine site 

         

                 DMPE (dry)                                         DMPE (hydrated)  

Figure 4.4: The electron density contour plots on the plane containing the hydrophilic head-

groups of DMPC and DMPE.  

Analysis of Bader charge confirms the changes in the electron density contours of 

DMPE under the hydrated conditions. Thus, N of the amine group appears to have a 

higher electron density around it. Note that the O atom of a water molecule forms a bond 

with one of the hydrogens of the amine group making the corresponding N-H bond to be 

relatively weak. As a result, the N atom attracts H of the phosphate group to form 
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zwitterion. This is not the case with DMPC where the N atom bonds with three methyl 

radicals shield the hydration effect owning to the large steric hindrance and the lack of 

hydrogen bonds among them. Although the PC type and the PE type of phospholipids 

have similar backbone structures, the chemical and physical properties are 

distinguishably different due to the difference in the nature of their headgroups.  

Table 4.4: Bader charge (e) of DMPC and DMPE calculated under dry and hydrated conditions. 

Ato
m 

Qdry  

(DMPC) 

Q'
hydrated  

(DMPC)  

 Q'-Q 

(DMPC) 

Qdry  

(DMPE) 

Q'
hydrated  

(DMPE
) 

Q'-Q 

(DMPE)  

O4 -1.2685 -1.2667 0.0018 -1.2626 -1.2619 0.0007 

O5 -1.4680 -1.4670 0.0010 -1.4196 -1.4758 -0.0562 

O7 -1.4344 -1.4405 0.0061 -1.4121 -1.4376 -0.0255 

O8 -1.2583 -1.2544 0.0039 -1.2787 -1.2467 0.0320 

P 3.5313 3.5287 0.0026 3.5650 3.5429 -0.0221 

N -0.8885 -0.8885 0 -1.1647 -1.2121 -0.0474 

H10

6 
- - - 0.4355 0.5438 0.1083 

H10

7 
- - - 0.4361 0.4561 0.0200 

H10

8 
- - - 0.6448 0.5310 -0.1138 

C16 0.0995 0.1138 -0.0143 - - - 

C17 0.1055 0.1509 -0.0454 - - - 

C20 0.1119 0.0879 0.0240 - - - 
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4.4. Summary 

In this study, we have calculated the crystalline structures of monolayers of DMPE 

and DMPC using first principles method. It is found that DMPC maintains an electric 

double-layer structure even under dry conditions, and its structure does not change much 

in the presence of water. However, the molecular structure of DMPE gets modified losing 

its electric double layer structure in dry conditions. In an aqueous environment, polarity 

of water facilitates a proton transfer to form the ammonia-phosphate zwitterion. Thereby, 

DMPE recovers its electric double layer as seen in the biological environment. Thus, a 

loss of the bilayer structure in dry conditions appears to explain why the organisms 

mainly composed of PE-type membrane lipid tend to die in the dry surroundings. 

Furthermore, we find the electric double layer structure to be associated with a large 

dipole moment which leads to a relative strong interaction for DMPE with adsorbents in 

the aqueous environment. 

The results of our theoretical study have revealed the critical role of the aqueous 

environment in ensuring the electric double layer structure for some of the membrane 

lipids, which in turn is important in realizing the biological functionality of the membrane 

lipids. The degree of the reactivity of membranes appears to depend on the magnitude of 

the dipole moment determined primarily by the headgroups of the membrane lipids.  
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Chapter 5 

Prediction of Peptide Crystal Structures 

5.1 Introduction  

It is well known that structure and composition of a crystal essentially determines its 

properties [1-3]. Therefore, an accurate determination of the crystal structure is of 

fundamental importance and still poses great challenges, especially for organic crystals. 

In general, it is determined using X-ray or neutron diffraction methods. Nonetheless, it is 

not always easy to obtain the three-dimensional structure of an organic crystal by 

experimental methods. For example, it is quite labor intensive to synthesize an ultra-pure 

protein crystal as a first step to the X-ray diffraction experiment. It is also known that 

formation of organic crystals is extremely sensitive to the delicate changes in both its 

chemical environment and thermal conditions. In addition, refinement of the 

experimentally-derived crystal structures also requires a lot of input variables based on 

the physics and chemistry of the given material. 

Theoretical studies in recent years have emerged to predict structure of small organic 

crystals based on only the chemical composition or molecular formula without prior 

knowledge of the experimental results [4-11]. But, compared to inorganic crystals, such 
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theoretical studies on organic crystals are rather scarce and far from maturity. This is due 

to the fact that it is usually rather difficult to predict structures of organic crystals using 

only the structural formula. Gavezotti clearly stated "No" in his paper entitled "Are 

Crystal Structure Predictable?" and pointed out that small energy differences between 

different hypothetical crystal structures are the limiting factor for an accurate prediction 

of the crystal structure using theoretical methods [12]. This dogma has been challenged 

many times. For instance, the Cambridge Crystallographic Data Centre (CCDC) has 

organized several blind tests in the past asking people to identify the unknown crystal 

structure of a material [13-18]. Over the years, several results point towards the success 

achieved in predicting the crystal structure of small organic crystals, but the unambiguous 

prediction of organic crystal structures using computational methods remains a great 

challenge for organic molecules with highly flexible chains. Moreover, these blind tests 

demonstrated that first-principles density functional theory (DFT) methods were 

prohibitively expensive in terms of the computational resources [12]. It is thus desirable to 

develop a scheme that has modest cost without losing much of the accuracy required for 

correct ranking of the molecular conformers for a given organic crystal. 

A well-known family of cyclic di-amino acid peptides (CDAPs) is taken as the test 

case to examine the accuracy and reliability of our method. These peptides are also 

known as dioxopiperazines, piperazine-2, 5-diones or diketopiperazines (DKPs) 

derivatives which are amongst the ''simplest'' peptide derivatives commonly found in 

nature [19]. Furthermore, several conformations of these peptides also allow one to grasp 
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the characteristics of this newly-developed scheme in determining its accuracy and 

reliability since the crystal structure of cyclo (S-Met-S-Met) is well characterized [20, 21]. 

In addition, the crystal structure of its R enantiomer di-amino acid peptide cyclo (R-Met-

R-Met) is also computed to confirm that these R/S enantiomer crystals share similar 

physical and chemical properties. 

5.2 Computational method 

The structural prediction of an organic crystal is distinct from that of the inorganic 

crystal in the fact that one needs to successfully predict the preferred conformation of 

molecules in the unit cell. The task is far beyond achieving the symmetry and lattice 

parameters of the unit cell. Conformations of the peptide cyclo crystal were optimized in 

the framework of the periodic supercell approach using the Vienna ab initio Simulation 

Package (VASP) [22]. The van der Waals (vdW) interactions described via a pair-wise 

force field in the DFT-D2 method of Grimme were also included [23]. The projector 

augmented-wave potentials [24, 25] and plane wave basis sets with the energy cut off of 400 

eV were used. During the optimization procedure, the sizes of the cell as well as the 

internal coordinates of all the atoms were fully relaxed. The criteria of 10-5 eV for energy 

convergence and 0.01 eV/Å for the convergence of forces on each atom in the unit cell 

were chosen for calculations. Note that the initially chosen molecular conformations of 

the peptide cyclo were taken from DFT calculations [26] performed at the PW91/6-

31G(d,p) level of theory as implemented in the Gaussian09 program. 
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5.3 Results and discussion 

5.3.1 The cyclo (S-Met-S-Met) molecule 

The cyclo (S-Met-S-Met) molecule consists of two (-CH2-CH2-S-CH3) groups and one 

(=CH-CO-N-)2 ring as shown in Figure 6.1. 

 

Figure 5.1: A schematic illustration of the conformations of the cyclo (S-Met-S-Met) molecule. 

5.3.2 The cyclo (S-Met-S-Met) crystal  

In order to make the theoretical prediction of a crystal structure knowing only the 

structural formula, we begin with a supercell representing the conventional unit cell of 

the crystal constructed using a graphic code, Chemcraft1.6. During the geometry 

optimization, internal coordinates of atoms and lattice parameters of the unit cell (i.e. a, b, 

c, α, β, γ) are fully relaxed. Note that the structural prediction of a crystal composed of 

organic/biological molecules is distinct from that of inorganic crystals in the fact that one 

needs to successfully predict the conformations of molecules in the unit cell. The task is 
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far beyond achieving the symmetry and lattice parameters of the unit cell. In the 

following, it is shown that one could successfully predict a crystalline structure by a 

careful consideration of packing of the molecules in the crystalline form and molecular 

conformation change in the presence of the crystal field, which can be controlled by the 

dihedral angle of the ring with respect to the ab plane of the unit cell of the crystal. 

A basic feature of the first-principles approach is that the temperature is assumed to be 

0 K. Consequently, one can imagine that following the minimum-energy search scheme, 

only local minimum-energy configuration nearest to the initial configuration can be 

obtained. In other words, the method cannot drive the molecules to cross the energy 

barrier by itself to find the global minimum of the configuration. Therefore, sampling all 

the probable configurations in the initial set-up is critical to the success of our method. 

5.3.2.1 Step I: Packing of the molecule in the crystalline form-choice of the dihedral 

angle  

Considering the fact that the six-member ring of the molecule determines the packing 

of molecules in its crystalline form, the initial choice of the inclination of this ring with 

respect to the ab plane (ϕring_ab) of the unit cell is crucial for determining the optimum 

crystalline structure. ϕring_ab of 0º makes the ring of cyclo molecule parallel to the ab 

plane of the unit cell, whereas ϕring_ab of 45º makes the ring along the diagonal direction 

of the unit cell in an initial cell setup where a=b (Figure 5.2). Table 5.1 shows the results 

of our calculations on ‘S-Met-S-Met' molecule for which we considered two packing 
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arrangements with ϕring_ab of 0º and 45º. The results find that the packing of 'S-Met-S-

Met' molecule in the crystalline form is preferred when ϕring_ab is set to 45º initially. One 

unique feature of unit cell selection for a molecular crystal is that one has to include the 

whole molecule as one integrated piece in the cell. Given any shape of a parallelepiped, 

the diagonal direction provides the longest span to accommodate a longitudinal molecule, 

as found in this case. Since all lattice parameters are free to change, the choice of 45º in 

an original tetragonal cell actually allows the cell to relax into any shape and any angle it 

prefers.  
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Table 5.1: Step I: Choice of ϕring_ab for cyclo (S-Met-S-Met). 

 ϕring_ab =0º ϕring_ab =45º 

Space group P1 P1 

Lattice Parameters 

(Å, º) 

a 4.81 4.79 

b 5.82 5.22 

c 12.91 13.21 

α 99.3 99.5 

β 93.9 96.8 

γ 109.1 106.9 

Unit cell volume (Å3) 329.80 307.18 

Density (g/cm3) 1.34 1.44 

Total energy (eV) -198.58 -199.24 

 

 

ϕring_ab=0º 

 

ϕring_ab=45º 

 

Ground State 
Configuration 

(isolated molecule) 
  

Configuration: Initial 
Guess 

  

Configuration: After 
optimization 
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Figure 5.2: Step I: Packing orientation preference of cyclo (S-Met-S-Met) where the dihedral 

angle of the ring with respect to the ab plane of the unit cell of the crystal 

ϕring_ab is set to 0º and 45º respectively. Atomic symbols: C in yellow, N in navy blue, 
O in red, S in gray and H in light blue. 

5.3.2.2 Step-II: Choice of orientation of two groups in the crystalline structure 

After finding the preferred ϕring_ab to be 45º for packing in a crystal, we now would 

like to determine the orientation of two (-CH2-CH2-S-CH3) groups with respect to the 

center ring in the crystalline form. Thus, three crystal configurations are considered for 

further calculations: (i) 'cis-S-Met-cis-S-Met' (ii) 'trans-S-Met-cis-S-Met', and (iii) 'trans-

S-Met-trans-S-Met'. Here the cis or trans configuration is referred to the configuration 

formed by four atoms: the C in the ring connecting to the chain, the first, second C and 

the S atom on the chain.  

Table 5.2 lists the calculated structural parameters of the configurations of the 'S-Met-

S-Met' crystal shown in Figure 5.3. Interestingly, all configurations relax to the triclinic 

crystal lattice with nearly same shape of the unit cells; differences in the angles α, β, and 

γ are less than 3º (Table 5.2). On the other hand, values of lattice constants are not similar, 

and a lower unit cell volume for the 'trans-cis' configuration relative to the other 

configurations is predicted. Likewise, the total energy of the molecular crystal in the 

diagonal configuration – 'trans-cis’ is also found to be lower than that in the parallel 

configuration – ''cis-cis'. Thus, the 'trans-cis' configuration is chosen abiding to the 

principles of minimal energy for further structure minimization. It is interesting to see 
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that the most stable conformation of the isolated (S-Met-S-Met) molecule is not the one 

preferred in the crystalline form. This is because besides the intramolecular interaction, 

the intermolecular interaction between molecules plays an important role in stabilizing 

the crystal structure.  

Table 5.2: Step II: The optimized configurations of cyclo (S-Met-S-Met) crystals having different 

conformations of their two (-CH2-CH2-S-CH3) groups with ϕring_ab of 45º. 

 
Conformations 

cis-cis trans-cis trans-trans 
Space group P1 P1 P1 

Lattice 
Parameters 

(Å, º)  

a 4.79 4.83  4.57  
b 5.22 4.92  4.57  
c 13.21 12.97 15.32  
α 99.5 101.8 101.3 
β 96.8 92.8 90.7 
γ  106.9 103.8 107.2 

Unit cell volume 
(Å3) 307.18 293.10 311.00 

Density 
(g/cm3) 1.44 1.49 1.37 

Total energy (eV) -199.24 -199.29 -199.28 
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Figure 5.3: Step II- Configurations of cyclo (S-Met-S-Met) crystals having different 

conformations of their two (-CH2-CH2-S-CH3) groups with ϕring_ab=45º.  

5.3.2.3 Step-III: Refinement of the crystal structure  

After gaining a general picture of the relative orientation of the two side chains, now 

we focus on the ‘up-down’ conformation only with an aim to refine the rotational 

conformations of its side chains, since it is predicted to be energetically preferred. 

Considering the sp3 hybridization of carbon atoms in an alkane chain (an example is 

given in Figure 5.4a for a two-carbon alkane chain), one would expect their bonding 

preference to be along the tetrahedral direction in a crystal. Thus, in particular, the next 

connecting carbon or sulfur atom can have one of the three orientations along its 
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tetrahedral σ bonds in such an alkane-like (-CH2-CH2-S-CH3) chain. This will lead to 33 

different conformers for a single chain. Since there are two cyclo (-CH2-CH2-S-CH3) 

chains in the cyclo (Met-Met) molecule, 729 kinds of unique molecular conformations 

are possible. However, based on our screening in Step I and II with the chemical intuition, 

it is not necessary to calculate all of the conformations, because some of these molecular 

conformations are likely to be energetically unstable due to high steric restrictions in a 

crystalline environment. 

A flow chart to generate the conformers for the (S-Met-S-Met) crystal is given in 

Figures 5.4b-5.4e. One of the side chains of the (S-Met-S-Met) crystal takes a straight-

chain, paraffin-like conformation which is uniquely defined while the other side chain 

could have multiple conformations. In order to construct this second chain (-CH2-CH2-S-

CH3), positions of carbon and sulfur atoms along the chain need to be defined. Therefore, 

we start with defining the position of the first carbon C1 by introducing a –CH3 group 

connecting to a carbon atom on the ring C4 (Figure 5.4b). There is only one option for 

the C1 position. The dihedral angle H12-C4-C1-H1 is set to 180º based on the minimum 

energy principle illustrated in Figure 5.4a. Next, we bring in the second carbon atom, C9. 

The C9 atom can take the orientation of either H5 or H14 (Figure 5.4c). We now bring 

the next S2 atom which has three choices (i.e. H14, H15 or H16) for the orientation along 

the tetrahedral directions. Among these choices, however, the orientation along H15 

leaning upward is found to be energetically not preferred (step I) as it will limit packing 

of molecules in the crystalline form. So we are left with two choices (Figure 5.4d). 
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Finally, we follow the possible tetrahedral orientations to bring in the third carbon C10 

where the dihedral angle C1-C9-S2-C10 can be set to 60º, 180º or -60º. Due to the steric 

effect, the -60º conformer is ruled out. Figure 6.4e shows a choice of 60º. Overall, 8 

distinct crystal conformations are generated for further electronic structure calculations 

(Figure 5.5). 

 

   

   

 

(

a) 

Conformation considered for full 

(b) (c) 

(e) (d) 
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Figure 5.4: Step III- (a) Newman projection representation of the ethane molecule, (b)-(e) the flow 

chart showing the generation of the cyclo (S-Met-S-Met) conformers via rotation of the side chains. 

Atomic symbols: C in green, N in brown, O in red, S in golden yellow and H in blue. 

Among the conformers considered, the ground state conformation in accordance with 

the principle of minimum energy is found to be the conformation ‘4’ in Table 5.3.  

Table 5.3: The structural parameters of the conformers of the (S-Met-S-Met) crystal. 

Conformers 1 2 3 4 5 6 7 8 

Space group P1 P1 P1 P1 P1 P1 P1 P1 

Total energy 

(eV) 
-199.34 -199.33 -199.06 -199.55 -198.66 -199.20 -199.14 -199.43 

Lattice 

parameters 

(Å, º) 

a 4.62 4.75 5.36 4.76 4.69 8.29 4.77 4.74 

b 5.19 5.06 7.28 4.86 5.16 4.84 5.08 5.12 

c 13.18 13.21 10.13 13.02 12.96 8.67 12.77 12.84 

α 75.9 87.7 90.0 88.6 83.9 71.1 87.8 79.1 

β 81.6 70.8 83.6 94.7 78.2 105.2 79.5 82.2 

γ 76.5 76.9 55.4 78.8 75.4 78.5 74.9 75.6 

Unit cell volume 

(Å3) 
296.7 292.2 322.4 295.2 294.1 296.6 302.3 293.4 

Density (g/cm3) 1.47 1.49 1.35 1.48 1.48 1.47 1.44 1.48 
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Figure 5.5: Step III- Refinement of the packing conformations of the cyclo (S-Met-S-Met) crystal.  

5.3.3 Comparison with experiments  

A comparison of the structural parameters of the ground state conformation with the 

corresponding experimental values is given in Table 5.4. We find that the predicted shape 

of the unit cell is in excellent agreement with the one obtained from experiments with 

deviations in angles to be less than 3º. All the calculated lattice constants a, b, and c are 

predicted to be slightly smaller than the corresponding experimental values with 

differences of about 3%. 

Table 5.4: Comparison of calculated and experimental values of structural properties of the cyclo 

(S-Met-S-Met) and its enantiomer cyclo (R-Met-R-Met) crystals. 

 

S-Met-S-Met R-Met-R-Met 

This work 
Experiment [21] 

(100 K) 

Experiment [20] 

(273 K) 
This work 

Space group P1 P1 P1 P1 

Lattice parameters 

(Å, º) 

a 4.74 4.903 4.885 4.74 

b 5.12 5.252 5.304 5.11 

c 12.84 13.231 13.469 12.86 

α 79.1 78.65 74.2 100.9 

β 82.2 86.64 80.3 82.2 

γ 75.6 74.24 79.4 104.3 

Unit cell volume  295.19 319.21 327.52 295.10 
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It is worth noting that the lattice parameter (c) along the molecular chain direction 

shows a sensitivity with temperature; the c values are 13.231, 13.469 Å at 100 K and 273 

K, respectively. [20-21] It is known that the organic crystals are generally distinguished 

from ionic or covalent crystals by their large thermal expansion coefficients. A large 

flexibility of the (S-Met-S-Met) molecule along the chain direction is the primary reason 

for the variation in c in the crystalline phase considering that the so-called bending modes 

can be excited under 100 K. 

Under the harmonic approximation, the potential energy is a quadratic function of the 

bond length R or the bond angle θ for stretching and bending vibrations, respectively. 

  or  (5.1) 

Solving the Schrödinger wave equation, the energy states for each normal coordinate 

are given by 

  (5.2) 

where v is the vibrational frequency, n is a quantum number describing the ground 

state (n=0) and excited states (n=1, 2, 3 ...).  

Since the stretching frequencies (of about 2000-3000 cm-1) exceed by several times the 

bending ones (of several 100 cm-1), the excited states of stretching can only be accessible 

at 1000 K, while the high order of bending modes can be excited under 100 K. If we take 
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the first excited state to be at T=100 K and the second excited state at T=273 K, then the 

ratio of vibrational energy at T=0, 100 and 273 K is turned out to be 1: 3: 5. 

Since the square of oscillation amplitude is directly proportional to the vibrational 

energy, the vibration amplitude has a ratio of  for T=0, 100 and 273 K, 

respectively.  

The following expressions can then be satisfied:  

  (5.3) 

  (5.4) 

where c0 is the intrinsic lattice constant without taking into account vibrations, c0K, 

c100K, and c273K represent the lattice constants at T=0, 100 and 273 K, respectively.  

Using the experimental values at 100 K and 273 K, the estimated value of c at 0 K is 

found to be 12.885 Å which is in excellent agreement with the predicted value of 12.84 Å 

at 0 K.  

A detailed comparison of the predicted and experimental characteristics of the three-

dimensional molecular structure within the unit cell is given in Tables 5.5, 5.6 and 5.7. 

The calculated results find the bond lengths to differ by less than 0.02 Å, the bond angles 

by less than 2º; and the dihedral angles by less than 5º. This excellent agreement thus 

shows the accuracy of our proposed approach in determining the crystalline structure of 

peptides. 
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Table 5.5: Comparison of bond lengths (Å) for the cyclo (S-Met-S-Met) crystal.  

Bond 
(S-Met-S-Met) (R-Met-R-Met) 

Bond 
(S-Met-S-Met) (R-Met-R-Met) 

This work Expt.[12] This work This work Expt.[ 12] This work 

S1-C10 1.804 1.7900 1.804 S2-C9 1.809 1.7913 1.809 

S1-C6 1.817 1.8106 1.817 S2-C8 1.820 1.8080 1.820 

C5-C6 1.526 1.5181 1.526 C7-C8 1.530 1.5244 1.530 

C4-C5 1.535 1.5275 1.534 C2-C7 1.526 1.5212 1.526 

N1-C2 1.461 1.4732 1.462 N2-C4 1.463 1.4651 1.463 

C2-C3 1.516 1.5093 1.517 C1-C4 1.524 1.5179 1.524 

N1-C1 1.337 1.3169 1.337 N2-C3 1.335 1.3125 1.335 

O1-C1 1.255 1.2539 1.255 O1-C3 1.258 1.2456 1.258 
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Table 5.6: Comparison of bond angles (º) for the cyclo (S-Met-S-Met) crystal.  

Angle 

(S-Met-S-Met) 
(R-Met-

R-Met) 
Angle 

(S-Met-S-Met) 
(R-Met-

R-Met) 

This 

work 
Expt.[12] 

This 

work 

This 

work 
Expt.[12] This work 

C6-S1-C10 98.9 100.29 99.3 C8-S2-C9 99.8 100.76 99.8 

S1-C6-C5 110.3 109.61 110.0 S2-C8-C7 114.0 115.25 114.0 

C4-C5-C6 112.3 113.14 112.4 C2-C7-C8 113.8 114.51 113.7 

N1-C2-C7 111.2 111.12 111.2 N2-C4-C5 109.2 109.69 109.3 

C3-C2-C7 112.3 112.58 112.4 C1-C4-C5 112.8 112.99 112.9 

C1-N1-C2 125.27 125.08 125.0 C3-N2-C4 125.8 126.48 125.7 

N1-C1-C4 117.5 118.11 117.4 N2-C3-C2 117.2 117.70 117.2 

N1-C2-C3 111.3 110.26 111.3 N2-C4-C1 111.6 110.83 111.6 

O1-C1-N1 122.6 122.65 122.6 O1-C1-C4 119.9 119.24 120.0 

O2-C3-N2 122.1 122.62 122.1 O2-C3-C2 120.6 119.64 120.6 

 

[Bond angles are paired according to chemical correspondence.] 

  



106 

 

Table 5.7: Comparison of torsion angles (º) for the cyclo (S-Met-S-Met) crystal.  

 

Torsion 
angle 

(S-Met-S-Met) (R-Met-R-
Met) Torsion 

angle 

(S-Met-S-Met) (R-Met-R-
Met) 

This 
work Expt.[12] This work This 

work Expt.[12] This work 

C10-S1-
C6-C5 -178.2 -177.8 178.5 C9-S2-C8-

C7 -63.8 -69.4 64.4 

C4-C5-
C6-S1 -164.5 -164.6 164.1 C2-C7-

C8-S2 -57.9 -59.4 58.2 

C1-C4-
C5-C6 -53.2 -52.3 53.4 C3-C2-

C7-C8 160.0 163.9 -159.5 

C2-N1-
C1-C4 5.7 9.6 -5.8 C4-N2-

C3-C2 0.1 1.8 -0.6 

N1-C1-
C4-N2 21.7 19.1 -22.2 N1-C2-

C3-N2 26.8 26.1 -26.9 

C3-N2-
C4-C1 -25.0 -25.5 25.9 C1-N1-

C2-C3 -30.5 -32.9 30.9 

C1-N1-
C2-C7 -156.6 -158.4 157.1 C3-N2-

C4-C5 -150.5 -150.9 151.6 

C7-C2-
C3-N2 152.3 150.8 -152.5 N1-C1-

C4-C5 145.2 142.7 -145.9 

N2-C4-
C5-C6 71.6 71.9 -71.4 N1-C2-

C7-C8 -74.4 -71.9 74.9 

C2-N1-
C1-O1 -174.0 -170.1 173.9 C4-N2-

C3-O2 -177.0 -175.7 176.4 

N1-C2-
C3-O2 -156.0 -156.3 156.0 N2-C4-

C1-O1 -158.5 -160.4 158.1 

C7-C2-
C3-O2 -30.6 -31.6 30.4 O1-C1-

C4-C5 -35.0 -36.8 34.5 

[Torsion angles are paired according to chemical correspondence.]  
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5.3.4 The enantiomer - cyclo (R-Met-R-Met) crystal  

Chiral materials are incongruent with their mirror images. The most significant 

manifestation of chirality is the appearance of the left- and right-handed molecules. The 

cyclo (Met-Met) molecule has two asymmetric carbon atoms and two chiral centers. 

Following the procedure outlined above, we have obtained its crystal structure by taking 

it to be mirror symmetric with the cyclo (S-Met-S-Met) (Figure 5.6).  

Molecule  
(initial conformation)  

Unit Cell  
(optimized conformation) 

Crystal  
(optimized conformation) 

   

Figure 5.6: The molecular and crystalline structures of the cyclo (R-Met-R-Met). Atomic 

symbols: C in yellow, N in navy blue, O in red, S in gray and H in light blue. 

As shown in Table 5.4, both (S-Met-S-Met) and (R-Met-R-Met) crystals have nearly 

the same lattice parameters (difference < 0.02 Å). The angles, α and γ in the (R-Met-R-

Met) crystal are complementary to the corresponding angles in the (S-Met-S-Met) 

crystals, thus showing the mirror symmetry. Likewise the internal molecular 

configuration in the unit cell of the (R-Met-R-Met) matches exactly with that of the (S-

Met-S-Met) crystal, except for the dihedral angles. Due to the mirror symmetry, the 

dihedral angles differ by the sign having the same magnitude. Since no experimental data 

is available for the cyclo (R-Met-R-Met) crystal, we use the symmetry to infer its crystal 



108 

 

structure which is shown in Figure 5.7. The predicted crystal structure is found to be very 

close to the inferred crystal structure for the cyclo (R-Met-R-Met) crystal.  

                                        Experiment                                      Theory 

 

      

 

 

 

 

 

 

Figure 5.7: The ground state conformations of cyclo (S-Met-S-Met) and (R-Met-R-Met) crystals. 

The electronic structure of a material depends on its structure and atomic compositions. 

The R/S enantiomers share mirror symmetry in their 3-D structures. Thus, the same band 

structure and electronic density of states were computed for the R/S enantiomer crystals 

(Figure 5.8) as an indicator of their basic physical and chemical properties in a non-chiral 

environment.  
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Figure 5.8: The calculated band structures and electronic density of states for the cyclo (S-Met-S-

Met) and (R-Met-R-Met) crystals. Zero of the energy is aligned to top of the valence band. 

Figure 5.8 shows the calculated band structure and electronic density of states of both 

chiral crystals along the high symmetric k-point axis, X-Γ-Y-L-Γ-Z-N-Γ-M-R-Γ. 
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 The energy dispersions of bands for both crystals are small, and the uppermost 

valence band is formed by S 3p states, with a width of about 0.45 eV. It is followed by a 

band primarily composed of O 2p and N 2p states. A wide band with the width of 6.45 

eV is a composed of bands from C 2p, N 2p, O 2p and S 3p states. The calculated band 

gap is 3.04 eV at the GGA-DFT level of theory. It is expected that the predicted nature 

and location of the integrand transitions will assist the experimentalists in the 

interpretation of the optical spectra obtained by either reflectance or photoelectron 

spectroscopy. 

5.4 Summary 

In summary, the crystal structures of the cyclo (Met-Met) R/S enantiomer peptides are 

predicted using the method based on dispersion-corrected density functional theory. The 

excellent agreement of the calculated results with the corresponding experimental results 

for the cyclo (S-Met-S-Met) crystal demonstrates the accuracy and reliability of the 

proposed computational scheme. This approach determines both the lattice parameters 

and the molecular three-dimensional structure in the unit cell, and finds an accurate 

calculation of packing orientation of the molecule in the crystalline environment to be 

essential. Furthermore, the use of symmetry manipulation together with the knowledge of 

structural chemistry and chemical bonding reduce the number of probable conformers 

from 729 to 11 for the cyclo (Met-Met) crystals. It therefore facilitates sampling of the 

conformation space by first principles method with the modest computing resources.  
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The proposed computational approach has many advantages. First of all, this approach 

enables us to explore the possibility of obtaining certain molecular crystals and further 

locating the most stable molecular crystal structure with the most accurate first-principles 

method for only modest cost. Secondly, it can not only obtain the 3-D structural 

information, but also other physical and chemical properties which can directly be 

compared with experimental measurements. And thirdly, this approach has been 

demonstrated to be very successful for a highly flexible peptide molecule. Efforts are 

currently taken to apply it to other cyclo-dipeptides class of compounds.   
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Chapter 6 

Molecular Dynamics Method 

6.1 Introduction 

First-principles methods based on principles of quantum mechanics are now routinely 

used to study atoms, molecules, and solids, but they are limited to a few hundred atoms – 

a limit imposed by the availability of computational resources. In addition to that, the 

effect of temperature is generally not included as most of the electronic structure 

calculations are performed in the framework of static lattice approximation. The study of 

biological macromolecules [1-6], on the other hand, requires simulation of a few thousand 

atoms in an aqueous environment at finite temperatures to attain a satisfactory 

comparison with experiments. Such a study is then performed by atomistic methods 

based on molecular dynamics (MD) which can include the effect of temperature and 

environment satisfactorily. MD approaches can describe macromolecules as composed of 

nuclei and electrons moving under the action of the potential field in accordance with 

Newton's law. The macroscopic properties of a given system can then be obtained by an 

analysis of its particles trajectories following the methods of statistical physics.  
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6.2 Molecular force fields 

The theoretical basis of molecular dynamics is based on Newtonian mechanics. The 

equation of motion of each atom can be written as: 

i
i

i f
dt
rm 2

2

i
i

i U
r

f (6.1) 

Where mi, ri, and Ui are the mass, position, and potential energy of the ith atom, 

respectively; fi is the force on the ith atom. 

Knowing the potential energy associated with atoms, one can calculate force acting on 

each atom of the system. Using the initial position and the initial velocity, one can easily 

calculate trajectory of each atom of the system. Therefore, a satisfactory description of 

the potential energy term of the system is a key step in MD simulations. Note that the 

potential energy term of a system can be written in terms of bonded, non-bonded and 

external components. 

Non-bonded potential energy term (Unon-bonded) represents the so-called non-bonded 

interactions between atoms, and can be split into 1-body, 2-body, 3-body . . . terms as 

follows: 
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Here )( iru represents the self-energy of the ith atom in the system, and v(ri, rj) the pair-

wise interaction energy between atoms in the system. Ignoring the higher order terms, 

one can describe Upair
non-bonded in terms of Coulombic, van der Waals, and hydrogen bond 

terms. The van der Waals interaction term is generally described by the Lennard-Jones 

potential [7]: 

 ])()[( 612

rr
Uvdw  (6.4) 

As a function of the interatomic distance r with two parameters ε and σ. ε is the depth 

of the potential well, σ is the finite distance at which derivative of the interatomic potential 

is zero.  

The Coulomb term can be expressed as: 

 r
qqUq 4

21
 (6.5) 

Where q1, q2 are the charges and is the permittivity of space. 

Considering that a large number of hydrogen bonds exist in a biological 

macromolecule, the hydrogen bonding terms are expressed as [8]: 

 p
nmH r

B
r
AU ))(cos(  (6.6) 
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Where A and B are constants; r is distance between two chemical functional groups; 

and (cosθ)p is a control function. 

In a molecule, the role of bonding terms describing interactions between the adjacent 

atoms is obviously important. The force field is generally approximated in terms of  

 otasbonded UUUUU  (6.7) 

where Us is the bond stretching potential energy, Ua is the bond angle bending 

potential energy, Ut is the dihedral angle distortion potential energy, and Uo is the 

dihedral angle vibrational potential energy.  

 

 

 

Figure 6.1: Geometry of a simple chain molecule illustrating the bond distance R45, bond angel 

θ123 , and torsion angle φ2145. 

The vibrational energy which takes into account the movement of an atom along its 

equilibrium position can be expressed as: 

 4
04

3
03

2
02 )()()( rrkrrkrrkUs  (6.8)  
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The higher-order polynomial terms (the second and third terms in eqn. 6.8) are 

generally neglected, and Us can be simplified as: 

 2
0)( bbKU bs  (6.9) 

Kb is the spring constant of the bond and b0 is the bond length at the equilibrium. 

In order to include the temperature effect on rotation of bonds, we write:  

 4
04

3
03

2
02 )()()( kkkUs  (6.10) 

Similarly, the higher-order terms (the second and third terms in eqn. 6.10) can safely 

be removed and Us is left as: 

 2
0)(

2
1 θθθKUs  (6.11) 

Where K  is the spring constant of the bond angle and 0 is the bond angle at the 

equilibrium. 

In molecules, rotation of bonds due to temperature effects will cause distortions in the 

molecular skeleton leading to the dihedral angle energy term. The dihedral term depends 

on how the bonds are connected (Figure 6.2).   
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 Figure 6.2: A ball and stick model of a molecule showing (a) torsion type, and (b) inversion type 

bond connections. 

 

The Torsion type connection is given by: 

 ))cos(1( nKUtorsion
 (6.12) 

where K  is the spring constant of the dihedral angle φ; δ is the dihedral angle at 

equilibrium state. 

Also, the Inversion type connection is given by: 

 2)(
2
1 ξξξKUs  (6.13) 

Kξ is the spring constant of the inversion term and ξ is the inversion angle.  

In summary, a force field model to describe interactions within a molecule can be 

written as: 
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Eq. (6.14) is a CHARMM type force field form [9]. Some of molecular mechanics 

force-fields, e.g. MM3 [10-12] and MM4 [13-15] include many cross-terms. For a large 

system consisting of a few thousand atoms (e.g. proteins), relatively simple force fields, 

such as AMBER [16, 17] and OPLS [18] are also available. The functional forms of AMBER 

and OPLS are determined by quantum chemical calculations combined with thermo 

physical and phase coexistence data.  

Having specified the potential energy function U (rN), the next step is to calculate the 

atomic forces  

 
)( N
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f

 (6.15) 

6.3 Algorithm 

A series of detailed atomic positions in the system is obtained by solving the 

differential Newton's equation. 

 m
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Considering that the system consists of N particles, one needs to describe their 

movements by numerical integration of 3N equations of motions. Such a task is 

performed by the discrete-time approach using Taylor expansion expression for the next 

step of position and velocity from the current position, velocity and acceleration. 
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Since the integrator is a second order equation, we need two initial conditions to start 

the integral calculation; the initial position and initial particle velocity are considered to 

be known quantities. The approach will then be taken as follows: (i) the force on the each 

of atoms can be calculated by the initial position and the force field. Using these forces 

one can calculate acceleration of each atom; (ii) the position of each atom for next time 

can be calculated using Eq.6.17 by the initial position, initial velocity and acceleration 

which have already gotten in the step 1; (iii) using the Eq. 6.17 and some methods can 

calculate the velocity of each atom for next time; (iv) now using the new position and 

velocity of each atom to repeat from step 1 to step 3, one can get the quantities for the 

third time step. The whole cycle repeats. In this way, we can get the whole trajectories of 

atoms after a certain amount of time.  

The rule of thumb is to select t  less than the atomic vibration period, which is of the 

order of 10-15 second. It should be noted that if the chosen t  is not appropriate, the 
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particle trajectories may quickly move away from their true path. Furthermore, the choice 

of algorithm is very important for obtaining valid data from MD simulations. There are 

four algorithms, namely Verlet algorithm[22], velocity-Verlet method[23], leap-Frog 

method[24], and predictor-corrector method[25,26] which are most commonly employed in 

MD simulations. 

6.4 Initial conditions  

The initial conditions of a molecular dynamics simulation usually include the initial 

position and velocity of all atoms. This information is usually available from the 

experimental data or a theoretical model. Sometimes one combines both to obtain the 

initial conditions. In general, we start with a system having the initial density distribution 

n(r) and the temperature distribution T(r), which may not have any fixed periodicity. The 

initial position of each atom can be obtained from the screening method or the metropolis 

method, which leads to the initial density distribution. The initial velocity for each atom

however is obtained using the initial temperature to satisfy the Maxwell-Boltzmann 

random distribution. This Maxwell-Boltzmann distribution usually uses the distributed 

random number generator to obtain.  

6.5 Equilibrium ensemble system control method  

In the simulations of equilibrium NVT ensembles, NPT ensembles, or even NVE 

ensembles, it is often necessary to adjust the temperature to the desired value. For 

properties depending on the temperature, it is often needed to simulate the system at 
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different temperatures. Another use of MD simulation is in search of the global minimum 

of the potential energy surface of a system. It is well known that the optimization 

schemes such as the steepest-descent method, conjugate-gradient method and Newton-

Raphson method can easily fall into the metastable state. To overcome this difficulty, the 

simulated annealing method was proposed. The first step of this method is to increase the 

temperature to above the melting point of the system. Then the system is slowly cooled 

down to reach equilibrium at a very low temperature via MD simulations. Therefore, how 

to vary the temperature is a critical issue in MD simulations. 

The temperature T of the system is directly connected with the kinetic energy K. The 

relation can be written as: 

 TkNNvmK B
c

N

i
ii 2

)3(
2
1

1

2
 (6.18) 

Here, N is the number of atoms in the system, Nc is The number of constraints applied, 

kB is the Boltzmann constant.  

There are currently four methods used to adjust temperatures in MD calculations 

which are described below. 

6.5.1 Velocity scaling [27] 
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The simplest way to incorporate the effect of temperature is to directly scale the 

velocity. Assume at time t the temperature is T(t). Now if the velocities of all the atoms 

are multiplied by a factor of λ, the temperature will change to: 

 

)(

)()1( 2

tT
T

tTT

req
 (6.19) 

Here, Treq is the targeted temperature at each step. 

Thus, to control the temperature in each step is to multiply the velocities by the scale 

factor λ. 

6.5.2 Berenson thermal bath 

This approach is proposed by Berenson [28] in 1984. His model is that the system is in 

contact with a virtual hot bath whose temperature is maintained at a target value. Each 

step is scaled in such a way to reach the desired rate of temperature change of the heat 

bath which is proportional to the system temperature change (Tbath-T(t)). For each step the 

temperature change is: 

 ))(( tTTtT bath  (6.20) 

Therefore, the scaling factor of the velocity is:  
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When the coupling parameter is equal to the time step δt, this algorithm is equivalent 

to the simple velocity scaling method. The suitable value of τ is about 0.4 ps. Thereby, if 

the time step t is 1 fs, we get 0025.0/t . This method has the advantage that it allows 

the temperature of the system to fluctuate around the desired value. 

6.5.3 Gaussian thermal bath [29]  

The basic idea of this approach is to add a "friction" term in the equations of motion, 

where the force can be associated with the velocity of the system. The equation of motion 

is given by the following formula: 

 iGii
ii vmF

dt
rdm

2

2

 (6.22) 

Here, 
j k

kkkjjG vvmFv 1))((  , which ensures the total kinetic energy be 

conserved. In this method, the initial temperature is usually set to the desired value.  
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6.5.4 Nose-Hoover thermal bath [30, 31] 

This method uses the same equations of motion as the Gaussian method above, but the 

ξ values are given differently. 

 )1(1
0

2 T
T

dt
d

NH

 (6.23) 

When ,NH 0 the system is equivalent to an adiabatic system. When

,tNH G , the system is equivalent to what we get from the Gaussian method. 

How to select the value for NH  is system dependent. More discussion about this can be 

found in the references [32, 33]. 

6.6 Periodic boundary conditions 

Periodic boundary conditions (PBCs) are often used in MD calculations to simulate 

macroscopic systems using a limited-size of cell. It removes the finite-size effect and the 

surface effect by constructing a quasi-infinite system. Mathematical representation of 

periodic boundary conditions is of the form: 

 )()( LnrArA  ),,( 321 nnnn  (6.28) 

Here A is an arbitrary observable n1, n2 and n3 are arbitrary integers. This boundary 

condition requires the supercell to repeat infinitely in a three-dimensional space. For 

example, when a particle passes through the boundary of a supercell in a MD simulation, 
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the velocity of the particle is set to be the same across the boundary when it re-enters the 

neighboring cell. This process is illustrated in Figure 6.3. 

 
Figure 6.3 Illustration of the periodic boundary conditions for a particle passes through the 

boundary of a supercell in a MD simulation. 

6.7 Basic steps  

Molecular dynamics simulations can be conducted through four major steps: 

6.7.1 Build a simulation model  

The very first step is to build a simulation model, and choose or construct the proper 

force fields. This can be done either through literature search or through original 

development of force fields using first-principles results and experimental data. 

Depending upon the type of interaction in the physical system, different potential 
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functions may be chosen. And often it is the most critical step to ensure getting reliable 

data from the simulation.  

6.7.2 Set initial conditions 

The initial positions are given based on the structural information of the system, and 

the initial velocities are obtained by random sampling from the Boltzmann distribution.  

6.7.3 Equilibrate the system 

Once the boundary and initial conditions are set, MD simulations can be carried out 

following the equations of motion. Be aware that such a system is not in an equilibrium 

state yet. It may take quite some time for the system to reach equilibrium. In this process, 

the total free energy of the system may either increase or decrease until it reaches a state 

that the total energy only fluctuate around a certain value. The time required to reach 

equilibrium is called the relaxation time. 

6.7.4 Determination of macroscopic quantities 

Many of the physical quantities of a given system require knowledge of the statistical 

physics for their determination by a MD simulation. 

6.7.4.1 Radial distribution function  

If n is the average number of particles between the distance r to r+Δr the radial 

distribution function of the system can be obtained from this expression: 
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.The radial distribution function usually refers to a given coordinate of a particle i. The 

probability distribution of all the other particles in the i-space can be expressed as 
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Where, Ni and Nj are the total number of atoms of type i and j in the system, ni,j 

represents the number of j atoms within the distance of r-Δr/2 to r+Δr/2 from the center i 

atom. If i, j represents the same type of atom, then Nj = Ni-1. The radial distribution 

function can be used to study the orderliness of material and also to describe the electron 

correlation.  

6.7.4.2. Kinetic energy 

During the simulation, the kinetic energy of particles does not follow a continuous 

path. Assume each discontinuous for μ points of time, the average kinetic energy can be 

calculated as:  
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On the other hand, the temperature needs to be monitored anytime during a MD 

simulation, in particular the initial stage of the simulation. According to the energy 
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equipartition theorem, we can calculate the value of the average kinetic energy from the 

temperature value; the calculation can be expressed as: 
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Here d is the degree of freedom for each particle. If there is no constraints for the 

system, then d = 3. 

6.7.4.3. Potential energy 

The average Potential energy of the system is calculated by: 

 
n

n

n

ji
jiru

nn
U

0

)(1 )(
,

0

 (6.33) 

If the local potential energy is truncated at rc, this formula may lead to errors in the 

calculated potential energy. In order to avoid this, we use the radial distribution function 

g(r) in the expression of the local potential energy and the average potential energy of the 

system can be calculated as follows  
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Chapter 7 

Interactions of Metallic Nanoparticles with Lipid 

Bilayers 

7.1 Introduction 

Metallic nanoparticles such as silver and gold nanoparticles are among the most 

researched nanomaterials for the past decade. At the size of 1-100 nm, these 

nanoparticles exhibit fascinating electrical, magnetic, and optical properties. [1, 2] 

Silver and gold nanoparticles have found many important applications in industry 

and commercial use. For example, silver nanoparticles (AgNPs) have been widely 

used as high-efficiency inorganic antibacterial materials [3] in medicine, biology, 

environmental protection and other fields. In addition, AgNPs have shown good 

antimicrobial bactericidal effect in burn surgery, dermatology, dentistry and other 

clinical care [4-6]. Gold nanoparticles (AuNPs) are also widely used nanomaterial with 

several advantages over other metallic nanoparticles. They can be easily synthesized. 

They have stable chemical properties and have the same surface tunable properties as 

observed for AgNPs. AuNPs also have numerous applications in biological systems. 
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Recently, AuNPs has been used as drug delivery agents [7, 8], DNA transfection 

vectors [9], diagnostic markers [10] and protein inhibitors [11].  

In drug-delivery applications, AgNPs and AuNPs are required to enter biological 

cells in order to reach the targeted cellular compartments. Thus, during this process, 

AgNPs and AuNPs have to transverse the cell membrane which includes a 

hydrophobic barrier. It has been demonstrated that the interaction of AgNPs and 

AuNPs with cell membranes tremendously influences their cellular uptake as well as 

their cytotoxicity [12-15]. Therefore, a comprehensive investigation of the interaction 

of cell membranes with AgNPs and AuNPs at the atomic level is a crucial task in 

better understanding the e ects of metallic nanoparticles in biological applications. 

Experimental results show that the AgNPs are able to cause damage on bilayer 

membranes. Leroueil et al. demonstrated that cationic AgNPs can generate defects 

on supported lipid bilayers (SLB) [16]. Other experiments also show that the AgNPs 

not only can kill the test cell but also can change the cell’s shape and make the cell to 

look very ugly [17]. On the other hand, cationic AuNPs are able to release fluorescent 

dyes from vesicles by interrupting the lipid bilayer [18]. These experiments have given 

the evidence of toxicity of metallic nanoparticles towards biological cells. However, 

very little is known regarding how this happens due to existence of multiple 

components and the complexity of the interaction. Considering that the nanoparticles 

first encounter the cell membrane on their way into the cell, the study of the 

nanoparticles interacting with the membrane is an important topic for an 
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understanding of the cytotoxicity. However, the details of this interaction at 

molecular level is largely lacking and beyond the capability of the current 

experimental technologies. MD simulations, on the other hand, provide an effective 

alternative for such investigations; they can facilitate information at “impossible 

angles” which are inaccessible for experiments.  

The simulations of nanoparticles interacting with biological systems are often 

challenging because of the complexity of a nano-bio system. There have been only a 

few simulation studies engaged in these issues. Previously studies were reported on 

the interactions of fullerenes [19-21], carbon nanotubes [22], and dendrimers with 

bilayer membranes [23]. The interaction of metallic nanoparticles with membranes 

was considered by a few scientists. Liu et al. studied the effect of AuNPs surface 

charge on the membranes [24], and the formation of holes on bilayer membranes 

caused by AuNPs [25]. In their work, only the electrostatic Coulomb forces due to the 

charged species were taken into account for the interaction between the metal 

nanoparticles and the membranes. There is a certain limitation to this model which 

will be address in this chapter.  

A new force field model was developed to describe the interaction between the 

metal cluster and the lipid bilayer. This force field together with the force field 

describing the biological system itself was then employed to conduct a full study of 

the AuNPs interacting with a lipid bilayer.  
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7.2 Simulation model 

The relatively low computational cost of a MD calculation compared to the first-

principle calculation makes it a powerful tool in simulating a large system even of over 

one million atoms, which appears to be critical sometimes for getting a realistic 

description of a biological system. It also becomes challenging to build such a huge 

simulation system. It is the very first step one needs to take in a MD simulation. 

Considering that membranes are mainly composed of lipid, we choose to use the 

double-layer lipid as a simplified model for the membrane. First of all, we build the 

support lipid membranes (SLB) through an online tool (the website: http://www.charmm-

gui.org/?doc=input/membrane). Using the membrane builder a SLB system is constructed 

consisting of a hydrophilic support with a DMPC bilayer (2 × 64 DMPC molecules) and 

10882 TIP3 water molecules. For each bilayer, a cubic simulation box is used in which 

the bilayer is submerged in water. In order to simulate the nanoparticles interacting with 

the membrane, which is a two-dimensional infinite structure, we use the periodic 

boundary conditions (PBCs). The initial box size was set to 6.23 × 6.23 × 12.00 nm3. We 

also add the salt effect in this system. The concentration of salt ions was set to 0.01 mol/L 

by adding 29 salt ions in the aqueous solution. 

We have chosen Au13 NPs and Ag13 NPs as our models for Au and Ag nanoparticles. 

These clusters have an approximately spherical shape with a diameter of 1 nm. These 

clusters were pre-optimized using the DFT method. To reduce the simulation time, the 
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NP was initially put very close to the surface of the SLB, and then, the system was 

relaxed (with the center-of-mass of the NP and lipid bilayer constrained) until the whole 

system reached its equilibrium state. The simulated system is shown in Figure 7.1. 

 

Figure 7.1: The initial simulation system of AuNPs-SLB in water. (For clarity, water molecules 

are not shown. The snapshot is rendered by VMD).  
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7.3 Force field 

The commonly-used Charmm-36 molecular force field was selected to simulate the 

membrane system. As demonstrated before, if the focus is on the interactions among 

biological systems (major components C, H, O) such as protein interacting with 

membranes or biological systems interacting with carbon-based nanomaterials such as 

carbon nanotubes (CNT) [22], the conventional Charmm-36 molecular force field is 

probably Satisfied the requirements, since it has already included van der Waals forces- 

the leading interaction forces among them. In these cases, the need to modify the 

molecular force field or construct a new force field is minimal. However, the interaction 

of metal nanoparticles with organic compound is very different. Due to the high 

difference in the electronegativity of the metal and the constituting elements of biological 

molecules, the lipid in this case, the interaction between the metal nanoparticles and the 

biological system is featured by much stronger interaction than the van der Waals force. 

This has to be taken into account when we simulate the interaction of metal nanoparticles 

with membranes. 

In these simulations, we have carefully chosen a near-spherical metal cluster; thereby 

we can ignore any effect from the shape of nanoparticles. But still the complexity comes 

from the DMPC molecule, which has several chemically active functional groups. 

Therefore, if the nanoparticle comes in from a different direction and interacts with 

DMPC at different site, the bonding energy could be largely different. In order to take 

into account all possibilities, all the active functional groups of the DMPC molecule are 
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considered, namely amido, phosphine and fatty acid groups. These three sites are marked 

as NTL-site, CL-site and PL-site in Figure 7.2. The interaction of metal nanoparticles 

with these functional groups were conducted using the cluster model (Figure 7.2), where 

all the dangling bonds at the cleavage points are saturated by hydrogen atoms.  

 

Figure 7.2: Illustration of the active chemical functional groups of a DMPC molecule and the 

cluster model considered for nanoparticles.  

Simulation of interacting nanoparticles with membranes also brings the question of the 

stability of nanomaterials in a chemical environment. In general, nanoparticles are 

produced under ultrahigh vacuum conditions, and will eventually be exposed to air and/or 

NTL 

PL 

CL 
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water (at least) when they interact with cells. Therefore, the solvent effect could be 

significant and should be included in developing new force fields.  

We start with quantum mechanical calculations to get an accurate account of the 

interaction using the cluster model. The Gaussian software was chosen to calculate the 

interaction. The solvent effect was included via the polarizable continuum model (PCM) 

model. The B3LYP hybrid exchange-correlation functional form and the LanL2MB basis 

sets were chosen. Partial optimization was conducted, where the AuNPs were fixed in 

position and only the functional groups were allowed to relax. All the results are 

presented in Figure 7.3.  

 

Figure 7.3: Au13 Cluster interacting with active sites of a DMPC molecule.  
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The next step is to use these results to build a new force field. Our focus is to 

reproduce the interaction between the metal nanoparticles and the lipid using the 

force fields. In general, there are two ways to consider the interaction. One model is 

to describe it as the intermolecular and the other model is to count it as the 

intramolecular interaction. Previous studies mostly treat the interaction using the 

intermolecular model. For instance, van der Waals forces are adopted to reflect the 

interaction of carbon nanotubes or fullerenes with biological molecules. In some studies, 

some charged organic compounds are coated on the surface of metal nanoparticles, and 

they naturally lead to use of a form representing the electrostatic interaction. Considering 

the fact that the interaction of metal nanoparticles with the lipid biomolecules has a 

relatively strong chemical bonding feature, the use of the intermolecular interaction 

model is no longer sufficient. Therefore, we propose to treat metal nanoparticles and 

biomolecules as a whole and describe the interaction between them using the 

intramolecular interaction model. Recall that there are generally two-body, three-body 

and four-body terms to represent the intramolecular interactions. But since we are taking 

the relatively small metal cluster as a whole and it has a nearly spherical shape, the three-

body (involving bond angles) and four-body (involving dihedral angles) terms are 

ignored and only the two-body term is included. This two-body interaction is described 

by the Lennard-Jones equation. Namely:  
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Here, Ebond is the bond strength and R is the equilibrium distance from the AuNPs to 

the lipid surface. More specifically, we take R to be distance from the center of mass of 

the nanoparticle (i.e. Au7 atom) to the core reference atoms of the lipid functional groups 

(i.e. N of the amido group, the middle C atom of the fat acid and P in phosphine group). 

These two-body interactions now can be added to the Charmm-36 force field whose 

parameters are obtained by fitting into the DFT results (Table 7.1). We use the same 

method for the AgNPs and the results are listed in Table 77.2.  

Table 7.1: Force field parameters describing the interaction of the AuNPs with DMPC.  

AuNP 

DMPC 

functional 

group  

Ebond 

(kcal/mol) 
R (Å) 

Au7 NTL 4.836 6.764 

Au7 PL 12.896 6.210 

Au7 CL 4.606 6,953 

Table 7.2: Force field parameters describing the interaction of the AgNPs with DMPC.  

AgNP 

DMPC 

functional 

group 

Ebond 

(kcal/mol) 
R (Å) 

Ag7 NTL 4.751 6.538 

Ag7 PL 10.526 6.317 

Ag7 CL 5.757 6.412 
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7.4 MD simulation 

With the newly developed molecular force field, now we are ready to carry out MD 

simulations for the system described in Section 7.2. Initially, the nanoparticle was placed 

2 Å above the lipid bilayer solvated in the bulk water solution. Periodic boundary 

conditions were applied. The time step of integration is 1 fs. This effective time step is 

used throughout this study. Temperature was set to be 303.05 K and we choose Langevin 

dynamics to control the constant temperature and coupling to the system in 

a NPT ensemble. The target pressure is 1 bar and the Nose-Hoover model is used to 

control pressure. Ewald method was applied to address the long-range electrostatic 

interactions. Short-ranged electrostatic and van de Waals interactions have a cutoff radius 

of 3.0 nm. All simulations were performed by the NAMD 2.9 package. [26] For the first 

0.5 ns, the system was under planar and dihedral restraints. Then the planar restraint and 

the dihedral restraint were removed. The system was run for about 10 ns and this was 

then used for analysis. The time to reach equilibrium varies from 4.5 ns for AuNPs to 

0.25 ns for AgNPs. 

7.5 Results and discussion 

7.5.1 Permeation of AuNPs into Lipid Bilayers 

The process of insertion of the AuNPs into the bilayer membrane is shown in Figure 

7.4. AuNPs was initially placed 0.2 nm above the lipid bilayer surface using the Nitrogen 

atoms as reference. From these trajectories, we can clearly see that once the simulation 
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started, the AuNPs began to move down toward the bilayer very quickly. When they were 

in contact, the AuNPs soon penetrated into the bilayer interior. It is also observed that the 

headgroups of the lipid bilayer stay close to the AuNPs as if being coated on the surface 

of AuNPs. Once the AuNPs penetrated into the bilayer interior, it interacts with the lipid 

phosphodiester groups. Note this is different in the case of fullerene or carbon nanotubes, 

which can rapidly cross the region of the lipid headgroups and diffuse more slowly in the 

membrane interior. The process of insertion of Au13 particle was spontaneous and 

happened in less than 1ps. The insertion process also depends on the initial distance 

between the NPs to the membrane surface. Some of lipid phosphodiester groups coated 

AuNPs forming a “hump” in order to accommodate the invasion of the AuNPs. Because 

the three chemical functional groups have the strong interaction with AuNPs, the lipid 

phosphodiester groups surrounding the nanoparticle were disordered and hydrated 

forming a nanoparticle–lipid complex. On the other hand, since the thickness of the lipid 

bilayer is about 5.0 nm (this value depends on the fat acid length), the metal nanoparticles 

have very weak interaction with the alkyl group. These two factors make the AuNPs 

hardly affect the other side of the lipid bilayer.  

Our results show that the effect of the charge-neutral AuNPs on the lipid membrane is 

very different from that of the positively-charged cationic AuNPs, where the charge 

comes from the organic compound coating on the AuNPs surface. In the latter, the 

cationic AuNPs interaction with the lipid bilayer is dominated by the electrostatic 

Coulomb interaction owing to opposite charges [24]. In our case, however, the AuNPs 
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interaction with the lipid bilayer is mostly governed by the interaction of the metal 

nanoparticle with three active chemical functional groups of the lipid. Differences in the 

active groups determine the difference in their effect on the lipid membrane. The carbon-

based fullerenes and carbon nanotubes are not like the metallic nanomaterial, which 

interacts more strongly with the lipid hydrophilic heads. Carbon-based nanomaterials can 

rapidly transverse the region of the lipid headgroups staying at the region of the 

hydrophobic tail, owing to their relatively weak interactions with membranes. For the 

AgNPs we also get the same results.  

     

       

(a) 0 ps (b) 0 ps 

(c) 1 ps (d) 1 ps 
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Figure 7.4: Simulated permeation process of AuNPs through a lipid membrane: (a) side and (b) 

top views of the initial position of a AuNP near the surface of a lipid bilayer; (c) side and (d) top 

views of the position of a AuNP after 1 ps; (e) side (f) top views of the position of a AuNP after 25 ps. 

7.5.2 Analysis  

 
Figure 7.5: Total energy variation as a function of the simulation time for AuNPs.   

(e) 25 ps (f)  25 ps 
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Figure 7.6: Temperature fluctuation as a function of the simulation time for AuNPs. 

 

Figure 7.7: Total energy variation as a function of the simulation time for AgNPs.  
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Figure 7.8 Temperature fluctuations as a function of the simulation time for AgNPs. 

Some physical quantities such as the total energy and the temperature are plotted as a 

function of the simulation time in Figures 7.5, 7.6 and Figures 7.7, 7.8 for the interaction 

with AuNPs and AgNPs, respectively. The total energy of the AuNP/AgNP−lipid system 

is analyzed as an indicator of reaching the equilibrium state. It is also used to study the 

thermodynamics of the system in the presence of the AuNPs or AgNPs.  

From fluctuation of the total energy, we can tell that the AuNP-lipid system arrives at 

the equilibrium state after 4.5 ns and the energy fluctuates around a certain value. The 

AgNPs-lipid system can arrive at the equilibrium state more rapidly than the AuNP-lipid 

system. Figures 7.6 and 7.8 also show that the temperature is controlled very well during 

the simulation process. 
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Several reports on the toxicity of nanomaterials are available that summarize current 

knowledge that we have and highlight areas that raise concerns. [27-29] However, most of 

the strategies suggested in these reports are based on inherently experimental approaches. 

It is widely accepted that the experimental results may be very sensitive to a wide range 

of physical properties of the nanoparticles such as the size, the shape, the surface 

structure and the chemical composition. They are also affected largely by the 

environment- the solvent, the solute ions, the surfactants, and the temperature and so on. 

Some of the factors may be out of experimental control. Moreover, these dependencies 

are intrinsically linked, and one has to take this into account before making any reliable 

predictions about the potential risks of having these materials in a biological system.  

Considering that there are certain limitations using solely the experimental approaches 

in the study of cytotoxicity of nanomaterials. MD or DFT simulations certainly have 

advantage in controlling each of these critical parameters independently in order to 

identify underlying mechanisms responsible for each of the factors involved in the 

process. In our study, through the simulation of the interaction of AuNPs or AgNPs with 

a membrane, we can clearly evaluate to what degree the AuNPs or AgNPs affect the 

function of the cell membrane. We found that both AuNPs and AgNPs have a strong 

interaction with the hydrophilic groups. As a result, the hydrophilic headgroup sticks to 

the surface of the nanoparticles and the membrane is largely deformed by this interaction. 

As one can imagine this will inevitably lead to the mis-function of these biomolecules, it 
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is known that it is critical for the lipid molecules to maintain sufficient flexibility in order 

to retain their normal function of the membrane.  

The biological membrane is the collage of protein and other molecules embedded in 

the fluid matrix of the lipid bilayer. The flexibility of lipid molecules allows the globular 

protein to rotate in the fluid matrix and to bring useful nutrient substances from outside to 

inside the cell to retain a normal cell metabolism. Any factor that makes a change in this 

flexibility can lead to the occurrence of toxicity for the membrane. Based on these 

arguments, we can say that AuNPs and AgNPs can have pronounced toxicity in 

disturbing the normal functionality of the cell membrane. 

Earlier experimental reports indicate that cellular uptake and cytotoxicity of the AuNPs 

are in fact two linked factors which are jointly controlled by the absorption ability of the 

AuNPs. Our simulation results give further information on how these factors are related 

to each other. The electronic structure of Gold atom is [Xe] 4f145d106s1 and it has an 

unpaired 6s electron. These types of elements possess strong coordination ability with 

organic molecules. Through coordination interaction, they usually lead to relatively 

strong chemisorption. In phospholipid compounds, the amine, phosphine or carboxyl 

chemical functional groups chemically interact with metallic gold atoms. Furthermore, 

nanoparticles have a very large specific surface ratio and tend to have a strong adsorption 

capacity. These factors make the hydrophilic part in the phospholipid molecules adsorbed 

firmly to the surface of AuNPs. Since adsorption occurs locally, all the phospholipid 

molecules which lie within the interaction range will be firmly attached to the surface of 
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nanoparticles. The other neighboring phospholipid molecules will probably be less 

connected with this hump. Therefore, the phospholipid layer interacting with AuNPs can 

result in avulsion of the splenic substance.  

As we can see, the gold nanoparticles can cause cell membrane tearing and change 

movement speed of phospholipid molecular layer in cell membranes; it will affect the 

normal biological membrane function. It remains a challenge how to measure this effect. 

We now look into using the Root Mean Square Deviation (RMSD) value to measure the 

toxicity of nanoparticles based on the above analysis. These interacting phospholipid 

molecules are expected to have different velocities (or flexibility) as compared with the 

non-interacting ones.  

Statistically speaking, RMSD is equivalent to the standard deviation, which reflects the 

deviation degree from the mean for a set of data, and is most commonly used to measure 

the change in atomic positions in simulation studies. In this work, we have carried out the 

RMSD analysis of the position of the lipid bilayer. The RMSD value reflects the 

deviation degree of the molecule from its average position over a period of time, that is, 

the special range of motion of the molecule. A larger RMSD value indicates that the 

spatial extent of the movement of the molecule is larger, thereby a larger flexibility in the 

molecule. RMSD is calculated as follows: 

  (7.2) 



158 

 

where Nα is the number of atoms in a molecule involved in the comparison, is 

the position of the α atom in the molecule at time tj,  is the average position of the 

α atom in the entire period and it is defined as: 

  (7.3) 

As discussed previously, the velocity of lipid molecules in a membrane is very 

important for the function of the membrane. How could one quantify this velocity for 

each lipid molecule then? According to the definition of RMSD, it is apparent that the 

RMSD value actually is correlated with the physical quantity of speed indicating the rate 

of change in position. Therefore, in the following we will use the RMSD results to 

discuss the cytotoxicity of nanoparticles. All the computed RMSD values for all lipid 

molecules (8*8) are listed in Tables 7.3 and 7.4, for AuNPs and AgNPs, respectively. In 

order to compare with the non-interacting side, the RMSD values for the bottom 

monolayer of the lipid are also plotted together with the interacting top monolayer in 

Figures 7.9 and 7.10, for AuNPs and AgNPs, respectively.   
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Table 7.3: Computed RMSD values for each DMPC molecule in the top monolayer (only this 

layer is considered to interact with AuNPs).  
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Table 7.4: Computed RMSD values for each DMPC molecule in the top monolayer (only this 

layer is considered to interact with AgNPs). 

 No. of 

molecule 

X coordinate of 

N atom 

Y coordinate 

of N atom 

RMSD (Å) 

1 -16.813 16.338 3.1819 

2 -25.630 -26.379 3.6814 

3 16.063 -11.324 3.7606 

4 -19.033 26.558 3.7978 

5 -16.567 -30.495 4.0126 

6 -7.671 -0.832 4.3998 

7 2.907 -20.462 3.2376 

8 -13.861 -20.781 3.5472 

9 23.317 9.573 3.2995 

10 7.202 -11.173 3.1755 

11 -17.105 -11.524 3.7124 

12 -16.968 4.133 3.5657 

13 21.192 23.188 3.8560 

14 20.700 2.966 4.0099 
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15 -6.912 -12.730 5.5326 

16 -7.044 19.612 3.4712 

17 10.343 1.559 3.2789 

18 17.713 -21.985 3.2496 

19 21.905 -19.935 4.4799 

20 0.566 26.454 4.3663 

21 -20.310 22.560 3.1328 

22 -14.071 8.813 3.5889 

23 -29.943 -3.021 3.2258 

24 -23.393 -3.409 3.6057 

25 19.572 16.547 3.1996 

26 5.326 9.405 3.9738 

27 -13.558 -7.091 3.6296 

28 11.969 16.639 4.5259 

29 -29.611 -16.642 3.7271 

30 30.345 2.372 3.6654 

31 9.578 -19.718 3.7069 
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32 -16.387 29.990 3.0469 

33 25.229 -26.292 3.2099 

34 5.634 19.933 4.2425 

35 17.068 -5.365 3.8114 

36 -25.720 14.962 3.9820 

37 25.370 24.302 3.2895 

38 -30.901 23.830 3.1823 

39 15.649 9.152 3.9367 

40 -3.307 -27.133 4.3138 

41 5.700 -3.560 3.7814 

42 20.159 -3.122 3.7422 

43 28.248 14.407 3.6192 

44 -0.827 11.135 3.2858 

45 32.177 30.326 3.4011 

46 -5.925 -27.417 4.4553 

47 8.043 -27.470 3.6861 

48 15.485 -29.465 4.9452 
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49 -4.091 5.437 3.7232 

50 1.725 -12.742 4.0360 

51 -1.158 -4.419 3.7256 

52 -26.949 1.134 3.2382 

53 -4.142 -20.641 3.2382 

54 2.414 5.013 2.9179 

55 22.915 31.710 3.9964 

56 -13.093 22.368 2.9965 

57 -21.092 -18.273 3.6594 

58 29.246 -11.325 2.9791 

59 10.055 24.872 4.1276 

60 -29.297 -12.653 3.6913 

61 -22.681 9.063 3.6913 

62 -29.512 9.298 4.4244 

63 -5.034 27.235 4.7395 

64 -12.240 14.251 3.8395 
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Figure 7.9: A plot of the RMSD values of the DMPC molecules in the membrane interacting with 

AuNPs. 

 

Figure 7.10: A plot of the RMSD values of the DMPC molecules in the membrane interacting with 

AgNPs. 
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Figures 7.10 and 7.11 suggest that the RMSD values are larger for the top lipid layer 

interacting with AuNPs or AgNPs than for the lower layer on the other side of the lipid. 

Considering that the larger the RMSD numerical difference is made by the NPs, the more 

toxicity effects are likely to occur for nanoparticles interacting with cell membranes, we 

find that gold nanoparticles can cause a relatively strong toxicity to the cell membrane 

considered. 

7.6 Summary 

We have studied the interactions of AuNPs and AgNPs with model lipid membranes 

using MD simulations. For the first time, a new force field has been developed to 

describe the interaction between metal NPs and cell membranes which is primarily 

governed by the coordination chemistry. The results show that AuNPs rapidly penetrate 

into the headgroup region of the lipid, then adheres to the hydrophilic part of the 

phospholipid bilayer owing to the strong interaction between AuNPs/AgNPs and the 

active functional groups of the lipid bilayer, including amine, phosphine and carboxyl 

chemical groups. The permeation of AuNPs/AgNPs into the lipid membrane and its 

concomitant membrane disruption discovered in the simulation indicate that AuNPs have 

cytotoxicity. It is verified by the observation of the bypass of the endocytosis pathway 

upon their internalization into cells in experiments. It is also found that the phospholipid 

layer can result in avulsion of the splenic substance under the interaction with 

AuNPs/AgNPs.  
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The RMSD analysis is proved to be a useful tool in quantifying the disturbance of the 

cell membrane by the intrusion of AuNPs/AgNPs. Our computed RMSD values suggest 

that both AuNPs and AgNPs have relatively large impact on the phospholipid molecular 

layer with the AgNPs being slightly weaker. As a measure of the toxicity, this result 

shows that the gold and silver nanoparticles may have a strong toxicity to the cell 

membrane. These results provide critical information for the safely use of AuNPs and 

AgNPs to achieve designated goals in their delivery, diagnostic, and therapeutic 

applications.   
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Chapter 8 

Summary and Future Work 

The great advances in nanotechnology and the vast use of nanomaterials have brought 

both exciting applications and serious potential health and environmental concerns. The 

active nanoparticles are within the same size range of biological molecules. The 

interaction between these two – inorganic and organic materials becomes a topic of 

dramatic interest. In the past several years, I have tried to bring physics, nanotechnology 

and biology together. In the following (Figure 8.1: boxes with normal fonts), I have 

summarized the work I have attempted in this field. It is a very interesting, important and 

challenging field, to my opinion. Besides the work I have done, there is actually a lot 

more work that needs to be done (Figure 8.1: boxes with bold fonts).   
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Figure 8.1: Summary of completed work and future directions.  

The Quantum mechanical approach provides high accuracy in describing the 

interaction between atoms, charge transfers and natures of different bonding, but it comes 

with a high computational cost. The current state of the art is that they can only be 

applied to several hundred of atoms. The classical molecular dynamic approach is able to 

tackle millions of atoms, but with less atomic level details and the reliability is highly 

subject to the employed force fields describing the atomistic interactions. The system that 

we are mostly interested in is small enough which demands an accurate account of the 
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charge distribution and the bonding at the atomic level, but too big to be treated 

completely using quantum mechanical approach. A combination of the density functional 

theory and the molecular dynamic force field is used to get a more accurate description of 

individual systems as well as to investigate the nano-bio interactions. It is a great attempt 

to conduct a multi-scale modeling. Significant efforts have been taken to develop proper 

simulation models. The limitation in the modeling and simulation and proposed future 

directions are discussed in the following. 

As we can see from the computational simulation results in Chapter 6, the accurate 

three-dimensional structure of a peptide crystal can be obtained from a full first-

principles approach by knowledge of the chemical and bonding symmetry consideration 

in a very systematic way. Future work can be done to apply this method to other peptide 

crystals to further validate the method and establish its generality.  

The lipid structure (Chapter 5) can be improved by including the van der Waals 

interactions, which was lacking in the software we used at the moment of our simulation. 

Our later study of peptide crystals, together with other studies have shown that van der 

Waals forces are very important for accurately predicting the crystal structure of organic 

or biological molecules, owing to the significant intermolecular interactions. Another 

challenge comes from the simulation of lipid structure at experimentally-comparable 

temperature, which is usually around room temperature. We know for inorganic materials 

the thermal expansion coefficient is usually very low, this is not the case for the 

biological system. Ab initio molecular dynamics may help in this case. The so-obtained 
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new structure may then be used to study its interaction with the nanoparticles using either 

first principles or molecular dynamics method.  

For the MD simulation of metal nanoparticles interacting with membranes (Chapter 8), 

we have taken several simplifications in our model. First, the metal nanoparticle is 

simulated by a 1-nm cluster. The study can be extended to different sized particles to see 

the size effect. Secondly, the membrane is modeled purely by a phospholipid bilayer. We 

know proteins exist on the cell membranes and are also very important in the functioning 

of membranes. How the NPs interacting with a protein or a protein in a membrane would 

be a very interesting aspect to look at. Therefore, a lot more complexity can be added to 

the model of the cell membrane. Last, but not the least, we know the interaction is 

system-dependent (Chapters 3, 4 and 8). It would be greatly beneficial to expand the 

current methodology to studies of other metallic and semiconducting nanomaterials, 

which are also of practical interest.  

Yes, interesting scientific research has not ended, but rather just began.  
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