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Chapter 1

Introduction

Energy is a basic need of our economy. Therefore, the security of its supply is

essential. This energy security is best supplied from domestic resources that are

considered “green” or renewable, such as wind, solar, bio-fuels, etc. Though fossil

fuel reserves are not yet depleted, they are unsustainable, possibly leading to an

unstable economic future. The main focus of energy research today is to develop

energy sources that are safe, affordable and renewable. Although there have been

great advances in the ability to produce energy from renewable sources, the ability

to store that energy has been lagging. Most renewable energies are highly variable

and are not in sync with the peak power demand. It is therefore a challenge to

store energy for times of peak demand. Currently, electric cars employ batteries

that do not have enough energy capacity per cell. Batteries weigh too much,

have issues with durability, safety concerns and a high cost. There is also an

ever-increasing demand for better batteries for portable electronic devices that

are smaller, lighter and have longer operation times.

Batteries that are lighter, have more energy, more power, and are longer last-

ing, rechargeable and durable are needed to solve our energy storage challenges.
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Lithium batteries maybe the solution because they offer higher energy density,

lighter weight and longer life spans than traditional electrochemical battery tech-

nologies. Silicon (Si) has been proposed as a new material for the use in lithium-ion

(Li-ion) batteries and shows promise to meet the energy storage demands needed

in the future. Si, theoretically, has the capability of storing 4.4 Li atoms per Si

atom, giving Si a large theoretical specific capacity. This high specific capacity

can cause a larger than 400% volume increase of Si that is potentially damaging,

making the materials ability to recharge diminish quickly.

Recent studies of nanoscale materials in the form of thin films for Li-ion bat-

teries are aimed at improving electrochemical performance of battery electrode

materials and lowering their cost. These thin films have been shown to relieve

the stress induced by intercalation (insertion) of Li-ions into the Si lattice, allow-

ing efficient recharging for greater than 1000 cycles (3). This thesis will study the

challenges faced by intercalating of Li-ions into Si, and present two techniques,

electrochemistry and ellipsometry, combined together to better understand the

intercalation of Li into Si thin films.

Electrochemistry is a branch of chemistry that studies chemical reactions that

take place in a solution at the interface of an electron conductor (a metal or

a semiconductor) electrode and an ionic conductor (an electrolyte) and involve

electron transfer between the electrode and the electrolyte or chemical species in

solution. Using electrochemistry, one can apply electroanalytical techniques. The

main electroanalytical techniques used here to study the electrochemical reactions

are cyclic voltammetry, chronopotentiometry and electrochemical impedance spec-

troscopy (section 3.3). Each technique is carried out in an electrochemical (EC)
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cell (see section 2.1.3) using a poteniostat or galvanostat (section 3.3). Each EC

cell consists of a cathode electrode and an anode electrode that are separated by

an electrolyte, which enables ionic transfer between the two electrodes. Once these

electrodes are connected externally, chemical reactions proceed via the electrodes,

electrons are driven and enable the current to be tapped by the user (4).

Ellipsometry is an optical technique using the reflection or transmission of

polarized light to characterize thin films. Ellipsometry provides the complex re-

fractive index, morphology, crystal quality, chemical composition and thickness

from an optical model that is optimized using best-match models fit to experi-

mental data sets.

Two electrochemical processes are investigated with combined electrochem-

istry and ellipsometry, the formation of silicon dioxide (SiO2) via anodization and

the intercalation of Li-ions into Si. Proof of concept for the combined technique is

shown by verifying the well-known and understood thin film growth of anodically

grown SiO2. Then the controlled intercalation of Li-ions into silicon is investigated

using the same combined electrochemistry and ellipsometry technique. The goal

of this thesis is to gain insight into how to best improve the Li-ion intercalation

into Si by using this combined technique.

1.0.1 Current Battery Technologies

A battery is composed of EC cells that are connected in series and/or in parallel to

provide the required voltage and charge capacity. The voltage and charge capacity

of a battery are functions of the materials they are made of. It is desirable that

the amount of energy stored in a given mass or volume is as high as possible.
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To compare the energy content of batteries, the terms gravimetric energy density

(expressed in W h kg−1) and volumetric energy density (in W h l−1)1 are used,

whereas the rate capability is expressed as gravimetric power density (in W kg−1)

and volumetric power density (in W l−1) (4). One is naturally lead to search for

materials that have a large number of free charge carriers per mass and volume

per unit of a material.

Figure 1.1: Basic categorization of battery types.

A basic categorization of battery types is depicted in Figure 1.1. Capacitive

batteries rely on the formation of an electrical double layer and have some of

the highest achievable power densities but also have low energy densities. These

qualities make capacitive batteries excellent for energy storage where the battery

1The energy content of a battery is usually expressed indirectly by its capacity in ampere

hours(A h); to convert watt hours (W h) to ampere hour (A h), the watt hour value must be

divided by the voltage of the power source. This value is approximate since the voltage is not

constant during discharge of a battery.
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undergoes frequent charge and discharge cycles at high current and short duration.

Electrolyte-based batteries are the most recognize as common batteries today.

These can be split into primary (one time use) and secondary (rechargeable)

batteries. Primary batteries have some of the highest gravimetric energy densities,

but not necessarily large power densities. Primary batteries have high internal

resistances that limit discharge to low current draw (≤ 25 mA) applications.

Secondary batteries can provide higher current densities for longer time peri-

ods. Secondary batteries can also be categorized into two groups that are depen-

dent on the type of electrolyte used, either dissolved in aqueous or non-aqueous

solvents (with or without water respectively). In aqueous batteries there is an ex-

change of one species for another; for example, in a Nickel-metal-hydride (NiMH)

battery, at the negative electrode the chemical reaction is

H2O + M + e−
Charge−−−−−−−⇀↽−−−−−−−

Dis−charge
OH− + MH.

The charge reaction is read left-to-right and the discharge right-to-left. For the

forward charge reaction, the metal (M) gains a hydrogen bond while a water

molecule is converted to a hydroxide ion. In non-aqueous batteries a species is

inserted (intercalated) into the electrode; For example, in Lithium-cobalt batteries

the negative electrode chemical reaction is

xLi+ + xe− + 6 C
Charge−−−−−−−⇀↽−−−−−−−

Dis−charge
LixC6.

Here during the charge reaction the Li-ion is intercalated into the carbon electrode

by sharing electrons with the carbon (this process is colloquially known as plating

or alloying the electrode).
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Figure 1.2 shows how volume and gravimetric energy densities compare be-

tween the different rechargeable battery technologies available today. Lead acid

batteries are mainly used for SLI (starting, lighting, ignition) in automobiles or

standby applications such as uninterrupted power supplies. This is due to their ca-

pability to withstand extreme climate conditions, long life span, and cost-efficiency

for SLI. Nickel-Cadmium (NiCd) batteries, which bear strong environmental con-

cerns due to Cd-water contamination, are rarely seen today with the advent of the

NiMH battery that is much safer, has higher energy density, and lower production

costs than NiCd.

The Li-ion and Lithium-ion polymer battery (PLiON) are new contenders for

the bulk share of the rechargeable battery market. They are currently in nearly

every new portable electronic device from laptops to cell phones, and they are

starting to overtake the portable power tool market replacing the widely used NiCd

batteries. Although Li-ion batteries produce higher volumetric and gravimetric

energy densities than their competitors in Figure 1.2, challenges still exist. For

example when the battery is charged, deposits form inside the electrolyte that

inhibit ion transport. Also these deposits can puncture the separator inside the

battery, causing an electrical short and leading to thermal runaway and, possibly,

combustion. Because of these safety concerns, almost all Li-ion batteries include

internal circuitry to prevent failure conditions.
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Figure 1.2: Comparison of the different battery technologies in terms of volu-

metric and gravimetric energy density. Adapted by permission from Macmillan

Publishers Ltd: [Nature Publishing Group] (Tarascon and Armand), copyright

(2001).

http://http://www.nature.com/


Chapter 2

Background and Motivation

2.1 Background

2.1.1 Silicon

Silicon (Si) is second only to oxygen as the most abundant element on Earth,

at 27.7% of the earths crust (6). Like diamond and other semiconductors from

the Group IV elements, silicon crystallizes into the diamond crystal structure,

where the lattice spacing for silicon is 0.543 071 0 nm (5.430 710 Å) (7). Si has an

atomic weight of 28.0855 amu, oxidation states of +2 and ±4, and a density of

2.33 g cm−3. Silicon does not occur in a pure state in nature but is found in most

rocks, clay and sand (8).
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Figure 2.1: Silicon diamond lattice.

2.1.2 Lithium

Lithium (Li) ranks as the 33rd most abundant element on Earth (8). It is a soft,

white to silver metal that belongs to the Group I elements of the Periodic Table.

Li has Atomic Number 3, oxidation states of ±1 and a density of 0.534 g cm−3.

The Group I metals are also known as the alkali metals and include sodium (Na),

potassium (K), rubidium (Rb), caesium (Cs) and francium (Fr). Lithium has a

single valance electron that is easily given up to form a positive ion (cation), see

Figure ??. This makes Li an excellent conductor for heat and electricity. Li is

also the lightest metal in the periodic table. It would float on water but reacts

violently with it, forming lithium hydroxide and highly flammable hydrogen as

seen in Equation 2.1.

2 Li(s) + 2 H2O −→ 2 LiOH(aq) + H2(g) (2.1)
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Lithium compounds such as lithium chloride, lithium carbonate, lithium phos-

phate, lithium fluoride and lithium hydroxide are more or less water soluble. For

example, lithium hydroxide has a solubility of 129 g l−1 .

2.1.3 Electrochemical Cell

An EC cell is capable of either creating electrical energy from chemical reactions,

or driving chemical reactions through the introduction of electrical energy, for

example, discharging or charging a battery. A battery is a type of galvanic cell

that consists of two half-cells, each containing an electrode and electrolyte. In the

EC cell electrons from one half-cell are lost (oxidation or anodic) to the respective

electrode and species from the other half-cell gain electrons (reduction or cathodic)

from the opposite electrode. If different electrolytes are used in each half-cell, a

separator is used to isolate the two cells. The separator must still provide ionic

conduction between the two electrolytes.

Each half-cell will have a characteristic voltage that varies depending on the

choice of electrode and electrolyte and the undergoing equilibrium chemical reac-

tions. Once the cell can provide no more energy to an external source, equilibrium

is reached, and the cell can be charged again. The cell potential can be estimated

using the difference between both half-cell electrode potentials.

An example of a galvanic cell is seen in Figure 2.2. In the cell there are two

metals, zinc (Zn) and copper (Cu), both immersed in their corresponding metal

sulfate aqueous solutions. Zn will be oxidized and Cu reduced. By definition, the

Cu or reduced electrode is the cathode. The cathode is always the electrode that
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gains electrons. Also by definition, the Zn or oxidized electrode is the anode.1 The

electrical potential for the cell can be calculated using a standard potential (E0)

table for the half-cells. Equations 2.2a and 2.2b represent the half-cell reactions

and their half-cell standard potentials depicted in Figure 2.2. Equation 2.2c is the

overall reaction of the cell. The cumulative standard potential for the cell will be

+0.34 V − (−0.76 V) = +1.10 V.

Cu2+ + 2 e− −−⇀↽−− Cu : E0 = +0.34 V, (2.2a)

Zn2+ + 2 e− −−⇀↽−− Zn : E0 = +0.76 V, (2.2b)

Zn(s) + Cu+2 −→ Zn+2 + Cu(s). (2.2c)

2.1.4 Chemical Reactions of Batteries

Batteries are a galvanic cell, which is composed of two half-cells. A half-cell in

its simplest form consists of a metal electrode partially immersed in a salt solu-

tion of the respective electrode metal. The salt solution contains cations of the

1A word of caution on nomenclature to readers: for the last 50 years, electrochemists have

used the word “discharge” to mean the loss of positive electronic charge by combination with

an electron, for example, if a hydrogen ion or proton is “discharged” it will become a hydrogen

atom. If the ion is negatively charged, as in, Cl–, the loss of an electron will normally be called

discharge. On the other hand for the last 150 years, the addition of electrical energy to a cell

has been called “electrical charging.” So, battery researchers have called reductive reaction to a

secondary cell electrode acting as an anode in the reverse direction, i.e, when the cell produces

energy as “charging the anode.” This nomenclature can become confusing quickly when reading

scientific publications from different subsets of electrochemists or material scientists. If we take

the example of Li insertion half-cells, Li+ + e– −−→ Lisubstrate, many will call the reaction a

“discharge reaction” since the substrate is gaining negative Gibbs energy while it is electrically

charged. But we are more interested in the amount of Li-ions a substrate is able to absorb and

then release, reversibly, not the ability of Li+ to combine with an electron. Therefore in this

text we will use the term charging to represent the intercalation of Li+ into Si.
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Figure 2.2: Galvanic cell based on the zinc-copper reaction. Made using two

half-cells including the Zn(anode) electrode dipping into a Zn2+ solution and a

Cu(cathode) electrode, which dips into a Cu2+ solution.
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metal electrode which are ions with fewer electrons than protons, giving them net

positive charges and anions that are ions with more protons than electrons giving

them net negative charges to balance out the charge on the cations. Therefore the

salt solution contains a metal in two oxidation states; the metal transitions be-

tween these states through what are called oxidation-reduction (redox) reactions.

A redox reaction for a galvanic cell can be written symbolically as:

Oxidation half-reaction Y −→ X+ + e−, (2.3a)

Reduction half-reaction e− + Y+ −→ X, (2.3b)

Overall (cell) reaction X + Y+ −→ X+ + Y (2.3c)

Equation 2.3c is analogous to equation 2.2c and describes the two half-cells in

Figure 2.2. In this zinc-copper reaction, the two electrons generated in the oxida-

tion of each Zn atom move through the Zn electrode and the wire and into the Cu

electrode. From the Cu electrode the electrons reduce Cu2+ ions. Thus, electrons

flow left to right through electrodes and wire (9).

The electrodes in the ZnCu2+ cell are described as active because the metals,

themselves, are components of the half-reactions. As the cell operates, the mass

of the zinc electrode gradually decreases, and the amount of Zn2+ in the anode

half-cell increases. At the same time, the mass of the copper electrode increases

and the amount of Cu2+ in the cathode half-cell decreases (9). For many redox

reactions, there are no reactants or products capable of serving as elec-

trodes. In these cases, inactive electrodes are used. The most commonly

used are rods of graphite or platinum. These electrodes conduct electrons but are

ideally chemically inert during the half-reactions.
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2.2 Motivation

Li-ion battery cells are currently most widely used as rechargeable batteries for

consumer electronics and show promise for use in electric/hybrid vehicles. Other

conventional aqueous rechargeable batteries, such as NiCd and NiMH, have lower

energy densities, lower operating voltages, higher self-discharge, and higher main-

tenance requirements than Li-ion batteries (3). These qualities make Li-ion bat-

teries some of the highest performing batteries available. Since our consumer

electronics, military, aerospace, and automobile applications require the minia-

turization of their components, Li-ion cells still need higher volumetric energy

capacities to give the battery a smaller overall size, and gravimetric energy den-

sities to make the battery last longer.

Lithium can be electrochemically intercalated into a number of metals at room

temperature, for example, Sn, Pb, Al, Au, Pt, Zn, Cd, Ag and Mg. But this pro-

cess usually results in irreversible damage to the electrodes and loss of electronic

contact. Intercalation and de-intercalation into Si has been shown to be reversible

at high temperatures and can result in the formation of Li12Si7, Li14Si6, Li13Si4

or Li22Si5 alloys (2,3). The alloying state of Li22Si5 corresponds to 4.4 Li atoms

per Si atom, leading to a specific intercalation capacity of 4200 mA h g−1. This

high specific capacity makes Si an attractive material for use as an anode in Li-ion

batteries. However, volume expansion/contraction processes at room temperature

causes Si to lose reversibility through many intercalation/de-intercalation cycles.

Li insertion into Si yields successive LiSi alloys, each of which results in pro-

gressively larger volume expansions of the parent lattice. Table 2.1 shows the data

for crystal structure, unit cell volume, and volume per silicon atom for each alloy
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formed during the alloying process. It shows that the volume per silicon atom for

Li22Si5 alloy is four times higher than that of the parent silicon atom (2,3).

Table 2.1: Crystal structure, unit cell volume and volume per Si atom for the

Li-Si system (2,3).

Compound and crystal structure Unit cell Volume per silicon Theoretical density

volume(Å
3
) atom(Å

3
) (g cm−3)

Silicon cubic 160.2 20.0 2.33

Li12Si7, (Li1.71Si) orthorhombic 243.6 58.0 1.15

Li14Si6, (Li1.71Si) rhombohedral 308.9 51.5 1.43

Li13Si4, (Li3.25Si) orthorhombic 538.4 67.3 1.38

Li22Si5, (Li4.4Si) cubic 659.2 82.4 1.18

In early research of Li-ion intercalation into Si it was believed that the low

coulombic efficiency1 of bulk Si was caused by low electrochemical reactivity of

the Li with Si at room temperature. However, the results from intercalation/de-

intercalation cycling show that low coulombic efficiency is due to electrode crack-

ing and disintegration from the large volumetric expansion, causing the electronic

contact to the current collector (metal contact to Si anode) to be diminished.

A scanning electron microscope (SEM) image of this stress-induced cracking can

be seen in Figure 2.3. To overcome this volumetric expansion induced cracking,

many techniques have been employed to relieve the stress induced by the Si lattice

upon intercalation. Examples include the use of Si micro- to nano-scale structured

1Coulombic losses are experienced by both electrolytic and galvanic cells. These losses are

usually in the form of misdirected electrons which participate in unproductive reactions, product

recombination, a short circuit the system, and other diversions for electrons. These losses are

physically expressed in the system as heat and sometimes chemical byproducts.
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anodes, Si coated with materials such as carbon, carbon nano-tubes coated with

Si and Si thin films (thickness<500 nm).

Figure 2.3: SEM image of amorphous silicon thin film with a thickness of 200 nm

after 15 intercalation/deintercalation cycles, showing the stress-induced cracking

from the volumetric expansion of the Si film (see section 5.2.2).



Chapter 3

Characterization Techniques

3.1 Spectroscopic Ellipsometry

3.1.1 Standard Spectroscopic Ellipsometry

Ellipsometry is an optical technique that characterizes light, after reflection or

transmission from a sample (10). Using polarized light ellipsometry measures the

change in polarization upon light interaction with a sample. The name ellipsom-

etry comes from the fact that polarized light often becomes elliptically polarized

upon sample reflection. Ellipsometry measures the two independent ellipsometric

real valued parameters Ψ and ∆, which depend on the ratio of the complex-valued

Fresnel refection coefficients for the polarizations perpendicular (s) and parallel

(p) to the plane of incidence (figure 3.1).

Standard spectroscopic ellipsometry can be applied when neither s- or p-

polarized light is converted into the other upon reflection from a sample. This is

the case for optically isotropic samples, such as amorphous materials. The stan-

dard ellipsometric parameters are defined through Ψ and ∆. They are related to

the complex reflectance ratio ρ as a function of the Fresnel reflection coefficients
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Figure 3.1: The wave vector of the incident and emerging plane waves (reflected

at and angle Φa) and the normal to the sample surface define the plane of in-

cidence. The complex plane wave amplitudes of the p-polarized and s-polarized

modes before and after reflection from the sample are denoted by Eip, Eis, and

Erp, Ers, respectively. P and A are the azimuth angles of the linear polarizers

used, for example, in the standard arrangement of rotating analyzer (polarizer)

ellipsometers.
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(Rp, Rs) of the sample, defined as:

ρ ≡
(
Erp
Eip

)/(
Ers
Eis

)
≡ Rp

Rs

≡ tan Ψe(i∆). (3.1)

As shown in figure 3.1, ellipsometry measures the two values (Ψ, ∆) that ex-

press the amplitude ratio and phase difference between p- and s-polarizations,

respectively. In ellipsometry, therefore, the variation of light reflection with p-

and s-polarizations is measured as the change in polarization state. In particular,

when a sample structure is simple, the amplitude ratio Ψ is characterized by the

refractive index n, while ∆ represents light absorption described by the extinction

coefficient k. In this case, the two values (n,k) can be determined directly from the

two ellipsometry parameters (Ψ, ∆) obtained from a measurement by applying

the Fresnel equations. This is the basic principle of ellipsometry measurement (10).

Data can be displayed as Ψ and ∆, or the pseudo-dielectric function (〈ε〉),

which is direct inversion of the ellipsometric Ψ and ∆ data, measured at the

angle Φa, Where one assumes bulk behavior for the sample investigated. The

ambient-substrate model relates the pseudo substrate dielectric function with the

ellipsometric parameters (11).

〈ε〉 = ε = sin Φa
2

[
1 + tan Φa

2

(
1− ρ
1 + ρ

)2
]
. (3.2)

The pseudo substrate is commonly used if the surface overlayer effects are negli-

gible and the actual substrate ε is comparable with 〈ε〉.

3.1.2 Definition of the refractive index

The ellipsometric quantities Ψ and ∆ are related to wave optics through a solution

of the wave equation: E = E0exp{ikr}, with E0 being the amplitude of the



20

electric-field intensity E at spatial variable r. The propagation vector k is a

function of the complex valued refractive index of the medium N = n + ık. The

refractive index n follows experimentally from Snell’s law (12):

n1 sin θ1 = n2 sin θ2, (3.3)

where θj is the angle of incidence counted toward the interface between the two ma-

terials with index of refraction n1 and n2. The extinction coefficient k is connected

to the absorption, measured by intensity (I = EE∗) loss upon wave propagation

over a distance d,

I = I0e
−α′

d, (3.4)

with the absorption coefficient α
′

being

α
′
=

4π

λ
k. (3.5)

3.1.3 Jones Matrix Representation

The complex ratio ρ can be approached by using different representations of the

electromagnetic plane wave response. If a sample is anisotropic, which causes

mode conversion between p- and s-polarized light upon reflection (or transmis-

sion), one must expand the number of parameters used to describe the plane wave

response. For non-depolarizing samples the Jones matrix representation provides

complete mathematical description for the electromagnetic plane wave response.

The Jones reflection matrix J, relates the incident A modes (p,s) with emerging

B plane wave modes (p,s):(
Bp

Bs

)
= J

(
Ap
As

)
=

[
rpp rps
rsp rss

](
Ap
As

)
. (3.6)
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The Jones matrix J contains the four, so called, anisotropic Fresnel reflection

coefficients (rpp, rps, rsp, rss).
1 If the optical system is a mode converting system

the off-diagonal elements (rps) and (rsp) of J will be nonzero.

3.1.4 Mueller Matrix Representation

If a sample introduces depolarization the Mueller matrix scheme can represent

both partially polarized light but also includes depolarization phenomena. The

Mueller matrix representation uses the Stokes vector formalism, which are four

real-valued Stokes parameters (Sj, j = 0..3) of an electromagnetic plane wave.

These four parameters are defined by the p− and s−polarized coordinate system:

S0 = Ip + Is, (3.7a)

S1 = Ip − Is, (3.7b)

S2 = I(45) − I(−45), (3.7c)

S3 = I(σ+) + I(σ−). (3.7d)

where Ip, Is, I−45, I45, Iσ+ and Iσ− are the intensities for the p−, s−, +45◦, −45◦,

right- and left-handed circularly polarized light components, respectively (13).

Depolarization is the reduction of the degree of polarization of light (14). In the

Mueller representation depolarization can be pictured as a coupling of polarized

into unpolarized light, where polarized light is incident and the exiting Stokes

vector can be expressed by the Stokes parameters as

Dp =
Ipol
Itot

=
(S2

1 + S2
2 + S2

3)1/2

S0

, 0 ≤ Dp ≤ 1, (3.8)

1In this notation the first index is the incident polarization mode and the second index is

the outgoing polarization mode.
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where Itot is the total intensity of the input beam and Ipol is the sum of the

intensity of the polarization components. When Dp = 1, Dp = 0 or 0 < Dp <

1 this represents completely polarized, unpolarized or partially polarized light

respectively. The Mueller matrix is a 4 x 4 matrix with real-valued elements (14).

For a polarizing sample the Mueller matrix (M) is defined as a matrix which

transforms an incident Stokes vector (Sin) into the exiting Stokes vector (Sout),

Sout = M • Sin =


M11 M12 M13 M14

M21 M22 M23 M24

M31 M32 M33 M34

M41 M42 M43 M44



S0

S1

S2

S3


in

=


S0

S1

S2

S3


out

. (3.9)

3.1.5 Generalized Ellipsometry

When Ψ and ∆ depend on the polarization state of the incident electromagnetic

plane wave, generalized ellipsometry can be used. This concept is for both the

Jones and Mueller matrix formalisms. Using the Jones matrix representation six

real-valued generalized ellipsometry angles Φij and ∆ij are defined by the three

ratios of the four available complex-valued elements of the Jones reflection matrix

J (12,15,16):

Rpp ≡
rpp
rss

= tan Ψpp exp (ı∆pp), (3.10a)

Rps ≡
rps
rss

= tan Ψps exp (ı∆ps), (3.10b)

Rsp ≡
rsp
rpp

= tan Ψsp exp (ı∆sp). (3.10c)

The use of generalized ellipsometry is required when the optical system response

is anisotropic. The anisotropy results in non-zero off-diagonal elements of the

Jones and Mueller matrices (12,15,16).
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3.1.6 Representation of the Dielectric Function

The refractive index of certain media may be different depending on the polariza-

tion and direction of propagation of the light through the medium, this is known

as birefringence or anisotropy. In materials with non-cubic symmetry, the di-

electric constant can be described by a rank-2 tensor ε, expressed in Cartesian

coordinates(x, y, z):

D = ε0(E + P) = ε0εE = ε0

εxx εxy εxz
εyx εyy εyz
εzx εzy εzz

E, (3.11)

where vectors D, P and E are the electric displacement field, dielectric polarization

density and electric field respectively along the unit directions x, y and z. And

ε0 is the vacuum permittivity.

D = xDx + yDy + zDz, (3.12a)

E = xEx + yEy + zEz, (3.12b)

P = xPx + yPy + zPz. (3.12c)

Generally, the dielectric function tensor ε is a function of ~ω due to non-local

response within the time domain (frequency dispersion). For mediums without

spatial mirror (chiral) symmetry (optically active mediums), ε depends on the

photon wave vector ~k (11).

3.1.7 Orthogonal Rotations

Orthogonal rotations relate the sample and the laboratory Cartesian coordinate

axes. To properly address the ε tensor, we let the plane of incidence (x, z) and
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the sample surface (x, y) with the origin at the sample surface all be set in a

right-handed (x, y, z) Cartesian system. Using the (real-valued) Euler angles ϕ,

ψ and θ, one can rotate between the laboratory (x, y, z) and the Cartesian crystal

coordinate system (ξ, η, ζ) as seen in Figure 3.2.

ε(x, y, z) = Aε(ξ, η, ζ)A−1, (3.13)

where the unitary matrix A is the orthogonal rotation matrix (11) cosψ cosϕ− cos θ sinϕ sinψ cosψ sinϕ+ cos θ cosϕ sinψ sinψ sin θ
− cosψ sinϕ+ cos θ sinϕ sinψ − sinψ sinϕ+ cos θ cosϕ cosψ cosψ sin θ

sin θ sinψ − sin θ cosϕ cos θ

 .

(3.14)

θ

ξ

ηζ

x

z

ψ
ϕ

y

Figure 3.2: Definition of the Euler angles ϕ, ψ and θ and the orthogonal rota-

tions as provided by A. (ξ, η, ζ) and (x, y, z) refer to the Cartesian auxiliary and

laboratory coordinate systems, respectively.
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3.1.8 Analysis and Modeling

Ellipsometry is an indirect measurement method. Only in the special case of

a bulk sample can the experimental data can be transformed directly into the

dielectric function. In all other cases the experimental data have to be analyzed by

point-by-point fitting algorithms or a line shape analysis using analytical dielectric

function models. For the ellipsometric data analysis the dielectric function(s) and

thickness for all relevant sample constituents of a layered sample structure have

to be considered in the model calculations. Model parameters are then varied

until the experimental and modeled data match as close as possible (17). Different

dielectric function models are used for different spectral regions.

For dielectric function modeling in a transparent spectral region (ε2 v 0), the

Sellmeier or Cauchy model is used. In spectral regions with free-carrier absorp-

tion or lattice absorption, the data analysis is generally performed using Lorentz

oscillator models. The dielectric function based on a Lorentz oscillator can be

described by:

ε = 1 +
e2Ne

ε0me

1

(ω2
0 − ω2) + ıΓω

, (3.15)

where Ne is the number of electrons per unit volume, me and e are the mass and

charge of the electron, respectively, ω0 is the resonance frequency for the atomic

oscillator and Γ is the damping coefficient. Using Equation 3.15 in a region where

(ε2 v 0) and assuming Γ→ 0 at ω ≪ ω0 and substituting ω/c = 2π/λ, where λ

is the wavelength, we obtain the Sellmeier Equation:

ε = ε1 = 1 +
e2Ne

ε0me(2πc)2

λ2
0λ

2

λ2 − λ2
0

. (3.16)
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Examining the Equation note that (ε2 = k = 0 when Γ = 0), and the Sellmeier

model can be rewritten into the form:

ε1 = n2 = A+
∑
j

Bjλ
2

λ2 − λ2
0j

, ε2 = 0, (3.17)

where n is the refractive index, A and Bj represent analytical parameters used in

data analysis and λ0 corresponds to ω0.

In most cases a two term Sellmeier model is adequate to account for UV and IR

absorption. The representation of the two term Sellmeier model index of refraction

is:

n =

√
ε(∞) +

Aλ2

λ2 −B2
− Eλ2, (3.18)

where ε(∞) is an index offset, A is the amplitude, B is the center energy and E

is the position of a pole in the infrared.

3.1.9 Bruggeman Effective Medium Approximation

The Bruggeman effective medium approximations (EMA) are physical models

based on homogenous mixing of two or more materials. Spherical geometry is

assumed, so that if N isotropic phases, with permittivities εj, form a mixture, each

occupying a volume fraction fj with
∑N

j=1 fj=1, and the consistency requirement

for the effective permittivity εeff of the mixed conducting matrix is

N∑
j=1

fj
εj − εeff
εj + 2εeff

= 0. (3.19)

The mixing rule for an ordinary two-phase matrix, the Bruggeman formula is

(1− f)
εe − εeff
εe + 2εeff

+ f
εi − εeff
εi + 2εeff

= 0, (3.20)

where spherical inclusions (εi) are with volume fraction f , are in the homogeneous

environment (εe).
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3.1.10 Anisotropic Bruggeman Effective Medium Approx-

imation

For the case when the Bruggeman EMA is formulated assuming randomly oriented

ellipsoids it is represented by

εeff = εe +
f

3
(εi − εe)

∑
j=x,y,z

εeff
εeff +Nj(εi − εeff )

, (3.21)

where Nj are the depolarization factors of the inclusion ellipsoids along the three

orthogonal major polarizability axes as seen in figure (1a,c), with volume fraction

f , located in homogeneous environment εe.

This approach can also be applied to highly ordered inclusions; namely the

anisotropic Bruggeman EMA (AB-EMA). Depolarization factors LDx , LDy , and LDz

are used to represent the relative polarizability dimensions of elliptical inclusion

along the major polarizable axes x, y and z, (see Figure 3.3). When these inclu-

sions are aligned in a host matrix the biaxial effective dielectric functions εeff,x,

εeff,y, and εeff,z are used along the polarization axes x, y, and z respectively. The

AB-EMA formulas for the three effective dielectric functions are then:

f
εi−εeff,j

εeff,j + LDj (εi − εeff,j)
+ (1− f)

εe − εeff,j
εe + 2εeff,j

= 0, j = x, y, z, (3.22)

where εi and εe are the dielectric functions of the respective bulk materials used

in the matrix. The polarization factors LDj must sum to unity:

1 = LDx + LDy + LDz (3.23)
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Figure 3.3: Effective medium approximations EMA, AB-EMA, and elliptical inclu-

sions (a), (b), and (c) respectively. (a) Exhibits an average effective polarizability

〈Peff〉. (b) Shows anisotropic properties and has three effective polarizabilites

Peff,j that will change according to the shape of inclusions.

3.2 Simulations

In this section simulations to demonstrate the capability of ellipsometric measure-

ment techniques are presented. These simulations of Li intercalation into highly

ordered 3D nano-structured a-Si thin films are preformed using V.A.S.E software

from the J.A Woollam Co. A model was constructed using the AB-EMA model to

show how the different parameters will change the Mueller matrix (MM) elements.

The main function of these simulations is to find the largest change in the MM

elements vs. percentage of Li intercalation into Si; since only one angle can be

taken through the EC cell one must choose the in-plane orientation of the sample

carefully to maximize the effectiveness of each measurement.

The AB-EMA contains three constituents a-Si, Li and void fraction with a
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layer thickness of 100 nm. Tabulated optical constants for a-Si from Palik et al. (18)

and Li from Rasigni and Rasigni (19) were used in all calculations. In Figure 3.4

the Euler angles and percentage of constituents is held constant (a-Si = 17.5%,

void = 30%, Li = 52.5%), while the sample is rotated in-plane from φ = 0− 360◦.

This simulation shows that the AB-EMA has mirror or translational symmetry

at 180◦, therefore, all simulations following will be varied from φ = 0− 180◦. The

AB-EMA also exhibits two pseudo-isotropic orientations, which occur when the

slanting plane is parallel to the plane of incidence (φ = 0◦, 180◦) (12).

The next set of simulations (Figure 3.5) seek to find the in-plane orientation

that will show the largest changes over time in the MM elements (or change in

Li versus a-Si). To accomplish this the Euler angle ϕ is changed to 45◦, 90◦,

135◦, and 180◦ (this is equivalent to rotating the sample in-plane). And keeping

the remaining Euler angles at θ = 65◦ and ψ = 0◦. The simulation uses starting

parameters of 30% a-Si, 0% Li and 70% void fraction. Li and void fraction were

then linearly varied from there starting point to 70% and 0% respectively over

a 60 min period. The starting value for each Mueller matrix element is then

subtracted from subsequent data points to better show change over time.

Figure 3.5 shows all four simulations of the different in-plane angles, it is clear

from this plot that at both 45◦ and 135◦ in-plane orientations the largest change

over time in all MM elements with the exception of M33 can be seen. It can also

be seen in Figure 3.5 that the anisotropic MM off diagonal elements (Mkl and Mlk

with k = 1, 2; l = 3; 4) that represent the off diagonal Jones matrix elements show

much larger changes since they do not fall close to the pseudo-isotropic points.
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Figure 3.4: Three constituent AB-EMA simulation of Mueller matrix elements

using Euler angles of ϕ = 0◦, θ = 65◦ and ψ = 0◦ while percentage of constituents

is held constant (a-Si = 17.5%, void = 30%, Li = 52.5%) and then rotating

the sample in-plane from φ = 0◦ − 360◦. This simulation shows that the AB-

EMA has mirror or translational symmetry at 180◦, and also exhibits two pseudo-

isotropic orientations, which occur when the slanting plane is parallel to the plane

of incidence (φ = 0◦, 180◦)
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Figure 3.5: Model simulation of Mueller matrix elements using Euler angles of

ϕ = 45◦, 90◦, 135◦, 180◦, θ = 65◦ and ψ = 0◦ while varying Li and void percentage

vs. time. Over 60 min void and Li are linearly changed from 70 to 0% and 0 to

70% respectively.
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3.3 Electroanalytical Techniques

3.3.1 Electrochemical Setup

Electroanalytical experiments use a potentiostat or galvanostat, where a poten-

tiostat will apply a voltage and measures the current and a galvanostat applies a

current and measures the voltage. In this work a three-electrode system, consist-

ing of a working electrode (WE), counter electrode (CE) and reference electrode

(RE) is incorporated into a half-cell. In this arrangement, the current is passed

between the WE and the CE. The CE electrode can be of any convenient ma-

terial, because its electrochemical properties do not affect the behavior of the

electrode of interest. The CE is usually chosen such that it does not produce

chemical products by electrolysis that may potentially cause interfering reactions

at the WE surface (1). The RE is a self contained half-cell with a stable and well-

known electrode potential. Its only role is to act as reference in measuring and

controlling the working electrode potential and does not pass any current. The

three-electrode system is shown schematically in Figure 3.6.

The RE is the most complex of the three electrodes. There are a variety of stan-

dard RE electrodes that are compatible with different cell material constructions.

The most commonly used RE is the silver-silver chloride electrode (Ag/AgCl–). A

silver chloride RE has an overall half-cell reaction of Ag(s) + Cl– ←→ AgCl(s) + e–

and has a standard potential that varies depending on the filling solution con-

centration (see table 3.1). The Ag/AgCl– reference electrode is employed in this

work. The potential (φ) drop across the electrolyte solution can be compensated if

a three-electrode system is used, where φref = φWE−φCE. Consider the potential
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Table 3.1: Standard Potentials for silver -silver chloride reference electrode (1)

Electrode Potential (E0) mV

SHE 0

Ag/AgCl/Sat. KCl 199

Ag/AgCl/3.5M KCl 205

Ag/AgCl/0.1M KCl 288

Ag/AgCl/Sat. NaCl 197

profile in solution between the working and auxiliary electrodes, shown in Figure

3.7. The solution between the electrodes can be represented by a potentiometer.

But even in this arrangement, not all iRs can be compensated. Where i is the

applied current and Rs is the resistance of the solution. If the reference electrode

is placed anywhere but exactly at the electrode surface, some fraction of the po-

tential drop will be included in the measured potential, called iRu, where Ru is

the uncompensated resistance. Consequently, when modeling data one must ac-

count for iRu, which can easily be measured using the electrochemical impedance

technique described in section 3.3.4.1

1The equipment used in all experiments in this work includes circuitry for electronic com-

pensation of the iRu.
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Figure 3.6: Schematic of a three-electrode half-cell.

REF

Working 
electrode

Counter 
electrode

φWE

iRu

iRs

φCE

 Ru

 Rs

(a)

(b)

WE CE

φ ref

Figure 3.7: (a) Potential drop between WE and CE in solution and iRu measured

at the reference electrode. (b) Representation of the cell as a potentiometer (1).
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3.3.2 Cyclic Voltammetry

Cyclic voltammetry (CV) has become a very popular technique for initial electro-

chemical studies of new systems and has proven very useful in obtaining informa-

tion about fairly complicated electrode reactions (1). The power of CV results from

its ability to rapidly provide considerable information on the thermodynamics of

a redox process, the kinetics of heterogeneous electron transfter reaction and on

coupled chemical reaction or adsorption processes. In cyclic voltametry the WE

potential is ramped linearly versus time to a set potential; once the potential is

reached, the potential ramp is reversed.

In Figure 3.8a, λ is the switching time when the voltage is reversed on the WE.

When the electrode potential reaches the vicinity of E0′ the reduction begins and

a current starts to flow. As the potential continues to grow more negative, the

surface concentration of ions must drop; hence the flux to the surface (and the

current) increases. As the potential moves past E0′ , the surface concentration

drops nearly to zero, mass transfer of ions to the surface reaches a maximum rate,

and then it declines as the depletion effect sets in. The observation is therefore a

peaked current-potential curve like that depicted in 3.8b.

Once the potential scan is reversed the potential is sweeping in a positive direc-

tion, and in the electrodes vicinity there is a large concentration of the oxidizable

anion. As the potential approaches, then passes E0′ , the electrochemical balance

at the surface grows more and more favorable toward the neutral species (1). Then

the anion radical becomes re-oxidized and an anodic current flows. This reversal

current has a shape very similar to the forward peak for essentially the same rea-

soning. The shape of the curve in Figure 3.8b on reversal depends on the switching
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potential, Eλ, or how far beyond the cathodic peak the potential sweep is allowed

to proceed before reversal of the potential.

Table 3.2: Definitions of cathode and anode electron transfer process.

Electrode Electron transfer process

Cathode Reduction (gain electron(s))

Anode Oxidation (loss of electron(s))

(a)

E (-)

A• - e         A 

A + e         A• 

Eλ

i
Cathodic

Anodic

E0’

(b)

Figure 3.8: (a) Cyclic potential sweep (b) Resulting cyclic voltammogram (1).

3.3.3 Chronopotentiometry

Chronopotentiometry is used to study mechanism and kinetics of chemical reac-

tions. In this technique, the instrument operates in galvanostatic mode to control

current and measure voltage. The basis of controlled current experiments is that

two half-cell reactions, reduction and oxidation, must occur at the surface of the

working electrode in order to support the applied current. One advantage of all
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constant current techniques is that the potential drop due to solution resistance

is also constant, as the ohmic drop is equal to the product of the current and

the solution resistance. The ohmic drop can therefore be simply corrected by a

constant potential offset. In contrast, for potentiostatic experiments (e.g., cyclic

voltammetry), the current, and therefore the potential drop, varies with potential,

and correction is more complicated.

3.3.4 Electrochemical Impedance Spectroscopy

Most Electrochemical Impedance Spectroscopy (EIS) experiments are performed

using a potentiostat. This electronic device is used to apply both a direct current

(DC) potential and a small superimposed alternating current (AC) excitation to a

sample immersed in a solution. In the most common EIS experiment, AC current

and AC potential are measured while the frequency of the excitation is varied over

a very wide range, normally more than six decades in frequency. The cell voltage

and current are then converted into a complex impedance. Unlike impedance

measurements in other fields, electrochemical impedance systems also have to

measure DC current and potential. The DC values are required for intelligent

auto-ranging decisions made by the potentiostat.

Analysis of complex impedance versus frequency curves provide information

that are not easily or accurately available from other electrochemical techniques,

such as, faradaic impedance, double layer capacitance and ohmic resistance of the

EC being tested. This is unique, in that, all these properties can be determined

using a single EIS measurement. EIS is very useful in the evaluation of coatings,

analysis of electron transfer and rates and the evaluation of battery performance.
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Mass transfer limited systems have a well-defined EIS behavior that can be sepa-

rated from kinetically controlled behavior (1).

For modeling EIS data using Ohm’s law (equation 3.24) one can define elec-

trical resistance as the ability of a circuit element to resist the flow of electrical

current. Ohm’s law defines resistances as the ratio between voltage (E) and cur-

rent (I)

R =
E

I
(3.24)

True circuit elements have a much more complex ohmic behavior. Therefore, the

frequency dependent complex impedance is used, which is a general circuit ele-

ment. EIS is based on the application of a sinusoidal voltage (or current) signal

to the EC cell. The applied potential is small (≤ 10 mV) to avoid activation

of electrochemical reactions during the measurements. The response of the cell

to the sinusoidal perturbation is a sinusoidal current (or voltage), which has the

same frequency as the perturbation but is normally shifted in phase. It is possi-

ble to transform the perturbation and the response using the Euler relationship

(equation 3.29) of the complex impedance. The ratio between the perturbation

and the response is a frequency-dependent complex number, which is, the com-

plex impedance. The current (or voltage) response has a time harmonic which is

linearly related to the applied sinusoidal signal with a phase shift dependent on

the linear and nonlinear capacitance properties of the cell.

The input signal is represented as a function of the form

Et = E0sin(ωt), (3.25)

where Et is the potential at time t, E0 is the amplitude of the signal, and ω is

the radial frequency. The relationship between the radial frequency ω and the
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frequency f is

ω(rad s−1) = 2πf(Hz). (3.26)

If the system is linear the output signal It will be shifted in phase(φ) and will have

a different amplitude I0, where

I(t) = I0cos(ωt− φ). (3.27)

Using Ohm’s, law an expression to calculate the impedance of the system can be

written as

Z =
E(t)

I(t)
=

E0 cos (ωt)

I0 cos (ωt− φ)
= Z0

cos (ωt)

cos(ωt− φ)
. (3.28)

Now by using Euler’s relationship,

exp(ω) = cosφ+  sinφ, (3.29)

one can represent the impedance in complex form as follows:

Z =
E

I
= Z0 exp(ıφ) = Z0 cosφ+ ı sinφ. (3.30)

3.3.4.1 Impedance Analysis

Using the approach described in section 3.3.4, it is possible to create an equivalent

circuit model. This approach makes an analogy between the processes in the

electrochemical cell and in electrical circuit components such as resistors and

capacitors (20).

The impedance response of a passive circuit element is defined as:

Z =
∆V

∆I
. (3.31)
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For a resistor, Equation 3.31 yields

Zresistor = R, (3.32)

for a capacitor

Zcapacitor =
1

ωC
, (3.33)

and for an inductor

Zinductor = ωL. (3.34)

Another special impedance element often used is called a Constant-Phase Ele-

ment(CPE). Compared to a parallel combination of a capacitor and resistor, the

CPE is able to achieve a much better fit to most impedance data. The CPE

uses only three parameters (Re,Q, and α) giving it only one more than a standard

parallel RC circuit. By allowing α to take values from -1 to 1, the CPE element

becomes an extremely flexible fitting element. When α = 1, the CPE behaves as

a capacitor, for α = 0, the CPE behaves as a resistor; and for α = -1 the CPE

behaves as an inductor (21). The impedance of an ideally polarizable or blocking

electrode, CPE is expressed as

Z(ω) = Re +
1

ωαQ
. (3.35)

For the impedance associated with a simple Faradaic reaction without diffusion,

the CPE is expressed as

Z(ω) = Re +
Rt

1 + ωαQ
. (3.36)

Furthermore, DC potential control is always used with impedance measurements

to control the electrochemical reactions at the surface of the electrode while the

impedance measurement is preformed. The DC potential applied during an EIS
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measurement on a coating is almost always the open-circuit potential. For a

coated metal sample that is in excellent condition, it is difficult to obtain a stable

value of the open-circuit potential. The non-electroactive nature of the coatings

causes the sample to behave like a capacitor, for which an open-circuit potential

is undefined (20).

3.3.4.2 Capacitor Model Used to Determine Film Thickness

After using EIS equivalent circuit models to best match EIS data, one obtains

capacitances associated with the model circuit elements. Using these capacitance

values one can employ the parallel plate capacitor model for thin film thickness

approximations. The capacitance of two flat parallel plates of an area A, and

separation d is given by the expression:

C =
εA

d
=
kε0A

d
, (3.37)

where ε0 is the permittivity of space equal to 8.854 × 10−12 F m−1 and k is the

relative permittivity of the dielectric material between the plates. One can easily

solve for the thickness (d) of the capacitor if all other variables are known.

3.3.4.3 Electric double layer

The electric double layer (DL) is the structure of charge accumulation and charge

separation that always occurs at the interface when an electrode is immersed into

an electrolyte solution. The excess charge on the electrode surface is compensated

by an accumulation of excess ions of the opposite charge in the solution. The

amount of charge is a function of the electrode potential. This structure behaves

essentially as a capacitor. There are several theoretical models that describe the
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structure of the double layer. The three most commonly used are the Helmholtz

model, the Gouy-Chapman model, and the Gouy-Chapman-Stern model.

3.3.4.4 Nyquist Plots

According to Equation 3.30 the complex impedance is composed of real and imagi-

nary parts. In a Nyquist plot the real part of Equation 3.30 is plotted on the X-axis

and the imaginary part on the Y-axis of the graph (Figure 3.9a). Each point on

the plot corresponds to a frequency. To model data from EIS experiments, one can

use simple equivalent circuit components such as resistors, capacitors, inductors

and other, more specialized elements if needed. The Nyquist plot in Figure 3.9a,

for example, can be modeled using a single time-constant, parallel RC circuit,

schematically shown in Figure 3.9b.

3.3.4.5 Bode Plots

Another presentation method of the complex impedance is the Bode plot. In a

Bode plot, a log scale of frequency is on the X-axis and the log of the absolute

value of the impedance(log |Z|) on the left Y-axis, and the phase shift φ is on the

right Y-axis. A Bode plot for the parallel RC circuit in 3.9b is pictured in 3.10.

The Bode plot has an advantage over a Nyquist plot in that, because each data

point in the plot can be directly related to a frequency.
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(a) (b)

Figure 3.9: (a) Nyquist plot of EIS data where impedance falls as frequency rises.

The equivalent circuit used to generate the plot is depicted in (b). Rs = 10 Ω, Rct

= 100 Ω, Cdl = 20 µF.
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Figure 3.10: Bode plot of a single time-constant parallel RC circuit in Figure 3.9b.

Rs = 10 Ω, Rct = 100 Ω, Cdl = 20 µF.



Chapter 4

Experimental

4.1 Setup

The experimental setup brings together in-situ ellipsometry techniques and elec-

trochemistry. A J.A. Woollam Co. M-2000U spectroscopic ellipsometer with a

spectral range of 250 nm to 750 nm was used along with a Gamry Potentiostat,

Galvanostat, Zero Resistance Ampmeter (Series G 750). The Gamry Series G

750 has an output current of ±750 mA and a compliance voltage of 12 V. With

current ranges of ±7.5 nA to ±750 mA and a current resolution as low as 2.5 fA

but is dependent on the current output, becoming less accurate as current output

becomes higher.

The ellipsometer is mounted on a horizontal stage goniometer (Figure 4.2). A

liquid cell made of glass is placed at the center of the goniometer. The liquid cell

(Figure 4.1) has windows at a fixed angle of incidence (AOI) of 65◦. The sample

is lowered into the liquid cell from above and attached to a manipulation stage to

allow for optical alignment of the sample with the ellipsometer beam path.

During each experiment the following steps are taken:
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Figure 4.1: Schematic representation of the potentiostat/galvanostat/EIS hooked

up to the Liquid cell. The working electrode is the sample under investigation and

the counter electrode is the 99.9% titanium plate. The red arrow going through

the cell from the polariztion state generator represents the ellipsometer beam

path reflecting of the sample surface at a AOI of 65◦ the to the polarization state

analyzer.
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Figure 4.2: Picture of M-2000, vertically mounted to a goniometer. The EC cell is

set on the platform located in middle of the setup were the sample can be lowered

into the EC cell and optically aligned.



48

1. Ellipsometer is calibrated using a Si/SiO2 calibration wafer

2. SE measurement is taken on sample with no cell present

3. Cell is introduced into beam path and SE measurement is taken on sample

4. Liquid is added to cell and SE measurement is taken on sample

5. In-situ SE measurement is started

6. Potentiostat or galvanostat experiment is started and logged into SE soft-

ware

7. After experiment is done, sample is measured outside of cell (ex-situ)

4.1.1 Anodic Oxidation of Silicon

We first investigate the anodic oxidation of Si, which is an optically well charac-

terized material. Ellipsometric measurements are performed in-situ through the

liquid cell described in Figure 4.1. Using the process outlined in Tiwald et al. (47)

silicon dioxide (SiO2) is anodically grown. A 2” diameter n-type Si wafer was

cleaved in half and used as the WE in the half-cell, a piece of 99.9% titanium

(Ti) metal was used as the CE and a Ag/AgCl electrode from CH Instruments,

Inc. was used as the reference electrode. The cell electrolyte solution was a mixture

of ethylene glycol, water and potassium nitrate. The proposed anodic reaction

is (47)

Si + 2 H2O −→ SiO2 + 4 H+ + 4 e−. (4.1)

Looking at Equation 4.1, the production of SiO2 relies on the presence of water.

Therefore, the growth rate will depend on the fraction of water in the solution.
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The chosen electrolyte solution for this experiment was 90% ethylene glycol, 10%

deionized water and 0.05 M potassium nitrate.

Each sample is cyclicly oxidized using chronopoteniometry. The first 20 cycles

were applied for 2 min and second 20 cycles for 5 min, each. The current desitity

was set to 30 µA cm−2 for each chronopoteniometry scan. After applying current

for 2 min an EIS measurement was taken. Then the next chronopoteniometry

scan was started. This process was repeated for 20 cycles at 2 min and then 20

cycles at 5 min.

4.1.2 Intercalation of Lithium into Silicon

Si anodes were investigated using n-type crystalline Si and then thin films of

amorphous Si (a-Si). The same basic procedure outlined in the beginning of this

chapter was used. The n-Si wafers were cleaned thoroughly in acetone in an

ultrasonic bath, rinsed with 99.9% ethanol and dried with nitrogen before use.

The a-Si was grown by evaporation under ultra-high vacuum onto n-type wafers

with a previously sputtered gold film of 120 nm. The samples are used as the

WE in the liquid cell. The same CE and reference electrode was used as in the

anodically grown SiO2 case. The electrolyte used was a 0.1 M solution of lithium

perchlorate (LiClO4) in dimethylformamide (DMF).

DMF is an organic compound with the formula (CH3)2NCOH. It is a colorless

liquid and a polar (hydrophilic) aprotic solvent. DMF was selected as the solvent

for the lithium perchlorate since it has no free oxygen for the Li-ion to react with.

Lithium perchlorate is also extensively used as an electrolyte in lithium batteries,

as it does not undergo oxidation on the anode.



Chapter 5

Results and Discussion

5.1 Anodically Grown SiO2

5.1.1 In-Situ Spectroscopic Ellipsometry

For the growth of anodically grown SiO2, optical constants of the electrolyte were

measured by a minimum beam deviation technique using a standard J.A. Wool-

lam Co., Inc. variable angle spectroscopic ellipsometry (VASE) instrument (24).

This allowed for the measurement at room temperature. The experimental data

is modeled using a two layer stack (see Figure 5.1) with crystalline silicon as the

substrate and a Sellmeier layer on the top. The top layers Sellmeier function

uses the parameters of ε(∞) = 1, A = 0.994, B = 0.0977 and E = 0.0075 in

the spectral range of 300 nm to 1400 nm (see Figure 5.2). The crystalline silicon

optical constants from the CompleteEASE software were used for all models. The

Sellmeier layer calculated optical constants were then used in the final model used

for best-matching the in-situ dynamic data taken while the SiO2 was grown an-

odically. All ex-situ ellipsometry measurements before and after growth are taken

using a J.A. Woollam Co. M-2000VI in the spectral region of 360 nm to 1600 nm
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to confirm the film thickness.

Silicon Substrate

SiO2 (Sellmeier)

Figure 5.1: Simple two layer model used for modeling the anodically grown SiO2.

CompleteEASE software from the J.A. Woollam Co., Inc. was used for all

ellipsometric data analysis. Using the tabulated optical constants from Comple-

teEASE for native SiO2 (Figure 5.3), the starting best-match calculated thickness

of the sample SiO2 film is 3.72 nm and Figure 5.4 shows the best-match model

for Ψ and ∆ using the optical constants for native oxide on Silicon (34). The

simple two-layer model used for modeling the in-situ data is depicted in Figure

5.1. The in-situ dynamic Sellmeier function uses the parameters of ε(∞) = 0.417,

A = 1.664, B = 0.1014 and E = −0.0421. Figure 5.5 shows the in-situ best-match

model thickness change allowing only the thickness to be varied during the best-

match model calculation. The starting thickness during the in-situ measurement

is 3.68 nm until the first electrochemical cycle is started around 7 min. During

the first charge cycle starting at 7 min the largest change of 0.8 nm is seen. One

can also derive from Figure 5.5 that the in-situ ellipsometry is very sensitive to

the electric double layer that is formed while the current is being supplied across

the sample. When the applied current is stopped to take an EIS measurement

the thickness drops by approximately 0.3 nm during each SiO2 growth cycle. The

final in-situ Sellmeier model thickness is (10.5±0.085) nm.
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Figure 5.2: Model calculated optical constants of electrolyte solution used for an-

odically grown SiO2 of 90% ethylene glycol, 10% deionized water and 0.05m potas-

sium nitrate at 25 ◦C. Measured using minimum beam deviation technique (24).

Modeled using a Sellmeier function with the parameters of ε(∞) = 1, A = 0.994,

B = 0.0977 and E = 0.0075 in the spectral range of 300 nm to 1400 nm
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Figure 5.3: Optical constants n and k for native SiO2.

The model calculations in Figures 5.6 and 5.7 show the best-match models to

Ψ and ∆ dynamic data. Figure 5.7 highlights that ∆ is very sensitive to thickness

variations, while Ψ on the other hand seems to not fit as well but is only changing

by a small degree showing that there is only a very small change in the amplitude

ratio of the p and s polarized light after reflection from the sample.

Since the calculated optical constants of the Sellmeier model were very close to

that of thermal SiO2 a comparison of best-match model thickness calculated for

before oxidation (ex-situ), during (in-situ) oxidation, and after (ex-situ) is given in

Table 5.1. This table shows that the Sellmeier model calculations match both the

before and after ex-situ calculated thicknesses using native oxide optical constants

for before oxidation and the thermal oxide optical constants for after oxidation.
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Figure 5.4: Experimental (solid lines) and Best-matched model (black dashed

lines) for Ψ and ∆ versus wavelength using native oxide optical constants, before

anodic oxide growth. Measured at multiple angles of incidence (Φa = 45◦, 50◦,

55◦, 65◦, 70◦, 75◦).
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Figure 5.5: Plot of best-match model dynamic thickness using the Sellmeier func-

tion. Showing the increase over time for anodically grown SiO2.
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Figure 5.6: Best-matched model(dotted line) to dynamic data for Psi.
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Figure 5.7: Best-matched model(dotted line) to dynamic data for Delta.
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Also shown in Figure 5.8 is the optical constants n and k of both thermally grown

SiO2 and the best-match model calculated from the Sellmeier function.

Table 5.1: Comparison of Thermal, Sellmeier, and native SiO2 SE Model Calcu-

lated Thicknesses

Before in-situ After Units

Thermal SiO2 4.38 4.18-11.85 10.15 nm

Sellmeier Model 4.36 3.68-10.64 10.09 nm

Native SiO2 3.71 .72-2.13 8.58 nm

All numerical data possess less than 1% error.
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Figure 5.8: Optical constants n and k calculated from best-match Sellmeier model

for anodically grown SiO2, compared to tabulated thermally grown SiO2
(34).
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Figure 5.9: Best-matched model(dotted line) to anodically grown SiO2 measured

ex-situ.

5.1.2 Electroanalysis of SiO2

Samples were cycled as described in Section 4.1.1. Figure 5.10 shows the volt-

age versus time plots for a selected number of cycles for clarity. The monitored

potential increases continuously and plateaus during each cycle. During the 16th

5 min cycle the voltage reaches the maximum of 12 V, which is the limiting poten-

tial of the potentiostat. Each EIS measurement was taken in the spectral range

of 200 mHz to 300 kHz. Using the RC equivalent circuit shown in Figure 5.11,

and using three parallel RC circuits Ccell and Rcell, Cdl and Rdl, Cox and Rox

one can represent the EC cell, the electronic double layer and anodically grown

SiO2, respectively. The equivalent circuit model was then fit to the EIS using a

LevenbergMarquardt algorithm using Gamry Echem Analyst.
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Figure 5.10: Voltage versus time plots for the anodically grown SiO2. To apply

the constant current of 30 µA cm−2 the voltage between the working and counter

electrodes is allowed to vary (chronopotentiometry). The above plot shows the

constant increase in voltage needed in each subsequent cycle. Only growth cycles

1,5,10,15 and 20 in the 2 and 5 min. cycles are shown for clarity. The maximum

output voltage allowed by the Gamry galvenostat is 12 V, this voltage is reached

starting in the 15th 5 min. cycle. After each chronopotentiometry cycle the an

EIS spectrum is measured.
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Figure 5.11: Equivalent circuit model used for modeling SiO2 EIS data.

Table 5.2 shows the best-match model calculation parameters for the measured

EIS data, and the calculated thickness for the anodically grown SiO2 layer using

the parallel plate capacitor model from equation 3.37. Figure 5.12 shows the best-

match model line shape fits and experimental EIS data. When using Equation

3.37 the relative permittivity k is set to the known value of SiO2 at 3.9 (30). As

the SiO2 thickness increases as confirmed by in-situ SE higher resistance and

lower capacitance is expected and is confirmed in table 5.2. The calculated oxide

thickness using EIS modeling shows good agreement with the SE measurements,

with only an average offset of 1.76 nm between the calculated SE and capacitance

thicknesses.

Figure 5.13 shows the individual parallel RC circuit contributions to the model

for before and after SiO2 growth. This plot highlights the shifting cut-off frequency

of each of the parallel RC circuits used in the EIS model. By adding the line shapes

of each individual resistance or phase (square, circle or triangle) one arrives at

the line shape that matches the solid (start or finish) line. Using the equation

for the cut-off frequency (fc = 1
2πRC

) of a parallel RC circut each time with its
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Table 5.2: Best-match model electrical component values of the equivalent cir-

cuit from Figure 5.11 for the measured impedance data during SiO2 growth .

And calculated thickness using Cox in Equation 3.37 to calculate the thickness of

anodically grown SiO2 and SE thickness for comparison.

Time Cdl Rdl Cox Rox Ccell Rcell Thickness SE Thickness

min nF Ω µF kΩ nF kΩ nm nm

0.0 0.51 395.10 22.70 35.80 6.52 349.30 2.99 3.65

9.6 0.60 389.80 24.32 118.90 6.40 197.60 2.79 4.52

24.0 0.73 383.80 18.84 361.60 6.15 22.40 3.60 5.49

43.5 0.88 380.80 15.26 355.20 6.15 22.19 4.44 6.46

82.0 1.05 375.70 11.82 577.80 6.10 13.20 5.73 7.58

116.2 1.16 373.70 9.87 733.80 6.11 8.18 6.87 8.75

150.0 1.37 371.20 8.72 888.00 6.11 8.27 7.77 9.69

218.0 1.36 383.30 7.16 1371.00 6.12 5.96 9.46 11.07

228.00 1.46 373.20 7.74 1290.00 6.07 6.21 8.76 10.56
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Figure 5.12: Bode plots of EIS measurements and best-match model taken after

each growth cycle using a AC signal of 10 mV rms while at 0 V DC cell potential.

Arrows point from first to last cycle showing the shift in the complex impedance

magnitude (top) and phase (bottom).



65

corresponding cut-off frequency is listed in Table 5.3.

Table 5.3: Calculated cut-off frequencies of each Parrallel RC Circuit used in the

equivalent circuit models for EIS measurement data of SiO2.

Poles of Parallel RC Circuits

Time Double layer SiO2 EC Cell

min kHz Hz kHz

0 789.63 195.94 69.96

9.6 676.78 55.07 125.93

24 564.71 23.37 1156.64

43.5 473.14 29.38 1166.45

82 405.59 23.32 1977.92

116.2 368.92 21.99 3188.60

150 314.27 20.57 3149.27

218 305.24 16.22 4369.19

228 291.84 15.95 4229.85
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Figure 5.13: Bode plots before and after (Start and Finish) anodic SiO2 growth

with corresponding individual RC circuit elements Cdl, Rdl, Cox, Rox, Ccell and

Rcell. This plot highlights the shifting cut-off frequency of each of the parallel

RC circuits used in the EIS model. By adding the line shapes of each individual

resistance or phase(square, circle or triangle) one arrives at the line shape that

matches the solid (start or finish) line.
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5.2 Lithium intercalation into Silicon

5.2.1 Crystalline Silicon

The crystalline Si sample was cycled through a CV measurement for 11 cycles

from −2 V to 0.03 V (Figure 5.14). During the CV simultaneously in-situ ellip-

sometry measurements were taken at a 65◦ AOI. All ellipsometric data was again

analyzed using a Sellmeier model described previously using CompleteEASE soft-

ware. Figure 5.1 shows the layer structure used to fit the in-situ ellipsometry data,

parameters that are calculated over the time evolution are: layer thickness and

the amplitude of the Sellmeier layer. The Sellmeier function parameters used are

ε(∞) = 0.378, B = 0.085 and E = 0.010. Ψ and ∆ dynamic measurements with

their best-match model calculations for the wavelength of 501.8 nm are presented

in Figures 5.15 and 5.16 respectively.

Figure 5.17 shows the best-match calculated thickness and index of refraction

vs. time for the Sellmeier layer. Figures 5.15 and 5.16 show the best-match model

fit to Ψ and ∆, respectively. The model matches well in all intercalation/de-

intercalation cycles except for the first. The final best-match model thickness is

96.72 nm, from a starting point of 0.66 nm. Although this has not been quantified

at present it is indicative for either swelling or plating of the crystalline Si.

During the first cycle parameter A is very large, above 9, but quickly lowers

to a reasonable value of 1.69 as does the refractive index n starting at 3.12 but

going quickly down to 1.44 (Figure 5.17). Both n and A stay constant after the

first half cycle as the thickness continues to increase during each CV cycle.

In Figure 5.18 current and ∆ are plotted versus time, one can see that ∆
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Figure 5.14: CV measurement on crystalline Si. The x-axis of the main graph

is cut off at 1.3 V for clarity showing CV cycles 1, 5 and ten. The full graph is

shown in the inset at the bottom right hand corner.
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Figure 5.15: Measured Dynamic Ψ and best-match model data at the wavelength

of 501.8 nm for Li intercalation into crystalline Si. Dashed lines correspond to the

best-match model calculated data.
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Figure 5.16: Measured Dynamic ∆ and best-match model data at the wavelength

of 501.8 nm for Li intercalation into crystalline Si. Dashed lines correspond to the

best-match model calculated data.
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(phase information from ∆ is very sensitive to film thickness) follows the current.

Although ∆ follows the current it is not totally reversed to its starting position.

This constant drift has multiple explanations, and is likely a combination of them.

First, the voltage polarity is never reversed to the positive direction long enough

to force the lithium to be de-intercalated. Second, irreversible changes to the

crystalline Si are occurring that has been shown in multiple sources (3,4,38,39). If

the sample is being plated with Li, the higher potentials would need to be applied

strip the Li off of the Si, which are not reached apparently. One can also see in

Figure 5.18 that the maximum current achieved is lower in each subsequent CV,

indicating Li is being plated on the sample, and its capacity for more Li lowers

in each subsequent CV cycle. The consistent increase in calculated thickness also

points to plating of the sample.
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5.2.2 Amorphous Silicon

The a-Si sample is charged at the rate of 150 µA cm−2 using chronopotentiometry,

a EIS spectrum is taken and then the a-Si sample is discharged by measuring the

open circuit potential. Each charge cycle was approximately 860 s (Figure 5.19).

After charging an EIS measurement is taken in the spectral range of 200 mHz to

100 kHz (figure 5.20). Next the open circuit potential is measured for 600 s or

until the stability of the signal has reached ±1 mV(Figure 5.21).

Compared to the crystalline Si, the a-Si shows much more drastic changes in

Ψ and ∆ (Figures 5.22 and 5.23). But shows less cyclability, with the change in

Ψ and ∆ flat lining after only 5 cycles. On the fifth cycle the films had started to

peel off the substrate so the measurements were halted. Bode and Nyquist plots of

the EIS measurements are presented in Figures 5.20 and 5.24, respectively. They

show a increasing impedance, but no significant change in phase.
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Chapter 6

Conclusions

Combined in-situ electrochemical impedance spectroscopy and spectroscopic ellip-

sometry are presented as a technique for analyzing film growth and intercalation.

Combining the two techniques can give insight into the chemical, electrical and

optical properties for real time characterization.

Anodically grown silicon dioxide was successfully characterized using both

techniques. Both electrical and optical models had very good agreement between

EIS capacitor model thickness and spectroscopic SE thickness models. The an-

odically grown SiO2 according to both measurement techniques appears to be

close in quality to thermally grown SiO2, which has been a challenge for many

researchers in the past. It is possible that the low current cyclic growth helps keep

the chemical process from trapping oxygen, which forms pockets in the films that

have plagued the use of anodically grown SiO2 in semiconductor devices.

The Lithium intercalation experiments showed changes in the optical prop-

erties of both crystalline and amorphous silicon. The changes were not fully

quantified, it is possible that the Li was plating onto the crystalline Si and not

intercalating. In future work one can cap the cell to allow for an inert environment
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of a noble gas, most likely argon, to allow for the use of lithium foil. Lithium foil

can be used as a reference electrode and counter electrode to provide the Li-ion’s

that will flow from the CE (Li foil) to the WE (Si). Upon de-intercalation the

Li-ions can then be rejoined to the Li foil.

The simulations in section 3.2 using the AB-EMA model show that the Mueller

matrix elements should show large changes upon Li-ion intercalation in highly

ordered nano-structured films, therefore, this technique may provide more insight

into the stress induced in the silicon lattice during the Li-ion intercalation process

and should be investigated further.

In summery, the anodically grown SiO2 shows that it forms a uniform thin

layer with optical properties similar to that of thermally grown SiO2, with further

study exact parameters for in-situ growth control could be established. However,

the Li-ion intercalation data reveals that it cannot be analyzed as a uniform thin

film and further studies and development of appropriate models and experimental

parameters need to be performed.



Appendix A

Definitions

Anode is an electrode where oxidation takes place.

Cathode is an electrode where reduction.

Coulombic efficiency is the efficiency with which charge is transferred in a

system facilitating an electrochemical reaction.

Current collector is the metal contact connecting the anode or cathode to an

external circuit.

Deintercalation is the expulsion of a foreign atom from some crystal lattice

where it has been residing (usually in interstitial spaces).

Electrode is a conductor used to establish electrical contact with a nonmetallic

part of a circuit such as an electrolyte.

Electrochemistry is defined as the branch of chemistry that deals with oxidation-

reduction reactions that transfer electrons to form electrical energy rather
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than heat energy. Both the cathode and anode together make up an elec-

trochemical cell.

Electrolysis is the passage of a direct electric current through an ionic substance

that is either molten or dissolved in a suitable solvent, resulting in chemical

reactions at the electrodes and separation of materials.

Electrolyte is any substance containing free ions that make the substance elec-

trically conductive.

Energy Density is a term used for the amount of energy stored in a given system

or region of space per unit volume.

Faradaic is charge transferred across the electrified interface as a result of an

electrochemical reaction.

Intercalation is the incorporation of a foreign atom into some crystal lattice

(usually in the interstitial spaces).

Interstitial in a crystalline solid, an atom that is not located on a lattice site.

Non-faradaic is the charge associated with movement of electrolyte ions, re-

orientation of solvent dipoles, adsorption/desorption, etc. at the electrode-

electrolyte interface. This is the background current in voltammetry mea-

surements.

Oxidation is the loss of electrons or an increase in oxidation state by a molecule,

atom, or ion.
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Power density is the amount of power (time rate of energy transfer) per unit

volume

Primary cell is any kind of battery in which the electrochemical reaction is not

reversible, rendering the cell non-rechargeable.

Reduction(reactivity) is the gain of electrons or a decrease in oxidation state

by a molecule, atom, or ion.

Secondary cell is a rechargeable battery or storage battery is a group of one or

more electrochemical cells. They are known as secondary cells because their

electrochemical reactions are electrically reversible.

Redox are reactions that describe all chemical reactions in which atoms have

their oxidation number changed.
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