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SELF ASSEMBLY AND INTERFACE CHEMISTRY OF NON-METALLATED
TETRAPHENYL PORPHYRIN

Geoffrey A. Rojas, Ph.D.

University of Nebraska, 2011
Adviser: Professor Axel Enders

The study of the electronic properties and geometricahgement of 5, 10, 15, 20-tetraphenyl-
21H, 23H-porphine on metal is presented. The systems waitgzamd using both scanning tunnel-
ing microscopy and photoelectron spectroscopy and cordss surfaces to determine how
the interface chemistry between the metal and moleculetdfie self-assembly and band structure
of the adsorbed species. The molecules are found to selfrdds and grow on the Ag(111) surface
in a manner described by similar models to weakly bound rimeédhl surface systems. The GH-
bonds between molecules are found to largely determinesthéve inter-molecular arrangement,
while the more isotropic van der Waals interactions driveedélf-assembly. The 2H-TPP however
remains isolated and equally dispersed despite any ireseasoverage, observed motion, or an-
nealing on the Cu(111) surface, indicating an electrastapulsion between adsorbates. Through
calculation, spectroscopic observations of state shiitisraapping of the local work function, the
limiting factor in the inter-molecular repulsion is fourmlthte due to a combination of charge trans-
fer between molecule and surface and perturbation of tfacielectrons due to frontier orbital
overlap. By comparing this molecule across surfaces angdeatures, the complex interplay be-
tween band structure matching, charge transfer, surfacetsa and self-assembly is described.
Controlling the charge transferred to the adsorbed spégi¢se underlying metal, these proper-
ties are tailored without changing the atomic constituentgeneral band structure of the adsorbed

species.
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Isolated material particles are abstractions, their propeties being definable and observ-
able only through their interaction with other systems.

Niels Bohr



Chapter 1

Introduction

The use of metal/organic systems has exploded over thevpaistyt years into a wide variety
of applications including, organic diodes and OLED$ [photovoltaic cells 2, 3], field effect
transistors4], magnets}, 6], and hydrogen storag&][ This is because the discrete energy levels
of organic molecules are similar to the band structure ofisemductors 8]. However, unlike
semi-conductors, the properties are inherent to the iddali closed-shell molecules, not the bulk
material. This allows much more tailorability of semi-caoiatbr properties through control of the
structure and interactions of the molecules in question.

This tailorability is not limited to the molecule itself, balso to the underlying electrode sur-
face. Improper band structure matchi® [surface dipoles](], and hybridization of stated ]]
are key parameters affecting charge exchange at the icéerfehese can be used as additional
control parameters to achieve the desired device design.

The degree of disorder in the organic system is commensuiitiiehe semi-conductor-like
charge transport properties of the devi&@][ With greater disorder, the charge transport mech-
anism functions less according to a band structure modehamé as charge hopping between
molecules in a gadlf]. This allows tunable band structures through control efshpramolecular

ordering.



It is for these reasons that so much work in surface scienebdé&an devoted to understanding
how the metal/organic interface affects the band struaunceself-assembly of organic thin films.
Only by understanding these topics may techniques be dasignbypass or control them. One
fact that has become clear during this study is that whileajy@ication of certain descriptions
of metal/semiconductor interfaces can be applied to spetiétal/organic interfaced], these
models are not generally applicable to all systet#.[ There is at present a lack of understand-
ing of the mechanics and chemistry of the weak metal/orgatécface, and how this affects the
aforementioned properties.

It is the goal of this dissertation to advance the understanaf this problem through the local
probe analysis of the metal/organic interfaces of a spekéicspecies of molecule, 5, 10, 15,
20-tetraphenyl porphyrin (TPP), and in so doing presenumiechniques for the control of the
dynamics of the organic adlayer. Using the unique capaslaf scanning tunneling microscopy
(STM) over a varying set of metal surfaces, the basic intemas at the metal/organic interface
and how these interfere with the self-assembly and electsiates of weakly bound molecules
are illustrated and discussed.

As STM s alocal probe measurement technique, this allonwth@simultaneous measurement
of the electronic properties in correlation with the geamedbcation on the adsorbed molecule
and surrounding metal surface. This is the most direct coisgra that can be made between
experimental results and theoretical predictions. Thihowgrk function measurements not only
can the shift in the work function of the adsorbed system Werdened, but the direction of
electron transfer within the different components of thdeuole as well 15]. The use of local-
probe spectroscopic techniques finds differences betweeadsorbed molecules depending on
surface, but through comparison with the integral proberggpies of photoemission spectroscopy,
it is shown that none of these interactions are indicative odvalent bond with the surfaces, and
that the molecules may be considered in all cases weaklydoBased on this, the heretofore

debated mechanisms of the molecular phyisorption and haffeitts self-assembly are described.



This dissertation is organized as follows. An outline of éxperimental systems used to grow
and evaluate the thin films studied is presented in chaptdege, the theoretical basis underlying
scanning tunneling microscopy (STM), ultraviolet photassion spectroscopy (UPS), as well as
the design and facilities of the equipment used are expdaiG@®apter 3 provides an introduction
to the relevant physical interactions taking place at th&afferganic interface. This includes an
overview of the both inter-molecular and molecule-surfaoads of similar organic molecules,
along with a hierarchy of the energetic contributions ofrelagnd.

In chapter 4 are three published and to-be-published estitiscussing 2H-TPP self-assembly,
and how it can be controlled through the molecule-surfateraction. This is presented along
with a brief background to the recent advances made in thay sttithis, and similar molecules,
on metal surfaces. Comparison of the mechanics of the sséfrably of 2H-TPP on Ag(111) to
similar growth studies of metal/metal systems shows thagttowth dynamics of organic adsor-
bates follow the same physical mechanisms as inorganiersgst These studies also provide an
estimate for the inter-molecular bond for comparison whbaretical predictions. By then compar-
ing the same molecule across metal surfaces, it is detedntiira¢ the molecule strongly interacts
with the Cu(111) surface in a manner not present on Ag(11l this interaction which limits
self-assembly, and is explained through the local probendiidual molecules and application
of Ag buffer layers to the more strongly binding Cu(111) sed. The interaction is found due
to a combination of interface state and repulsion of suréeetrons, in accordance with modern
theory by certain authors.

Through this comprehensive analysis, it is shown that thefdimiting the self-assembly of
these structures over free terraces is not only electrosfeabetween the molecule and the under-
lying metal, but restructuring of surface electrons. Tkighiaccordance with the modern theory
presented by certain authors for physisorption of orggmecies on metal surfaces: a combination
of interface state and repulsion of surface electrons. Boghte electrostatic barriers which pre-

vent the molecule-molecule interactions driving selfemsBly. By therefore controlling the charge



transfer, it is possible to prevent any electrostatic reijpual between adsorbates and control the

self-organization of the adsorbed species.



Chapter 2

Experimental

2.1 Experimental setup and sample preparation

Sample preparation and experiments were performed in achaoiber ultra high vacuum
(UHV) system at base pressuel0 19 Torr. One chamber housing an Omicron LT-STM (Chap-
ter2.1.2, and one chamber containing the equipment for sample @epa (Chaptel.1.), Fig-
ure2.1

2.1.1 Molecular Evaporator

The sub-nanometer organic films used in this study were pextithrough controlled sub-
monolayer deposition using a homebuilt evaporator. Dudéoldw partial pressure and sharp
thermal range of evaporation for organic molecules, thesttantion of this heater was based on
the contact heating of removable crucibles by wrapped fitdmwée as used in Knudsen cell based
thermal evaporators.

The design is as follows. A copper cooling plate holds a grfujpur thermally isolated and
individually heated crucible holders, FiguBe2 (a) i. The holders rest atop stainless mountings

electrically isolated from the cooling plate and are helglace by removable bolts. The holders
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Figure 2.1: UHV chambers containing measurement systeiid: hamber and prep chamber

are each separated from one another by a copper curtairsthatd in thermal contact with the
copper base plate, ii. This curtain limits radiative hegitietween holders as well as evaporation of
material from one crucible to the other. The holders are asag of two ceramic sheaths tightly
binding a tantalum wire (red), iii. The tight wrapping dibtrites the heat from the wires evenly
across the surface of the sheaths, within which a tightindjttremovable quartz crucible (green)
is inserted, iv. A hole is placed in the center of the stamigeel mountings and a small type-K
thermocouple is left in contact with the bottom of the criesh By running a current through the
wires, this heats the crucibles and allows a controlled esatpon of organic material.

The full set-up isillustrated in Figuiz2(b). The pressure of the heated matrial is controlled by
running water through two cooling tubes, v, and cooling tlaéepupon which the evaporator head
(a) is mounted. This allows for a stable, constant tempegdtuwithin~1 K of the evaporation
temperature. The evaporation of the material from the btesionto the sample surface is then
started/stopped using a simple stainless steel shutteover the holes in a copper sleeve that

surrounds the evaporator head. The heating wires, themuptE®and shutter control are attached



to stainless steel feedthroughs.

The design provides surprising thermal isolation. Temipees of individual crucibles not in
use rarely grows by any more than 20 K during heating. Usiigggtup, the quartz crucibles are
easily removed, cleaned, and replaced in a matter of miriollesving removal of the evaporator.
This ease of use combined with the fact that the crucibleseeah hold~50 mg of porphyrin
compounds provides a robust and flexible system for easylegmgparation.

Using this together with a quartz crystal microbalance,gooles of 5, 10, 15, 20-tetraphenyl-
20, H 21, H-porphyrin (2H-TPP), various species of metatlat PP (M-TPP), and 5, 10, 15, 20-
tetra carboxyphenyl-20, H 21, H-porphyrin (TCPP) were d#ed on surfaces at controllable rates
typically < 0.1 ML min—.

2.1.2 Scanning Tunneling Microscope

The STM used in these studies is a low-temperature scanmmmgling microscope (LT-STM)
manufactured according to specifications by Omicron Nartwtelogy. The machine operates in
a temperature range from 2.6 K - 300 K within magnetic fieldd snusable with z-stability in
topographic images as low as 1 pm. The cooling of the systlawsafor temperature control of
the scanning probe tip as well as the sample, thereby boteriog/the thermal noise of the tip to
below the electric noise expected in spectroscopic sigatalery low temperature< 10 K) and
limiting thermal diffusion of tip atoms which creates motatse signals across measurements. The
cryostat is able to hold temperatures without refilling flriours to obtain these measurements,
making the machine ideal for long-term sample measurenvétitsut perturbation of the sample
in question.

The basic design of the machine is as follows. The STM samptessits under a large bath
cryostat containing two separate dewars, FiguByi). The outer dewar, the LN2 dewatr, is filled

with liquid nitrogen (LN2) for cooling both the system anetimner dewar, the LHe dewar, which



Figure 2.2: (a) Evaporation head includes crucibles antifggaquipment: ceramic heating sheath
(1), thermal isolation curtain (ii), heating wires (redij)iand replaceable quartz crucibles (iv). (b)
Complete evaporator with water cooling lines (v) and shitts.

can be filled with LN2 or liquid helium (LHe). The LHe cryostiatthe dewar in direct thermal
contact with the otherwise isolated sample stage. For sagof this dissertation, temperatures on
the order of 5 K were generally unnecessary and measurenvengstherefore conducted filling
both cryostat dewars with LN2, resulting in temperature8®K unless otherwise specified.

The sample stage is held in contact with the LHe cryostat bsetksuspension springs. These

lower the stage, holding it in minimal contact with the criggsand surrounding system, thereby



reducing thermal loss as well as noise due to mechanicahtudiois Figure2.3 (ii). The sample
rests face-down in a sample holder, with the scanning prpbenderneath, (iii - iv). The tip is
positioned laterally under the relevant area of intereshefsample by two X and ¥ piezo crystals,
(v). The piezos both have a range-05 mm. Noise due to vibrations of the UHV systems are
further reduced using an eddy current dampening systemeletihe sample stage, shown in

Figure2.3(vi), and the surrounding shield (not shown).

Figure 2.3: Side-view of the Omicron LT-STM sample stagé¢.LN2 bath cryostat (silver) and
LHe bath cryostat (gold) (ii) suspension springs holdindiiipside-view of sample holder (iv) tip
mounting (v) X, ¥ piezo coarse motion drive (vi) eddy catrdampeners.

The sample stage is illustrated in further detail in FigRr(a). It rests face-down with the
tip underneath. This helps prevent the tip from crashing ihé surface due to slippage or sudden
shifts. A small aperture is positioned right below the sammgbéte to allow for thén situ deposition
of sample materials onto the surface of the plate. The tig @sa cylindrical piezo crystal which
moves the tip normal to the sample in Z with a range of motiobhGomm, (b). The lateral coarse

motion piezos are shown below.
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Figure 2.4: (a) A schematic of the sample stage. (b) Tip carapbshowing the two sets of coarse
motion piezo drives along with tunneling tip.

2.2 Scanning Tunneling Microscopy

Scanning tunneling microscopy (STM), the techniques upleicivmost of the following work
is based, is an extraordinarily powerful tool for measunetnoéthe electronic structure of conduct-
ing, semi-conducting and even insulatirig] surfaces near the Fermi energy. The beauty of the
technique is not simply in the ability to measure such systenis in the ability to measure them
locally, on length scales: 1 A. This allows for the relation of morphological featureghvspec-
troscopic statesl|7, 18], surface stateslP], the vibrational states of molecular adsorbat2@,[
surface potentialdl, 22, 23], as well as electron spir2fl]. These measurement techniques will be
reviewed to provide a more detailed understanding of the @nMthe measurements performed

for the clarity of the reader.
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2.2.1 Scanning tunneling microscopy/spectroscopy

The fundamental principle underlying this technique isrque tunneling: the passage of a
particle, such as an electron, through a barrier of largerggrthan that of the particl@$]. This is
used by moving a sharp metal tip close to a conducting sutfeoagh the use of a well-controlled
coarse motion drive, using a piezo crystal. The tip is iliti@pproached using a current measuring
feedback loop. Wherein, a bias potential is applied betvieerip and metal surface and the the
tip is then approached in a step-wise fashion as the cuseneasured at each small decrease in
the distance between the tip and the sample. When a noteceaipéase is observed, the motion is
halted and the tip is at scanning position with the surfade fip is then retracted or approached
in Z using this same feedback loop on a nanometer scale byoadeet of piezos which are used
for the control of the normal motion during measureme P7).

As the tip is then scanned across the surface encounteriagtsieadsorbates, step-edges and
other surface features, it is moved up and down in Z in ordat the measured current is kept
constant. As the changes in the z-signal of the piéz) &re measured, this creates a topological
map of the surface of interest, Figu2eb. With appropriately sharp tips, atomic-scale images are

obtainable, such as this sample image of a 9nthnm Ag(111) surface, Figur26.

Figure 2.5: The tip is brought some distarm@way from the surface, producing a currétior a
given potentiaV applied across the sample. As the tip is scanned acrosstaeesithe tip must
approach or retract bz to keepl constant.
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Figure 2.6: 9 nmx 9 nm STM image of Ag surface taken in our lab showing atomiacttre
along the(111) surface.

2.2.2 Scanning tunneling spectroscopy

The key difference between scanning tunneling microscop @ther low-dimensional mi-
croscopy techniques such as atomic force microscopy osriesion electron microscopy is the
potential for spatially resolved spectroscopy. In STM,itreasured quantity is the electronic states
of the system being examined. The tip is neither interadtingugh direct electrostatic forces as
with AFM, nor measuring the passage of wavelengths arounthg#ic barriers such as electron
microscopy. Rather, the current passing between samplémiedlcomposed of electrons in one
bound energy state (sample) tunneling into other availabérgy states (tip). As the probe mea-
sures the local enviornments, these currents change catebbed to these environments. Through
examining specific changes in the currents between the tigample, spectroscopic information
of the electronic states of the sample can be gained.

For two systems separated by vacuum, bound electrons tinomeloccupied states of one
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material into unoccupied states of the other. Here, thenpi@léarrier the electrons are tunneling
through is the binding energy of the electrons to maternd,workfunction®. Due to the Pauli
exclusion principle, they may only tunnel from occupiedestanf one electrode (tip or sample) into
unoccupied states of the other. For conductors, these mrtafates are energy statesok Er.
For closed-shell molecules, these are occupied molecth#ats.

With no bias voltagé/ applied across the tip-sample junction, the fermi energligm, and
there is no net current, Figu27 (a). Upon the activation of an electric potential over the ti
however, the energy levels of (b) are shiftedavy (b). This creates a change in the relative Fermi
distributions and allows electrons of enelgy> EF — €V to tunnel into the unoccupied states of
the tip. In the case of organic molecules on the other hamdettergy levels are not continuous,
but discrete, Figur@.7 (c). This means tunneling is allowed only at energies equtié discrete
energy levels of the system.

The tunneling of electrons between the electrodes cotesitine tunneling currenty. This
current is expressed simply as the integral of the distivbudf electronic states over the energy

rangeEr — eV < E < Ef, Equation2.1[28].

(a) (b) (c)

avg
_\\'(I)avg \‘Davg
E; % E; E; | E; E; W ,,:j:: -
\\ Vv L Mo
/ / Z T Ep- eV '
7

Figure 2.7: (a)Er of the metal surface (left hand side) and the metal tip (rlgdmid side) are

at equal level with no potential. (b) Wit¥i applied across the gap, the apparent Fermi level of
the tip is lowered tdEr — eV, allowing tunneling from sample to tipe. (c) Organic adswmeb

or semiconductor with the unoccupied (blue) and occupied)(orbitals allow tunneling from
discrete occupied states into tip. See text for explanation
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e = 25 [ delM Pox(e)pale — V) [fa(e) — foe —ev), @.1)

where here, we are taking the two workfunctions to a be theesagtween materialspayg.
IM|2, p(¢), and f (¢) are the tunneling matrix, the densities of states (DOS),thadrermi-Dirac
distributions respectively2B]. p(€) provides a description of the available energies of eleatro
states, whilef (¢) is the occupation of those states. The tunneling matrix ésaverlap of the
wavefunctions of the sample and the tip in the tunnelingmegEr > E > EF —eV) [29]. This
remains generally stable over energies rggrand as such is taken as a constant of integration in
energy B0].

Then, for relatively low temperatures the Fermi distribatican be approximated as a step

function, and Equatio.1 becomes,
eV
10 [ depa(e)pale—ev) (2.2)
F

This is the well known known Tersoff-Hamann approximati8d][for the tunneling current.
In this description, the tunneling current is proportiogs@hply to the integration over energy of
the convolution of the DOS of tip and sample. The key hereas tie current is dependenly
on the DOS of the tip and the sample. Therefore, through theadize ofIT in V we have a direct
measure of the DOS3P, 33,
olt

S Opa(e)pa(e—ev) 23)

In the case where the tip DOS is approximately constant ach@senergy range of interest, a
quite common phenomenon, any variationglin /dV can be attributed to the sample DO
31, 34]. This is accomplished through conditioning of the tip toyde a flat DOS nedgr [35].
This provides the amazing tool of STM: scanning tunnelingcsmscopy (STS)32, 36, 18, 17].
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By properly measuring the variation dfin I1, we can achieve a measurement of the sample DOS
on an local, atomic scale!

This is achieved through two methods: a differential analgganlt (V) curve or, more com-
monly, a direct measurement dfr /dV. For the latter, the currett is measured at a given bias
voltageV, the bias voltage is modulated by a small AC current resmiitira change iv (AV, typ-
ically on the order of 20 meV at a few kHz). The respondingatén inlt (Alt) is the derivative
of thel (V) signal and measured as the bias voltage is scanned acrassettyy range of interest.
The energetic states of the sample are then measured, as $égure2.8. Here adlt /dV curve
is taken over a Ag(111) surface in the energy range of -600 toex200 meV below and above

Er respectively. The surface state of the Ag(111) surfacee@rbl distinguished at -80 meV.

dl/dV (arb. units)

06 04 02 0 02
V (eV)

Figure 2.8: Example of voltage dependent point spectraefii111) surface. Ag(111) surface
state is clearly visible near -0.08 eV bel@&.

By taking these measurements at a given bias voltage whalensng over the sample, it is
possible to map the DOS at a given energy and compare betvifeenet features or adsorbates.
An example is provided in Figur29. A molecule ofmeso-tetraphenyl porphine (TPP) is adsorbed

on the surface of a Cu(111) single crystal anddhe/dV map is shown over a range of voltages
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between -400 meV and 400 meV relativeEp. The symmetry of the DOS of the molecules
changes between energy levels as well as the wavelengtlk etitface state of the Cu(111) (seen

scattering around the adsorbed molecule).

-400 meV | (b) -200 meV

Figure 2.9:dlT /dV map of 2H-TPP/Cu(111) taken at (a) -400 meV, (b) -200 me\4# 20 meV,
and (d) +400 meV relative &6 showing the different molecular DOS and surface state westey
of the Cu(111) surface.

Exciting as this is, there are a number of limitations to thesasurement technique that need
be kept in mind. Most obvious here is the peak broadeningrebden the spectra. This is
due first to the previous approximation of the fermi disttibn being flat in temperature. In
reality, it is not and the thermal excitation creates a wealadening ot (V) in temperature of
approximately 3.%gT [37]. Here, this would be 24 meV as the measurement temperatase w
80 K. The second broadening effect, is due to the modulafidih/oby the lock-in amplifier and is
given as approximately 1.7 times the modulation voltagb@&implifier Bg]. So the overall energy
resolution at 80 K is typically on the order of 50 meV. Furthere, while the above estimations

assume a relatively flat tip DOS, simple tip irregularities create DOS peaks relatively close to
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Er due to adsorption of surface molecules, geometric recactsdns, electronic resonance states
and more 89, 35]. Many of these in fact overlap known states, changing thgeapance of the
spectra. By intentionally transferring single adatoms alenules such as CO to the STM tip
however, this creates a significant overlap in DOS with them®e adsorbed species, allowing
increased contrast and image resolution between the spetiaterest in scans over multiple
adsorbated0, 41].

This is all general enough that it extends to any measureglsarmetal, semiconductor or
organic. However, it was discovered by Hansma in 1966 thesfiectroscopic mapping extended
not only to the electronic states of the sample, but tovthiational modes of adsorbed molecules
as well B2). The tunneling electrons can excite vibrational modesradrgy hv in molecules
situated within the tunneling gap, thereby losing energltanneling into states of reduced energy
E = eV —hv, Figure2.9[42].

This is what is known as inelastic tunneling spectroscofyf §) Electrons at energgv > hv

therefore can tunnel into two states

&V
E= (2.4)

eV —hv

What results is a greater net tunneling at higher energi@sarncrease in the conductance of
the sample represented by a sharp peak imithe/dV? slopes #3, 44].

This measurement technique had previously been used witteling bridge systems to mea-
sure the vibrational modes of molecul@§]. When done using STM, th& scale lateral resolution
allows the probing of vibrational modes and what effectsstimeounding environment has on them

[43].
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Figure 2.10: As with a typical tunneling setup, electronsniei from the conductor (a) into
molecule adsorbed on the surface (b). The tunneling exaiteibrational mode of energhv,
resulting in an energy loss as the electrons tunnel into tidkedlying metal surface with a lowered

energy (c).

2.2.3 Workfunction/Barrier Height

While Equation2.3 provides an excellent approximate description to the tianaof It in
energy, the dependence of the current on the tip-sampleaepais entirely determined by the

prefactor|M |2, which is generally taken to be constant over sreédlhearEg. Then for a constant

V and assuming a simple one-dimensional model of tunnelectirrent was initially estimated

by Binnig and Rohrer to vary with separatie@as 26, 27],

It O e 2@ (2.5)

This was done by extending Frenkel's model (Equaidh) to the approximation of two iden-
tical conductors at very low bias with no geometric variatigvhile the expansion dM|? and its
constancy irzis still a matter of discussion, a model taking the geometith@tip and DOS of the
system into account generally finds the very same depend&afyin fact, in the energy range

nearEgr, geometric considerations can be somewhat ignorechimd all models can be generally
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written as P8, 29, 45, 34],

| = Zﬁ—riDtip(EF WG(R)e % (2.6)

HereDtip andG(R) are the DOS per unit volume of the tip and the geometricabfemter the
surface describing the tip. Both of these are consideredtanhine andz only in the low energy

range wherér [JV.
In(lT) =In(Co) — 2kz, (2.7)

h
Co = 5Duip(Er )VG(R)

and from this, by taking the differential fin z,

6In(IT) . \/Tn ~1/2

The key is that this provides an approximation for the wonktion®. An example is shown in
Figure2.11 In (a) we see a measurement of the current over both the Cle@dri 1) surface (black)
and TPP molecule (red). By taking If, as in Equatior2.8 we find estimates fo® showing a
decrease in the workfunction over the molecule.

Though this is an approximation in the low-energy regime, ienefit to Equatio2.8 is the
linearity of | in V. The energetic bounds of the approximation are determieithé linearity
of a simplelt(V) curve, as shown for ahr (V) curve over Ag(111) in Figur@.12 Outside
the highlighted region|t (V) does not have linear shape. This is because the approxireatio
used above all assume very low energy of tunneling electrogerEr [28, 31]. As E increases
significantly, the DOS of the same no longer remains constadtthe approximations made in

Equation2.6 are no longer valid. This causes relationship betwigeandV becomes nonlinear
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z (A)

Figure 2.11: (a) I(z) curves of Cu(111) surface and adso#2b&d PP molecule. (b) Ity curves
show linear relationship imwith respective workfunctions of 5.0 eV and 4.0 eV.

and is reflected in ther (V) signal at increased energiet6]. By keeping the voltage during any
measurements df (z) to within 350 meV ofEg, one can therefore gain an accurate measure of
.

From this we see that by varying tip-sample distance undenatant potentia¥/, an approx-
imation for @ is obtained 23]. Together with the ability of STM to map local structurebet
variations in the surface workfunction can be related talstructures such as defects, step edges
or adsorbate23, 47, 15].

A spatially resolved map of the work function can be obtaimgthkinglt (z) curves at a single
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Figure 2.12:17(V) curve of Ag(111) surface showing linear relation betwégrandV in the
energy range of- 0.35 eV. It is in this range that Equati@®B provides an accurate description of
the LBH.

bias voltage over a grid of specific points and then detemgid by the observed variations. A
second method is very similar to the spectroscopic mode.h€ightz is varied over a smakm
range at high frequency as the tip is scanned across thesu#a described in Chaptar2.2for
the measuring ofllT /dV, by measuring the changeslofit in z (dIn I+ /dz), measurements of
& are obtained. The results using both methods provides gr&ght into the nature of the local
electronic interactions on surfaces, as in the examplenhdt@ure2.13(c). The first method,
while much more costly in time, provides raw data of tlig) curves over a larger range m It
is therefore much easier to establish the ranges of the siexplonential behavior in Equati@ns,
allowing a more accurate choice of the data range to use ébrgaint. With the latter method, the
variation is small and the accuracy of the range not varyireg the sample is assumed.

In either case, the measurementsioprovide a direct method to confirm thecal changes
in surface potential with adsorbed species. As with Figuie(c), local increases and decreases

of ® shows a great dependence with the sub-molecular chasittewf the adsorbed 2H-TPP as
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Figure 2.13: Example of three topological maps taken siameglously over the same sample, a
single 2H-TPP molecule adsorbed on a Cu(111) single crgstdhce. The z-dependent surface
features (a), the DOS & = +0.4eV (b) and the variation in the surface workfunction (Chap-
ter2.2.3 (c).

well as the immediately surrounding Cu(111) surface. Déffiees in the locab are seen here to
vary by as much as 6 eV. From this measurement, the observed behavior of theaulgs and
the integral measurements of the DOS are able to be desdnjbexisting theories using this map

of changes in local barrier potential.

2.3 Photoelectron Spectroscopy

The second method of measurement used in this study is th@tatbelectron spectroscopy
(PES), specifically in the energy range of ultraviolet lightiltraviolet photoelectron spectroscopy
(UPS). Photons are impinged on a surface at a frequermging absorbed by the sample on the
surface, Figur®.14(i). The absorption excites electrons from bound statestim vacuum with
some kinetic energf,. The sample is placed below a narrow aperature and a seredsatfon
lenses which focus the beam of outgoing electrons (ii). rAftessing through the lenses, the
electrons reach a small aperature into a hemispherical lwbiargii). The width of the aperature
and strength of the lenses limit the kinetic energy of thetedbes examined to the range desired.
After passing through the aperature, electrons then reawnaspherical energy analyzer (iv).
\oltages are applied across the walls of the hemisphenesirig an electrostatic lens that focuses

electrons of a given energy on a micro channel path detec$48].
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Detector

Figure 2.14: (i) Photons impinge on a sample surface, fgeelectrons from bound states. (ii) The
electron beam is focused through a series of electron leasés(iii) the electrons pass through
a small aperture into a hemispherical chamber allowing efédgtrons of a given trajectory into
the apparatus. (iv) The biases applied across the hemesphause electrons outside the desired
kinetic energy range to hit the walls of the hemispheresThgse electrons of the desired kinetic
energy then pass through a second aperature and onto a haored path detector for measure-

ment.

The kinetic energy of the outgoing electrons is given by,

Ex=hv—®—Eg (2.9)

wherev is the frequency of the photon®, is the workfunction of the sample, ar} is the
binding energy of excited electrons. As the photons areralsidby the sample, the electrons of
a given energetic stateég, are excited to higher energies thereby ionizing the saifigigre2.15
The detector is scanned acrdgscomparing the ionizing energy of the electrons across gnerg
and a spectroscopic map of the energy levels is construéieéxample is shown in Figur2.16

of Zn-TPP gas in vacuundp|. The peaks observed in the spectra correspond to the elexegjg
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of the free molecule.

Figure 2.15: Photons of some enefgy bombard a molecule, exciting electrons from occupied
states to energies abode thereby freeing the electrons and ionizing the molecule.
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600 nm V349 nm

INTENSITY, arbilrary units

] 1 .y | i L L 1 1 1

I3 B 10
JONIZATION FOTENTIAL, ev

Figure 2.16: UPS spectra of Zn-TPP in vacuutf][ The energy states of the molecule are ob-
served as peaks of specific energies (here written in wagtdrand the highest occupied orbitals
assigned symmetries.

In the case of organic materials, the situation is furthemglicated by the fact that, as discussed

earlier, inelastic vibrational states exist at energidseitween the electric statesif (N — 1) and
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Eiot (N) [50]. Considering the vibrational modes of the molecule as afyua harmonic oscillator,
these energies correspond then to the energies of the mbtss lsarmonic oscillator and also
require energetic consideration along with the orbitalthefmolecule $1, 52]. The vibrational
modes of molecules are not limited to a single frequency, ket the classic harmonic oscillator,
exist also in multiples of the vibrational modeisv,p.

The peaks due to the vibrational modes therefore overldptiv orbitals of the molecules and
create further broadening of the measured energy levelgexaAmple is shown for iy CO, and Q
on a Xe buffer layer in UHV, Figur@.17[51]. The sharp bands beneath the broad peaks represent

the vibrational spectra of the relevant molecules and aeednable for the piXe sample.

UPS Hel

Intensity (arb. units)

1
? 2/Xe
,I[‘”nlll"”llllllllll‘ 3 _O .
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Figure 2.17: Spectra of molecule dimers aof, iLO, and Q on Xe buffer layers on Ni(111)60]

The unoccupied electronic states are measured using the penctiples but the inverse
methodology, inverse photoemission spectroscopy (IPERBEtrons of some kinetic enerdsi
are bombarded onto the sample. In hitting the sample, tluéretes bind to unoccupied stateg,
eventually decaying to lower energetic states of en&igy In the decay, a photon is relesead of

energyhv = Ex + ® + Eg — Eg.. Through continuous bombardment and simultaneous measure
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ment of the outgoing photons, the differences in electrstates can be constructed and a map of

the energy levels of the system.



27

Chapter 3

Organic chemistry on metal surfaces

In this chapter, a brief explanation of the self-assemblgrghnic materials on metal surfaces
is presented. Basic principles are reviewed, followed byaenm-depth discussion of the binding
mechanisms differentiating organic molecules from metatems. Finally, the existing theories
of electron exchange and surface dipoles are included gpthg a key role in limitations of this

process, as shown in this thesis.

3.1 Interface energetics

Adsorption is the process where a gas-phase particle (amy, aluster, molecule, etc.), the
adsorbate, interacts with an exposed surface, forming d Btomong enough to prevent it from
releasing back into the gas phase, desorption. The chambesofption increases with ambient
temperature due to thermal motion of the adsorbate. Thexeftoe adsorption energi4y) must
be large enough to compensate for this at the temperatudethee is intended for use (typically
room temperature or above). This is typically on the ordet @V [53]. Current research has
observed binding energies for noble gases and organic olekranging between 100 meV and 6

eV, depending on the surface of adsorptis4]]
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Molecules have a similar wide range of binding energiesh whibse attributed to chemical
bonds (chemisorption) tend to be on the order of severab&/56, 57] and that physically bound
(physisorbed) systems on the scale of48V [57, 58]. It was previously the energy scales them-
selves which previously defined the nature (physisorpti®n ehemisorption) of the interaction.
However, as binding energies vary in a continuum betweesetbeales, this has since been found
to be a rather arbitrary boundargg. Most frequently now physisorption is defined where the
binding is due mainly to weak van der Waals forces, the mdée@miains its chemical uniqueness,
any shifts in energy are uniform throughout the band strectand any charge exchange is "mini-
mal” [57, 58, 14]. Chemisorption is then defined where the energy levelsettirface/molecule
system are unique, the energy levels of the molecule may iiecelative to one another, and
there is "significant” electronic exchangg9 57, 58]. Even these definitions however are some-
what arbitrary. What constitutes "significant” and "minifhare not properly defined and, due to
energy level broadening and deformation of geometry, tregggnlevels of adsorbed molecules
are different from the free molecule. While some authorsrréd interactions of intermediary en-
ergy with some charge exchange as strong physisorpbi®nel], others refer to them as weak
chemisorption$7, 61].

A schematic of the metal/molecule energy interface is shimwfigure3.1 Here, the metal
surface is on the left, in region (i) and the free moleculeejgresented by discrete occupied (red)
and unoccupied (blue) energy levels (orbitals) on the r{@git The region between (i) and (iii)
represents the interface: the molecule adsorbed on the suetace (ii).

On the metalEr represents the Fermi energy, the highest occupied enemggatfons in the
metal. All energy states belokt are therefore occupied by electrons in a continuum, reptede
by the black striped lines. The vacuum enekg is the energy level of a free electron far from the
surface of the metalE, is the energy of a free electron, near to the surface. Thenpatenergy
atE, is raised, as the electron is close enough to interact wildijhole created on the surface by

surface electrons tailing into the vacuud, the workfunction, is simply the energy necessary to
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Figure 3.1: The energy levels of a metal surface (i): The uatenergy far from the surface
(Ey) and near the surfac&(), workfunction (), and Fermi energyHg). The occupied states are
represented by striped lines. The energy levels of a maeawedr the surface (ii): The electron
affinity (EA), ionization energy (IE), charge neutralitywéd (Ecni ), and surface dipole energx).
The energy levels of the molecule far from the surface (hilghest occupied molecular orbital
(HOMO), lowest unoccupied molecular orbital (LUMO), anccuam energy ;).

free an electron from the highest occupied energy of thelmeta

As the free molecule is isolated (iii), the orbitals existd&crete energies, indicated by the
horizontal lines. Here the highest occupied moleculartatfHOMO) is and the lowest unoccu-
pied molecular orbital (LUMO) are labelled to indicate thapdetween occupied and unoccupied
orbitals. As the molecule is different from the metal, thewam energy of the free molecule is not
necessarily the same as the metal. The purple line labélleid the ionization energy, the energy
required to remove an electron from the HOMO to the vacuunis iBtsimilar to the workfunction
of the metal. The green is what is referred to as the elecfifonitg, EA, or the energy difference
between vacuum and the LUMO. The larger EA, the more eneagltifavorable it is to gain
charge, and the easier it is for electrons to bind to the nutdedVhereas the larger IE, the more
difficult it is to remove electrons from the systeiy for the free molecule is simply the energy
of a free electron, as there is no dipole of the moleculengilnto the vacuum. For this reasiff
for the molecule is aligned witg;’ for the metal.

Upon adsorption to the surface (ii), a bond is formed betwbemetal and the molecule. The
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close proximity of the molecule to metal surface forces thwetule to interact with the dipole
created by the metal surface electrons. With no rearrangeaiesurface charges, this potential
increases or decreases the apparent vacuum level of theuteld his shift inE, is indicated by

A, the interface dipole of the adsorbed system. The latgehe more difficult it is for electrons
to be absorbed. Depending on the nature of the bond, theyetexgls of the metal/molecule
system may shift. Upon adsorption, there is a broadeningnefgy levels, depending on the
strength of the interaction. For strong interactions, dais lead to a continuous density of states
(DOS) between the discrete orbitals, the interface statesetal induced gap states. The charge
neutrality level EcnL) is the energy level where charge occupancy up to this ermrespts in a
neutral molecule. If the electron occupancy of the metdiécule system is above (belowgy, ,
the system is negatively (positively) chargdegy. does not occur halfway between the HOMO
and LUMO, instead it is dependent on the relative DOS of thecanpied and occupied energy
states, and is therefore closer to the HOMO (LUMO) where #mesdy of unoccupied (occupied)

levels is higher than occupied (unoccupied) level.[

3.1.1 Physisorption

The most common metal/organic systems studied over theéaside or so have been organic
molecules with very weak interaction with the metal surfaate/sisorbed molecules. The diagram
shown in Figure3.1 represents one such case: a simple van der Waals interdettaeen the
molecule and the metal surface. Here, the energy levelsahttiecule weakly shift and there is
no overall alignment between the molecular orbitals andgnlevelsEr or E, of the metal. The
orbitals remain discrete, and there is a vanishingly sm@lBbetween orbitals, therefore charge
can only be exchanged between the metal and discrete srbitdahe molecule. The HOMO
remains at energies lower th&g, so there is no exchange of charge from the molecule to the

metal and the LUMO remains at energies abBreso there can be no charge exchange from the
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Figure 3.2: A single molecule weakly adsorbed on a metabseriillustrating a variety of interac-
tions. (a) weak pysisorption with no rearrangement of obafly) dipole formation due to mirror
charges, (c) shift of surface DOS due to pillow effect, (darge transfer due to Schottky-Mott
interaction, and (e) charge transfer due to interface state

metal into the molecule. In this case, the molecule remamglg weakly bound to the surface
with little or no change in energy levels. This is illustrdia Figure3.2(a).

This weak interaction results in a decrease in the workfanabver the adsorbed molecule.
The electronic orbitals of the metal surface atoms spiliftbe bulk into the vacuum, creating the
increased electron density responsibledorThis increased negative charge density outside of the
metal induces an image charge within. For those neutralrbdtes weakly bond to the surface,
the positive mirror charge creates an electrostatic gnadieducing a dipole in the adsorbate, as
seen in the positive (light) to negative (dark) gradientiguife 3.2 (b). This results in two dipoles:
the intra-adsorbate dipole and the adsorbate-surfacéediphe latter generally being large than
the former due to increased distance. This dipole acts idlitieetion opposite that of the surface

electron dipole, thereby lowering the workfunctid3].

3.1.2 Reordering of surface charge

This model is incomplete however as it assumes little or rargeric change in electron or-

bitals. Upon adsorption, the orbitals of the adsorbatelapewith the tails of the orbitals of the
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surface electrons of the metal which spill into the vacuuaulRepulsion between the metal and
adsorbate forces rearrangement of these orbitals to naeimerlap $4]. In the case of closed-

shell systems such as noble gases and simple organicsetiisoal cloud of the adsorbate is not
easily deformed and as a result, the surface electrons aohétal are instead strongly reordered
[65, 66]. The density of surface electrons under the molecule dsee while the density sur-
rounding of the molecule increases.

As a result, the electron density sinking into the vacuunmuished further into the metal and
outward to the sides of the adsorbate, as in Fi@u2€c), the so-called "pillow effect”$5, 67, 68].
While there is no exchange of charge between the isolatedaulg and the surface, the decrease
of the electron density under (around) the molecule lowers€ases) the surface dipole in the
region where orbitals have receded (advanced), just asanitiolecule with a permanent dipole
(Figure3.2(b)). This therefore creates a change in the dipole in aatditb A. This dipole change
is frequently considered parallel with any changes in wariction, described as

41D

with D the surface-molecule dipole aWdthe area of the adsorbed species. However, such
changes are only accounted for in the case of metals whdkewspi electrons, typically orbitals,
are most important to the work function of the met®][ The dipole created by the rearranged
charge then weakly contributes to new electrostatic foraielsng in inter-adsorbate repulsion and
limiting the self-assembly of the adsorbaf@]. In the cases of other metal systems and those with
significant hybridization of the metal-organic states, emoomplex methodology is required for

description §8].
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3.1.3 Schottky-Mott semi-conductor model

The model applied to many metal/semi-conductor interfacas been applied to some
metal/organic interfaces as well. This is the Schotkkytividodel, which assumes energy level
alignment at the interface between betwé&gnof the molecule and the metal, such tiat= 0
[71], Figure3.3(a). Here, the energy levels of the adsorbate do not shétivel to one another,
but rather they all shift by the same change in energy giveBbyE’. This weak interaction is
dependent only on the initial differenceshg, so long ash = 0 andlE < ® < EA. With A =0,
the surface dipole under the molecule disappears.

Upon adsorption however, the interaction between the ddsmand the metal surface induces
a hybridization between metal and adsorbate states, irgsuitresonance of the adsorbate states
into broadened levels with Gaussian shaf#.[While the DOS between the energy levels remains
small enough to be ignored, when téeapproaches the same magnitude as EA or IA (as shown
in the figure), the Fermi energy overlaps with the tail of thieital [73]. This overlap then results
in charge exchange, causing the molecule to lose (gainpehas the shoulder of the HOMO
(LUMO) overlaps withEg [74], creating a surface dipole in the region of the moleculeshtasvn
in Figure3.2 (d). Here, the overlap results in a loss of charge from theemdé. This typically

occurs at energies on the order 0.3 eV from the band edge efdte]].

3.1.4 Energy level pinning

While the Schottky-Mott model accurately describes theraction between noble surfaces
and some weakly interacting molecules, studies over mo&tcules have found tha # 0 [14].
A recently proposed model by Ruség maintains the same description of electron transfer from
the tail of the energy level into the metal as the SchottkyttMriodel. In this model however,
the Fermi energy is pinned to the nearest molecular orbétier thark, of the systems aligning,

Figure3.3(b). This pinning results in electron transfer between tlodacule and the metal surface,
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Figure 3.3: (@) the Schottky-Mott model results in aligminleetweerk, andA = 0. All states
shift by the same amount and create widened DOS due to thradtiten at the interface. (lgr
alignment show&g pinning to the orbitals of the adsorbed molecule. (c) theSlblodel results
in Er pinning closely toEcyy, resulting in charge transfer between the adsorbate arfdcsur
depending on whethéfr > EcnL or EF < Ecn.

creating a dipole on the surface dependent on the relateg®s ofEr and the nearest molecular
orbitals. AsE}’ is equal between the free molecule and the surfacefaraligns with the nearest
molecular orbitals, any shift ik and® of the metal results in pinning & to different orbitals.
While the workfunction of the free metal surface may deaeedise highelEr aligns with more
unoccupied orbitals and creates an exchange of more chdmgé vesults in an increase of the
surface dipole. This change in dipole then matches the ehangorkfunction between metals,
making the observed workfunction of the metal/molecule@amemain constantf.
While this has been observed for some systems, such as PT6®And G [75], other

molecules such as benzene have shown no such interactitrerRae observe® of benzene is
seen to vary linearly with the workfunction of the metal, sistent with the pillow-effect model

proposed by Paul Bagu66).
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3.1.5 Induced density of interface states

Another explanation for systems wheke# 0 is a model borrowing heavily from models of
semiconductors with noticeable DOS between the discrezeggrievels, the induced density of
interface states (IDIS) model. In this model the energyllbve@adening induces a small, continu-
ous set of energetic states between the energy levels Bif€), these are the interface states or
metal induced gap states (MIGS)¥ 77, 79].

Further, the energy level alignment is between the statesutfal charge in the metdtf£) and
the moleculeEcynL ), and not betweek, of the metal and adsorbate as in Fig8rg(a). Similar to
above interface&r andEcy, align through electron transfer, the only difference heiagthe the
transfer is due to the creation of interface states betwesearbitals of the molecule. Electrons are
passed between the two systems until the electron occupétioy organic is such th&-n,. ~ Er.
This is indicated in Figur&.3 (c) by the red stripes betweét andEcy, indicating continuous
electron occupancy, as with the underlying metal. In so glothe gain/loss of charge creates
a dipole on the metal surface and the various adsorbatek aepeanother through long-range
interactions depending on the net charge exchanged Faja(e).

In the ideal model, charge uptake occurs just as easily agebeattwo metals and therefore
this can be thought of as two interacting metal systems réitla@ a metal/semiconductor interac-
tion [62, 60]. The parameter currently used to predict which model (ICB&hottky-Mott, orEr

pinning) applies to what is known as the screening parameter

S_ dEcnL _ 1
dd 1+ 4re?’DOS(Er)5/A

(3.2)

where DOS([) is the local density of interface statésthe molecule-surface separation, and A
the molecule surface area. In the Schottky-Mott modeg #ssumed that the molecular structure
remains generally unchanged except for weak, expectediénazgy. In this case, there should

be little or no change in the DOS between orbitals and DOSIdHminear 0S~ 1. In the IDIS
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model, the induced continuous states between orbitalgje Enough that ther#”DOS(Er )5 > 1,
andS~ 1. This parameter varies significantly between moleculacigs with many falling about
half-way between the two model8g]. Specifically, the the screening parameter of TPyPrisS

= 0.44 BQ], indicating that there is some form of interaction with sheface stronger than then
Schottky-Mott model but weaker than the IDIS model.

These charge transfer interactions (Schottky-Mggtpinning, and IDIS) result in adsorption
energies on the order of 2.0 eV for weakly bound systeBis§2], providing the binding energy
necessary to hold adsorbates at the temperatures of intéreshermore, these three models are
independent of the surface dipole created by surface gled@struction and mirror charges, which
have even been included most recently in IDIS mod&8. [In all these cases, the adsorption re-
sults in surface dipoles determined by a) the amount of eéntaagsferred, b) the surface reconstruc-
tion, and c) mirror images. These large dipoles and adsedbatrges result in inter-molecular re-
pulsion, which, if of large enough magnitude, preventsrimi@lecular bonding and self-assembly
[10]. Itis not the adsorption energy which prevents the motiidh® molecules and inter-molecular
binding. This is seen by both the inter-molecular bindinghef physisorbed PTCDABP] and the
the inter-molecular binding of the chemically adsorbede(aisorbed) HIBDC on Cu(11084].
What then limits the inter-molecular bonding and self-agsly is the relation between the dipole

strength of the adsorbates and the magnitude of the bonuefbbetween adsorbed molecules.

3.2 Hierarchy of chemical bonds

As the molecules physisorbed on the metal surfaces coesidiethis dissertation are carbon-
based organic molecules, the inter-adsorbate interaitidifferent from that of metal adsorbates.
Adsorbed metal atoms are single particles which interaciutjh covalent bonds between their
respective unfilled atomic orbitals. Adsorbed organic sggeare instead closed-shell molecules,

severalA to nm larger than adsorbed atoms, which laotrbitals.
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Figure 3.4: (a) Molecules bonding through weak interactiatong the edges orient in a close-
packed square array. (b) Molecules bonding through a ldrderaction on the corner of the
squares orient in a less close-packed checker board array.

The inter-molecular interactions which counter act theutgipn felt by the surface dipoles cre-
ated upon adsorption are therefore different than thosedsst adsorbed adatoms. With this said,
the chemical bonds between adsorbed molecules are that awbiagainst the repulsive interac-
tions and determines the stability and symmetry of the mudecstructures. The key importance
is twofold. The first is that there are a wide variety of thegeractions and a distinct hierarchy to
their ranges and strengths. The second is that due to thasgdlasymmetry of organic molecules,
these chemical bonds are anisotropic and therefore foeentiiecules to orient along the axes
of the interactions85]. This combination allows for flexible engineering of thgpeumolecular
structure while keeping the molecule largely unaffected.

This is illustrated in Figur@.4. Square molecules where the strongest inter-moleculat lson
along the edges of the molecule will align so as to maximieebbnds along this direction. This
results in a supermolecular ordering with compact, squamngetry (a). If, however, a second
set of intermolecular bonds are of greater strength ancbaegdd on the corners of the molecules,
the molecules align to maximize this bond, resulting in a Imless compact, checker-board like
supermolecular ordering (b).

We can then engineer the supermolecular structure by dimdrthe geometry and make up
of the molecule, as we control which interactions take pkwg where. It is this flexibility which

gives organic molecules such amazing potential for apfphicaby simply replacing a single com-
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Figure 3.5: (a) STM image of tetraphenyl porphyrin (TPP) cdR& surface bound by van der
Waals and CHr bonds B6] and (b) STM image of tetra carboxyphenyl porphyrin (TCPR) o
HOPG surface bound by hydrogen bon8g|[

ponent of the molecule, we can keep the overall electrompgaties of the system constant while
controlling the geometry of the final system!

This is shown in Figur&.5for tetra phenyl porphyrin on the surface of highly ordergcbpitic
graphite (HOPG). A layer of 2H-TPP bound to the substrateraat with one another through
weak bonds, forming an ordered rhombohedral pattern witmé spacing§6], Figure 3.5 (a).
As described in Chapt&3.2.2 a hydrogen bond between two craboxylic acids are of theratle
ten times as large as a van der Waals interaction. This isiadéigure 3.5 (b) where a layer of
tetra carboxyphenyl porphryin (TCPP) interact throughrthech stronger hydrogen bonds of the
carboxylic acid end groups on the ligand, resulting in antdligmore compact spacing of 1.8 nm
in a square-symmetric positions with the molecules orepirallel to the direction of ordering
[87]. Simply by replacing the H bound to the tip of the phenyl iga with a carboxylic acid, the

ordering of the molecules and the inter-molecular spaciagastomized.
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The key importance to the inter-molecular bonds formed betworganic adsorbates is the fact
that the most common are not covalent, but are rather condjpeXe interactions between organic
components. Due to the dipole nature of these bonds, tlssthe bonds between the molecular
systems to be broken and reformed again with no change tdtdraical nature of the component
molecules. This reversibility is ideal for self-assembgtdictures, allowing customization and
control of the super-molecular ordering desired. In ordezustomize the interactions and under-
stand the relationship between the various organic bongasver, the interaction ranges and bond
strengths must also be understood. For this reason, a qguar is presented below of the five
most common reversible inter-molecular interactions dbagea comparison to the use of covalent

bonds in inter-molecular surface super structures.

3.2.1 van der Waals bonds

For many molecules, the primary molecule-molecule intgwads the dispersive component
of the van der Waals (vdW) potential. This is an electrostatieraction with no fundamental,
underlying directionality. Where there is no permanentasietry in the charge distribution (non
dipolar molecules/atoms), the only component of the ebstatic potential is the dispersion effect
[88]. The charged electrons on the surface of the molecularooniatelectron shell interact with
those electrons on the surface of the neighboring partigless very weak electrostatic interaction
is only strong enough to effect the shell electron itself] ant the shielded charges in the lower
orbitals or the nucleus. The electron-electron repulsi@ates a momentary dipole forcing the
neighboring charge to move away, before shifting back im®itipn. This is best described as the
tendency of shell electrons of neighboring material to ltzgei in phase with one another. This
oscillation, creates a very weak dipole at any given momadttae molecules remain weakly
attracted to one another, FiguBe3 (a). Both the interaction energy (0.620.1 eV) and the range

over which it takes place are fairly weak compared with ottiemical bonds, Tabl&.1
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Figure 3.6: Examples of the most common intermolecular bpddrk is negative charge and light
positive. (a) van der Waals interaction between osciliptoms. (b) hydrogen bond between
charged dipoles, (c) Chebond, (d) metal-ligand coordination, (&) tstacking, and (f) covalent

chemical bond.

Table 3.1: Inter-molecular bond types, energies, andactem ranges

Bond Energy Range (eV) Interaction RangeX)
van der Waal 0.02~ 0.1 ~1
CH-1t 0.06~ 0.1 1~2
m—Tt 0.1 3.2~ 3.8
Hydrogen bond 0.05~ 0.7 1.5~ 35
Metal-ligand 0.5~2 1.5~25

For the case of spherically symmetric adatoms, this intenaés non-directional and as such

does nothing to order the bonding adsorbates relative t@oather. Organic molecules however,

lack the spherical symmetry of such noble gas atoms. Soewthel local dispersion force between

oscillating electron clouds creates a generally isotragiiactive force, the asymmetry of the or-

ganic molecules forces the net interaction between masdial become anisotropi8g]. Such

forces result in the alignment of all molecules based on gdgnof the molecules themselves,

Figure3.7 (a).
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Figure 3.7: (a) Polymers exhibit close packed structuréieatng the chirality of individual
molecules 9] (b) TMA network formed by hydrogen bond8({] (c) rubrene/Au(111) forms chiral
networks due tat— mtstacking of ligands91] (d) Brs-TPP/Au(111) form covalent bonds through
bromine substitutiond2] and (e) two-dimensional Cu-TPyP MOCN formed on Au(1193][

3.2.2 Hydrogen bonds andtorbitals

The key interaction however between many organic molecsiggipole interaction dependent
on the hydrogen atoms along the edge of the various oxygémgmraand nitrogen atoms. Upon
forming a covalent bond, the charge distribution of the Xikhek (where X is either C, N, or O)
becomes uneven, with the X atom negative and the H atom p®&sithe relative electronegativity
of the component atoms creates an uneven charge along thefakie covalent bond, resulting
in a dipole facing from the X atom to the H. This dipole thenaaits lone oxygen, nitrogen, or
carbon atoms, and a weak electrostatic bond takes placewithd length between 146to 3.5A,
Figure3.3 (b). In the case where a carboxylic acid (COOH) is locatedheneinds of molecules,
the alignment is such that the O-H of one molecule bonds t@®tbethe other and vice versa, as in

Figure3.3(b). This is what is referred to as a hydrogen bond. As theacteon is directional and
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highly adaptable, both the bond distance and the strengindiestrongly on the dipole magnitude
of X-H and electronegativity of the free atom to which thegd[94, 95, 96]. Due to the anistropy
of the dipole moment, any hydrogen bonds formed betweernrlbedanolecules exhibit the same
anisotropy. This can result in networks with directionahtie that do not exhibit the same close
packed nature as the vdW interactions, as shown in FigTr).

It can be difficult to form these bonds in the exact single Bigtipole interaction pictured
in Figure3.7 (b) however as this requires directly aligned axes of the EOQOOH bonds. As
shown in Figure8.5(b), carboxylic acid end groups may instead align off-a¥#hile this weakens
the magnitude of the individual hydrogen bonds, it proviakese room for a third or fourth COOH
end group to form similar weaker bonds, thereby increadiegiet magnitude of the bond. This
is the difference seen between the TMA bonds in Figuvgb) and the TCPP bonds in FiguBeb
(b).

This same dipole interaction extends to interactions betwsaich X-H dimers and the much
more disperset orbitals of organic molecules. Theorbital is a molecular orbital formed by the
overlap of the out-of-plang@ orbitals in neighboring C atoms, as shown in Figdt8 (a). As
an example, in benzene, tipeorbitals of the carbon extend normal to the plane of the nuidec
The resulting overlap creates a ring-like shape above #eepbf the molecule. With the six C-H
dimers laying on the six corners, the resulting C-H dipokates a series of positive charges along
the rim of the molecule confining the negative charge of thg-tike 1t orbitals above and below
the plane of the molecule, creating a quadrup®g,[Figure3.8(b).

When near to C-H dipoles, the C-H dimer forms a weak bond wighguadrupole of the
orbitals, facing normal to the plane of the aromatic ringyufe 3.6 (c). Due to the increased
dispersity of thatorbital compared to carbon, oxygen, or nitrogen atoms,ritezaction distances
are much more confined but slightly larger than the vdW intima, typically between 2- 2 A[98].
Furthermore, while larger than the vdW interaction, the Cidteraction is noticeably weaker than

the hydrogen bond at 0.06 0.1 eV 99|, placing this interaction somewhere between the vdwW and
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Figure 3.8: (a) Top-down view of benzene molecule showtmgbital (dark) along the rim of the
molecule andy orbitals (light) of the C-H bonds. Here the dark color représ negative charge
and the light negative charge. (b)*4&ide view of molecule shows orbitals extending above and
below the plane of the molecule.

hydrogen bonds.

This intermediary placement of the bond energy and intenactistance is explained appro-
priately enough by a combined bond of the vdW and hydrogeniomhe geometry of the aro-
matic ring results in the positively polarized hydrogernadyon the outer edge, and the negatively
chargedmt orbitals above and below the plane of the molecule, Fi@ubéc). This creates a weak
guadrupole arrangement of electrod®(l. While the resulting dipole-quadrupole interaction is
significantly weaker in electrostatic polarizability thadipole-dipole interactions of the hydrogen
bond P8], it provides directionality not present in the vdW intetiaa [99]. This weak interaction
with bonding anisotropy results in closely packed struesuordered according to the relative ge-
ometry of thertorbitals, Figure3.7(c).

Another directional interaction between aromatic speisgbe more complext stacking. In
this interaction, the aromatic rings arrange themselvesuch a manner that the orbitals are
parallel and shifted to one another, with the C-H dimers efrilms above thet orbitals forming
two CH-1t bonds, Figure3.6 (d). The interaction is of the same energy as the i€Cidteraction
despite the dual CHebonds for the following reasons.

The interactingtorbitals have the same negative charge whilestbebitals of the C-H instead

has a positive charge and is concentrated in the center plahe molecule. The neutrality of
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the molecule then requires that the total charge of thertwtbitals must be equal to the positive
charge of theo orbital. Given that thet orbital is much more diffuse and split in two, this then
means that the attraction of tme- ¢ interaction is larger than the— ttinteraction and there is a
net attractive forceq7]. The interaction then causes the aromatic rings to aligh that the center
of the ring usually stacks above the edge of the other, agi&thertorbitals do not overlap and
are significantly diffuse, this results is significantlygarseparation distances as noted in T&hle
As a significant part of this interaction involves repulstmtween thet orbitals, typically the
predominant interactions of the molecule-molecule boond#tfe currently studied organic systems
involve hydrogen bonding and CHinteractions. This is especially true given the fact thateze
studied systems are two-dimensional, andrthertbonds require significant rearrangement of the

geometric orientation of the molecule.

3.2.3 Metal-ligand coordination and covalent bonds

The available N, C, O end groups of such organic moleculesatsmbe used to form coor-
dination bonds between the adsorbed molecules and cokemtsoretal ions (linkers), unlike the
ionic binding discussed above. The increased number ofrefeshell vacancies in the transition
metal linkers typically used (Ni, Fe, Co, Cu, Ag, Au, etc.ysus the organic end groups, allows
the linkers to form bonds with virtually any number of neighing organic end groudpP1]. This
results in the linkers acting as bridging sites between sodxkd organic molecules which are then
linked together in extended arrays called metal-organacaioation networks (MOCN).

The individual metal-carbon coordination bond is on theeorof 0.5~ 2 eV in magnitude,
much stronger than the various ionic bonds discussed afabée 3.1 This bond strength, cre-
ates very stable inter-molecular architectures whichhmract to limit dissociation of individual
component molecules at room temperature or abb8g [Furthermore, as the available electron

vacancies in the linkers are greater than the available emgbgoonds within the small area sur-
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Figure 3.9: (a) TMLA/Cu(100) with deposition of 0.66 Fe/TMlstoichiometric ratio. (b) Model
of predicted molecule/linker MOCN in (a). (c) TMLA/Cu(100)ith deposition of 2 Fe/TMLA
ratio. (d) Model of predicted molecule/linker MOCN in ()2

rounding the linker, a second component limiting the asddtiire of the MOCN is the ratio of
linkers to molecules.

By increasing the linker/molecule ratio, this increasesdtailability of linkers to bind to the
active end groups of the adsorbed molecul&?]. such changes not only affect the geometry of
the enclosed MOCN, but they can be used to create boundarigedMOCN as desired. As an
example, for TMLA/Cu(100) with Fe adatom linkers, a Fe/TMLaio of 1:1.51 leaves fewer than
one linker for every active molecule, resulting in closed @3 bound to each other through weak
vdW and hydrogen interactions, Figu3e (a). Upon increasing the ratio to 2:1, there are enough
linkers for every component molecule, and the MOCN extendsfinately. This stoichiometric
varying allows for the same general control well known irusioin-based metal-organic chemistry
[103 104, 105 106

Recently, surface studies have begun using this same teehfor the construction of single
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carbon-carbon covalent bonds in the same manner as theroxygl covalent bonds. Molecules
are deposited on surfaces with weakly bound ligand endgrsuph as bromine or iodine. Fol-
lowing heating, the endgroup dissociates and the molefoitescovalent bonds with one another,
Figure3.6(f) [92], as shown in Figur&.7 (e). While these bond energies are much stronger than
any of the others, being 3.5 eV, this bond type does not form self-assembled strestlike

all others heretofore listed, these are not self-assendbtadtures as the system is not reversible.
Once the bonds are formed, the molecules cannot be dissdeigthout breaking the other carbon

bonds holding the molecule togeth&o[].

3.3 Growth dynamics and self-assembly

These inter-molecular bonds are the interactions whickedhe well known structural order-
ing of organic adlayersl0g. Adsorbed molecules distributed across the surface irsarderd
arrangement interact and bind, thereby forming well-c@desupramolecular architectures: self-
assembly. The final structure of which is an organized katticorganic material covering surface,
a self-assembled monolayer (SAM). The adsorbed molecolesr @ll available surface area in a
single, compact island. An example is shown below, Figui® (a). Here, a 300 nnx 300 nm
STM images shows a heterogeneous mixture of 5% 2H-TPP and@p¥%PP on a Ag(111) sin-
gle crystal surface with three step edges. The moleculesr¢be entire upper terrace and a large
portion of the center terrace, leaving a wide area of unaecugpace rather than remaining statis-
tically distributed across the surface in a disorderedngeaent.

A small, 10 nmx 10 nm section of the island is highlighted along the edge tovshe regular
ordering of the self-assembled structure (b). The indi@idomponent molecules can be discerned,
with the 2H-TPP molecules the brighter molecules and thelfR§-molecules the darker colored
molecules represented by the molecular model with the greeter atom. The ordering is easily

discerned due to the unoccupied position and edge of thedislalere, the 2H-TPP molecules,
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Figure 3.10: (a) 300 nnx 300 nm STM image of 0.5 ML coverage 2H-TPP and Ag-TPP mono-
layer. Top terrace is completely covered, second terrabalfscovered in molecules. A 10 nm

x 10 nm zoom of the highlighted region is shown in (b). The legeneous mixture of Ag-TPP
(dark) and 2H-TPP (light) together with the vacancy hightithe ordering. (c) 20 nnx 20 nm
scan of the same edge shows a much greater density of 2H-TReutes along the edge of the
island (blue arrow) compared to the inner part, which iségrgccupied by Ag-TPP (blue arrow).

despite only composing 5% of the mixture occupy a very lam#gn of the observed molecules.

A scan over larger area of the island however shows thatduiiside the edges, the percentage
of 2H-TPP drops close to 5% closer to the center of the adis(ejp This curiosity raises an
important point regarding the formation of these SAMs. Thewgh of the SAM is defined by
the kinetics of the constituent molecules, not just the ldguum between the adsorption and
desorption pressures.

The molecules are deposited on the metal surface under URMtoans from a heated crucible.
Before adsorption, they begin in an evenly distributed fogtenous 2H-TPP/Ag-TPP gas phase.
Following deposition, the adsorbates order into the oleskfinal state according to the interactions
outlined above, thereby forming the SAM. The SAM howeverveh@an uneven distribution of
component molecules not reflective of the gas-phase mixtigare3.10(c) [109 110.

Now, following adsorption, the strong metal/molecule himgdprevents the molecules from
desorbing back into the gas phase and re-forming along the. ethe high concentration of 2H-
TPP here must therefore come from adsorbed molecules idiffatong the surface onto the edge.

As molecules can only diffuse along a free path, this pres/ase within the island from diffusing
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to the edges. Instead, the edge molecules must be compasedeaiules which have diffused from
some other edge or free point on the surface. The only exjitemir such a strong gradient in
population is due to the differences in kinetics betweenctiraponent moleculed 1. Hence,
the time evolution of the adsorbed molecules must be coresida like manner with the energies
of the initial and final stateslfL?].

The evolution is a three-step process dependent on thedoegdetic barriers: the diffusion of
the adsorbates along the surface, the initial nucleati@asbrbate islands through inter-molecular
bonding, and the exchange of molecules between islandseantting growth. The first of these
is described by the diffusivityD, a temperature dependent measure of the rate of diffusion of
particles between adsorbed sit@47].

It is expected that the barrier acting against this diffastbe activation energyey), is depen-
dent on the number of bonds between adsorbed particles.isTpisportional to both the change
in energy as the adsorbate moves between surface sitass{diffbarrier) and the number of inter-
molecular bonds (nearest neighbors).

In the case of highly scattered monomers, there are no borls@ighboring molecules and
Ea is only the diffusion barrier Figur8.11(i). This description oEx also applies to any system
of two bound molecules (dimer) diffusing together, as thmbar of nearest molecular neighbors
does not change, ii.

As the coverage of particles on the surface increases, lzatesrbegin to bond with one an-
other and form adislands. The molecules diffusing away freeilghbors must first break the
inter-molecular bonds outlined in Chaptg2 The barrier acting against a molecule diffusing
away from a single neighbor (dissociating) (Fig8t&1(iii)) is then both the diffusion barrier and
the inter-molecular bond energy. In the case of a molecwgodiating from two neighbors, this
increase the inter-molecular bond to twice the amount, énctise of three neighbors, three times,
etc. This increase in activation energy is reflected in a tedaliffusivity compared to the free

monomers above.
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Figure 3.11: A diagram of a collection of 2H-TPP/Ag(111) fflsion of monomer (i) and dimer
(i) across surface with no detachment. (iii) The dissacraof a dimer - the diffusion of molecules
away from bonds with a neighboring molecule.

With greater density, the mean free path between adsortzatesered and there is a higher
tendency of particles to form bonds, nucleating small d¢garSimilarly, at lower temperature the
diffusion of the molecules is decreased, also lowering teamfree path and resulting in the same
phenomenon. The rate of island nucleation can be approgahthtough a comparison then of the
ratio between the rate of incoming adsorbd&esvhich reflects the density, and the temperature
dependence db. [111]].

Now, while all of this is applicable to both metal adatoms amalecular adsorbates, organic
molecules provide additional complexity to this model dfuion due to the vibrational modes
of molecular adsorbates (Chap®R.?. D is dependent not only on the relationship between the
activation energies and the temperature, but also the agmpabetween adsorption sites and the
parameter known as the hopping frequengygiven by,

va

D=, e Ea/keT (3.3)

v is the frequency of jump attempts made by the adsorbate batwsies, typically on the
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Figure 3.12: 2H-TPyP diffuses across the surface of Cu(Mith a calculable diffusion barrier
of 0.96 eV B1].

order of 132 s~1 for weakly adsorbed systemS3. As molecules exhibit modes of vibration,
unlike single adatoms, when these vibratoinal modes aphase with the direction of motion,
this increases the hopping frequency in this direction,thedefore the diffusivity§1].

This has been theorized as an explanation for an observatbpienon in surface-bound
dimers where the diffusivity ofimers has been reported to increase by two orders of magnitude in
comparison with coadsorbed monomet$3 61]. The molecules in the dimer do not dissociate,
as in Figure3.11iii, but rather diffuse in a common direction of motion, Frg8.11ii.

This is shown in this example of 2H-TPyP/Cu(111) by Eichkergigure3.12[61]. Here, a
series of fast STM scans were taken over the same set of nhedecaonitoring the motion. A
single dimer is seen in the bottom half of the image, movintheright and back towards the
center again as the scans proceed. The monomers were fodiftlse with barriers of 0.96 eV,
and attempt frequencies on the scale of191, the same order as metal adsorbates. Dimers, as
illustrated in this set of images, diffused under the samegatic barriers but with a frequency
rate on the order of 28 s72.

The source of this behavior was theorized as due to an inephibgational mode between the
molecules of the dimer. As the molecules are bound parallehe another, the vibrational modes
of the individual molecules are changed to create a new mbdémtion in the same direction as
the (111) axes B1]. If this is a common phenomenon, it could be used to desifraseembling

systems with nucleation rates orders of magnitude higlaer thetallic adsorbates.
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Chapter 4

Studies of 2D monolayers of tetra phenyl

porphyrin

4.1 Introduction

Itis the interplay between these interactions that goviraself-assembly and island growth of
2D organic SAMs. Only through sufficient understanding ¢eegelf-assembled growth of organic
surface systems be controlled through molecular designouighed above, this can be done by
changing the functional groups, the stochiometric ratimofecules and other metal atoms, linker
clusters, etc., as well as the temperature. The surfacefmlel interactions however also limit the
mobility of the molecules. This is not only caused by the gearepulsion between adsorbates
[114, 10Q], but, as with metals]15, also by interactions with the electron gas of the metaisar
state. A consequence is that the established conceptsudfosebased coordination chemistry
cannot be applied without appropriate modification. Thestalte becomes therefore an important
additional parameter to steer the self-assembly processoacontrol the final architecture of the
networks.

An example is shown below, Figudel Sub-monolayer coverage of 2H-TPP is adsorbed on
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Figure 4.1: 2H-TPP adsorbed on (a) Ag(111) surface and () 1) surface.

the surfaces of Ag(111) (a) and Cu(111) (b). The moleculssrd on Ag(111) form regular,
close-packed square structur@d§l, with all molecules within the structure oriented accoglto

a repeatable pattern within the architecture. The molscuteCu(111) instead remain isolated and
statistically distributed (b). No supramolecular ordgriself-assembly or nucleated islands are
observed, unlike 2H-TPP/Ag(111). By choosing the metdiasa; the growth and self-assembly
of the molecules can be manipulated.

The molecule studied in this dissertationneso-tetraphenyl porphyrin, a large, 1.4 nm
1.4 nm molecule composed of the assembly of five aromatic coenits: a single porphine
molecule with four benzene ligands rotate®0° out of the porphine plane and bound to the
carbons bridging the nitrogen containing pyrrolines Feu2. The geometry, chemical makeup,
and metal-organic binding discussed above allow for th@loe macrocycle of the compound
to be catalyzed with over 60 different metallic elementstfeg formation of metal-tetraphenyl
porphyrins (M-TPP) Figurd.2 (c), catalyzed with both transition and rare earth elemeniese
molecules may also be metallated in UHV conditions postgad&®n on the underlying metal sur-
face [L17, 118 119 12Q including rare-earth metals such as A2]]. Photoemission studies
have even demonstrated post-metallation chemical remofithe metals122 123. It has been

seen that through this metallation under UHV conditions, ¢bordinated metal atom is able to
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(2) (b)

(©) (d)

Figure 4.2: (a) Stick diagram of a single tetraphenyl porphyolecule, (b) 3D model of molecule,
(c) 2H-TPP bound with some metal adatdh{green), M-TPP, and (dheso-tetrapyridyl prophyrin

retain a lower oxidation state under much greater ease tharformed using a solution-based
wet chemistry synthesis, thereby keeping the electrordcspm properties of interesi 24].

The key interest the community has had in this, and the venjlai tetra pyridyl porphyirn
(TPyP) molecules]25 126 Figure4.2(d), and tetra (3,5-di-tert-butylphenyl) porphyrins (TiBP
[127] molecules, has lead to considerable review over the ssirably of these molecules and
a variety of metallated species. Examination has beenechaott at length on the self-assembled
ordering and variations in the 2D lattice constant of the $Addie to the chemical components
of the metallated M-TPP species on both the Ag(111) surfa@8 [129 and Au(111) surface
[130, 131]. In all cases of self-assembly, the TPP molecules in the Sa8ivh compact, well-
packed structures, Figure3 (a - b). What has been observed on the noble metal surfacessacr
both metallated and non-metallated species is that theingiearies only minimally 131], this

occurs across metallated species and chemical readi8#h 122 119 120 129, and there is
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Figure 4.3: (a) NiTPP adsorbed on Au(111) in close-packeestres with molecules oriented
similar to that observed in Figu®10(a) [131. (b) Co-TPP and 2H-TPP adsorbed on Ag(111)
surface with the mixed SAM ordered as in FigBt&0(a) [121]. (c) 2H-TPyP adsorbed on Ag(111)
surface in a close-packed SAM forming bi-column struct(it@§)]. (d) 2H-TPyP on Cu(111)1[34]

general intermixing between metallated and non-metallafeecies within the SAM121, 133
130, Figure4.3(b).

As can be seen, while the geometries of all post-assembgtdmg have been properly iden-
tified, most research has focused on the chemical nature lantfomic properties of the vari-
ous systems in question. This includes both the general icaéstructure of the differing ad-
sorbates as well as how these can be distinguished and veny losal probe methodologies
[132 133 120 135. This makes sense as it is ultimately the application os¢hqualities for
which such excitement has grown over the use of organic SAMs.

While insightful, unfortunately only a small amount of heay has been made on tlag-
namics of the self-assembly process of these chemically adaptablecules. It is only through

understanding the dynamics of the growth processes of thesecules that future systems can



55

Figure 4.4: (a) 2H-TBPP on Cu(100) form, bridging the stegesdof the terrace. (b) Cu-TBPP
form along the step-edges, as commonly observed with maésabens 136

be predicted, designed, and engineesgatiori. As an example, Kamikadet al. have shown
that both 2H-TBPP and Cu-TBPP preferentially bind to th@-stdges of the terrace on Cu(100)
[136]. While this might be thought consistent with edge-diftusiversus corner crossing as with
metal adatoms, 2H-TBPP preferentially bridge over the stiges while the metallated Cu-TBPP
instead form along its edges, Figutel. The former is well known and typifies the behavior ob-
served in inorganic adatoms, whereas the latter is peadigrto large molecules which have the
size to form such bridges. Little more is drawn from this pagred this leaves open the question of
how accurately the diffusion mechanics applied to inorgagstems can be applied to such large
organic compounds. If it is known that molecules as largetd§ BPP bridge the step edge of
terraces, does the concept of edge diffusion still apply ils mvetal/metal surface systems? Fur-
thermore, how, if at all, does the diffusion of these ads@balong the edges of 2H-TBPP islands
within the terrace affect the growth of the island self-asisky?

Recent studies by Buchnet al. in the mixed phase analysis of 2H-TPP and Co-TPP on
Cu(111) found while Co-TPP remain in self-assembled iskinectures, as with the other studies
of M-TPP on Ag(111) and Au(111), the non-metallated 2H-TE#ain isolated and statistically
distributed across the surfacg2M. Similar isolation is observed for the 2H-TPyP on Cu(111),

with the molecules remaining isolated and evenly distedudcross the underlying Cu(111) sur-
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face, Figure4.3(d) [134]. Upon annealing to higher temperatures, it was observattiie TPyP
molecules in this system formed MOCN from interaction of titeogen end group of the pyridyl
ligand with freed Cu atoms, while no such temperature depetrgtudy was conducted regarding
the 2H-TPP/Cu(111) system. Furthermore, it has been sa¢istilated 2H-TPyP diffuse across
the surface, even after forming dimer pairs with metal Inské1].

While this isolated pattern of adsorbates is consisterit thiat seen for self-repulsion between
other adsorbed organic specid44, 10], no similar such method of analysis can be conducted
on either sample. This is due to the intermixing of the Co-TiRRing the available surface area
2H-TPP/Cu(111) may migrate into. This is also due to thetfzat the metal-ligand bond strength
of the Cu linkers on 2H-TPyP/Cu(111) may be large enough tmt act the charge repulsion
(Table3.1).

Porphyrin presents the opportunity to adapt the desirextredeand spin properties of a metal
atom to the organic system which self-assembles into theng#g desired. Understanding the
mechanism of the self-assembly is therefore key to not oxpaeding our understanding of the
self-assembly and growth of organic thin films, but also ust@ading how this molecule behaves.
It is for this reason that the following experiments haverbeenducted. Because 2H-TPP only
interact with neighboring molecules through weak forceshsas vdW, this allows the molecule
to be studied on systems where the surface interactionaag&nough to prevent such bonds.
Whereas the very similar molecule, 2H-TPyP, is able to famong) bonds through dissociated sur-
face atoms of Cu, this prevented study of whether it is a maftdiffusivity, surface deformation,
or electrostatic repulsion that inhibited the grow@i]f

Due to the increased porphine-surface separation compacetiaethyl porphinel[37] and de-
creased separation compared to TBRP2Y], this allows the molecule to interact with the Cu(111)
surface due to the extendeg orbitals of the Cu atoms, while not interacting with the &heel
orbitals of the atoms in the surfaces of Ag(111) and Au(1Xd9gmparison of this system across

temperature, coverage, and surface allows for the in-defpidty of the basic mechanics of self-
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assembly of the weakly bound organic molecule of interestendetermining the limiting factors
and how they may be overcome without affecting the moledaédfi

In what follows, three published and to-be-published psiperestigating the energetic barriers
and associated dynamics of 2H-TPP on group 11 metal surfacesing on Ag(111) and Cu(111)
are presented. Through the comparison of the ordering b@hawnergy levels, and work function
measurements across temperature and varied substratbetineal interaction between molecule
and substrate is explored on a sub-molecular scale. Thrimigbktudy, the mechanics of the self-
assembly and the source of its inhibition is discovered.

Each study addresses a separate topic regarding the probld® self-ordering of 2H-TPP-
surface structures: growth dynamics, intermolecular ibigndand inhibition of nucleation. These
three topics, in combination, can describe the self-askeofilany surface system in full.

The current difficulty is that most papers and review aricdescussing self-ordering treat the
individual systems discussed as entirely separate. Dueetartiqueness of each molecule/surface
combination, the discussions of surface systems with sobetayer coverage are presented much
the same way as studies of newly discovered molecules. Tomaajeic properties are presented,
the electronic properties are mapped, occasionally thiealeescriptions are given in conjunction
with explanation and a study of a new system is later giverthéncase of systems lacking self-
ordering, connections are infrequently made to similatesyis that do.

In the following three papers this is changed. A full desioip is given of the molecule 2H-
TPP on the Ag(111) substrate. On this substrate, it is obgetivat the molecules form ordered,
two-dimensional networks. The geometry of the final, orderetworks does not only reflect the
symmetry of the individual molecules but the directionatif the dipolar CHftinteractions. The
inter-molecular binding energies are of the same order@setbf noble gas adatoms and weakly
interacting metals. The observed ordering of the islanttsmperature dependent, from nucleation
to dissolution. From thisitis learned that such organi¢ez& system can be described by the very

same growth dynamic formula applied to metal heteroepitaxy
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Those molecules adsorbed on the Cu(111) surface howevibitextnsuch ordering, across all
temperatures, and despite freedom of motion. The inteecutdr separation grows proportionally
with available surface area, providing evidence of longgerepulsion between adsorbates. Such
a long-range, repulsive interaction can only be due to eistitic dipole-dipole interactions and
the source of this interaction is investigated and detegthio be due to a weak surface interaction
and not a chemical bond. Work function maps validate theepaf dipole formation expected
from both repulsion of the underlying surface electrons (illlow effect) and the IDIS models of
surface adsorption.

Through addition of single-atom thick layers of Ag on top bé&tCu(111) surface, the inter-
face interaction is controlled in a repeatable, step-wisemer. Eventually, the self-ordering and
electronic properties of the 2H-TPP/Ag(111) system ardicaigd on the 2H-TPP/Ag/Cu(111)
buffer layer system. In this, the source of the repulsiverauttion is discovered and matched to
existing theoretical predictions. As it is this repulsiagaraction which inhibits self-assembly, the
inhibition of self-assembly is not only explained, but thgh its understanding this phenomenon

is controlled.
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4.2 Temperature dependence of metal-organic heteroepitgx

Geoffrey Roja$, Xumin Cherd, Donna Kunkel, Matthias Bod&$, Axel

Enderd T

Department of Physics, University of Nebraska-Lincolmdadln, NE, 68588
Department of Physics, Universitat Wirzburg, Wirzb@r@74 Germany
Center for Nano Materials, Argonne National Laboratorygdwne, IL 60439 USA

Center for Nano Materials, Argonne National Laboratorygdwme, IL, 68588

Abstract

The nucleation and growth of two-dimensional layers ofatginenyl porphyrin molecules on
Ag(111) is studied with variable temperature scanning éling microscopy. The organic/metal
heteroepitaxy occurs in strict analogy to establisheccglas for metal heteroepitaxy. A hierarchy
of energy barriers for the diffusion on terraces and alongesdand around corners of adislands
is established. The temperature is key to selectively atitig those barriers, thus determining
the shape of the organic aggregates, from fractal shapaat temperatures to compact shape at
higher temperatures. The energy barrier for the terradasiliin of porpyrins and the molecule-
molecule binding energy were determined to 30 me®grrace < 60 meV and 130 meW Egijgxs <
160 meV, respectively, from measurements of island sizes famction of temperature. This
study provides an experimental verification of the validfycurrent models of epitaxy for the
heteroepitaxy of organics and is thus expected to help lestadbesign principles for complex

organic / metal hybrid structures.
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4.2.1 Introduction

The current interest in ultra thin layers of organic molesubn metal surfaces is fueled by
the prospect to be able to synthesize new and improved hyiatdrials for applications in next
generation electronic devices, catalysis, chemical sespaad passivation coatings. Many of the
useful properties arise from interactions at the metatoiginterface. Their study and exploita-
tion depends on the meticulous fabrication of desired acggiructures by precisely controlling the
interactions between molecules, following the estabtighrenciples of supramolecular chemistry.
The control parameters for the self-assembled growth adroog are the design of the molecules
and their functional groups, the stoichiometric ratio oflevnles, atoms and linker clusters, and
the temperature. In contrast to solution-based chemisigymolecular self-assembly on surfaces
is limited by the mobility of the adsorbed molecules. Thesdtdie thus becomes an important ad-
ditional parameter to steer the growth and to control theitacture of the network$B, 111, 116.

As such, the question about similarities and differencésden organics/metals heteroepitaxy and
metals/metals heteroepitaxy arises.

It is well established for the heteroepitaxial growth of alebn metal surfaces that the growth
can occur either near the thermodynamic equilibrium or famfequilibrium fL11]. The growth
near thermal equilibrium is often correctly predicted byngaring the surface free energies of
the film and substrate interfacek3g, thereby considering the growth as a wetting phenomena.
Often though, the growth is far from equilibrium, espegiallhen the deposition rate of atoms or
moleculesR, is high, and the diffusivity of adsorbed speciBs,s low. The latter is temperature-
dependent and determines the average distance an adattortia@el to nucleate a new aggregate
or to attach to an already existing aggregate. If the depositf molecules is fast compared to
their diffusivity, the individual atomistic processes bate important and the growth is essentially
determined by kinetics, i.e. thermally activated motiornha presence of diffusion barriers. The

size and areal density of adlayer islands is dependent oratiod=/D [139 53, 110. As a trend,
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a large number of small islands is found at low temperatudehagh deposition rate, while fewer
but larger islands are formed at high temperatures or lowsiépn rates. Fundamental diffusion
processes are diffusion on terraces and over steps, andatia@hment on nucleated aggregates
also along adisland edges and across corners. Each of tleessges is associated with a charac-
teristic energy barrier. The diffusion across such baiigthermally activated, with the respective
rate depending on the barrier height. The growing aggregeda thus be shaped by selective
activation/freezing of certain diffusion processes viatitmperatured3, 110, 111].

There are good reasons why these established principlesdtal heteroepitaxy may not be
applicable to the heteroepitaxy of organics on metal sedatJnlike many metal adsorbates, or-
ganic molecules are closed-shell systems with energy gapssthe Fermi enerdy-. Usually,
interactions between organic molecules and metal sur@eesomplex and involve charge dona-
tion and back donation, electronic level realignment,ic&irface dipoles, and other factodg.|
Also given the large size of organic molecules, they ofteterc over several atomic spacings of
the substrate, which makes diffusion barriers on the tegand at the step edges of the substrate
less relevant.

Despite an increasing effort to investigate structure amgbgrties of ultra thin organic lay-
ers, the question remains, how accurately can existing lmadenucleation and growth be ap-
plied? In this article, we will study the growth of 2D layerfshydrogenated tetra phenyl porphyrin
molecules (2H-TPP) on Ag(111). Porphyrins have become ahsydtem, and a large number of
studies addressing the network formation on various matadtsates, as function of metallization
and of functional groups is now availabl&e2s, 140 119 128 116, 141, 131]. The 2D networks
observed are typically equilibrium structures where thecfional groups of the molecules, and
not the terrace diffusion, determine the architecture efriatworks. We present here a growth
study of 2H-TPP as function of temperature, performed wéhable temperature scanning tun-
neling microscopy. It is found that nucleation and growtmiltated regimes can be distinguished

clearly, and that selective activation of edge diffusiod aorner crossing by the growth temper-
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ature determine the island’s shape. While this is resultad-known for metals and as such not
very surprising, the value of this study is that it extendw tize validity of those models to organic

heteroepitaxial systems.

4.2.2 Experimental Procedure

Our study was conducted under ultrahigh vacuum (UHV) in atinsbbmber system compris-
ing all tools required for comprehensive in-situ samplepration and characterization. Ag(111)
single crystals were prepared by repeated cycles of ian sputtering and annealing to 650 K.
The 5, 10, 15, 20-tetraphenyl porphine (2H-TPP) molecyleschased from Frontier Scientific
Inc., were deposited by thermal evaporation using a knudskmvaporator. The deposition rate
was approximately 0.05 monolayearsnute 1, unless specified otherwise. Images were obtained
as function of temperature using an Omicron variable teatpeg scanning tunneling microscope
(VT-STM). The deposition of molecules was done directlyhwitie sample resting in the VT-STM
sample stage, so that imaging could be done during or diredtér deposition and at deposi-
tion temperature. Where the deposition continued durirgsing, the tip was moved between
images to prevent shadowing the sample with the STM tip. Seoitlee studies presented were
performed, using the same substrate and molecules, in aasepiHV system with an Omicron
low-temperature scanning tunneling microscope (LT-STM)such studies, the molecules were

deposited at room temperature.

4.2.3 Growth studies with VT-STM

Images of islands of 2H-TPP on Ag(111), taken with scanningéling microscopy, are shown
in Figure4.5. Here, the 2H-TPP molecules were deposited and imaged a€.30@e images show
the well-known 2D networks of the 2H-TPP on the terracese#b(111) [L16 128 131], and the

decoration of the substrate step eddely. At room temperature, the size and shape of the islands
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is time-dependent, due to a constant flux of detachment aachabent of edge molecules between
islands. Figuret.5 (b-c) show the shape of one selected island over a time pefi80 minutes
following deposition. Over the entire course of observatithe molecule count of the shown
adisland went from 125 attached molecules to 74, with a neallsmisland forming above it (not
pictured). The molecules are only weakly bound to the serfaud are easily dragged around
with the tip of the STM, resulting in visible streaks in theages. When the same sample was
cooled to 80 K, the size of observed adislands increasedalreatly as the result of condensation,
Figure4.5(d). Long-term observation of the same system at 80 K showesigmificant molecule

diffusion.

Figure 4.5: (a - ¢) STM topograph of 2H-TPP/Ag(111) depas#rd imaged at room temperature.
The images were taken at specified times after depositioheofrtolecules. Image size: 23 nm
x 23 nm. (d) STM topograph of 2H-TPP/Ag(111) deposited at réemperature and imaged at
80 K. Image size: 100 nm 100 nm.

Next, the island nucleation and growth at low temperaturas studied. The molecules were
deposited on the Ag(111) crystal, held at 58 K, and contislyotmaged during deposition. In the
STM image in Figuret.6 (a), taken after 10 minutes of deposition, the coveradge=s0.14 ML,
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and after 30 minutes of deposition, an increased coverafe-01.28 ML was observed, see Fig-
ure4.6(b). Here, one monolayer corresponds to a coverage of 0.5dcmesnm 2, as observed

in the densely packed 2D networks formed at room temperatune Figuret.5(d). It is apparent
from inspection of the STM images that the nucleated adislane single monolayer in height and
show irregular, fractal-like shape. With increasing cagg, the islands develop a ramified shape,

and nucleation sets in on top of the islands.

25 30 35 40 45 50
In A

Figure 4.6: STM topograph of 2H-TPP/Ag(111) taken at 58 K€af) 1 minute of deposition, and
(b) 30 minutes of deposition. (c) Plot of the perimeter v.aarglationship of 2H-TPP islands at
58 K.

The onset of thermally activated motion was studied by dépgsmolecules on Ag(111) at
approx. 55 K and annealing the sample after deposition toifsp@annealing temperature$s.

STM images were then taken at 80 K, to suppress molecules@hfiuduring imaging. Character-
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istic STM images taken after annealing at different temjpeesTa < 300 K are summarized in
Figure4.7. No significant change in island size and shape with respéletas-grown morphology
was observed upon annealing uplip= 110 K. The islands remained as small, narrow, irregular
structures and were typically of 2 ML height. Ak = 110 - 130 K, the double layer islands be-
gan to disappear, and islands showed increased diametet.MNoislands were observed above
150 K, indicating the diffusion of all molecules in the seddayer over the organic island edges
and on to the Ag(111) surface. The average area of the adsstamtinued to grow with increasing

temperature up to 250 K, and the larger islands exhibiteth&raompact shape.
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Figure 4.7: (a - d) STM topographs of 2H-TPP/Ag(111) takderadnnealing the system to the
specified annealing temperatures. Height profiles at 83 krfd)130 K (f) show relative heights
of 1 ML and 2 ML adislands. All data taken at 80 K.
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4.2.4 Discussion

The nucleation and growth of 2D organic layers, as observethe example of 2H-TPP
molecules on Ag(111), shows striking similarities to métateroepitaxy. As has been demon-
strated, the substrate temperature is a key parameter taktre growth. We find here for 2H-
TPP a comparatively high density of rather small islandsactal shape at temperatures below
100 K, while at higher temperature large and compact islanel$ormed.

The found fractal shape of the islands is evidence of aetidiffusion of the molecules on the
substrate terraces and along island edges after attachm¢tossing the corners at the adisland
perimeter is associated with a higher barrier and thus nidtaded at lower temperature. The
fractal shape of the islands can be quantified in terms of freatal dimensiong;, which relates
the scaling of the mass of an object with its size. A commorr@gugh to determine the fractal
dimension is to calculate the ratio of island perimeerto island areaA of the islands from the

STM images. Island perimeter and area are related as

POA%/2 (4.1)

As structures becomes more compact in form, their P/A ratvavg smaller. Thel; is calcu-
lated from the slope in the plot of the logarithms of perimetrsus area, which are determined
from the STM images, Figu4.6. From the data in Figuré.7, the fractal dimension is determined
tod; = 1.5440.03 at the temperature of 58 kelvins. This value appears trilar to the fractal
dimension of metallic nucleates that lack the energy toscoosner boundaried 42 143.

The temperature dependence of the fractal dimension iseglan Figure4.8. Clearly, the
d¢ remains constant until the annealing temperature reathes100K. Further increasing the
sample temperature causes a significant reduction of th&afrdimension tal; = 1.21+0.08 at
Ta ~ 130 K, and further annealing up to room temperature doeshaige the value af; further.

A phenomenological fit of the data to a sigmoidal function waed to approximate the critical
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temperature, determined from this plotTo= 125+ 7 K. This sudden decrease dh is related
with the observed transition from fractal to compact islahdpe. This, too, is in analogy to the
similar transitions in metallic islands, such as those rgabfor Au/Ru(001) 144 and Ag/Pt(111)
[145, where this compactification was ascribed to the activatibcorner crossing of atoms.

In this present study we find that terrace diffusion, asgediavith an energy barrief;errace,
occurs even at the lowest temperature studied (58 K). Thetaiwf corner crossing, observed
at approximately 100 - 110 K, coincides with the gradual pirance of islands of double layer
height, and with the onset of island ripening (Figdt&). For instance, while at lowest tempera-
tures studied the occurrence of double layer islands isX@a¥o, afTa ~ 109 K only about 50% of
all islands are of monolayer height. It is believed that aggtes in the second layer must dissoci-
ate first, before diffusing as monomers on the surface oflesimgnolayer islands and descending
across the adisland edge. This implies that the barriersoiorer crossingi., molecule-molecule
dissociationEgiss, and step edge desceht, are all of similar magnitude.

The growth of some of the island on the expense of smallendslas the familiar Ostwald
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Figure 4.8: Calculatedsdas a function of temperature. Red solid line: sigmoidal fiomcwith Tp
=124+ 2 K. Insets: characteristic STM images for high and wreflecting the change id;.
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ripening: adsorbates on the island edges begin to dissoeitit increasing frequency and diffuse
away until attaching to neighboring larger islanti4. The ripening of expitaxial systems is well

established and described as a growth tatef a circular island over time,

Ard K
K — ~ = kﬁ e (Ea/keT) 4.2)

whereKg is a measure of the surface energy of islands and availabfliree molecules146
138 147, thekg is the Boltzmann constant, and the activation energy héneisnergy required for

a molecule to dissociate from an existant island and dificsess the surfac& 48, 139, 149, 150,
Ea = NEgiss + Eterrace (4.3)

The n specifies the critical number of nearest neighbors to sséahd nucleation, taken to be
1 from the very low coverage data at 58 K (not shown). Both sfenid area and the growth rate
were determined from the STM images and are plotted as furstf temperature in Figur9.
The islands become unstable near 300 K, seen in Figdr@xplaining the kink in the trend iA
at that temperature in Figu#e9. Upon cooling of the sample down to 80 K, the dissociatioagat
decrease, the islands become stable. Kheas determined by comparing the size of identical
islands in consecutively taken STM images, separated by ititervalsAt. The sharp increase in
the island area at a temperature of 110 K is consistent wélottset of the change in the fractal
dimension of the islands (Figu®e9 (a)), step edge descent and compactification of the islands.
The intersection of the trend lines for the static and ripgnmegimes (i and ii respectively) is seen
located at the same critical temperature from the fractalysis, 120 K. This is concurrent with
the expectation that the ripening of the system is contidiethe energetic barriers acting against
dissociation from the adislands.

The fit over the growth rate of the adislan#s,with bothKg andEa held as free parameters,

shown in Figuret.9 (b) provides an estimate of the activation barrigy,= 194+ 27 meV. While
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Figure 4.9: (a) Temperature dependence of the mean islaad Bxponential growth occurs in the
range labelled (ii) between 100 K - 250 K. The onset of growtati~125 K (red dashed line). (b)
Island growth rate K, with fit to equation (2).

noticeably weaker than the typical terrace diffusion leasriof many metal-metal systemsAp,
151, 152 with some on the order of 800 me\t$3, itis consistent in magnitude with the activation
energy of the more weakly adsorbed systems such as Pt/P{(28Q meV) [L54, Ag/Pt(111)
(320 meV) 155 and the weakly-bound organic-metal system of PTCDA/AJ(&&V) [15§.

The critical temperature where the system crosses fromt#ie siucleation regime to the
ripening regime is clearly near 124 K from Figut®. This allows for the estimation d;errace at

ksT < Eterrace USing the same nucleation model of metal adsorbates andwheinperature data
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in Figure4.6[157] the nucleation density of dimers is,

1/4R\Y®
— (Eterrace/3kBT)
Ny 2 (v az) e (4.4)

Applying the observed deposition rdRe= 4.97x 10~* moleculesnn? -s~1 in this experiment, the
nucleation density afiy = 4.9x 10~* islandslattice site 1, and the lattice constant for the Ag(111)
surface &= 2.88,&) yields Eierrace Of 30 meV to 60 meV. The variance is the result of uncertainty
in the hopping frequency, which are expected to be in theedrmween 19< v < 10'2. This
leaves a dissociation barrier betweenl30 meV and 160 meV for 2H-TPP/Ag(111). While an
approximation, this is in reasonable agreement with thieigldn barrier for 2H-TPP from first-
principle calculations116 and of the same order of magnitude as weakly bound metalmet

systems with similar attempt frequencidsy].

4.2.5 Conclusions

The nucleation and growth of 2D films of 2H-TPP on Ag(111) oscim analogy to metal
heteroepitaxy. It was shown that existing models accyratescribe the surface kinetics of the
2H-TPP / Ag(111) system, despite the incommensurate nregabii the film structure with the
substrate lattice, the large size of the molecules in com@amwith the substrate lattice spacing,
weak physisorbed interaction, and van der Waals intermatde®onding, which all distinguishes
organic adsorbates from metallic species. An importargaedor this good agreement is that the
energy barrier for terrace diffusion is determined by thedkcape of the binding energy for the
molecules, which has the same symmetry and periodicityeapdtential energy landscape for sin-
gle adatom diffusion, namely the surface structure of thessate. However, the effective barrier
height is expected to be smaller for the molecules comparshgle atoms, due to the lateral size
of the molecules, expanding over several substrate lafiaeings, and the increased bond length

to the substrate. This is exactly reflected in our measurethgrbarrier for terrace diffusion The
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same hierarchy of diffusion barriers that determines ttegpslof metallic aggregates is also gov-
erning the shape of the organic aggregates: with increasmgerature, terrace diffusion, edge
diffusion, corner crossing and dissociation are succebsactivated and cause a change in the
island shape and size, from small and fractal to large angaotn This experimental verification
of the validity of current models of epitaxy is thus expediethelp establishing design principles

for complex organic/metal hybrid structures.
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Abstract

The structure-electronic structure relationship of notata¢ed meso-tetraphenyl porphyrin
(2H-TPP) on the (111) surfaces of Ag, Cu, and Au was studigld aicombination of scanning
tunneling microscopy, photoelectron spectroscopy, amditiefunctional theory. We observe that
the molecules form a 2D network on Ag(111), driven by ativ&ctntermolecular interactions,
while the surface migration barriers are comparativelylsarad the charge transfer to the ad-
sorbed molecules is minimal. This is in contrast to a sigaificcharge transfer observed in 2H-
TPP/Cu(111), resulting in repulsive forces between thesgwdés that prevent molecular adlayer
network formation. It is shown that the limiting factor inrfoation of selforganized networks is

the nature of the frontier orbital overlap and the adsorb#erface electron transfer. Further, the
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electronic structure, most notably the HOMO-LUMO spligfjrare found to be dependent on the
substrate as well. The comparison of the results in thislanvith published work on similar por-
phyrins suggests that the molecule-substrate interastrength is determined by the molecule’s

metalation, and not so much by the ligands.

4.3.1 Introduction

The self-assembly of porphyrins on well-defined surfacestti@cting considerable interest
because it promises to create surface patterns with naporigtension that exhibit specific elec-
tronic, sensoric, optic or catalytic functionalityg8 159, 160, or even interesting magnetic prop-
erties B, 161. The ability of porphyrin to show self-organization anddocommodate metal
atoms in their macrocycle is exploited, for instance, tofonetal-organic frameworks or adsorbed
layers for catalysis]22 162 163 164. The self-assembly is mainly driven by non-covalent
metal-organic coordination interactions, which is wealbkvn and important in solution-based 3D
supramolecular chemistri (6 103, 104 165 105 166].

Porphyrin molecules have been adsorbed onto surfacesnosigpramolecular networks from
solution [L67, 168 169, 170, electrochemically171, 177 or by thermal evaporation under vac-
uum conditions]73 174,175 125,176 136 177]. While there is arich literature on the electronic
structure of these adsorbates, the surface adlayer stegdtave also been characterized with scan-
ning force microscopy, scanning tunneling microscopy, eta)X absorption near-edge structure
analysis 79]. The rationale of such experiments on 2D structures has teegtudy the long-range
interactions that determine the self-assembly procesiseas been demonstrated that the bottom-
up fabrication of highly organized porphyrin layers, ashaslof porphyrin-based multicomponent
molecular entities, depends on the interplay of molecui¢ecule and substrate-molecule interac-
tions. Molecule-substrate interactions will set limitsthee mobility of the adsorbed molecules

and may alter the electronic structure of the absorbed mt@scor the electronic states at the sur-
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faces may become locally perturbed by the adsorldi#t§ [ A consequence is that the established
concepts of solution-based coordination chemistry cabeapplied without appropriate modifi-
cation. The substrate thus becomes an additional paratoatentrol the adsorption energy of the
molecules and, hence, their diffusivity at surfaces. Anguing demonstration of this effect is the
self-assembly of porphyrins, which are decoupled fromrthestal substrate by insulating NaCl
layers of varying thicknesd /4. The interaction was shown to be dependent on the NaCldayer
and the thicker the NaCl the weaker the interaction and theerdelayed the onset of network
formation. The occupation of the center ring of the porphmynay affect the molecular adsorption
at surfaces. As an example, free-base or Cu-incorporatgzhyan molecules show different ar-
rangements along step edges on Cu(100) surfaces. WhilgHtfild*P bridge over the step edges,
Cu-TBPP rather sit on either side of step eddE3. In contrast, no differene in the network
architecutre was found for differently metalated TPP onlAd() [178. Such a subtle dependence
of adsorption site on metal incorporation, if fully undexst, may become useful to control the
self-assembly or the properties of the molecules on swsface

The goal of the present work is to investigate the competibetween non-covalent inter-
molecular interactions and molecule-substrate inteyastfor 2H-TPP on Ag(111), Cu(111), and
Au(111) and to establish the structure-properties refatigp and its dependence on interactions

with the supporting substrate.

4.3.2 Experimental

Ag(111) and Cu(111) single crystals of purity99.999% were prepared by repeated cycles
of Art ion sputtering and annealing at temperatures of 850 and 8tspectively for multiple
cycles in ultrahigh vacuum (UHV) conditions:(1 x 10719 mBar). The substrate’s cleanliness
was checked by STM at 80 K before deposition of organic melteas well as by photoemission.

The 5, 10, 15, 20-tetraphenyl 21H, 23H, porphine (2H-TPP3 warchased from Frontier
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Scientific (purity> 97%) and used without further modification. Molecules weepasited by
evaporation using a homebuilt Knudsen Cell evaporator.ekldes were evaporated at a rate of
approx. 0.05 ML/min at crucible temperatures of appr oxahab00 K. Coverages were initially
limited to approximately® = 0.01 ML, where a monolayer (ML) is defined as coverages of ap-
proximately 5.1 10" moleculescm—2, and gradually increased by successive evaporation cycles
as needed. For a comparison of molecular adsorption, th& 2P -adlayers were studied after
evaporation onto Ag(111) and Cu(111) under identical ghavanditions.

Samples were immediately transferred in situ to an adjgisimamber for scanning tunneling
microscopy (STM) measurements. Image data were obtainger wonstant current mode using
an Omicron Nanotechnology low temperature STM (LT STM) vatiV/ tip at 80 K and pressures
of low 1011 mBar. Combined photoemission (UPS) and inverse photo@nispectra (IPES)
were taken in a separate UHV system using the same singl&akcsubstrates and evaporators.
In all spectroscopy measurements, the binding energieseaeenced with respect to the Fermi
edge of the substrates in close contact with the samplecgurfiehe IPES were obtained by using
variable energy electrons incident along the sample seifi@ecmal while measuring the emitted
photons at a fixed energy (9.7 eV) using a Geiger-Milleraete The instrumental linewidth is
400 meV, as described elsewhet@§. The angle integrated photoemission (UPS) studies were
carried out using a helium lamp bt = 21.2 eV (He 1) and a Phi hemispherical electron analyzer
with an angular acceptance ©fL0° or more, as also described elsewhdreq.

Calculations were performed using density functional th€®FT) utilizing the generalized-
gradient approximation (GGA-DFT) HCTH functional§0, 181, 182. The double numerical
polarized basis sets (DNP) with the semicore pseudo patsntiere applied for all atoms, includ-
ing Ag, C, N, and H atoms1|83 184. A 2-layer 10x10 silver slab was used to simulate the
Ag(111) surface substrate. In addition, a layer withx#0Ag(111) surface was placed on top of
the slab to simulate the step-edge effects. In order to eetheecomputational cost, the substrate

was frozen while the 2H-TPP was fully relaxed. All calcubas were performed by using the
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DMol? software packagelB3 184.

4.3.3 Growth studies with STM
4.3.3.1 2H-TPP on Ag(111)

The 2H-TPP adlayers were studied after evaporation ont@g(and Cu(111) under identical
growth conditions. First, submonolayer aliquots of the PPP molecules were evaporated onto a
Ag(111) substrate at 300 K. The substrate was subsequemtigdto liquid nitrogen temperatures
(T = 77 K) for STM studies. For very low 2H-TPP coverag® £ 0.01 ML), molecules are
exclusively observed at the substrate step edges, whilengpis seen on the terraces. Higher
resolution STM images, as in Figu#el0 (a), show that those 2H-TPP molecules straddle the
step edges, with the phenyl ligands oriented with an angbgppfoximatelyp 21° relative to the
boundary of the step-edge. All observed step-edge phasecaies sit across the Ag(111) step-
edges in apparently identical geometries. These molean&esot seen to engage in any lateral
motion even over the period of several hours. Increasin@2thd PP coverage resulted in an
increase of the step-edge occupancy, until every step edgéully occupied.

Molecules nucleated into clusters on the terraces only afimplete occupation of the step-
edges, resulting in ordered two dimensional networks asetseen in Figuré.10(b - c). Clearly
visible in this figure is the coexistence of the step-edgespHE3q with extended 2D networks
of 2H-TPP at a coverage o®(~ 0.5 ML), while (c) provides a detailed view of the molecular
arrangement in the network. The molecules are found to andetragonal unit cells of length a =
13.(8)A, and to be rotated by IGelative to the axis of the network (Figudel0(d)). Similar 2D
arrangement can be found in bulk phases of TPP moleculesimiaied with various metals such
asTi,V,Cr, Fe, Co, Cu, Zn, Ru, Mg, Sn, and G8}5, 186, 187]. The tetragonal unit cell parameter
aobtained from X-ray single crystal diffraction of these pagranges from 138to 13.8A [185

186, 187], comparable to the same parameter from our surface pattatarestingly, free-base
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Figure 4.10: STM images of 2H-TPP molecules adsorbed on H9(1(a)® < 0.01 ML, all
observed molecules located straddling step edges. (b)dudlele adsorbed & ~ 0.5 ML, (c)
Close up of molecules on terraces from (b) showing the k&abrientation of the molecules.
(d) Schematic illustration of measured intermolecularntatises for (1) CHa interaction at
3.9(3)A and (2) unit cell dimension of 13.(9. All images taken at | = 0.8 nA, ¥ap = -0.90
nA.

2H-TPP molecules in bulk phase do not form this observeddetral 2D patternl85 186, 187).
The value of the CHt spacing of 3.9(3)&, found in Figure4.10(d), was again comparable to the
tetragonal phase of metallated TPP bulk phases.

The orientation of the adsorbed molecules shows a clearemdkl of the underlying sub-
strate crystallography, as we found three characteristinains with main directions separated
by roughly 60, following Ag(111) substrate symmetry.

We conclude from the STM studies that 2H-TPP is highly mobileAg(111) at 300 K ex-
cept at step-edges, with a mean diffusion length signifigdautger than the mean terrace width of
our substrate. The substrate step-edges, however, prefficdent pinning sites for the porphyrin
molecules. The 2D network formation on the terrace is mainiyen by molecule-molecule inter-

action while the interaction between the molecules sutesthe substrate, specifically the migra-
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tion barriers, is comparatively weak.

The same arrangement of molecules has been reported folPEHsh the same substrate, as
well as on Au(111) 126, 178 119. The geometry of the molecules and the limitations imposed
by multiple interactions with neighboring molecules, unding potential CHr interactions be-
tween phenyl ligands and C-H pairs on neighboring macresydetermines the arrangements of
molecules at surfaces, has, for example, been suggestef{17§. Calculations were performed

to further examine these interactions and will be discussed

4.3.3.2 2H-TPP on Cu(111)

2H-TPP molecules were evaporated onto Cu(111) under donsliidentical to the 2H-
TPP/Ag(111) system, as described in the previous sectidiM i&ages of sub-monolayer cov-
erages of 2H-TPP on Cu(111), taken at 77 K, are summarizeigimd4.11 The molecules were
not observed to form 2D networks on the Cu substrate, untikeAlg case. Rather, they tend to
be randomly distributed across the terraces at the subsuigiace and remain isolated from neigh-
boring molecules. No tendency towards step decoration Wwasreed, as seen in Figu4el0(a).
However, the molecules appear to be oriented along theipaherystallographic directions of the
underlying surface structure, as concluded from the géperaserved angle of 12(etween the
major axes of any two closely adjacent molecules.

Observation of the molecules over significant lengths oftishowed no lateral motion of
the molecules over the substrate, contrary to what was seeierface-adsorbed molecules on
Ag(111). Furthermore, the molecules on Cu(111) appearlogpmally distinct from the same
molecular species adsorbed on the Ag(111). Under iderdggaining conditions, the molecules
appear with a raised center and 2-fold symmetry on Cu as seendtalated specie439, while
on Ag they appear as ring-like structures with dark centacs@early resolved arms. However,
the appearance of the molecules is dependent on the biag&adiuring the STM experiment,

as a comparison of Figur 11 panels a and b, shows. At sufficiently low bias voltage, g rin
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Figure 4.11: (a) STM images of 2H-TPP chemisorbed on a ctk@u¢111) substrate at T = 300 K
and taken at V = -0.8 V with a tunneling current of I = 0.90 nA) éclose-up image of the

molecule taken at V = +0.4 V and |1 = 0.8 nA, and (c) after anmgglo T = 350 K taken with bias

voltage of V=-1.0V and | = 1.4 nA.

becomes visible in the substrate in the vicinity of chenbsdrmolecules (Figur4.11(b)). This
ring is ascribed to the formation of a surface dipole at thdemde site by drawing electrons
from the substrate, leaving the molecules negatively athrg his surface induced dipole, along
with greatly increased migration barrier for Cu(116}] seems to be related to the absence of
self-assembled ordered structures of 2H-TPP on Cu(111).

In an attempt to overcome the diffusion barriers, the mdéesubstrate system was annealed
to higher temperatures (Figu#ell(c)). Following moderate annealing to 350 K for 2 minutes,
the molecules were seen to partially decorate the step stigeyn in Figure4.11(c). The step-
edge occupancy was observed to become complete only dftarther annealing to 450 K. The
molecules occupying the step-edges in the 2H-TPP/Cu(EMained seated at the top of the step-
edge on the terrace and aligned with the axis of the molearklpl with the step-edge boundary.
No bridging of the step-edges, similar to 2H-TPP/Ag(1113swbserved. Despite this observed
motion on the terraces, the 2H-TPP molecules did not exhiyt2D lateral organization on the

Cu(111) terraces for all annealing temperatures studied 4p0 K.
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4.3.4 Photoelectron Spectroscopy

Combined photoemission and inverse photoemission spd@va been taken for sub-
monolayer, monolayer, and multilayer coverages of 2H-TRR wariety of noble metal substrates.
The goal was to correlate the occupied and unoccupied etectstates of the molecules in contact
with the metal surfaces with the observed structures. Adcs@ obtained, together with spectra
from the pristine substrates are summarized in Figut@

Features resulting from the occupied and unoccupied mialeotbitals were clearly observed
at all coverages for the Cu(111) and Au(111) systems (Figur2(b - c)) in the combined pho-
toemission and inverse photoemission. In contrast, pea&s$aithe molecular orbitals are difficult
to distinguish in the occupied states at low 2H-TPP covesageAg(111) (Figuret.12(a)). All
the photoemission spectra show a rapid decrease in thoke petne underlying substrates with
increasing molecule coverage. The generally good agreteohéme low coverage combined pho-
toemission and inverse photoemission spectra of 2H-TPPughl®) and Au(111) is remarkable,
and indicates a planar adsorption geometry. The absendearfstates at low coverages for 2H-
TPP on Ag(111) is attributed to the coexistence of diffef@igorption geometries as observed
with STM, and will be discussed later.

At greater thicknesses, features from the molecules beceswved also on Ag(111) (Fig-
ure4.13. Similarities of the electronic structure in 2H-TPP filnte apparent for all three sub-
strates studied. Those features are also in good agreenthrhescalculated spectra, also shown
at the bottom of Figur&.13 The calculated spectrum is based on simplistic single cudde
semiempirical method NDO-PM3 model calculations based arirele-Fock formalism, neglect-
ing differential diatomic overlap and assuming a pararmoetrodel number of 3, all performed
using SPARTAN 8.0189. Geometry optimization of the molecule was performed btaoting
the lowest restricted Hartree-Fock energy states. Theuleddr density of states (DOS) shown

was obtained by applying equal Gaussian envelopes of 1 dWvidth half-maximum to each



81

Table 4.1: Orbitals and Energies of a single 2H-TPP molecGkculated values are from PM3
calcuations in SPARTAN, Cu, Ag, Au are from 8 ML samples onrigpective substrates.

Calcuated Cu | Ag Au

HOMO -1 (eV) -2.73 | -4.10| -4.30| -4.10
HOMO (eV) -2.37 | -1.90| -1.90| -1.90
LUMO (eV) 2.63 2.10| 2.10| 1.00
LUMO +1 (eV) 2.82 2.10
Gap (eV) 5.00 4.00 | 4.00| 2.90
Radius A) 145 | 165 | 1.74

molecular orbital and then summing to account for the sdkdesbroadening in photoemission.
This model density of states calculation was rigidly shifte energy, largely to account for the
influence of work functions on the orbital energies, and noemions were made for molecular
interactions and final state effects.

Photoemission and inverse photoemission are final statetrepeopies, and the HOMO-
LUMO gap has been estimated from the vertical energies, edgthections included for the mea-
sured instrumental line widths. The combined photoemisaial inverse photoemission provides
an estimate of the HOMO-LUMO gap of 4.00 to 2.90 eV, dependingubstrate, as summarized
in Table4.3.4 This means the HOMO-LUMO gap of a thin film is strongly depemtdon the un-
derlying substrate, showing a difference as large as 25%fuvtfeer note that the HOMO-LUMO
gap predicted by the ground state theory is larger than tleaisared, which is unusual. The ob-
served HOMO-LUMO gaps for the 2H-TPP/Ag(111) and 2H-TPR1A&) systems differ from
those reported for bulk samplekd(J in that they are significantly larger. A splitting of the LUM
state is seen for the 2H-TPP/Au(111) system, and weaklyfalsthe 2H-TPP/Ag(111) system.
Such splitting indicate either strong intermolecular dosttate interactions, and is in fact consis-
tent with the close packed 2H-TPP on Ag(111), as discuss$ed Mo such splitting is seen for the
Cu(111).
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Figure 4.12: Coverage dependant photoemission and inpareemission spectra (symbols) of
metal-free porphyrin (2H-TPP) adsorbed at 300 K in covesgffem bottom to top) of- 0.5 ML,

1 ML, 3 ML, and 8 ML on (a) Ag(111), (b) Cu(111), and (c) Au(11The bottom thin line shows
the spectra of the pristince substrates as reference.

4.3.5 Density Functional Theory

Calculations of molecules and dimers of 2H-TPP on Ag(11Tevperformed in order to gauge
the effect of molecule-molecule and molecule-substrateractions, and their influence on the
aggregation of molecules at the surface. It is known thaliticmal DFT methods often cannot
reproduce the weak interactions qualitatively and quaiitely due to the lack of dispersioh91].

In order to test the applicability of the HCTH functional img system, we examined the binding
energy of a benzene dimer. Binding energies for the T-shapedsandwich benzene dimer of
0.04 eV and 0.02 eV were obtained, respectively. Althouglehvalues are much smaller than the
results based on high level CCSD(T) calculatiol®d], it gives a correct qualitative description of
van der Waals interactions, which means the HCTH functionald be used to evaluate thert
andreTtinteractions.

With our calculations we optimized a 2H-TPP monomer on a Aate and on a step edge,

as well as free 2H-TPP dimers. On the Ag(111) surface, theoutds were found to exhibit little
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Figure 4.13: Comparison of scanning tunneling spectra oTB® on Ag(111) at 77 K, and pho-
toemission and inverse photoemission spectra of thick fifrfH-TPP (nominally 5 ML) on (b)

Ag(111), (c) Cu(111), and (d) Au(111) at room temperatue. The barcode at the bottom are
the calculated molecular orbital eigenvalues and the botton line are the model calculations of

the single molecule density of states. The LUMO splittingnirAu to Ag and Cu as well as the
HOMO are indicated by vertical lines between spectra.
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Figure 4.14: GGA-DFT calculated adsorption geometry of IR at a step-edge initially oriented
with ligand directions at (a) 45and (b) parallel to the direction of the step-edge.
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distortion of the overall shape, with the porphyrin molesutentered above a Ag(111) lattice site.
The dihedral angle of the phenyl arms of 2H-TPP on a Ag(1liat¢e was found to be 70.5
which is reasonably close to previously reported &0 an isolated 2H-TPP molecul&25, 126,
120. On the step edge, the phenyl arms are rotated betweeargd74 depending on adsorption
geometry. Considering the very slight energy change (0\0)3agth the dihedral rotation from
60° to 90° [193, the small dihedral angle change of 2H-TPP reflects theaot®n between Ag
surface and the 2H-TPP molecule.

The molecule-molecule total binding energy for a free pgriphdimer was found to be 0.15 eV,
due to a combination of van der Waals, electrostatic, I€ldndre-tinteractions. In contrast, the
resulting binding energy of a 2H-TPP monomer to the Ag(1&tace was found to be 0.44 eV.
The diffusion barrier for a single molecule on the Ag(11Xface was found to be 0.032 eV, on the
same order as that seen for other organic adsorbates on Hgttdfaces194. For comparison,
the kinetic energy at 300 and 77 K would be 0.026 and 0.007 sgedtively. Such a small
surface diffusion barrier would allow for the molecules tova along the surface, making single
lattice jumps before interacting with another at room terapge, as well as at liquid nitrogen
temperatures at a reduced rate. The resulting distance BfaiGteraction in 2H-TPP dimers on
a Ag(111) terrace was found to be 3.A3which is only slightly shorter than what was observed
with the STM.

Further DFT calculations show the binding between 2H-TP#Ptae Ag(111) terrace comes
from modest electron transfer between the Ag surface anddberbed 2H-TPP molecule, where
the molecule takes up 0.191 e according to a Hirshfeld aisalydeanwhile, the electrostatic
potential surface (ESP) indicates that the negative @lsigtic potential of the inner porphyrin
ring of 2H-TPP has an interaction with the positive eledtats potential of the Ag(111) surface,
which could explain the nature of the 2H-TPP adsorption ofilAg) surface.

Calculations were undertaken for individual moleculed@ing the step-edge in multiple orien-

tations. First, a single 2H-TPP molecule was tested withribkecule initially bridging a Ag(111)
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step-edge with all phenyl ligands 4%o0 the boundary of the step-edge. It was found by struc-
tural optimization that in this orientation the moleculeubd to the substrate at an angle of 28
between the molecule plane and the substrate surface, andistance of 4.2&\(Figure 4.14).
The phenyl arms and the step edge enclose an in-plane ar@fiedof and the net binding energy
was calculated as 0.39 eV. When calculations were run wamtblecule initially oriented with
two phenyl arms parallel to the boundary of the step-edget@achormal, this molecule rotated
upon optimization to an orientation similar to that obserig the STM (exp: in-plane angle of
21°, calculated: in-plane angle of 1.9Figure4.10 (a) and Figuret.14 (b), respectively). The
resulting molecule-substrate distance was found to be A.66d the binding energy was found
to be 0.55 eV and the Hirshfeld analysis found the Ag give9®.4 to 2H-TPP molecules. In
both examples, the binding energy for the molecules at #peeadge is larger than on flat terraces,
explaining the found preferential step decoration.

Computation of the interactions of the 2H-TPP molecule onetion the Cu(111) substrate
were infeasible for us. However, given the highly prefeiadriinding of the 2H-TPP molecules
over step edges on Ag(111), the limiting interaction of thkkTPP/Cu(111) system were thought
to be due to the nitrogens of the porphyrin macrocycle itéerg strongly with the underly-
ing Cu(111) atoms as per similar interactions claimed forTAYP/Cu(111) 134. In making
a computational comparison between the Ag(111) and Cu(4yistems, calculations were thus
performed for lone pyrroline molecules as representingpmments of the porphyrin macrocycle
which have the strongest potential interaction with thesgalbe. Two types of calculations were
performed, one with the pyrroline initially parallel to tlsebstrate, representing 2H-TPP in the
terrace phase (Figurse15(a)) and one with the pyrroline initially normal to the sulase, repre-
senting 2H-TPP in the step-edge phase (Figui®(d)).

It was found that for those pyrroline molecules which begatially parallel to the underly-
ing substrates, the simulations of the pyrroline on Ag(1ditl) not converge (Figurd.15 (b)),

despite being attempted in several different initial ai@ions. For the pyrroline/Cu(111) sys-



86

Figure 4.15: Calculated adsorption geometry of pyrrolireoules at Cu(111) and Ag(111) sur-
faces. The orientations of the molecules (a) initially iaf#o the substrate and after convergence
for (b) pyrroline parallel to Ag(111) (c) pyrroline pardll®® Cu(111). The orientations of the
molecules (d) initially normal to the substrate and aftemvevgence for (e) pyrroline normal to
Ag(111) (f) pyrroline normal to Cu(111).

tem the molecule bound to the underlying substrate with amggnof 1.49 eV (Figuret.15(c)).
For those pyrroline molecules initially normal, both thenajine/Ag(111) (Figure4.15 (e)) and
the pyrroline/Cu(111) (Figurd.15 (f)) converged to a strong chemical bond with the substrate.
However, the energy of the pyrroline/Cu(111) bond (1.50 @&} more than twice that of the
pyrroline/Ag(111) bond (0.73 eV). In both cases for the Qd{isubstrate, the molecule-substrate
system converged to a strong bond due to overlap ofrtbebitals of the pyrroline with the d
orbitals of the underlying Cu as per the LDOS.

Taken from these results it is concluded that for the 2H-TRPL11) system, there was no
energetic preference for the molecules binding to the stigle ®ver binding to the underlying

terrace. The overlap in the orbitals calculated would bengfrenough to create a significant bond
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of the porphyrin macrocycle with the underlying substragardless of initial orientation. In
contrast, a clear preference for step decoration was sabénelperimentally and from the 2H-

TPP/Ag(111) and pyrroline/Ag(111) calculations.

4.3.6 Discussion

Our observations can be summarized as follows: (i) 2H-TRPighly mobile on Ag(111) and
prefer to occupy substrate step edges in a bridging positdh an angle between phenyl arms
and the step edge of approximately’20Jpon achieving 100% step-edge occupancy, extended
2D networks are formed on the terraces. (ii) 2H-TPP on Cu(tibks not show any tendency
of surface diffusion or self-assembly. The mobility wasreased at elevated temperatures, but
still no network formation or step edge bridging was obsérviéhe formation of a surface dipole
at the molecule sites is observed with STM. (iii) Photoelmtispectroscopy of the occupied and
unoccupied states show distinct and easily discernibl&gpganerally matching published UPS
data and theoretical expectatiordi2f, 195 80, 49. For low and moderate 2H-TPP coverages
on Ag, distinctive molecular orbital features of the oc@tpstates are absent and peak splitting
of the LUMO is observed for 2H-TPP/Au(111) by inverse phatassion. (iv) DFT calculations
show that the binding energy for 2H-TPP on Ag in various posg and geometries is largest for a
bridging position at step edges, with rotated "X” geometvlgereas the binding energy is by over
a factor of 2 larger on Cu(111) and independent on the adsargite.

The observed ordering of the molecules on the terraces dfdg(has also been reported for
the same moleculs on Ag(111)17, 119 and for metalated TPP molecules on Cu(1111}§ and
is consistent with what has previously been reported foilaimsystems of porphyrin molecules
on noble metal substratekq2, 126, 92, 196 132 133 197]. However, the very strong preferential
and ordered bonding the molecules show toward the surfapeesige has not been reported thus

far. Also, the observed absence of self-assembly for 2H-Gi°Eu(111) is in striking difference
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to the networks reported for Co-TPP or Cu-TPP on Cu(111§|

To explain the preferred step edge adsorption, we havemezsenergy calculations by DFT-
GGA for various absorption geometries on step-edges, byingithe angle between the phenyl
arms and the step edge as well as the inclination of the mielegainst the step-edge. As a result,
the experimentally observed orientation of the 2H-TPP wasd to have the highest binding en-
ergy, about 125% higher than what was calculated for the entds occupying terrace sites. The
preferential step edge decoration is not related to the PR-ihacrocycle metalation, as compara-
tive measurements with Ag-TPP on the same Ag(111) substnateed, which is also inagreement
with arguments made in relf§. We thus suggest that the observed geometry is largelyalae t
simple energetic favorability of geometric orientatiombe achieved geometrical closeness of the
nitrogen atoms in the porphyrin macrocycle to the Ag atomthefstep-edge cannot be achieved
on terraces where the rotated phenyl arms determine theonyabesubstrate distance, explaining
the higher binding energy at the step edges.

Our calculation showed further that the energy of the T-tyyperaction between neighboring
phenyl ligands is 1 order of magnitude smaller than the tatading energy of a 2H-TPP dimer. It
is thus concluded that the self-assembly of 2H-TPP into h@&works observed on Ag(111) is
the result of the interplay between several factors. Itigedrby the attractive interaction between
the molecules, but only possible if the 2HTPP interacts \yeaith the substrate underneath so
that diffusion barriers are sufficiently low. The attraetiCH-rt bonds, regarded as the driving
force for network formation in ref]7g, are alone insufficient to overcome the diffusion barriers
on Ag(111), but do determine the alignment of neighboringemaes with respect to each other,
or in other words, the network’s geometry.

In contrast to what has been found for 2H-TPP on Ag(111) andhetalated TPP on Cu(111)
[178, no self-assembly of 2H-TPP is observed on Cu(111). Neisvarre also not formed at
increased temperatures, when the molecule’s diffusi@srate already substantial. It is thus con-

cluded that on Cu(111) the interaction between 2H-TPP iglsage, which can only be the result
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of the interaction with the Cu substrate. The pickup of chaigy the molecules from the substrate
can result in the formation of a electric dipole and hencetsdstatic repulsion between molecules,
thereby inhibiting network formation. Such a charge pickyghe 2H-TPP is observed with STM
on Cu(111), where the modification of the substrate arounldtisd 2H-TPP molecules is clearly
visible as a ring, which is in analogy to the observed sonaslige shape of charged metal atoms
on insulating films 198 or TCNE molecules on Ag(100)1P9 This modified electronic struc-
ture surrounding the molecule corresponds well with thaedipted and observed for simple two
body molecules on Cu(0012Qd. This electron exchange then leads to long-range, el&eifio
repulsive molecule-molecule interactions as seen alsotfar speciesZ01, 199.

A comparison of our findings on 2H-TPP on Cu(111) with pulddiSTM data on metalated
TPP or TPyP on the same substrét88 178 14( seems further to suggest that not the ligands
but rather the macrocycle metalation is controlling thd-assembly: nonmetalated molecules
with different ligands (2H-TPP, TPyP) remain isolated oa @u(111), while only metallated TPP
are observed to form networks. This conclusion is backealaged studies of molecule-substrate
interactions that conclude that the metal ion in the porphyracrocycle plays the central role in
the electronic interaction between the complexes and thalmerface, which was even found to
result in additional electronic statek4].

Qualitatively, the Cu system possesseat.aorbital extending into the vacuum while the out-
ermost orbitals for the Ag and the Au system are more donhlayethe frontiers orbitals. The
calculated molecular orbitals from our semiempirical aédtons of the free molecule, and match-
ing those found with GGA-DFT calculations, are shown in Fed.16 It is apparent that the
HOMO orbital possesseg aymmetry and the LUMO and LUMO+1 orbitals possgssymme-
try. Given this, the former will be dominated lol levels while the later will be dominated by p
and [ levels. This results in a greater cross-sectional overfaheo2H-TPP HOMO levels with
both thed,. and 4s frontier orbitals of the Cu(111) system versus ondy3s and 6s orbitals of

the Au(111) and Ag(111) systems. Given that the former valldha much larger cross-sectional
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""HOMO (-2.37 eV) ©° HOMO-1 (-2.80 eV) °

Figure 4.16: Orbitals corresponding to semiempirical NP3 model calculations. (a) LUMO
(b) LUMO+1 (c) HOMO and (d) HOMO-1

overlap with the orbitals of the adsorbed porphyrin than thi¢ later, enhanced electron transfer
and therefore, tunnelling, directly from the tip to the nhstzbstrate via the adsorbed molecules is
achieved. This interaction can create enough charge in tihecoe-substrate system to hinder 2D
network growth through Coulomb repulsion. This is similaconcept to Co-TPPL[78 202 and
Fe-TPyP 126, 135 deposited on metal substrates, as dheorbital of the metal in the molecule
provides the same general overlap with the underlying niatdlthe Cu has with the adsorbed
molecules here.

Given that the substrates are, by themselves, similarbreleegative, it is this greater frontier
orbital overlap which transfers a greater amount of chagje/éen the substrate and the adsorbate.
The charge transfer is then responsible for the signifidaotrenegativity seen in the HOMO state
of the surface 2H-TPP on Cu(111) of Figutd1(b) as well as the apparent modified electronic
structure surrounding the molecule.

From the location of the LUMO of the 2H-TPP on the macrocyakeseen in Figurd.16 a
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Figure 4.17: Comparison of photoemission and inverse gmoission spectra of thin film 2H-
TPP (0.5 ML) on (a) Ag(111) and (b) Cu(111), along with thecdpeof the corresponding clean
substrate at room temperature. STM images of 1/3 ML thickTB# on (c) Ag(111) and (d)
Cu(111) are shown on the right side of the Figurex10 nm). V =-0.8 V.

perturbation of the LUMO by the formation of week Qflbonds with the phenyl arms of neigh-
boring molecules can be expected. This perturbation mayttethe splitting of the LUMO states
by 1.1 eV observed in the inverse photoemission data, segd4gl3(d). This level splitting is
observed on Au(111) and, to lesser extend on Ag(111) whergHhTPP molecules are observed
to form a network structurel[f8 203 204. This splitting is not observable on Cu(111), where the
molecules remain isolated.

In Figure4.17we compare UPS/IPES spectra for sub-monolayer coveragds-oPP on Ag
and Cu with STM images taken at such coverages. Striking isetlee absence of discernible
peaks in the UPS spectra of 2H-TPP/Ag(111). We suggesthbatdexistence of different struc-
tural phases with fundamentally different orientatioratieke to the substrate in multiple energetic
orientations smear out peaks in the UPS spectra as seemésrantsorbate-surface systerf84.

DFT calculations support this observation by showing tkegt-®dge sites held significantly higher
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binding energies than terrace sites for the 2H-TPP/Ag($%4)em. Electronic features similar to
those of free 2H-TPP molecules appear only at coveragesdbbiL where the layer stacking is

the dominating structural arrangement.

4.3.7 Conclusion

It has been demonstrated that the tendency of porphyrirdfteganize is limited by interac-
tions with the substrate. While a rather significant moleesbstrate bond exists for 2H-TPP on
all substrates studied, the limiting factor in formationseif-organized islands is apparently the
nature of the frontier orbital overlap and resulting elesttransfer, which is mainly involving the
macrocycles of the molecules.

The self-assembly of near charge neutral 2H-TPP molecntesextended 2D networks on
Ag(111) is due to a combination of van der Waals, electrasteitd CHtinteractions between the
molecules. The relative orientation of neighboring molesus mainly given by the CHeinterac-
tions, due to which there is a perturbation of the electrstates of the adsorbed molecules. Charge
pickup and dipole formation of 2H-TPP on Cu(111) resultsapuisive Coulomb interactions
which seem to dominate over attractive intermolecularadeons, thus preventing network forma-
tion. A zone of modified electronic structure is observediatbthe molecules on Cu(111), which
is indicative of such strong molecule-substrate inteoactiand charge uptake by the molecules.
This mechanism seems to be absent for 2H-TPP/Ag(111) andPZ®Au(111), where the orbital
overlap differs significantly from that of the 2H-TPP/Cul}Isystem. The comparison of our
results with published work on Co-TPP, Cu-TPP, and TPyP sstgghat the molecule-substrate
interaction strength is governed by the molecule’s matalaand not so much by the ligands.

The morphology of the substrate surface is also importatih@snolecules are observed to
preferentially bridge the substrate step-edges befoaadshucleation starts on the terraces. The

discussed examples showed that the properties of 2D lafferganic materials can be controlled
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by interactions with the supporting substrate. Specificdlivas shown that the structural arrange-
ment, HOMO-LUMO gap, and details of the electronic struetare determined by the substrate,
therebu improving our understanding of planar organic mdber adsorption and self-assembly on

surfaces.
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4.4 Surface state engineering of molecule-molecule

interactions?
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Abstract

Engineering the electronic structure of organics thromggrface manipulation, particularly the
interface dipole and the barriers to charge carrier inpectis of essential importance to improved
organic devices. This requires the meticulous fabricadicshesired organic structures by precisely
controlling the interactions between molecules. The Webiwn principles of organic coordination
chemistry cannot be applied without proper consideratf@xtra molecular hybridization, charge
transfer and dipole formation at the interfaces. Here wetiflethe interplay between energy level
alignment, charge transfer, surface dipole and chargevp#ffect and show how these effects
collectively determine the net force between adsorbedpyoimp 2H-TPP on Cu(111). We show
that the forces between supported porphyrins can be alsredntrolling the amount of charge
transferred across the interface accurately through taévwe alignment of molecular electronic
levels with respect to the Shockley surface state of thelrsatsstrate, and hence govern the self-

assembly of the molecules.
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4.4.1 Introduction

The electronic properties of organics in contact with metgdstrates depend on the alignment
of the electronic levels and bands at the metal-organicfatte and the resulting hybridization of
states, as well as charge transfer to or from the adsorbatejdlecular band offset&4, 206, 67,
the emergence of interaction-induced sta@7] 124, the distortion of the molecule2§ as
well as changes that may occur at the substrate sur@& [Also key to the interface electronic
structure is the presence of substrate surface s@ités [Generally, the properties of metal-organic
interfaces are determined by a delicate balance of congp&utors and experiments usually as-
sess only the cumulative effect of many different contiiimg to the interface electronic structure
[208 209. The net charge transferred across the interface, theafitomof charge dipoles, and
the work function are intrinsically related effects. Ofteghat is highlighted is the interface dipole
or the work function, but the substrate surface states,deimnental ingredient to the interface elec-
tronic structure is often poorly described. Here we denratesthe importance of the Shockley sur-
face statesg1( in establishing the interface electronic structure usimgexample of tetraphenyl
porphyrins (2H-TPP) chemisorbed on Cu(111). The surfaate shteractions with the adsorbed
molecular layers are important for the charge transfer betwthe substrate and the molecule and
the resulting surface dipoles that ultimately stronglyuafice the intermolecular lateral interac-
tions. The surface state can be shifted in energy by usinguffgidayers of varied thickness on
Cu(111), thereby determining the overlap of molecular levweth substrate surface metal bands
[20€], the amount of charge transferred, and consequently themolecular forces. We can relate
our findings to the observed strong repulsive intermoleddtaulomb forces and the repression of
molecular self-assembly. We show that the molecule-mddeateractions can be changed from
repulsive to attractive by controlling the amount of chamg@sferred across the interface through

surface state engineering using Ag buffer layers on the Ti)(1
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4.4.2 Results and Discussion

The 2D character of an adsorbed monolayer of 2H-TPP has bxgdoited for a comparative
study of the occupied and unoccupied band structure of lkengembles with direct and inverse
photoelectron spectroscopy (UPS and IPES), as well as e€teel individuals with the tip of a
scanning tunneling microscope (STM) in the local spectipgenode (STS). By this combination
of local and area-integrating complementary methods thaiatic basis of observed features in the
electronic structure became evident. STM images, takeabatreonolayer to monolayer coverage
of 2H-TPP on Cu(111), are shown in Figu4el8 A coverage of® = 1 ML is defined here
as the maximum observed packing density within the firstrl@fed.42 moleculesim=2. This
packing is 20% smaller, expressed in terms of areal dertbdy that observed on Ag(111), see
Figure4.18(e) [116, 178. The mobility of the molecules is sufficiently high for sack diffusion,
as concluded from visible substrate step edge decoratmirsfrown), however, no nucleation is
observed. The molecules remain isolated and roughly ggsiadiced on the terraces of the Cu(111)
(Figure4.18(b - c)). They appear to be aligned along the thfe®l) crystallographic directions
of the surface, concluded from the observed angles of nhestipit 120 between the major axes of
any two molecules. It can be seen by comparing Figui&(b) and (c) that molecules are added
to the first monolayer even if the gaps between the molecuéesignificantly smaller than the size
of the molecules itself. This requires rearrangement ahallecules in the layer during deposition.
Self-organization of the 2H-TPPs into networks, as fourrdlie same molecules on Ag(111) in
Figure4.18(a) and Au(111) 116 178 119, was not observed on Cu(111) at any coverage and
sample temperature in the rage between 77 K and 500 K. We dov@)however, by inspection
of Figure4.18(c, d) that an alignment of the molecules with respect to edbbr sets in as the
areal density of the molecules increases. Upon reachingagetn coverage within the first layer,
molecules nucleate into islands on top of the first layer. ditwhitecture of this arrangement is a

porous 2D network apparently dominatedoy 1tbonds, and is a different architecture than the
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densely packed arrangement observed for the same molecukeg(111) in Figured.18(a). We
conclude from these observations that the net force bettiemolecules within the first layer is

repulsive, while it is attractive for the molecules withivetsecond layer.

Figure 4.18: STM images of 2H-TPP on Ag(111) (a) and Cu(1bid)( The molecule coverage
is 0.6 ML (b), 0.7 ML (c) and 1.2 ML (d)l; = 0.4 nA,Up = +0.8 V.

The occupied and unoccupied electronic structure of theradgte-substrate system has been
studied in detail with tunneling spectroscopy and combpleatoemission and inverse photoemis-
sion spectroscopies, as seen in Figli'E9. The combined photoemission spectra of the 2H-TPP
covered Cu(111) shows characteristic peaks that are nenaise in the spectra of the pristine
Cu(111). One feature, at +2 eV, is in reasonable agreemehttie lowest unoccupied molec-
ular orbital (LUMO) of calculated and measured spectra forilar TPP systemsZ11. Also
the spectra of the occupied states resemble those report@iHfTPP adsorbed on other noble-
metal systems12, with the highest occupied molecular orbital (HOMO) at eppmately -2 eV.
Within this HOMO-LUMO gap we observe an additional charaste peak at +0.65 eV at sub-
monolayer coverage, which is observed to decay rapidlytensity with increasing coverage and
is not apparent in the spectra at 3 ML coverage or more.

Complementary to the combined photoemission and invers®pmission spectroscopy mea-
surements, point spectroscopy measurements have beenltaiedly with STS over a similar
energy range, see bottom panel in Figdrg&9 Single point di/dV spectra were taken over the
molecules themselves, as well as the surrounding Cu suataseccessively increasing distance

from the molecule center. The observed HOMO and LUMO of théemdes are aligned well
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Figure 4.19: Upper panel: Photoemission (UPS) and invaiegopmission (IPES) spectra of 2H-
TPP on Cu(111). (a) 3 ML 2H-TPP; (b) 1 ML 2H-TPP; (c) bare Cu(l1 ower panel: STS point
spectra taken on or near lone TPP molecules. (d) on top of aculel in the second layer; (e) on
top of a molecule in the first layer; (f) on Cu, at a distance aihstrom from the molecule edge;
(g) on Cu, several Angstroms away from a molecule. Inset: $Mslge showing the positions

where spectra (e-g) were taken. Binding energies are déasté — Er, making occupied state
energies negative and unoccupied states positive.

with those observed using photoelectron spectroscopy; O is seen at approx. 1.5 eV above
the Fermi level, contained with the LUMO + 1 peak. The spetakan on the bare Cu show the
well-known Shockley surface state at -0.4 48 214, which is not resolved in the photoelec-
tron spectra. This surface state is suppressed on the Giecsudvered witk® > 0.7 ML 2H-TPP.

At lower coverage, this surface state is shifted toward$-treni level in the direct vicinity of the
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molecule. The spectra shown in Figutd 9 (f) was taken at a distance of&rom the molecule
center and shows this surface state shifted upward in erfsrgyE = 0.2 eV. Also within the
HOMO-LUMO gap at +0.7 eV an electronic state, already knovamfthe IPES measurements,
is observed at the molecules. This peak is only observedgtmutsa taken of molecules in the first
monolayer. Spectra taken on molecules in the second layeotghow this substrate surface state
feature, and yet the characteristic LUMO and HOMO remainstocbed.

The molecules of the second layer appear in the STM imagesruhd same tunneling con-
ditions with dark center and bright phenyl arms, while in tingt layer the opposite is observed,
the centers are bright and the phenyl arms are dark. Thigeharcontrast is due to an electronic
level rearrangement at the interfad{]]. We again exploit the local nature of tunnel spectroscopy
to identify local differences in the DOS. In STS point spadiken at the center of a molecule
in the second layer the new peak at +0.65 eV, observed oventhecules in the first layer, does
not appear. This allows us to attribute the physical oridiths state to the 2H-TPP/Cu interface.
The electronic states in this energy range have been oluspreeiously for other porphyrin-based
surface systems on Ag(111) as well as Cu(111) with phottelespectroscopylp4, 215 12§,
and have been heretofore ascribed to the shifted LUMO of timphyrin macrocycle. However,
the absence of the energy state at +0.65 eV in the second ayengirovides now evidence that
this state is an interface state.

Measurements of the local work functiof®, have also been made using the STM. We have
characterized and measured the local work function to ewaline local surface dipoles, following
a procedure similar to that published in referericg} pnd described in the supplementary material.
The so measured work function of the Cu(111A& = (4.9 + 0.2) eV. With 2H-TPP deposited,
we find a decrease of the work functionyp ~ (-2.0+ 0.5) eV over the center of TPP molecules,
and an increase af® ~ (+1.0+ 0.4) eV at the boundary of the molecules macrocycle. While
these data are in quantitative agreement with the net warktifon shift of 0.84 eV found for 1

ML 2H-TPP on Ag(111) 124, the particular advantage of these local measurementsidhey
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reveal a significant amount of spatial variance. For claiian of the spatial variance, a map of
the work function has been measured in a square area acessdlecule and its surrounding
from 100 x 100 separately performed point spectra. Thisnap is shown together with an STM
image of a lone 2H-TPP on Cu(111) in Figute20 By comparing both results in this manner
the spatial dependence of the work function can be assdaidtk local chemical components of
the adsorbed molecule, and with the locally measured deofs#itates. Th&b drops significantly
over the location of the central pyrolines while increasiatative to the bare Cu(111) over the
surrounding hydrogen edges and phenyl ligands. Surrogrideamolecule in a narrow band there
is a slight drop in the Cu(111) work function. This band cepends to the area where the upward

shift in the surface state was observed, too.

a b 1.5
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Figure 4.20: (a) STM image of a lone 2H-TPP molecule on Cu(likt 0.4 nA,U, = +0.8 V,
image size 4 nnx 4 nm. (b) Work function map of the same molecule, showing ledevork
function at the center of the molecule and increased wor&tfan at the boundary of the molecule,
relative to the substrate.

A¢ (eV)

The electronic interactions at the 2H-TPP/Cu(111) and HhdPP/Ag(111) interfaces can be
understood using the results of density functional theaigwdations, undertaken as described in
the supplementary material. The computational resultsnsarized in Tablet.2, show that the
binding energy of the molecules to the substrate is sigmifigdarger on Cu(111) (3.96 eV) than

on Ag(111) (0.42 eV), resulting in a much shorter distande/ben the molecule and the substrate
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and significant distortion of the molecule on Cu(111) (Fexul1). In particular, the dihedral angle
of the phenyl ligands changes and the ligands become ndargmpto the surface. For comparison,
we calculate the free 2H-TPP molecule as having a dihedgdeasf 62.7 degrees, in agreement
with refs [125 126, 120 116. This distortion is also visible in the STM images in Fig4t4.8
(b). As a result of the rotation of the phenyl arms, the pynahgs containing the N-H motifs
distort downwards and those containing the lone nitrogematdistort upwards. The composition
of the molecular orbitals of the metal-adsorbate systemdeasmposed into contributions from
occupied and unoccupied orbitals of the finite copper ciusbel of the 2H-TPP. The resulting
interaction diagram revealed a state at about 1.1 eV belewédhmi level, which contains character
from the 2H-TPP HOMO (57%) and various copper slab MOs (43%¢ Supplement), indicating
a strong overlap and interaction (hybridization) betwéesé two states. A similar calculation for
Ag(111)-TPP showed a much weaker interaction betweenrslab MOs (10%) and the 2H-TPP
HOMO (90%). The distance between the silver slab and the PR-E large, so the resulting
overlap between these two orbitals is small, and the bonaakwOur findings are in agreement
with the increase in nobleness of a metal descending dowapGkd from Cu to Ag to Au. 206
The interaction of the 2H-TPP HOMO with the Cu states results deep-lying filled bonding
state, with almost equal contribution from the Cu and theemale and a concomitant transfer of
charge to the copper surface. The build of charge surrogrttie copper-molecule interface (the
red isovalue in Figurd.21(c), along with the charge on the molecules themselves,wbith are
much larger for the 2H-TPP Cu system than for 2H-TPP - Ag, gm&vthe adsorbate molecules
from interacting with one another due to electrostatic t&pn, thereby impeding self-assembly
on the Cu(111) surface.

The charge density difference plots in Figdt@1lreflect strong variations in the charge density
at the interface upon adsorption: there is charge depldirently under the center of the molecules
and an increase in the charge density along the edges of tleeut®and under the phenyl ligands.

The underlying mechanism here is Pauli repulsion, whiclofed from the quantum mechanical
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Table 4.2: The binding energy (Eb), charge and structurerbfTPP on top of Cu(111) and
Ag(111). The surface distancedg, and dag, are the average calculated distances of the cen-
tral nitrogen atoms of the 2H-TPP to the metal. The dihedrglais defined in the supplemental
material.

System | E, | Surface| Adsorbate| Dihedral angle| Surface distance
(eV) | charge| charge (deg) (A)

Cu(111)| 3.96| -1.69 1.69 40.4 3.04

Ag(111)| 0.42| 0.02 -0.02 49.2 7.02

Figure 4.21: (a) Top and side view of the optimized geomet@+6TPP on top of a Cu(111) slab.
(b, d) The calculated differences between the charge geofdihe metal-organic systems and that
of the isolated, distorted fragments illustrates how th&rgé density changes upon adsorption of
the molecule to the metal surface, with blue being a decr@agdeed an increase. (b) 2H-TPP on
Cu(111) with an isovalue of 0.0003 au. (c, d) Contour diagrams for 2H-TPP on top of Cu) 111
(c) and Ag(111) (d). The same settings were employed to hite contours. The values dCu,
dAg, are listed in Tabld.2

requirement that overlapping electronic states must legadnal to each other. This drives up the
energy and as a result pushes charge away at the surface ©fitimean area directly under the
center of the molecule. This effect has been described dpittav effect” [ 65, 206, 83, 66], The
redistribution and exchange of charge also changes dafigtibe surface dipole of the Cu and is
at the origin of the observed spatial variation of the wonkdiion. By comparison, the negligible
charge transfer from Ag to the adsorbate is in line with a weedknding energy, a longer metal-
adsorbate distance and a negligible pillow effect occgran the metal’s surface.

Besides the electrostatic repulsion between the moletihubes are also attractive interactions,
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mainly van-der-Waals and dispersive interactions. Adddi bonding contributions come from
CH-mtand t— minteractions between the phenyl ligands. For a freestgn2ir TPP dimer, the
total binding energy was estimated to be 0.3 eV. The nettaff¢lous dependent on the competition
between Coulomb repulsion and the mainly van der Waalscitira The net force is attractive for
2H-TPP on Ag(111) and Au(111}P8 116 216 and repulsive on Cu(111), owing to the discussed
differences in charge transferred and Coulomb repulsiosinAar dominance of the electrostatic
repulsion has been reported earlier for other organicHiieeitaerface systemsi99, 201, 116, 10,
70]. In addition here, the distorted phenyl arms of the molesuimpede the formation af— 1t
bonds, thereby further decreasing the propensity of bqnbdetween two 2H-TPP molecules.

The observed differences in the interactions of 2H-TPP ommAd)Cu surfaces were exploited
to actually control the inter-molecular forces, between pulsive and attractive limits by engi-
neering the metal-organic interface. The trick is to defpib& molecules on the Cu(111), which
was pre-covered by an Ag buffer layer of variable thicknefke STM images of 2H-TPP ad-
sorbed on 1 to 3 monolayers of Ag on Cu(111) are shown in Figilz2 Clearly, the molecules
remain, more or less, statistically distributed on 1 ML Ag/@hile islands of extended networks,
identical in architecture to that found on Ag(111) in Figdt&8(a), are observed for the 2H-TPP
adsorbed on 3 ML Ag/Cu. At the intermediate Ag buffer layeckhess of 2 ML, clusters of
2H-TPP adsorbed molecules are commonly observed but wiiteadle degree of disorder within
such clusters. On Ag layers on Cu, the 2H-TPP molecules app@adistinctively different sym-
metries: the symmetry labeled (i) which is usually obseime€u(111), and the symmetry labeled
(ii) which is typical for TPP on Ag(111). With increasing Agyer thickness, the occurrence of
2H-TPP molecules in configurations of type (i) decreasesevatithe same time the occurrence of
the 2H-TPP adsorbed molecules in the arrangement of typedieases. It appears as if clusters
of molecules, ordered or disordered, are mostly formed byTBIR adsorbed molecules of type
(ii).

Tunneling spectroscopy was again employed to elucidatéotted electronic structure of the
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Figure 4.22: STM images of 2H-TPP on Ag buffer layer€gf on Cu(111), wheréag = 1 ML
(a),0ag = 2 ML (b), 649 = 3 ML (c). Two different shapes of the molecules are obseriadabled
(i) and (ii), see text for explanation. Image size 15 kM5 nm. (d) STS point spectra on Cu, Ag
films on Cu, and Ag substrates showing the Shockley surfate.st

interface. While the spectrum of electronic states takemopnof the molecules does not show
significant differences for all samples in Figute22 the Shockley surface state of the substrate
on the other hand shifts upward in energy with increasingktiess of the Ag buffer layer, from
-400 meV for clean Cu(111) to -50 meV for Ag(111) (Figdr@2(d)). The energy of this Shockley
state is thus a precise indicator for the Ag layer thickn&ss. is that the energy of the Shockley
state can be adjusted by the Ag buffer layer thickness betteetwo extremes of pure Ag(111)
and Cu(111) surfaces, and that has profound consequendes fmolecular self-assembly as just

demonstrated.

4.4.3 Conclusions

It is has been already established that the electronic &iggiment at the metal-organic inter-
face and frontier orbital symmetry determines the hybstian of levels and the amount of charge
transferred across the interfacd4,[62]. Based on the results shown here, we find it reasonable
to assume that the Shockley state plays a crucial role fointkeaction strength. Depending on
the exact energetic position of this state, more or lesslaweavith the corresponding molecule
levels is possible, thereby facilitating (Cu) or impedidg) charge transfer across the interface.

By controlling the exact energetic position of the surfatzesby the choice of thickness of Ag
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buffer layers on Cu(111), the degree of electronic levelrinybation can thus be finely tuned, to
adjust the amount of charge transferred and the strengtiedg@oulomb repulsion. Since the van
der Waals interaction remains unaffected by this, the riete€an thus be chosen to be repulsive
or attractive. The ability to control inter-molecular fescfor a particular type of molecule between
both extremes in this manner opens new possibilities to steéecular self-assembly, especially
if patterned buffer layers are used. It is thus an importam milestone in establishing rational
design principles for organics in contact with surfaces#jrally, we demonstrated the potential
of using substrates to build organic structures and framesvof potentially greater complexity

than currently possible, exhibiting pre-defined and degueactionality.

4.4.4 Experimental

The experiments were carried out using a Omicron low tenmiperacanning tunneling micro-
scope in a ultrahigh vacuum system with a base pressurexoi8 1! mbar. Single crystalline
substrates have been cleaned in UHV by Ar+ ion sputteringaaumealing. TPP molecules have
been deposited by thermal evaporation from a home-buildd&en cell, with the substrate held
at room temperature. The combined photoemission and mydrstoemission spectroscopy mea-
surements have been performed in a second UHV system[32jsing the same substrates and
Knudsen cells.

The DFT-D calculations were carried out using the ADF sofemaackageq17, 218. The
revPBE gradient density function&19 was employed, and Grimmes latest dispersion corrected
functional 20 was used to account for the dispersion forces. Tests weferpeed to determine
the effect of the basis set on the binding energy of benzera tdg(111) slab. For the results
given in the main text, the basis functions on all of the ateorssisted of a valence tripkeSlater-
type basis set with polarization functions (TZP) from the ADasis-set library. The core shells

up to 1s, 1s, 3p and 4p of carbon, nitrogen, copper and si@gpectively, were kept frozen. In



106

situations where SCF convergence issues arose, the dtelpent method was employed. A
Mulliken charge analysis was used to determine the magaitidhe charge transferred between
the adsorbate and the metal surface. More computationallsland complementary results are

provided in the supplementary material.
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4.4.5 Supporting Information
4.45.1 Experimental Details

Ag(111) and Cu(111) single crystals used for sample susfaeze prepared by three repeated
cycles of Ar+ ion sputtering and annealing to 650 K in ultgghizacuum (1010 Torr) to remove
defects. Ag buffer layers were deposited on the Cu(111psarat 300 K using an e-beam evapo-
rator and 99.999% pure Ag beads at a consistent rate of 0.Q18 #¥for all samples. Following
annealing, the Ag/Cu(111) samples were imaged to ascehaisurface coverage. 5, 10, 15, 20-
tetraphenyl-21-H, 23-H-porphine (2H-TPP) molecules>&7% purity purchased from Frontier
Scientific were deposited on the Ag/Cu(111) buffer layetesysusing a homebuilt Knudsen Cell
evaporator at a rate of approximately 0.03 {gi1. The system was then transferred in situ for mea-
surement. Data were obtained using an Omicron low-tem@ratanning tunneling microscope

(LT-STM), operated at 80 K using a W tip.
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The work function was determined from measurement of thegbicurrent], as a function of

tip-sample separatiog, following the well-known relationship

2 2
P = %e (dgzlnl) (4.5)

whereme is the electron mass antl = %((I)tip+d>mp|e) [15]. The separation was varied
from 100 picometers above the apparent surface to 400 piessneith the tip-sample potential
held constant at +400 meV, and the resulting tunneling atinneas measured. Numerous scans
were first taken over the bare surface to verify the staldlitg reliability of the tip-surface inter-
face. Multiple loops were performed over each point to pte\an averaged single set of data for
final analysis. The derivative of the natural logarithm aof tesulting spectra were then analyzed
according the prescription given by Yoshitakél.

Scanning tunneling spectra were obtained by connectingytsiem to a Princeton Scientific
lock-in amplifer and holding the tip at a constant separatistance, z, while modulating the DC
voltage around a set voltage bidy an amplitude between 10 to 20 meV and at a frequency of
~3 kHz. By then measuring the resulting modulation in currdhtthe differential in current was

obtained as a function of the bias voltage and the local deokstates was measured.
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4.5 Summary

This thesis has demonstrated that the self-assembly ofgfamic/metal surface system of 2H-
TPP on Ag(111) and Cu(111) is limited by the energetic besceeated by the interaction with the
metal surface and that this interaction is controllablee Tdmg-range interactions which limit self-
assembly of the 2H-TPP/Cu(111) system are due to a combimatienergy level hybridization
and surface state restructuring as outlined in ChaptefiThe energy level hybridization results in
charge exchange between the metal and the adsorbed molaadieted to be +1.69 e (Table?).
The close surface separation and ladgeorbitals of the Cu electrons causes an overlap of molec-
ular orbitals and surface DOS, resulting in significanttshif the surface electrons due to Pauli
exclusion. This, combined with the charge exchange, resula very strong surface dipole that
prevents inter-molecular binding despite observed nmighdli the temperatures deposited (Chap-
ter4.3).

The molecules on Ag(111) and Au(111) exhibit a much weaktsraction, and little or no
hybridization. This results in a much greater surface sdjmar and no significant charge exchange
or perturbation of the underlying surface electrons. Thdklof surface dipole presents no ob-
served long-range interaction acting in opposition to tle@akvinter-molecular bonding of the free
molecule, unlike the 2H-TPP/Cu(111) system. The molecuiege freely and are able to there-
fore form self-assembled, close-packed, inter-moleauddvorks. The lattice arrangement of the
networks is unique to the individual molecules because @futhique symmetry of the molecule
and anisotropy of the hydrogen bonds.

The growth dynamics of the 2H-TPP/Ag(111) surface systeauscaccording to the same
energetic hierarchy of barriers as that of metal heteragpitThe barriers affecting the geometry
of the resulting surface structure are those of the inteleoutar attractive potentials described as
due to a combination of van der Waal and @iyonds. Using the same energetic hierarchy models

as inorganic systems, and approximation for the inter-owé bond is found to be 130 e¥
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160 eV. This is consistent with the models of the bond betvieEn2H-TPP dimers, giving further
evidence of the weak binding of the underlying surface.

The energy level of the interacting metal surface statensrotied through the addition of atom-
ically thin Ag buffer layers to the Cu(111) surface. Thisoalk for the tuning of the metal/organic
interface states and surface electron suppression, thadjbsting the Coulomb potential and
inter-molecular repulsion to levels lower than the intest@cular attractive potentials, which re-
main unaffected as they are inherent to the physical makéupeomolecule. This shows the
ability to control the self-ordering of organic adsorbadesnetal surfaces using a new dimension
to material design: surface engineering. By understanttiagohysical origin of the surface in-
teraction, the chemistry of the underlying metal may be mmalated to control the self-assembly
and growth of the adsorbate, rather than changing the ateuof the pre-defined molecule. While
done here using the surface dipoles and charge transfer,ragtchanisms including surface states,
patterned surfaces, and band structure alignment may theefursed to control the self-assembly

of organic molecules.
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