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Abstract

We review the arguments leading to the black hole information para-
dox and hawking radiation. We then consider the trace anomaly of the
renormalized stress tensor and its relation to hawking radiation. Finally
we study how the inclusion of an effective action corresponding to the
trace anomaly changes the qualitative properties of the 2D dilaton grav-
ity CGHS-model, and in particular properties related to the information
paradox. We conclude that in this particular model the standard argu-
ment for information loss cannot be made since any evaporation black
hole background spacetime with a non-singular endstate is necessarily
non-globally hyperbolic.



Contents

1 Introduction 3
2 The observer and the theory 3
2.1 What’'sinapoint . . . . . .. ... oo 4
3 Spacetime 4
3.1 Diffeomorphism invariance and background fields . . . . . . . .. 5
3.2 Causality conditions and orientability . . .. ... ... .. ... 7
3.3 Causal structure . . . .. ... 8
3.4 Foliation of spacetime . . . . . . ... ... L oL 8
3.5 Isometries . . . . . . .. L 9
3.6 Asymptotically flat spacetime . . . . . . .. ... ... 9
3.7 Geodesics and Synges world function . . . ... ..o 10
3.8 Singularities and geodesic incompleteness . . . .. .. ... ... 11
3.9 Boundaries and partially relational spacetimes . . .. ... ... 11
3.10 Dynamics of the metric and matter fields . . ... .. ... ... 12
3.11 Matter conditions . . . . . . . . . ... 13
4 Gravitational collapse 14
4.1 Geodesic cONGruences . . . . . . . . o ..o 14
4.1.1 Cosmic censorship . . . . ... .. ... ... ....... 14
4.2 Blackholes . . . ... ... 15
4.2.1 Trapped surfaces and the apparent horizon . . .. .. .. 15
4.2.2 Stationary black holes and killing horizons . . . . . . . .. 16
4.3 Singularity theorem . . . . . ... ... oo 16
5 Quantum field theory and spacetime 17
5.1 Unitarity and probability preservation . . . . ... ... .. ... 18
5.2 Pure and mixed states . . . . . . ... oL oL 18
5.3 Entropy of entanglement . . . . ... ..o 19
5.4 Quantum theory in spacetime . . . . . . . ... ... L. 19
5.5 Conventional quantum field theory in Minkowski and general
spacetimes . . . . ... 20
5.5.1 Covariant quantization of a scalar field . . . . . . .. ... 21
5.5.2 Canonical quantization . ... .. ... ... ... .... 23
5.6 Scattering theory . . . . . .. ... L o o 24
5.7 CPT-invariance . . . . . . . . . .. . . 25
5.8 Pure tomixed states . . . .. ... Lo oL 25
5.9 Hawking radiation . . . .. .. ... ... . 0L 26
5.10 Evaporating black hole spacetimes . . . . .. .. ... ... ... 31
511 Niceslices . . . . . . . . . . 34
5.11.1 Foliations of evaporation spacetimes . . . . .. ... ... 34
5.12 Non-unitarity in the evaporating black hole spacetime . . . . . . 35



6 Weyl rescalings 37

6.1 Conformal frame . . . . .. ... ... ... .. .. ... ..., 37
6.2 Conformal gauge . . . . . .. ... .. 38
7 Stress tensor 39
7.1 Axioms for the stress tensor . . . . . . . . ... ... ... ... 39
7.2 The covariant point-splitting method . . . . . . . ... ... ... 41
7.3 Trace anomaly . . . . .. ... . .. ... ... 41
7.4 The stress tensor and hawking radiation . . . . . . .. ... ... 45
7.5 Connection between Weyl invariance and trace of the stress tensor 47
7.6 The effective action for the trace anomaly . . . . ... ... ... 47
8 The CGHS-model 49
8.1 Conserved currents and conformal invariance of the CGHS-model 51
8.2 Inclusion of a polyakov term . . . . . . ... ... oL 53
83 RSTand BPP . . .. .. .. . . ... ... ... 56
8.4 Comnserved currents . . . . . . .. ..o 58
8.5 Solving the equations of motion . . . . . .. ... ... ... 59
8.6 Analysis of solutions . . . . .. ... oL oL 62
8.7 Ill defined solutions and the critical curve . . . . . .. ... ... 62
8.8 Bounded curvature condition . . . . ... ... ... 64
8.9 Trapped surfaces and singularities . . . . .. .. ... ... ... 65
8.10 Zero curvature condition . . . . . ... ..o Lo 68
8.11 Reflection at curves. . . . . . . . .. ..o 69
8.12 Extension of singular curves . . . . . . ... ... L. 70
8.13 Information loss in the RST and BPP spacetimes . . . . . . . .. 70
9 Discussion 71
10 Appendix A: Hilbert-like actions 73
11 Appendix B: CGHS action 73
12 Appendix C: RST action 74
13 Appendix D: BPP action 75
14 Appendix E: Polyakov action 76



1 Introduction

Hawkings argument that unitary evolution of quantum states is incompatible
with the existence of black holes started a long debate about how to reconcile
the ideas of quantum mechanics and general relativity, that touches upon the
fundamental aspects of our theoretical constructions. Within the framework of
einsteins general relativity the area theorem for black holes states that the area
of the event horizon cannot decrease if the stress tensor for the matterfields
satisfy the null energy condition. Hawking[7][9] argued that state of the quan-
tum field corresponding to vacuum on .# ~ should be that of outgoing thermal
radiation flux on # %, and conjectured that this radiation would cause the black
hole to evaporate and disappear, thus violating the null energy condition. The
hawking flux was later related to the trace anomaly of the renormalized stress
tensor by Christensen and Fulling[18]. This motivated several classical dilaton-
gravity models where an effective action corresponding to the trace anomaly
was incorporated with the anticipation of inducing evaporation of black holes.
Two such models are the RST[22][23][24] and BPP[25] models which are modi-
fications of the CGHS-model. In these models the mechanism for evaporation is
connected to the presence of boundaries of the spacetime, however its existence
and detailed behavior depends on the specific choice of effective action for the
trace anomaly.

In section 2,3 and 4 we introduce some basic concepts and notation relating
to the description of spacetime, and in particular black holes. In section 5 we
introduce quantum field theory in curved spacetime and review the derivation of
hawking radiation as well as the information loss problem in evaporation space-
times. Section 6 introduces weyl rescalings and the conformal gauge. Section 7
is about renormalization of the stress tensor and in particular the trace anomaly,
its relation to hawking radiation and how we can use it to induce backreaction
through an effective action approach. Finally in section 8 we review and anal-
yse two modifications of the CGHS dilaton-gravity model, the RST and BPP
models, where backreaction has been induced, and discuss how this affects the
information loss problem. Section 9 is a short discussion of the main results.

2 The observer and the theory

A central object in a theory is the observer. However while the observer is
an object in a theory it is also the entity using the theory. In the theory the
observer or possibly the multiple observers could either be considered as a class
of objects distinct from observed systems, or to be of the same class. Let us
then consider two general principles that must be taken into consideration when
one evaluates theoretical constructions.

Principle of ignorance Every observer interprets its measurement results by
a theory. Using the theory the observer can deduce propositions about events



from the measurement.The assessment of objective reality of such an event can
not be made independently of the theory and is thus subjective.

Self reference problem An observer can not construct a description of a
system including the observer itself with unlimited precision since such a de-
scription would have to include itself.

The logic of the self reference problem implies that any theory including the
observer itself as a part of the state will be limited to descriptions of macro-
scopic parameters. The principle of ignorance introduces a distinction between
operational events, that is events that directly relates to operational procedures,
and non-operational, or gauge, events, which exist only as deductions from the
theory.

2.1 What’s in a point

Let us now consider how we may describe the observer. In a classical theory
such as general relativity where one has a notion of locality and the observer
is very small compared to the system, the observer and its measurement equip-
ment is often treated as a point. If on the other hand the system is small
compared to the observer and the measurement equipment the observer may
be left out of the description altogether and only a structure corresponding to
the measurement equipment may be present in the theoretical description. We
shall call a structure relative to which one can measure properties of the system
a background structure.

The measurement is a process in which a set of numbers are assigned to
the experiment. If we describe the observer as a point it may be natural to
associate these numbers to the point where the observer is located. In the
second case when the measurement device is not treated as a point assigning
the measurement result to a point is not necessarily possible. For this to be
possible we must assume that we have a background structure that enables
localisation of the measured dynamical quantities.

Now it is once again important to stress the the difference between opera-
tionally defined properties and gauge properties. While a background structure
may enable an operational definition of locality, and thus also a operational
definition of non-locality, theories formulated in terms of gauge events may also
be local or non-local but in this case it has no physical significance.

3 Spacetime

In this section we introduce the concepts and notation relating to spacetime
which are used in the theoretical constructions we shall consider in later sections.
The spacetime is a concept usually used to denote the set of events. As before
we can make the distinction between operationally defined events and gauge-
events. In special relativity, SR, events have a operational interpretation in



terms of being defined by the readings of clocks and positions of rods. As a
contrast the events of general relativity are all gauge as is illustrated by the hole
argument. In quantum theory only the preparation and measurement events are
operationally defined.

In classical mechanics it is assumed that position and time can be continu-
ously specified and that physical properties can be assigned to points. Further,
the idea of distances between events leads to the introduction of metric, and
this motivated the description of spacetime by a manifold M. Connected to
this description of spacetime is the concept of fields, used to model continuous
matter distributions. A field theory is a construction where a system is modeled
as a spacetime manifold M and a collection of functions F': M — N.

In special relativity every event is assumed to be in one-to-one correspon-
dence with points in R*, that is the spacetime is described by a manifold Mg
which is isomorphic to R*. The realization that there is no way to operationally
establish an absolute notion of simultaneity, and the adoption of the einstein
synchronization convention, which sets light speed to a constant, leads to the
introduction of a metric ny, that is invariant under poincare transformations.
Thus the symmetry group of the spacetime is the poincare group. If we also
require that spatial orientation and time orientation are physically meaning-
ful, the symmetry group of the spacetime is the orthocronous lorentz group.
Matterfields are described by tensor fields on Mg.

In general relativity the spacetime is described as a general 4-dimensional
hausdorff C* manifold Mg, that is a set that has the local differentiable struc-
ture of R* but not necessarily the same topology. Also in GR matterfields are
described by tensor fields on M.

The assumption that spacetime can be described as a 4-dimensional manifold
is only motivated by compatibility with the idea from classical mechanics that
position can be specified continuously and that locally spacetime was described
as R*. Also in quantum mechanics and conventional quantum field theories the
spacetime is described as a manifold. Accepting the description of spacetime
by a manifold, the choice of topology is yet another not motivated by physical
considerations.

As already said above a central issue for spacetime theories is the concept of
localisation of objects, that is the association of an object with an event. While
the association of an object with a operational event has a physical meaning the
association of an object with a gauge event has none. In the context of a quan-
tum theory where only preparation and measurement events are operationally
defined the rationale for describing the spacetime as a manifold is that it is a
classical background structure.

3.1 Diffeomorphism invariance and background fields

In a spacetime M described as a manifold with metric g,, and matterfields
® where all events are gauge, the value of g,, and ® at a point of M has
no physical meaning. However if one stipulates that the relations between g
and ® are meaningful, even though their values in a specific point is not, two



field configurations on M related by an active diffeomorphism represent the
same physical state. Therefore the symmetry group of the spacetime in this
case is the active diffeomorphism group Dif f(M) which acts on M transitively
and freely. The action of Dif f(M) on g, and matterfields ® is not generally
transitive or free. In other words for any active diffeomorphism A : M — M
the solutions (M, gap, @) ~ (AM, Aigap, AP) and the physical states are the
equivalence classes [M, gap, @] = {(M', g.p, ®') | (M', ¢/, @) =~ M, gap, P}

A diffeomorphism A such that A.ge, = gap is called an isomorphism and
those such that (A*g)a, = Q%gap are called conformal transformations. The set
of isometries on M forms a group Isom(M) and the conformal transformations
forms a group Conf(M).

When the spacetime is described by a manifold and the dynamical entities
are tensor fields one way to introduce operationally defined events is to introduce
a background tensor field F', which is non-dynamically interacting, as a reference
frame. Then events can be given an operational definition by their relation to
F. The symmetry group of the spacetime is now reduced to the subgroup of
Dif f(M) which preserves F.

In GR it is assumed that no non-dynamically interacting entities exist and
as a consequence the symmetry group of the spacetime Mg is Dif f(Mg). In
SR on the other hand the metric 7, is a background tensor field, thought of as
realized operationally by the rods and clocks, and the symmetry group is the
subgroup of Dif f(Mg) that preserves 745, that is the poincare group.

We shall call spacetimes with reduced symmetries associated to background
tensor fields relational spacetimes. Further we can consider spacetimes with
both gauge events and operationally defined events constructed by having a
background field F' covering all of M except a subset H C M. For example
one could have a metric gq, which is a background field on H and a dynamical
field on H. The symmetry group of such a spacetime would be the subgroup
of P(M) C Diff(M) that acts as the isometry group of g, on H and acts as
subgroup of Diff(H) that preserves F on 0H on H. The physical states are
thus the equivalence classes of field configurations under the action of P(M).

Active diffeomorphisms preserve tensor relations in the sense that if 77 = Ty
at pe€ M and A : M — M is a diffeomorphism then A*Ty} = A*Ts at A(p).

We may however adopt an alternative view of diffeomorphisms. Consider
the diffeomorphism A mapping tensors at the point p to tensors at the point
A(p). We then introduce a coordinate system z* in a neighborhood U of p and
a coordinate system y* in a neighborhood V of A(p). Now we may use A to
define a new coordinate z* system in the neighborhood ¢~1(V) of p by setting
xh(q) = y*(A(q)) for ¢ € ¢~ 1(V). We thus associate the points related by the
diffeomorphism with the same coordinates. The passive view of diffeomorphims
is that they leave p and the tensors at p unchanged but change the coordinates.
The components of the tensor A*T at A(p) in the y* coordinate system in the
active view are the same as the components of T at p in the z# coordinate
system in the passive view. The passive view is however drastically different
as long as coordinates do not have physical significance, since in this case all
sensible theories should be invariant under coordinate transformations. If one



however adopt the view that events should be associated to coordinates rather
than points, the passive view appears to be identical to the active.

In any theory where objects are defined on a manifold M and the theory is
assumed to be invariant under diffeomorphisms no object that is coordinate de-
pendent, or point dependent, can be an observable. Hence observables can not
be associated to a point on the M but must be associated to M itself. Thus ob-
servables in a diffeomorphism invariant theory are in this sense global. However
if we consider theories where the measurement devises are included observables
can always be defined in terms of quantities relative to the measurement device.

3.2 Causality conditions and orientability

So far we have not considered any restrictions on the properties of the metrics
we consider. Causality however introduces a kind of restriction on the proper-
ties of the metric and certain assumptions related to causality implies that the
causal structure is the property characterizing a physical state of the metric.
The notion of causality introduces a relation a < b between two events corre-
sponding to a caused b. The metric however may more properly be thought of
as describing the possibility of a to cause b or the causal connectibility, denoted
a < b.

There are several causality conditions that are more or less restrictive on
the dynamics of the theory. A metric is said to satisfy the chronology condition
if there are no closed non-spacelike curves. Future (past) distinguishabilityIf for
allp € M and all sufficiently small open sets O containing p, no future (past)
directed timelike curve that begins at p and leaves O ever returns to O. Strong
causalitylf for allp € M and all sufficiently small open sets O containing p, no
future directed timelike curve that begins in O and leaves O ever returns to O.

Strong causality thus implies both future and past distinguishability and
each of these conditions imply chronology. However the converse is not true.
Further we say that (M, gap) satisfies the stable causality condition if and only
if there is a global function T" : M — R such that VI = t* is everywhere
timelike. Stable causality implies strong causality and is thus the strongest
requirement. Stable causality also implies that we can continuously divide all
non-spacelike vectors k% into two classes, based on whether the satisfy gq,k®t® <
0 or gupk®t® > 0 which we label past- and future-directed vectors respectively.
We denote the sets of all future and past directed vectors on M 6% (M) and
0~ (M), respectively. A spacetime where this division is possible is called time
orientable. Similarly a spacetime is said to be spaceorientble if it is possible to
continuously divide bases consisting of three space-like vectors into right-handed
and left handed.

Now let us consider two time oriented spacetimes (M, gqp) and (M, Gap). We
then say that a bijection ® : M — M is a causal isomorphism iff for all a,b € M

aSbh < ®(a) S (D) (1)



It now turns out that if (M, g.) and (M ,gab) are time-orientable and also
past and future distinguishing, then ® is a diffeomorphism and ®,gg is con-
formally equivalent to gq[1], that is @ is a conformal transformation. Fur-
ther for a time orientable (M, g,p) every diffeomorphism ® : M — M such
that that ®,(0F(M)) C 0F(M) and (®~1).(0F(M)) C 6F(M) is a conformal
transformation and conversely every conformal transformation C is such that
C.(0F(M)) C 6 (M) and (C~1).(0%(M)) C 6F(M)[2].

Thus if we only allow (M, gqs) that are time-orientable the group of dif-
feomorphisms that preserve the time orientation is identical to Conf(M) and
hence the equivalence classes under conformal transformations are character-
ized by their causal structure. A class of conformally equivalent metrics on M
is called a conformal structure.

3.3 Causal structure

Let us consider the causal structure of spacetimes a little further. For a time
orientable (M, gqp) we define a future directed timelike curve A to be a curve such
that for every p € X the tangent is a future directed timelike vector. Similarly a
curve A is causal if for every p € A the tangent is a future directed non-spacelike
vector. Using these definitions we can define the chronological future I (S) and
causal future J*(S)of a set S as

I't(S) =q € M : 3 future dir. timelike curve A(t), A(0) = p,A\(1) =g forape S
)
J*(S) =q € M : 3 future dir. non-spacelike curve A(t), A(0) = p,A(1) =qforapc S
(3)
A set S is said to be achronal if there does not exist p,q € S such that ¢ € I (p)
For a closed achronal set S we can define the past domain of dependence D~ (.S)
and future domain of dependence D (S) as

D*(S) = {p € M : every past/future inext. causal curve through p intersects S}
(4)

The domain of dependence D(S) is then defined as D(S) = D*(S) U D~ (S).
A closed achronal set ¥ for which D(X) = M is called a cauchy surface and a
spacetime with a cauchy surface is said to be globally hyperbolic.

A globally hyperbolic spacetime is stably causal and hence time orientable.
A 4-dimensional globally hyperbolic spacetime M* is thus isomorphic to R x M3
where M3 is a 3-dimensional spacetime with with euclidean metric.

3.4 Foliation of spacetime

As mentioned above stable causality allows the foliation of spacetime of spacelike
hypersurfaces defined by T' = constant. We now construct such a foliation more
explicitly. To do this we choose a timelike vector field t* and a time-function ¢
such that t*V,t = 1. For each t we also introduce an embedding T; : Y= M



of a manifold ¥ which is topologically R? into M, such that the ¢ = constant
hypersurfaces are diffeomorphic to the embedded surfaces ;. Thus the choice of
t defines a one-parameter family of embeddings, a foliation. We can decompose
t* as

t% = Nn® + N° (5)

where n® is the unit normal to ¥; and N¢ is tangential to ¥;. N = —gabt“nb
is called the lapse function and N¢ = %‘ftb, where Va5 = gap + nn’ is the
induced metric on X, the shift vector. With this notation the metric g, thus
decomposes as

Jab = Yab — Nallp (6)

We can introduce an adapted chart (z,t) for M such that Z is constant on each
integral curve of the vector field. Generally the induced metric will be time
dependent.

3.5 Isometries

Let us now consider the isometry group Isom(M) of (M, gap). If Isom(M)
contains a one parameter subgroup A; : R x M — M, we can associate to it a
vector field. The action of A; on a point p defines a curve on M and is called the
orbit of A; and the collection of orbits define a congruence on M. The tangent
vectors of this congruence defines a vector field £ which can be thought of as
the generators of this isometry and is called a Killing field. A nessecary and
sufficient condition for a field ¢ to be Killing is

Vals + Viéa =0 (7)

Since A; is an isometry group we have for the associated Lie derivative of the
metric Le¢gap = 0. The existence of a killing field implies the existence of a
conserved current Ji = K abg, associated to a conserved symmetric tensor Kygp
since

VoJg = KV & + VK%, =0 (8)

We can use the existence of killing fields to classify a (M, gq) or equivalently
the diffeomorphism equivalence class of which (M, g,p) is a representative. A
(M,qp) is said to be stationary if there is a one parameter group of isometries
A; whose corresponding Killing field is timelike. If there additionally exists a
spacelike hypersurface ¥ which is orthogonal to the orbits of Ay ,(M,qp ) is said
to be static. Further if Isom(M) contains a subgroup isomorphic to SO(3) and
the orbits of this subgroup are two-spheres.

3.6 Asymptotically flat spacetime

In many applications, such as the description of black holes below, one wishes
to refer to properties of an infinite spacetime M “at infinity”. One method
commonly used is to map M onto an open subset of a another spacetime M

10



called the unphysical spacetime and study the properties of this instead. Let us
now go through a particular example[3] of this construction that will be of use
later on.

A (M, gap) is called asymptotically flat at null and spatial infinity if there
exists a (M, Jap) with Ga, C everywhere except possibly at a point i where
it is C>9, and a conformal transformation A : M — A(M) C M such that
Jab = Q2A*g,p, that satisfies the following conditions

(1) J*(% U J—(i% = M — A(M) Hence i is spacelike related to all points of
A(M) and OM = TTUZ~Ui® where T+ = 9J+(i°) —i°,Z- = 9J (i) — i°

(2) There is an open neighborhood U of OM such that (U, g.p) is strongly
causal.

(3) Q can be extended as a function to all of M that is C? at i and C™
elsewhere.

(4) On I+ and 77, Q = 0 and V,Q # 0. Further Q(i%) = 0, lim;oV,Q = 0
and 1imo Vo VeQ = 2G4y (i0)

(5) The map of null directions at i into the space of integral curves of n® =
GavVa on It and T~ is a diffeomorphism. For any smooth function f
on M —i° such that f >0on MUZtUZ~ and V,(f*n®*) =0on ZT UL~
the vector field f~'n® is complete on Z+ UZ~, that is it generates a flow
with domain R x Tt UZ~.

3.7 Geodesics and Synges world function

Before proceeding let us consider geodesics. A curve A is said to be a geodesic if
there exists a parameterisation of A such that the tangent ¢ satisfies t2V,t? = 0.
Such a parameterization is called affine. Further we find that t*V, (gpt°t?) =
0 which implies that g.,t°t’ is a constant along the geodesic. Geodesics are
not generally mapped to themselves by diffeomorphisms but the image of a
geodesic is still a geodesic. A diffeomorphism that do preserve geodesics is
called a geodesic map, and the geodesic maps is thus a subset of the conformal
transformations. If a geodesic is inextendible in at least one direction but have
only a finite range of affine parameter we say that it is incomplete. The normal
convez neighborhood of a point x is the set of points y connected to = by a
unique geodesic. In the normal convex neighborhood of = we can define Synges
world function o(x,y) by

A1
o, y) = %()\1 o) / Gupt e\ )
Ao
where \g and A\; are the affine parameters of the unique geodesic at x and y
respectively and ¢ is the tangent of the geodesic. We note that since g,t*t? = ¢,
where € is a constant, along the geodesic o(x,y) = §(A1 — Xg)?. Naturally since
geodesics are not preserved by active diffeomorphisms neither is Synges world
function.
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3.8 Singularities and geodesic incompleteness

A singularity is not a precisely defined concept but it is generally used to de-
note something that is considered pathological, such as an unbounded curvature
tensor.

A common notion of what constitutes a singular spacetime with metric
is a (M, gqp) which is timelike or null geodesically incomplete. For time ori-
ented spacetimes we may naturally divide the spacetimes in categories based on
whether there are geodesics that are future, past or future and past incomplete.
We now adopt a language where we call singularities such that past directed
causal geodesics are incomplete, singularities with future. Similarly singulari-
ties such that future directed geodesics are incomplete are called singularities
with past. We could imagine three principal situations, singularities with past
but no future, future but no past and singularities with both past and future.A
singularity with future will be referred to as naked.

A singular spacetime is globally hyperbolic only if there exists a closed
achronal set IT such that all singularities with future but no past are contained
in J~(II) and all singularities with past and no future are contained in J*(II).
Thus in particular the appearance of singularities with both past and future will
always render the spacetime non-hyperbolic.

In the non-hyperbolic case while conditions on a single spacelike hypersurface
is not enough to determine the entire history of the spacetime conditions on a
set of surfaces such that together they intersect all inextendible causal curves is,
provided it exists. The specification of conditions on a spacelike hypersurface
IT such that T C J—(II) for a singularity T is equivalent to the specification of
boundary conditions on Y.

Suppose we have a spacelike hypersurface I'; which no non-spacelike curve
intersects more than once, but not necessarily a cauchy surface, then we say
that spacetime is asymptotically predictable from T if #T C D(T'). An asymp-
totically flat spacetime which fails to be asymptotically predictable from a par-
ticular spacelike hypersurface I' must possess a naked singularity not contained

in J—(I).

3.9 Boundaries and partially relational spacetimes

Let us now consider spacetimes with boundaries and partially relational space-
times and especially the causal structure. A spacetime with a partially timelike
boundary is not globally hyperbolic since causal curves can begin and end at
the boundary without passing a specific spacelike hypersurface. In the case of a
spacetime with background metric one may only consider fields of compact sup-
port and thus a globally hyperbolic region of the spacetime. When we consider
a spacetime M where the metric is a dynamic field this is obviously not possible
and the boundary M must be taken into account. However one might conceive
such a spacetime as embedded in a spacetime M with background metric. If
the metric is supposed to be smooth this imposes as mentioned above boundary
conditions on M reducing the symmetry group.

12



3.10 Dynamics of the metric and matter fields

As discussed previously active diffeomorphisms preserve tensor relations. There-
fore it is natural to formulate relations between dynamical quantities in terms
of tensor equations. The dynamical equations of general relativity, the einstein
equations are

1
Rab - §gabR + Agab = Tab (10)

In the lagrangian formulation of general relativity on a boundaryless manifold
M this equation follows from the variation of an action S = S,,, + Sas where
Sguy = [3y V—9k(R —2A) and Sy is the matter action. More specifically we
say that the dynamics of the system is give by the condition 65 = 0. We let
U? be the collection of tensor fields where a denotes all tensor indices, that is
in this case g% and all matterfields. Then if there exist a C> tensor field E,
such that for all 60 at dgb

55[®%] = ; E,60° (11)

we say that S is functionally differentiable at U§ and E, is the functional deriva-
tive of S which we denote as

05

Eo = sgales

(12)

We then say that the local equations of motion are given by F, = 0. However
when M is a manifold with a piecewise smooth boundary this action does not
produce Einsteins equations since there are boundary terms. Variation of the
the action in this case gives

8(Sgu + Su)g*] = /M V=9(Ray — %gabR + Agap = Tun)dg™" +
" V=9V a(9es V0™ = Vidg™)
-/ Nt e %gabR + Agay — Tap)3g™ +

+ | V=99 VigT = Vidg® e (13)

oM

thus in this case there is no functional derivative and thus we cannot define local
equations of motion as above. If we insist on having local equations of motion
we can construct an action producing einsteins equation by adding a term to
cancel the surface term

Sped = [ /=gR+ K (14)
M oM

13



where K = 29%(gep — nenp)Vant.

The above action describing the dynamics of the metric and matterfields is
only a special case that one can construct. It was shown by Iyer,Wald[4] that
the most general diffeomorphism invariant lagrangian is of the form

L= L(gaba Rycdes VaRbedes - - - v(al <o vam)szcdea U,V 9,... 7V(a1 <o Vam)\IJ)
(15)
where ¥ again is a collection of tensor fields.

All the above formulations of dynamics assume the field theoretical descrip-
tion and are thus limited to spacetimes described by manifolds.When we con-
sider partially relational spacetimes where the metric is a background field out-
side a subset H C M and a dynamical field on H, we must use different forms
of the action for the different regions.

3.11 Matter conditions

So far we have not restricted the dynamics of the metric in any sense. A number
of restrictions can be put on the matterfields which then constrict the possible
metrics. We first consider the conditions of local causality and local energy
momentum conservation

Local causality The matterfield equations must be such that if U is a neigh-
borhood of points p and ¢, then a signal can be sent between p and ¢ if and only
if p and ¢ can be joined by a C' curve whose tangent is everywhere non-zero
and non-spacelike.

Local energy momentum conservation The matterfield equations must
be such that there exists a symmetric tensor Ty, depending on the fields, there
covariant derivatives and the metric, and satisfies

I T, vanishes on an open set U if and only if the matter fields vanish on U.

IT T,; satisfies the equation V*T,;, = 0

Next we consider a set of possible restrictions on the energy tensor that will
be used later on.

Weak energy condition The weak energy condition states that for all time-
like vectors t* we must have T,t%t? > 0

Null energy condition The corresponding condition for null-vectors is the
null energy condition where for all null vectors I* we have T,,%1® > 0

Dominant energy condition The dominant energy condition is the weak
energy condition, T,,t*t’ > 0 for all timelike %, together with the requirement
that T,,t% is a non-spacelike vector, that is T,, T t*t¢ < 0.
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Strong energy condition The strong energy condition is that T,;t%t® >
%Tgtete for all timelike vectors ¢®.

As can be seen the dominant energy condition implies the weak energy con-
dition, but except for this the conditions are independent.

4 Gravitational collapse

The central concern for this treatment is naturally the properties of spacetimes
corresponding to gravitational collapse and the appearance of singularities. To
investigate these we first have to consider some properties of geodesic congru-
ences.

4.1 Geodesic congruences

Let O be an open subset of M. A congruence in O is a family of curves such
that for each p € O there passes precisely one curve in this family. Thus the
tangents to the congruence is a vector field in O. Let us consider a congruence
of null-geodesics with corresponding null tangent vectors k®. For a p € O the
tangent vectors v in T, M that satisfy v k® = 0 defines a 3-dimensional vector
space V,. Further we identify vectors v{ and v§ if there is a ¢ € R such that
vy —v§ = ck®. The equivalence classes defined by this identification forms a 2-

dimensional vectorspace f/p. A tensor T, Ii lb‘;?:"bl * over T), M gives rise to a tensor
over V,, iff its contraction with k% or k, over one of the indices and vectors and
dual vectors that give rise to elements of f/p and f/p* is always zero. The metric
gap and By, = Vipk, both satisfy this property and gives rise to tensors g, and
Bap. We can decompose By, as

1
Bab = iegab + 5ab + J)ab (16)

where 6, &, and @, are, respectively, the expansion, shear and twist of the
congruence.

4.1.1 Cosmic censorship

It has been conjectured in many ways that gravitational collapse should not
produce naked singularities given some requirements on the properties of the
Einstein equation and matterfields. These conjectures are referred to as cosmic
censorship conjectures. The following version is due to Penrose, Geroch and
Horowitz[3]

Cosmic censorship conjecture Let M be a spacetime and (X, vap, Kap)
be the initial data for einsteins equation with (3, 7,5) a complete Riemannian

15



manifold and with an einstein-matter equation that is a quasilinear, diagonal,
second order hyperbolic system, that is an equation on the form

gab(CE,(I)j?vC(I)j)vaqu)i = Fi((E,(I)j,vC(I)j) (17)

where V, is any derivative operator, g is a smooth lorentz metric {®;} are
functions on M and {F;} are smooth functions of its variables. Further let T,
satisfy the dominant energy condition.

Then if the maximal cauchy development D*(X) is extendible, for each point
on the cauchy horizon p € H*(X) in any extension, either strong causality is
violated at p or I~ (p) N Y is noncompact.

4.2 Black holes

To define what we mean by a black hole we restrict ourselves to the case of
an asymptotically flat spacetime. The Black hole % can then be defined as
the region of the spacetime M which is not in the chronological past of future
null infinity .# 7 or equivalently & = M — I~ (.#7T). The boundary ht of B is
called the future event horizon, and is by its definition a null surface. The black
hole region can thus only be defined when the entire history of the spacetime
is known, so in particular the location of the event horizon can not be deter-
mined by a local observer. Black holes are considered as a possible result of
gravitational collapse in general relativity.

A black hole is said to be predictable if for a spacelike surface X, I (X) N
I=(#%) c D(X)and ht C D(X). This simply means that we require everything
to the future of ¥ that is not the interior of the black hole to be predictable
from X but do not require anything for the black hole interior. For a black
hole spacetime that contains a singularity T with future such that IT(T) N
(IT(Z)NI=(#T)) # 0 the black hole will not be predictable.

An important result for the dynamics of the event horizon was found by
Hawking (1971)[5]

Area theorem Let (M, g,,) be a strongly asymptotically predictable space-
time satisfying Rgpl®l® > 0 for all null I*.Also let ¥; and %5 be spacelike
cauchy-surfaces for the globally hyperbolic region such that ¥ C I(3;) and
let b1 = hT N X1,ho = h™ N Xy.Then the area of b is greater than or equal to
the area of b;.

If einsteins equation is valid Rypl®l® >0 implies that 87 T,pl%1° > 0 that is
the null energy condition. The theorem is thus invalidated if the null energy
condition is not satisfied.

4.2.1 Trapped surfaces and the apparent horizon

A 2-dimensional compact smooth spacelike submanifold T is called a trapped
surface if the expansion 6 of both sets of future directed null-geodesics orthogo-
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nal to T" are everywhere negative. If we instead of requiring negativity of 6 only
require non-positivity we say the region is marginally trapped. A 3-dimensional
spacelike surface C' is called a trapped region if 9C is a marginally trapped
surface. Let ¥ be an asymptotically flat cauchy surface. We define the totally
trapped region 7 of ¥ to be the closure of the union of all trapped regions C' on
3. The boundary &/ = 0.7 of .7 is called the apparent horizon on X. Further
we call the region of all trapped surfaces the apparent black hole. In a strongly
asymptotically predictable spacetime where Rq,[%1° > 0 for all null [* we have
that .7 € N Y, and thus the apparent black hole is contained in 4.

4.2.2 Stationary black holes and killing horizons

A black hole % in a asymptotically flat spacetime M is said to be stationary if
there exist a one-parameter group of isometries on M generated by a killing field
& which is unit timelike at infinity.Further the black hole is said to be static
if £ is hypersurface orthogonal, and axi-symmetric if there in addition exists
a one-parameter family of isometries that corresponds to rotations at infinity
generated by a killing field ¢*. An axi-symmetric black hole spacetime where
the 2-surfaces spanned by £* and ¢ are orthogonal to a family of 2-surfaces, is
said to be & — ¢ orthogonal. This property holds for all axisymmetric black hole
vacuum solutions to the einstein equation.

A null-surface where a killing field ¢* is null is called a killing horizon $)..
it can be shown that the event horizon of a stationary spacetime is a killing
horizon.

For a stationary black hole spactime which is £ — ¢ orthogonal there exist a
killing field of the form

X =&+ Qp (18)

which is normal to the event horizon. The constant 2 is called the angular
velocity of the horizon. Let §,, be a killing horizon with normal killing field x°.
Since the vector field V2(x"x) is also normal to §,, there must be a relation

V“(Xbxb) = —2Kkx" (19)

where & is called the surface gravity of $,.

4.3 Singularity theorem

So far we have only discussed the possible end states of gravitational collapse,
and so it is time to consider under what assumptions gravitational collapse might
result in singularities. As defined above a spacetime is said to be geodesically
complete if every geodesic can be extended to arbitrary values of its affine pa-
rameter. Hawking and Penrose[5] showed that a spacetime with metric (M, gqp)
cannot be null and timelike geodesically complete if:

(1) R.pk®k® > 0 for all non-spacelike vectors k®
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(2) Every non-spacelike geodesic with tangent k£ contains a point where
ko Rojcarek sk k® # 0

(3) There are no closed timelike curves

(4) There exists at least one of the following I a compact achronal set without
edge II a closed trapped surface III a point p € M such that the expansion
0 of the future directed null geodesics emanating from p becomes negative.

If einsteins equation is valid we find that Rapk*k® = 87 (T, — %Tgab)kakb and
hence R,pk%k® > 0 implies (T,p — %Tgab)kakb > 0. For timelike k% this is thus
equal to the strong energy condition, and for null &% it equals the null energy
condition.

5 Quantum field theory and spacetime

Quantum theory is fundamentally different from classical theories in that the
observer and the act of observation enters the theoretical construction very
explicitly. The standard Dirac-von Neumann quantum theory can be stated as
follows

Hilbert space axiom The possible states | ¥ > of a system can be repre-
sented as unit vectors in a Hilbert space 7.

Observables An observable is represented by a hermitean operator O on ¢,
and the eigenvalues of the operator are the possible results of a measurement
corresponding to this observable. The expectation value of an observable O in
the state | ¢ > is given by < ¢ | O | ¢ >, where < ¢ | ¥ > is the inner product
in .

Determinate properties If the system S is in an eigenstate to the operator
O corresponding to a particular eigenvalue, a subsequent measurement corre-
sponding to the same operator will give the same result.

Dynamics The system has two different modes of evolution. When no mea-
surement is made the system S evolves according to the linear deterministic
equations of motion. Upon measurement of an observable with associated op-
erator O the state of S is reduced to the eigenstate of O corresponding to the
eigenvalue the measurement resulted in.

The observer has a special role in the Dirac-von Neumann quantum theory
since it the observer that causes the reduction of the state. While there is
no specification of what constitutes an observer, states are defined relative to
the observer and different observers generally have different state spaces, as
illustrated by the Schrodingers cat thought experiment. As a consequence it

18



is not meaningful to use concepts such as absolute state of a system, absolute
values of observables or absolute events.

5.1 Unitarity and probability preservation

As mentioned above quantum mechanics is about relating the preparation of
system to the measurement on the same system. However the preparation pro-
cedure may be quite different from the measurement procedure which would
motivate the description of prepared states and measured states by different
hilbert spaces. Let us call the hilbert space of states that a system can be
prepared in Hy , and a hilbert space of states it can be measured in Hy. The
dynamical evolution of the system will then be described by a map between H;
and Hy. Such a map is called a unitary transformation U : Hy — Hs if it is
bijective and satisfies

UUr=UU=1 (20)

This property holds if and only if U preserves the inner product structure <, >
in the sense that for all vectors X,Y € H;

<UX|UY >p=< X |Y >p, (21)

Thus a unitary transformation is an isomorphism. In the case when Hy; = Hy
and U is an automorphism it is also called a wunitary operator. Similarly a
antiunitary transformation A : H; — Hs is a bijective map such that

<UX|UY >p,=< X |Y >}, (22)

To see the physical significance of such maps consider the following. Since the
probability of finding a system in an eigenstate Xp € H; to an observable O
when the system is in state Y is given by | < Xo | Y >|2, then the probability
of finding a system prepared in the state X imidiately after preparation in
the same state is | < Xo | Xo >|> = 1 that is the probability of the state Xo
being prepared is one. Let then Z; € H, be the eigenstates of an observable O
and use this as the basis of Hy. Let UXp be the state Hy in the and the total
probability of being measured in any state is >, | <UXo | Z; > [*= ), <
UXo | Z; >< Z; | UXo >=< UXop | UXp >. Thus if the probability of the
system being prepared is to equal the probability of being measured, the map
must preserve the scalar product between identical states, and hence be either
unitary or antiunitary.

5.2 Pure and mixed states

A pure quantum state is a state that can be described by a single vector in the
hilbert space 7. A mixed quantum state is a classical statistical distribution of
pure states. A density operator is a positive semidefinite hermitean operator of
trace 1 operating on 2. A system is pure iff the density operator is idempotent,
that is p = p2.
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Since different observers construct different state spaces and in general do
not even study the same system, the notion of pureness of a state is also relative
to the observer and can only be established by the preparation of the system
by the observer.

5.3 Entropy of entanglement

The von Neumann entropy Sy(p) of a quantum state is defined as

Sy = —tr(plnp) (23)

Sn(p) is only zero for pure states. Then consider a system AB with a Hilbert
space J€xp in a pure state with density matrix p. Suppose further that AB is
divided into two sub systems A and B with hilbertspaces 774 and %, and that
Hap = Hy @ Hp. The density matrix of a subsystem is obtained by taking
the partial trace of p over the other subsystem. Thus

pa =trep (24)

pB =1trap (25)

and the entropies of the two subsystems are
Sa = —tr(paln(pa)) (26)

Sp = —tr(ppin(pp)) (27)

5.4 Quantum theory in spacetime

When constructing a quantum theory one must decide what constitutes observ-
ables and states. Different choices will generally lead to different predictions
even when attempting to describe the ”same” physical situation. A particu-
lar class of quantum theories are the general quantum field theories which can
be said to be quantum theories of systems with infinite number of degrees of
freedom. When formulating a theory including a spacetime in terms of man-
ifolds and tensor fields one must decide whether topology is fixed or not and
in the case of fixed topology whether the metric should be a fixed background,
partially background and partially dynamic, or fully dynamic.

In conventional quantum field theories the topology of the manifold M is
fixed and the metric is a background field. Usually the topology is that of R*
and the background is the Minkowski metric 7,;. The dynamical entities are
a set, of fields defined on M and the states are the field configurations modulo
the internal gauge groups of the fields. It is assumed that observables can be
associated to points or alternatively to finite regions of spacetime and thus the
observables are represented by operators that are either associated to spacetime
points or are operator valued distributions defined on M. The application of
this construction to general spacetimes is usually reffered to as quantum field
theory in curved spacetime and will be treated below. In this picture, and if the
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operators corresponding to observables are supposed to correspond to operations
performed by the observer it means the observer should have the ability to
perform measurements at any point of the spacetime. Alternatively since the
states are defined relative to the observer and since the they are also defined
relative to the background metric, the background metric must be defined by the
observer. This reasoning leads to complications when considering background
metrics corresponding to black holes as we shall see below.

Models where the metric is a fixed background field can naturally not in-
clude gravitational interaction. Several constructions has been attempted where
interaction between matterfields and metric is introduced while a background
structure is still retained.

One attempt, the covariant perturbation method has been to split the metric
as gab = bap + haep where by is a a fixed background field which determines a
fixed causal structure and a dynamical field h,p. The field hgp, is treated as an
ordinary quantum field in the fixed background and thus this approach may be
motivated when modeling weak gravitational effects where a background can be
operationally established, such as weak gravitational waves in a detector.

Another attempt is the so called semi-classical gravity. Here spacetime is
described as a manifold M with a classical background metric g, and quantum
matter fields ¥. The background metric is then dynamically coupled to the
quantum fields by the semi-classical Einstein-equation

1
Rab - igabR =81 < QZ} | Tab ‘ ¢ > (28)

However since different matter field states are supported on different background
metrics, the superposition principle does not apply for the quantum states, and
it is thus not a proper quantum theory.

Yet another attempt is to apply the path integral method to gravity. One
then constructs a formal expression as

3
<ans [ 7= [ Dlgan, pletee! (29)
1
In the spirit of the idea that only preparation and measurement events are
operationally defined and all other events thus are gauge one might argue that
one should sum over all possible metrics and matterfield configurations that
agree on the operationally defined events. Furthermore one might argue that
the sum should also be made over all possible topologies consistent with the
same preparation and measurement.

5.5 Conventional quantum field theory in Minkowski and
general spacetimes

Conventional quantum field theory does as mentioned above describe the space-
time M and metric g, as fixed background structures. Further it is a ”quanti-
zation” of a classical field theory by application a quantization procedure such
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as canonical quantization or covariant quantization. Thus in particular it as-
sumes a classical description of a system by a collection of fields & : M — N
where the dynamics is given by an action S expressible as S = [ u £ Both
the canonical and covariant quantization procedures requires that M is stably
causal so that there exist a foliation of M by spacelike hypersurfaces X; and a
corresponding timefunction ¢, but while the canonical procedure makes explicit
use of the foliation by choosing a hamiltonian, the covariant procedure does not.

5.5.1 Covariant quantization of a scalar field

In a Minkowski background spacetime the equation of motion for a local and
lorentz covariant scalar field @ is the Klein-Gordon equation (n%°V,V,+m?)® =
0. Such a field has a well posed initial value formulation for the initial data
(¢, n*V 4¢) on any smooth spacelike cauchy-surface ¥ with unit normal n®. If we
seek an equation for a geometrically covariant local scalar field with well posed
initial value formulation in a general globally hyperbolic background (M, ga)
we must assume equations of motion of the form

V2p+ AV ,p+Bop+C =0 (30)

where V, is any derivative operator, A% is any smooth vector field and B and
C are arbitrary smooth scalar functions. Such an equation is called hyperbolic.
A specific and popular choice is V2¢ — (m? + £R)¢ = 0 where £ is a constant.
The reason is that when m = 0 choosing ¢ = 4(7:;21) renders the equation of
motion invariant under Weyl rescalings, and is referred to as conformal coupling.
Setting £ = 0 on the other hand is referred to as minimal coupling, but is equal
to conformal coupling when dim(M) = 2.

To covariantly quantize the field we introduce the scalar product

(b1, 62) = —i /E VA G1Val — 2V ad ) (31)

where X is a spacelike hypersurface and n® is the future directed unit normal
to X. Now let {u;} be a complete set of mode solutions to 30 ,where the index i
denotes the set of quantities necessary to label the modes, which are orthonormal
in the scalar product, that is satisfying

(ui, u;) = 0y (ui, uj) = =0y (ui,uj) =0 (32)

The field ¢ may now be expressed as
¢(a) = Y (aiui() + afuf (2)) (33)

The covariant quantization then consists of giving a; and a;r operator status and
imposing the commutation relations

1 — 5 [aT aT] =0 [ai,a;] =0 (34)

[aiaaj] i &g
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There is however a complete arbitrariness in the choice of complete set of mode
solutions and hence in the operators. Let us therefore consider a different family
{vi}. Since both families are complete the modes v; can be expanded in terms
of the u;

v; = Z(aijuj + Bijuj) (35)
J

and conversely

up =Y (@i + G507 (36)
J
These relations are called Bogolubov transformations and the matrices a;; and
Bi; are called Bogolubov coefficients. Since both families are complete it follows
that

Z(aika;k — BikBix) = dij (37)
k
and
Z(aikﬂjk — Bikajk) =0 (38)
%

The corresponding relations for the operators a;, aj corresponding to {u;} and
b;, bl corresponding to {v;} are

a; =Y (ajibj + B;;b5) (39)

J

and

bj = (a,a; + Bjial) (40)

J

To each complete family of modes there is a special state called the vacuum
state being the state annihilated by all the corresponding annihilation operators.
Thus for {u;} the vacuum state | 0, > is thus defined by a; | 0, >= 0Vi, and
the vacuum state | 0, > corresponding to {v;} is defined by b; | 0, >= 0Vi. the
different vacua will be different if 3;; # o since

ai | 0y >=Y_ 35,00 | 0, >#£0 (41)
J

And thus the expectation value of the number operator N; = a;rai in the state
| 0, > is

< 0y | Ni | O, >=Z|5ﬁ 2 (42)
J
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5.5.2 Canonical quantization

In the canonical approach one takes the starting point in an action formulation
of the classical field theory and defines a hamiltonian description of dynamics,
that is it defines a Schrédinger picture description. This makes explicit use of
time and therefore requires a specific choice of foliation of M. Given a foliation
of hypersurfaces 3; one defines a canonical momentum density 7(z,t) on each
Zt by

m(x,t) = (43)

5d
where & = 2V, & = Nn®V,® + N*V,®. The hamiltonian function Hi(¢,7)
on a hypersurface ¥; is defined by

H, = np — L(¢,7) (44)

and the time evolution of phase space data is governed by the Hamilton-Jacobi
equations

: 0H, ) 0H

d=t"Vap=—"F  F=t"Ver— 5—(]; (45)
The pair [¢p(x,t), (x,t)] on a spacelike hypersurface X is the cauchy-data of the
field and is assumed to uniquely determine the field in D(X;). Restrictions on
the possible cauchy-data can be made such as requiring ¢ and 7 to be smooth
functions of compact support.

The phase space I'; corresponding to X; can now be defined as

FtE([¢aﬂ]7¢:2t_>R77r:2t_)R;¢77T€Cgo(2t)> (46)

Thus it is implicitly assumed that there is no symmetries of the fields.
The quantization is then imposed by giving ¢(x) and 7(x) operator status
and requiring the canonical commutation relations

[¢(x), 6(y)] = 0
[r(x), 7(y)] = 0
[¢(x), w(y)] = id(x — y) (47)

where 0(z — y) is a function on ¥ satisfying [;, dzd(z —y) =1

The evolution of the state is given by the Schrodinger equation

Ol Y(t) > _ 4
im e = H () > (48)

where H is the hermitean operator obtained from the classical hamiltonian by
substituting ¢(x), 7(z) with ¢(x),7(z).
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The canonical quantization procedure is not mathematically well defined
since ¢(x) is not an operator but an operator valued distribution. The classical
hamiltonian usually contains products such as ¢¢ ,and since it is a local function
the product must be of fields at the same point. The canonically constructed
hamiltonian contains products of distributions in the same point which is gen-
erally not defined. Therefore it usually appears divergences which are removed
using renormalization techniques. In the case of minkowski background metric
the preferred technique is normal ordering of operators.

5.6 Scattering theory

Since quantum theory is about the relation between preparation and measure-
ment of a system one is naturally led to a description of a physical process as
a relation between an initial state | ® >;, and a final state | ® >,,; while
being oblivious of any intermediates. In the case where preparation and mea-
surement are made in different locations this approach is realized as scattering
theory. Naturally the applicability of this approach depends on the specific as-
sumptions made about the spacetime. When considering quantum fields defined
relative a background metric it is essential that the spacetime is globally hy-
perbolic. On a minkowski background the scattering process is formulated as
a relation between initial and final states corresponding to a free field theory.
This generalizes to a general globally hyperbolic background where initial and
final states can be either schrodinger states associated to cauchy surfaces %,
and Y., or heisenberg states given by covariant quantization. Similarly for
partially relational spacetimes where preparation and measurement take place
in the relational part this approach can be used. Let H;, and H,,: be the
hilbert spaces of in and out states respectively.

Let us consider the case where H;, = H,,; = H. If we assume that
probabilities are preserved there must be an automorphism S on H such that
S| @ >in) =| ® >ou for all | & >, and |  >,,, which is the S-matriz. More
generally if H;, and H,,; are not the same hilbert space, the conservation of
probability in the scattering event implies as discussed above the existence of an
isomorphism S : H;,, — H,y,:, which we will call the S-operator. The assump-
tion that H;, and H,,; are isomorphic is called the Asymptotic completeness
axiom Furthermore to consider more general scattering situations that include
mixed states we consider the statespace &;, consisting of density matrices on
H;,, and &,,; consisting of density matrices on H,y,;. The map & : &;, — Gyt
relating the in states and out states is called the superscattering operator.

If we want G to conserve probabilities this imposes the condition

tr(&p) =tr(p) (49)

Furthermore one may require non-interference of probabilities, which is the same
thing as linearity of &, that is

S(apy + bp2) = aGp1 + bSp2 (50)
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5.7 CPT-invariance

Consider the case that we have a notion of charges, time-orientation as well as
space-orientation. If then we assume that the scattering process is symmetric
under CPT inversion, there should be anti-unitary maps C : H;, — Hy,: and
C~': H,, — H;, corresponding to CPT inversion. These maps induces maps
¢: &, — By and €71 B, — B, through €p = Cp(,;. The CPT inversion
of the pair [p, Sp] will be [p, &p'] = [€1&p, €p] for all p € Hy,.

Such a CPT-symmetry exists if and only if & is invertible, since[6]

Cr=6p =6¢'&p (51)

and thus
¢=6¢"'6=c¢lect=6"" (52)

5.8 Pure to mixed states

If the G-operator is bijective and linear it must map pure states in &;, to pure
states in &,,;. This can be shown by contradiction. Consider a pure state
pp =| & >< & | where ® € H;,, and consider a mixed state p,, = >, k; | £, ><
&p; | where all &, € Hyys. Then consider a mapping & such that Sp, = py,.
If & is bijective there must be a mapping &~! such that p, = & !p,, and if
S~ !is linear p, = Y, kiS (| &, >< &, |). Then for all states ¥ € H;,
orthogonal to ® we have Y, k; < U | &7(] &, >< &, |) | ¥ >= 0 Thus every
state G71(] &, >< &p,) |) must be orthogonal to all states ¥ € H;,, orthogonal
to ® and hence G71(| &, >< &, |) =] ® >< @ |, that is every pure state
| €5, >< &p,) | is mapped to the same pure state | @ >< @ | which contradicts
the assumption that & is bijective.

If the scattering is CPT-symmetric, and & thus bijective, and if & conserves
probability there must be a unitary or antiunitary map S such that

SlU><U|)=8|T><¥|S* (53)

we call this map the S’-operator.If the S’-operator is unitary it defines a iso-
morphism between H;,, and H,,; and can be identified with the S-operator.

Let us now suppose that the J¢;,, and 7, spaces are not a good description
of the scattering event and that there is another hilbert space J# corresponding
to an adequate description of the system.

Then assume that there are morphisms U : 34, — 4€, U™' : 36 — oy,
V:Hy — H and V7 H# — Ay If the S-operator is unitary we
would then have to conclude thatU and V are epimorphisms, U~ and V! are
monomorphisms and that

vvt=8vut=6"1 (54)
UT'U =idy, , VIV =idy,

ut

26



5.9 Hawking radiation

One application of the covariantly quantized conventional quantum field theory
is Hawkings treatment of a massless minimally coupled scalar field in a spherical
collapse spacetime[7][8]. The equations of motion for such a field is thus

V3 =0 (56)

The metric outside the collapsing body will be static and spherically symmetric.
The general spherically symmetric static metric is given by

ds® = —C(r)dt* + C(r)~'dr? + r?dQ? (57)

Inside the collapsing body the metric will not be static and hence have the

general form
ds* = A(r,7)(—dr? + dr?) + r2dQ? (58)

We can change to tortoise coordinates and express the exterior metric as
ds* = C(r)dudv + r*dQ? (59)
where the tortoise coordinates are defined as
u=t—7r+ Ro
v=t+7— Ry (60)
F= / Cc~tdr (61)

Here Ry is a constant. The event horizon is given by C(r) = 0. For example in
the Schwarzschild case C(r) = (1 — 222 but we do not choose an explicit form
for now. And similarly the interior metric can be reexpressed as

ds® = A(U,V)dUdV + r?dQ? (62)

where A(U, V) is an arbitrary non-singular function and

U:TfT‘ﬁ*Ro
V=r+4+r—Rg (63)

We denote the transformation between interior and exterior coordinates by
U=a«au) and v=g3(V) (64)

Then we again conside the equation of motion

1
0=V%=—-V,V,6 in exterior region
c(r)
0=V3=AY )@d—uv Vu¢ in interior region (65)
= = U,V av dU u Vo €r10r reglo
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To simplify the analysis we suppress the angular variables which then reduces
to a two dimensional problem. We then restrict our treatment to » > 0 and
require null rays to reflect at » = 0. This can be achieved by imposing the
boundary condition ¢ = 0 at r = 0. At r =0, V = U — 2Ry and thus v =
B(U —2Ry) = B(au—2Ry). The general solution is ¢ = f(v) — f(B(au —2Ry)).

The next step is to choose families of modes and thus also the respective
vacuum states. We then choose a family of solutions {s,} given by

Sp = i(47rw)_% (e7tv — e‘iwﬁ(a(“)_QR")) (66)

With this choice incoming waves e~ *? are converted into the possibly com-
plicated function e~*A(@()=2F0) e can also consider modes {t,} where the

outgoing wave is simple and the incoming complicated.
ty = i(47rw)7% (- efWQil(ﬁil(U)*QRo)) (67)

However it must be emphazised that © — oo on the event horizon and hence
e~ ™" is not well defined here. To review hawkings construction let us consider

the corresponding unphysical spacetime.

0

collapse spacetime

Here we can consider families of solutions {p,} and {g,} that have zero
cauchy data on the event horizon and zero cauchy data on ZT respectively. The
modes of {p,} will be characterized by being zero on ZT for v > wvg where
v = vg is the null ray that will reflect at » = 0 to form the event horizon, and
the modes of {gq,} will be characterized by being zero for v < vg. Neither of
theses two families are of course complete. The field ¢ can now be expanded
either in terms of {s,} or {p,} and {q.}

¢ = Z aisi +a;s; Z(bipi +blp} + cigi + teiq)) (68)
we can expand p; and q; as
pi =Y (aijs; + Bijs}) (69)
J
¢ = Z(%’jsj + mi587) (70)

J
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where a;; = (pi, s;),0i; = (i> 85),vij = (¢,5;) and n;; = (gi, s7). which leads
to the following relationship between operators

ai =Y (ijby + Bbh +vije; +nieh) (71)

J

al = " (Bisb; + aj;bl + mije; +5h) (72)

J

We may now consider a vacuum state defined by a; | 05 >. The expectation
value of the number operator N,, = blb; in this state is

<05 | b |0 >=" | By |? (73)
J

It was argued by hawking that a local observer at Z will only measure the
p; modes and thus conclude that the | 05 > contains a non-zero number of p;
modes provided the p; are chosen such that §;; # 0. Strictly speaking such an
observer could not be a observer moving on timelike paths trough the physical
spacetime M since only null-paths can end on ZT. It must also be remarked
that the states defined by the covariant quantization procedure are global and as
mentioned above are defined relative to the background metric. Since no local
observer can know the global structure of the metric, and much less operationally
define it, the states are not defined relative to any local observer but to an entity
called the superobserver. It is nevertheless assumed that a local observer can
perform local operations corresponding to the field operators constructed from
creation and annihilation operators acting on the global states. We shall return
to this later but first let us go through the reasoning leading to the hawking
radiation.

We can construct a family of modes with zero cauchy data on the event
horizon where the outgoing modes are simple as

P = i(dmw) "3 (7 — eTiwe (T 20 (74)

for v < vy where vy is the null ray that will form the event horizon upon being
reflected at » = 0, and L
Do = i(4dmw) " 2e (75)

for v > vy and outside the event horizon. We then seek §;; = (pi,s;f), which
we can evaluate for example on a hypersurface X given by ¢t = 0 chosen such
that the it ends at » = 0 and intersects the event horizon in the future of the
point where the surface of the collapsing body intersects the horizon. Then
n* =n" = C(r)~ 2, and the determinant of the induced metric vy is C(r), and
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hence \/Asn" = \/Asn” = 1. We can thus calculate

P :i/ 4 (ww)fé( *iwugu(ei&v _ eid)ﬁ(a(u)72R0))
Sout

1

7
—0, e—z ( v zwﬁ(a(u) ZRO))
G
1

wu
'qua zwﬁ (a(u)—2Ryp) ))

i L o)k (et 98(@(w) = 2Ro) izp(au)-2rR0)
=i /Zout gy (Ww) 2 (e (—i 0 e )

i‘:}ﬂ(a(u)—QRo)e—iwu WY | —iwu

+ wwe” e + iwe
oo q . o —9Ry) .-

— / E(Qw)f% (e " (i /B(O‘("gu 0) ezwﬁ(a(u)*ZRo))
7iwei&,8(a(u)f2Ro)efiwu + i(w - a))ei(d)fw)u) _

Foo 1 1 ; 85(a(u) - 2R0) ioB
i o -3 —wwu(_ NN TV ww (Oé(u)—2R0)
z/ g (bw)~ 2 (e (—iw o e )

—iwe —zwue+zwv) —

— 00

— 00

idﬁ(a(u)—ZRo)e—iwu)

—iwe =
Lo 1 —iwu iwB(a(u)—2Rg)\ |+oo oo - iwB(a(u)—2Rg) ,—iwu
4—(ww) 2(—e e o) | =2 iwe oe
7 —o0

(76)

where X,,; is the part of the hypersurface outside the horizon. This result is
dependent on the detailed behavior of the collapsing body through o and 3. To
find hawkings result we need to make certain approximations as we shall see
below. To get there consider the following. We wish to find the approximate
functional form of the modes in the region close to i*.

Differentiating the relations U = a(u) and v = (V) gives

dU dr dr dr

e E+C( r)(1 %)_E (77)
dv dt dt dr
¥ G EJraJrC r )(1+d7_) (78)

The surface of the collapsing body is given by R(7) = r. Now when R(7) =r
the interior and exterior metric must match that is

A(R(1),7)(—dr* + dr®) = —=C(R(7))dt* + C(R(r)) ' dr? (79)
This means at the boundary R(7) =r

dt? 1 dr?,  dr
o= m(A(R(r),T)O(R(T))(l o5t

Thus on the boundary

@_(1_ﬂ . _der dr dr
du dr
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dr

dr 2 2
;L; _ (Cl(;;(ir);(A(R(T),T)C(R(T))a_iz)+ZT2) +OTH (R(T)(1+7) (82)

Close to the event horizon where C' = 0 we can approximate the expressions

[N

as

au dr dr,_,

2 (- NORM) ) ()
dv _ dr  dr _
o AQ- (G (34

We then consider C as a function of U expand the function C(U) around C(Uy)
as

Clr) = OW) + 90 lomu, (U - U+ O(U - 0)?)  (85)

where Uy, = 7, — R(71,) + Ro and 7y, is the argument for which R(7) = r intersects
the horizon. Thus C(Up) = C(R(7)) = 0 with this additional approximation
we have

au _  dr 1)(2 dr,_,0

C
% ~ ‘U:Uh (U - Uh) (86)

(F-DeD o
which implies

1 1
dUu dr 1 2dr 100 vet, du:_iaﬁ
2 0r

R4

U =Un) (E— ) %) 59U lr—R(ry) du  (87)

which integrates to

—n(U - Up) = =In(U — 1, + R(1,) — Rp) B u (88)

where Kk = %% lr—R(r,) is the surface gravity. We see that when U —

Thn — R(mh) + Ro, u — oo. Inverting 88 gives

U=e "™ +c (89)

where ¢ = constant. Thus we have found the approximate form of cu when u
is large. If we consider a region with only a narrow range of values for v and V'
we may approximately treat A as constant. In this is the case and C is close to
zero and we treat g—: as constant we can integrate to

N dr  dr _,

) (90)

If we assume that 3(v) is such that the late time asymptotic region of Z
only has a narrow range of values for V for a narrow range of v we may use
this approximation there. With these two approximations the s modes in this
region can be expressed as

S B i(Amw) T (e — eI ) (91)
where ¢ = A(1 — 42)(42)=! and d are constants.
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Hawkings result now follows if we replace the original s,, with this approxi-
mation.

“+oo
((;Jw)*% (_efzwuezw(emu+d)) f§ _2/ et ) g —iwu (92)

— 00

1
dezzﬂ

Then with a change of variables = (e“** + d) this becomes

+oo
Bz = 3o (@) H (o = @) ) 1 o [ i e - gy (o
m d

CK

which we can express in terms of upper incomplete gamma functions

1 e e
Bus = 3= (@) " H (= )T |5 <20 D(—i - d) (@) e ) (04)
Then if we further approximate by discarding the first term and approximating
the incomplete gamma function by a complete gamma function, by setting d = 0
we have
1 &1 w P w
— ()2 (1 +i—)(—i@) e 95
()T + i) (~id) (95)

ﬁwd) =

but (—i@)~ 't = e(F1iR)Unlol=i5) — j(G)"1 ke 3. Further T'(1 +

z)I(1 - 2) = %, and noting this we are ready to compute | f.q |2
1 1
| Bus [°= e (96)

2mck een — 1

Thus in this approximation the the expectation value has the form of the spec-

trum of a black body of temperature T' = 573, where k is boltzmans constant.

5.10 Evaporating black hole spacetimes

It was conjectured by Hawking[9] that the behavior of quantum fields in the
collapse metric would cause the black hole to evaporate, that is lose mass until
it disappeared if back reaction was included. Provided that einsteins equation
is valid the area theorem implies that the area of the event horizon can decrease
only if the null energy theorem is not satisfied.

We then turn to the question of what the causal structure of such an evap-
oration spacetime would be. One possibility is that the singularity vanishes
without intersecting the horizon, and thus has no future. We call this case a
type 0 spacetime. Assuming that a classical black hole in a asymptotically flat
spacetime evolves in such a way that the singularity do meet the event hori-
zon, there is still the question of how the spacetime evolves following this event.
There are a few a priori possibilities:
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Type 1 Type 11

Type I The singularity ends a the point where it meets the event horizon.
In this case the endpoint of the singularity has a future as well as a past,
thus rendering the spacetime non-globally hyperbolic. In this case I~ (.#1) C
I(s7)

Type II The singularity extends further past the intersection with the event
horizon being non-spacelike, having an endpoint or extending all the way to
# T, but being only partially null. This spacetime to is non-globally hyperbolic
and I~ (1) C IT(F7).

Type III Type IV

Type III The singularity extends past the intersection with the event horizon,
but is at least partially spacelike in such a way that I=(F£T)NIT(F7) #
It (7).
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Type IV  The singularity extends past the intersection with the event horizon
but is null and extends all the way to .# . This spacetime still globally hyper-
bolic.

We now turn to the issue of information loss in the application of the covari-
antly quantized quantum field theory on the background collapse metric. We
consider massive fields as well as massless. Let us consider a spacelike hyper-
surface 7 that intersects the collapsing body outside the event horizon and the
corresponding hilbert space H; of data on ;. Similarly we introduce a hyper-
surface Y5 in the future of the endpoint of evaporation and the corresponding
hilbert space Hs, and then a hypersurface X3 in the black hole region such that
all causal curves through the horizon also intersect X35 and the corresponding
hilbert space Hs. Let us first consider the case where the singularity has no
future, that is a type 0 spacetime.

Type 0

There should then exist a S-matrix relating a state described by cauchy
data on X; to states on ¥y and X3, hence there is no unitary mapping from ¥,
and Y,. Information is thus lost in the sense that given only knowledge about
the state of Hs the state of H; cannot be derived. It has been conjectured
that the state on ¥y should be derived from the state in Hy ® H3 by partially
tracing over Hz. The state of Xy is thus generally mixed.The source of this
information loss is that states of the covariantly quantized theory are defined
relative to the superobserver and thus are global, but it is conjectured that there
exist local observers that can determine the state through local operators, but
only in causally connected regions. When we consider spacetimes of type I to
I11 where the singularity has a future, boundary conditions on the singularity
would have to be included and the above analysis is invalidated. In a spacetime
of type IV a spacelike hypersurface could always be chosen such that it was a
cauchy surface for the spacetime, and thus one need not make the construction
with two separate hypersurfaces.

Likewise the derivation of hawking radiation is also invalidated by the pres-
ence of naked singularities and the form of the bogolubov coefficients is impos-
sible to determine since the boundary conditions on the naked singularity are
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unknown.

5.11 Nice slices

While the above discussion is largely framed in the heisenberg picture covari-
antly quantized construction we may frame similar arguments in the schrédinger
picture.

Given a stably causal classical spacetime there always exist a foliation ;.
The assumption that physics of a general curved spacetime should be describable
by quantum fields defined on spacelike hypersurfaces of a foliation chosen such
that curvature is everywhere small on the hypersurfaces sometimes goes under
the name of the nice slice assumption.

In the nice slice description of a quantum field in non-evaporating black hole
background spacetime M we introduce a foliation of M by a family of cauchy
surfaces. The surfaces should avoid regions of strong curvature and cut through
the infalling matter as well as the assumed outgoing hawking radiation. Further
the surfaces should be everywhere smooth and have small extrinsic curvature.
Provided such a family exists it is assumed that one can introduce a vector field
v orthogonal to the nice slices, and a generator of motion along this vector field.
This generator, the nice-slice hamiltonian Hyg is supposed to map the state
| 1 > of the system on one slice to the state on another slice by the schrédinger
equation.

i0 | v >=Hyg | ¢ > (97)

If the spacetime has a global timelike killing field £, and the foliation is cho-
sen such that this field is orthogonal to the hypersurfaces one can construct a
conserved current J, = £%.ab and provided either there are no boundaries of M
except those defined hypersurfaces of the foliation or that J, vanishes on any
other boundaries than those that are part of the foliation, a classical hamiltonian
according to

H= | ¢Tn, (98)

2y

where n, is normal to . The quantized version of H could then serve as the
nice-slice hamiltonian. However in general there is no global killing field and
H is time dependent. Thus and there is no conserved nice-slice hamiltonian in
general.

5.11.1 Foliations of evaporation spacetimes

If one assumes that the black hole is evaporating and the singularity meets the
event horizon in a point, there will not be any cauchy surfaces, as is the case
for spacetimes of type I-III. Further a foliation of such a spacetime by spacelike
surfaces must include surfaces entering the region of large curvature where the
singularity intersects the event horizon, hence it is impossible to foliate space-
time by nice-slices. One can still arguably construct a foliation such that all
the surfaces up to those cutting through the end stages of evaporation would
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be nice-slices. However assuming that the state space consists of field config-
urations of compact support whose dynamics are given by local equations of
motion, and assuming that field configurations propagating into a singularity
cannot reappear and/or that naked singularities T give rise to field configu-
rations propagating into J*(Y) the model will lose predictability in globally
non-hyperbolic spacetimes. In particular type I — I evaporation spacetimes
predictability will be lost. However let us consider the consequences of assum-
ing that the naked singularity will not affect the evolution of the states directly,
that is no field configurations will appear from Y. We shall call such a naked
singularity inert. But first let us consider the following theorem.

The no quantum Xerox principle The no quantum Xerox principle[10]
states that the information of a quantum state cannot be replicated to another
quantum state by a linear operator. Suppose that the hilbert space of prepared
states is .74 and that the hilbert space of measured states factorizes as 7 =
Hp ® Hr. Then suppose there exist a linear operator X that replicates the
information in the state | ¥4 >€ 54 to a state | g >€ H#5, and also to a
state | Yo >€ ¢ according to the rule

X(|Ya>) = ¢p > @[ e > (99)

We can always write | 4 >=| ag > + | B4 > where | ag > and | f4 >€ 4.
But then since X is linear

X(|Ya>)=X(laa>)+X(|Ba>)=
=|lap > ®|ap >+ |fc > Q| Be >F | Yy > 3| Yy > (100)

Thus such an operator X cannot exist. Now let us proceed.

5.12 Non-unitarity in the evaporating black hole space-
time

An argument for information loss in the nice-slice description in type 0 evapo-
rating black hole spacetime is given in[11]. However the argument generalizes
to type I,II and I, once again provided the naked singularities are inert. Let
us assume that we can define a quantum field on each hypersurface of a foliation
and that it is local so that field operators will commute when their arguments
are spacelike separated. Next consider a late hypersurface ¥p near the point
where the singularity intersects the horizon, and partition it in the part inside
the black hole region >4 and the part outside the black hole region ¥, 4.
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Since the field operators commute we can form a complete set of commuting
observables using local fields defined on ¥ and ¥j;_ 5, and thus the hilbert
space of states on the slice ¥ p factorizes into a tensor product of functionals on
Y. and Y4 respectively.

H = H (Ep) @ H(Sm-2) (101)

Let us assume that the hamiltonian defines a linear map from states in the
Hilbert space on an initial slice X ;n to states in .77. If we then assume that the
states of (%) contain information and use the no quantum xerox principle
we find that linear evolution of the states cannot replicate the information in
the states of . (Xg) to the states of J€(Xpr—2).

Next follows the question of how to describe evolution beyond ¥Xp. Let p
be the density matrix corresponding to a state | ¢p >€ . Then we can define
the density matrix for Xy/—z as ps,,_, = Trs,p If we assume that states on
future hypersurfaces should be evolved from the state given by px,, ., then in
general information will be lost and evolution non-unitary.

There are however special cases when unitarity is preserved. Consider a
state | ¥(3Xrn) > on Xy that is pure. Then the state | (Xp) > on Xp must
also be pure. Further if a post-evaporation state | ¥(Xp) > on a slice Xp is
to be pure and if we assume it has evolved linearly from a state on Xp;_ 5 we
would have to assume that we could express | (X p) > as a product state

| (Zp) >=] p(Xz) > | {(Em-2) > (102)

In other words there would be no correlations between the state in the interior
of Z and the state exterior to it.We thus require an evolution of the kind

[ 0i(Brn) >= | ¢i(Ba) > ©| &i(Xm-2) > (103)

for any initial state | ¥;(Xrn) >. Now since evolution is assumed to be linear
we must have

| v1(Zrn) > + | 2(Zin) >—
— | p1(Zz) > Q| &1(Bm-2) > + | p2(Xa) > 3| L(Em-2) >
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This state however has uncorrelated interior and exterior only if either | 1 (Xz) >=]|
w2 (Xz) > or | &1(Znm-z) >=| &2(Xa—2) > The first option would be saying
that the exterior state would be the same regardless of initial conditions which
might be considered an undesirable property. The second option is thus that the
interior state is the same for all initial states. This kind of evolution is however
hard to reconcile with the idea that the equations of motion are local and that
the event horizon has no special local properties.Further even though evolution

is unitary information is only preserved if in the second case the interior state
contain no information.

The nice slice description, while different has similar ontological features
to the covariantly quantized description. States are defined with reference to
spacelike hypersurfaces and are thus globally defined on each slice, but field op-
erators are local. The observer would thus have to operationally define the nice
slice but it is not possible for a local observer to define the nice slices that enter
the black hole region. Likewise the arguments above refer to correlations of field
operators inside and outside the black hole region, which are also operationally
impossible for a local observer to measure.

6 Weyl rescalings

Before we proceed let us consider some technical things that will be of use later
on. A local rescaling of the metric giving rise to a new metric g,;, defined by

Gab = V2 gap (104)

where € is a smooth strictly positive function, is called a Weyl rescaling. The
metrics gqp and gqp are said to be conformally related, and this defines an equiv-
alence relation on the set of metrics on M. The set of Weyl-rescalings forms
a group Weyl(M). Since §u, and g,y are related by the positive scalar Q2 a
vector that is spacelike, null or timelike in g,; will be spacelike, null or timelike
respectively in g, as well. An equation for a field ® is said to be conformally
invariant if there exist a number s € R such that ¢ is a solution to the equations
of motion when the metric is g, iff (;NS = (°¢ is a solution to the equations of
motion when the metric is Gop = 2%gas.

6.1 Conformal frame

Let us now consider how different quantities change under Weyl rescalings. Let
M be a n-dimensional manifold and let g,; and g, be two metrics on M related
by a Weyl-rescaling given by .5 = 9%gq, and let Rgcd, Rap, R, V4,V? denote
the quantities associated to g, while RY.,, Rap, R,V,,V? are the quantities
associated to gup. Then it can be shown that

R;}sz :Rl[)lcd - 2( [acég]élf; - gb[cag]gap)ﬂilvovpg
+2(26£.0507 — 295659 + 9b1c0977) QY V0
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bea =Ricq — 20505767 — G035 )2 V4V, 02
+201045° QY OV,
Rap = Rap—((n—2)0807 —9apg”" )2V, V ,Q4(2(n—2)3257 —(1—3) gapg”” )Q 2V ,QV O
Rap = Rap — ((n —2)6267 — §apd”°)Q VoV, Q2 + (2(n — 1)§apg?° 22V ,QV,Q
R=Q72R—2(n—1)g""Q3V,V,Q — (n—1)(n — 4)g""Q—4V ,QV,Q (105)
R=0Q%R—2(n—1)§7°QV,V,Q —n(n — 1)§77Q-1V,QV,Q
If we introduce a scalar field ® we find that
Vo® =V,®
VaVe® = Vo V@ — (8257 + 670) — gabg”” ) 'V, ,QV, @
VoV ® =V, V@ + (6267 + 6708 — G )V, QV, &
V20 = Q72V20 4 (n — 2)¢7°Q—-3V,QV, &
V20 = Q*V?® — (n — 2)§77QV OV, &

6.2 Conformal gauge

We say that a metric gqp is conformally flat if there is a conformally related
metric g, with everywhere vanishing R. Let us introduce a field p such that
Jab = €7 2Pga,. Then from105

R =e* R+ 2¢™e*V,Vip
and thus g, is conformally flat if there is a field p such that
R=—-2¢"V,Vyp

and thus ~
R=0
In the new metric g, R is given by

R = —2§""2"V,Vyp = —2¢"2V?p (106)

In 2D all metrics are conformally flat and we call such reformulation of the metric
the conformal gauge. Since Conf(M) is a subgroup of the diffeomorphism
group, and the action preserves time orientation, any diffeomorphism invariant
2D metric is equivalent to the conformally related metrics.

In conformal gauge apart from 106 we also have

Rap = Rap — gan(Vp)?

Va¢ = @a(ﬁ
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(V9)? = (Vo)
VaVbe = VoV — (6255 + 6568 — Gabd™ ) VaupVimud
Vg = e V2
V=g =e"’\/—§
In the conformal gauge we can introduce lightcone coordinates given by

1 _ _
gi+ =g-- =0 G- =9-+=—5 gt =gt =2
With this choice

V2P = —40,0_® (V®)? = —49,PI_&

V5=

N | =

7 Stress tensor

We now turn our attention to the subject of how to define the quantum mechan-
ical stress tensor. The precise definition is important both when quantum fields
are defined on a fixed background metric and in the semi classical treatments.

The classical stress tensor Ty,(x) for a field ¢ at a point z is as already men-
tioned related to the matter action as Ty, = \/%7 §§g*g . For example the classical
expression for the stress tensor of a Klein-Gordon field is T, = V0V —
%gab((Vqﬁ)2 +m2¢?) +€(9gap V239? — VaVid? + (Rap — %gabR)gbz). As in the case
of the Klein-Gordon field, the stress tensor generally contains terms quadratic
in ¢. Thus if one tries to construct a quantum operator associated to a point
by giving the field ¢ operator status it will be ill defined.

However constructions of operators corresponding to the classical stress ten-
sor has been carried out by making ad hoc modifications to remove divergences.
In Minkowski spacetime the normal ordering procedure is usually employed but
for general spacetimes one must develop other techniques. Such techniques in-
clude point-splitting, dimensional, and zeta-function regularization, however all
these methods have some ad hoc features.

7.1 Axioms for the stress tensor

In the absence of any obvious way to define a stress-energy operator associated
to a point one can try to determine which characteristics < ¢ | Ty | ¥ >
should have provided it satisfies certain conditions one might consider desirable.
One such prescription was proposed by Wald[12][13] where the stress tensor is
described by a map Ty, : Hy x Hy — 7(2,0) where Hy, is the hilbert space
of the field 1, Hy is the dual space of Hy and 7 (2,0) is the vector space of
2-covariant symmetric tensor fields on M. On such a map several conditions
for a T, in an asymptotically flat background spacetime M with metric g, are
imposed in the so called axiomatic approach.
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Covariant conservation Since V,T* = 0 for classical fields the expectation
value is required to be covariantly conserved, that is that is for any state
| U >V, <y |T¢|¢p>=0

Causality For variations of g, which vanish in the causal past J~ (z) of =
and are sufficiently well behaved to make possible the identification of
the new and old state spaces, such that one can meaningfully identify a
particular state on the altered and unaltered metrics, the stress tensor
< | Ty | ¥ > at x for a particular ”in-state” is unchanged. Similarly for
a particular "out-state”, < ¥our | Tup | Yout > at a point x € M depends
only on the metric g, in the causal future J*(z) of .

Consistency The formal expression for T, , that is the one derived from the
classical action should be valid for calculating < A | T, | B > whenever
<A|B>=0.

Reduce to normal ordering in Minkowski space The expression for < 1 |
Tup | 1 > should agree with the normal ordered expression in Minkowski
space.

No higher order terms Consider a sequence {(gqp)i} of C*° metrics that
agree outside a fixed compact region R, and are such that the compo-
nents of (gap); and the derivatives of theses components up to forth order
in a fixed chart converge uniformly to a C* metric g, and its deriva-
tives up to forth order respectively.For such a sequence we require that
for fixed in- or out-states < ¥;n | Tup | Yin > or {< Yout | Tab | Your >i}
and its derivatives up to third order converges pointwise up to third order
respectively.

To see how these conditions constrain the form of < ¥ | Ty | ¥ >, we
consider two different stress energy operators T,; and T, and consider the
difference U,, between them

Uab = Tab - Tab (107)
Then if both T, and Ty satisfy the consistency axiom their matrix elements
between two orthogonal states must agree. However this implies that

Uab = Cabl (108)

where cqp is a c-number and [ is the identity operator. Then if they both
satisfy the causality axiom cqp(2) must be a functional of only the metric in
J~(x) but simultaneously be a functional only of the metric in J*(z), thus it
can only depend on the metric at x. Further if both stress tensors are covariantly
conserved their difference is too.

V%qp =0 (109)

If the stress tensors reduce to the normal ordered expressions when curvature
vanishes, c,;, = 0 must be zero when the curvature is zero. Thus a two stress
energy operators satisfying the first four axioms can differ by at most a conserved
local curvature term.
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7.2 The covariant point-splitting method

Let us now consider the covariant point splitting renormalization method as
we shall use some objects constructed here later. Instead of the classical stress
tensor T,p(x), one considers the corresponding bi-tensor Typ(z,y) where the
products in the same point are replaced by symmetric products in two different
points. That is for example Tp,(2) = VoVt — 39as((V$)? is replaced by

Tul,) = 5 (Vab(@)Vi6(y) + Vad(y) V16(2)

~ 10V V16(y) + Vud(y) V16(2) (110)

The bi-tensor transforms as a tensor in both z an y. The Covariant point-
splitting method was developed by Christensen[14]. It takes it starting point
in the stress-bi tensor and to construct the quantum operator from this bi-
distribution we first consider

< out | p(x)¢(y) + ¢(y)o(x) | in >

< out |in >

Gla,y) = (111)

G(x,y) is a solution to the equation of motion in each variable. From this one
then constructs the formal expression for the stress bi-tensor as

1
Top(z,y) = §(V;’§V§,’G(w,y) +ViVyG(z,y))

~ [9(VEVEG(.y) + VIVIG(r,y) =
1 <out | Vap(2)Vid(y) + Vad(y)Vip(z) | in >

2 < out|in >
1< out | Vad()Vad(n) + Vably) Vs(a) | in >
g | (12
< out|in >

The limit limg—,,Tap(z,y) does however not exist and must be renormalized.
The prescription of christensen however yields direction dependent terms, which
must be removed, for example by averaging over all directions, if one seeks to
recover an object corresponding to the classical stress tensor.

7.3 Trace anomaly

An important issue related to our treatment of black hole evaporation, as we
shall see below, is the trace of the stress tensor. To find its relation to the
renormalized stress tensor we again consider the bi-distribution G(z,y) and the
following conjecture.

Conjecture on singularity structure The bi-distribution G(z,y) defined
by
G(z,y) =< ¢(z)¢(y) + o(y)¢(x) > (113)
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can, whenever z and y are not null separated and y belongs to the normal convex
neighborhood of x, be realized as a function with the singularity structure as
x — y of the form

2 2

G(z,y) = WZ(; +vin(o) + w) (114)

where z,v and w are smooth functions of x and y and ¢ is Synges world function.

G(x,y) is a solution to the equation of motion in both z and y. The bi-
distribution G(z,y) for a conformally invariant scalar field in minkowski space
which is given by GM(z,y) = ﬁ. Thus the above conjecture is true for
conformally invariant fields in Minkowski space. A function that is a solution to
the wave equation in « but not necessarily in y and has the singularity structure
above will be called a Hadamard elementary solution. The functions z(z,y) and
v(z,y) in a Hadamard solution are symmetric in « and y, but w(z,y) need not
be. v and w can be expanded in powers of ¢ as

v(z,y) = Xilovn (2, y)o" (115)

’U)(J}, y) = E;L.ozown(xa y)o_n (116)

Wald[15] gives a construction of a renormalized stress tensor satisfying the
first four axioms for a scalar field ¢ satisfying the equation VZ¢ — %R(b =0.
Consider G(z,y) for a conformally invariant field in a general curved spacetime
and define

G® = G(z,y) — GE(x,y) (117)

where G (z,y) is the Hadamard solution defined by setting wy equal to what
it is for G(z,y) in minkowski space, that is zero. The corresponding stress bi
tensor

1 1
Tup(w,y) =5 (VaViG  (@,y) + VIVEGT (@) = 59a((V") VEG (2,y))

2
3¢ 9B+ Run)GR(2.9) + 5cau((97)*GM(w.9) + (V6" (a.3)
—%ww&ﬁmm+wwwﬂam (118)

will then have a well defined coincidence limit Typ(x) = limy—.oTap(z,y). This
construction satisfies the consistency, causality and reduction to normal ordering
axioms however it will not be covariantly conserved. To see this we use Synges
theorem[14] to get

VaTy (x) = limy .o (VT (2, y) + VT (2, y)) (119)

using that GT(y, x) is a solution to the equation of motion in = we find that

VT () = limy ., (VE (V)2 GR(x, ) — %R@)GR(% y) (120
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Thus T,,(w) is conserved only if GF(x,y) satisfies the equation of motion in y.
But since (V/)°G(r.y) ~ LR4)G(r.y) = 0 and (V)* ~ LR(3)(G(r.1) -

(4@2 2w) = —((V*)?% — %R(x))((h)f_, zw) due to symmetry and the G being a
solution to the equations of motion in z, we have ((V¥)% — Z R(y))GE(z,y) =

~((V")? = LR())GE(2,y) = o252 (V*)? = LR(2))zw — (V¥)? — LR(y))zw).

Now

ViTg(x) = limy . VE(VT)22w — (VY)?2w) (121)

1
2(4m)?
We then consider the expansion w = wyo + O(c?). The coincidence limits of
the derivatives of o are

[Vao(z,y)le = [Vio(z,y)le = 0
(ViVao(z,y)le = [ViVio(z,y)le = gab
[ViVao(z,y)le = [ViVio(z, y)le = —gav

[VeViVao(z,y)le = [VEVEVGo(z,y)le = [VIVyVio(z,y)le = [VngVZU((x, y))]c =0
122

Thus the only terms of the expansion that are nonzero after differentiation are
those where two derivatives act on o(x,y) and further [z], = 1 and [V,2]. =0
S0

VaTi (z) = [Vywi] = [Viw] (123)

3
(4mr)?
Synges theorem gives Viw; = [Viwi]| + [Viw,] and thus
3

ViTi(0) = o Vil - 20Viw) (120
the coincidence limits of w; and vq are [wq]. = —%[1}1]C and [Viwi]. = —%[ Zv1]e
and therefore 3 3 g
Valy(z) = W(—§Vf[vl]c + g[v?:wl]c) (125)
but vy is symmetric in « and y and therefore 2[Vivi]. = V§[v1]. and thus
xT a 1 xr
vu,T’b (J?) = _2(47T)2Vb [Ul]c (126)

The coincidence limit [v1]c = 555 L(CdC g+ RO Ry — 7R2 VQR) and hence
Tup is not covariantly conserved. We can however add the term Pleran 47T)2 Jab[v1]e
to the previous construction to make it covaraintly conserved. In the case of a
conformally invariant field, that is £ = 6 the original construction is traceless,
and the last correction thus gives the it a trace.

4m)2 e T 988072

1
T (x) = (C™4Cpeq + R Ry, — gR2 +V2R) (127)

—~
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By the above discussion any renormalization prescription satisfying the first four
axioms must therefore have this trace up to the addition of the trace of a local
conserved curvature term. The question is then whether there is such a local
conserved curvature term that cancels the trace of T,p(z). While lacking in a
definite answer we can consider the following argument. Upon a weyl rescaling
of the metric gqp — Q2gqs the trace scales as Q7. If we assume that a local
conserved curvature term must vary analytically with Q~!, the coefficients of
each power of Q7! must be separately conserved, and thus we may limit our
search to those with dimension (length)~*. While we do not know all such local
conserved curvature terms we can consider the two known A and B obtained as

1 4 1
Agp = —— V=gRuwR™®) = == gup(ReqRC4+V2R)+V Vs R—V?Ryp+2R“ R,
b \/Tgégab( R R™) 59ab(Rea R+ V R)+ Vo Vi bt cadb
(128)
1§ 1
Buy = —— V=gR?*) = —ZguwR? + 2RRu. — 29, V>R + 2V, VR (129
b \/Tgégab( gR”) 5 Jab + b~ 29ab + vt (129)

These have the trace B = 342 = —6V2R, and can therefore only cancel the
V2R term of 130. The trace, provided the above argument is correct, is therefore
on the form

2 1 1
T _ — abcd ab N > Y 2 1
o () (4@2[111]0 o502 (O Capea + R Ray — 2 B2 + CV*R) - (130)

where C' is an arbitrary constant. The stress tensor will be compatible with the
no higher order term axiom only if C' = 0.

The form of the trace anomaly in 2 dimensions was motivated by Davies[16]
by the following argument. Assume the metric is of the form

ds* = C(u,v)dudv (131)
Then the only non-vanishing christoffel symbols are
re, =c-1'9,C re, =c1'o,C (132)

In this case the covariant conservation equation for the stress tensor is
1
VT = 0= 0pTyu + ZC&LT[L‘ =0 (133)

Then if we assume that 7}’ is a non-vanishing local scalar function of dimension
(length)=2, it must consist of terms quadratic in derivatives of C, and if we
assume there is no length scale in the theory T}' must be of degree —1 in C,
and hence

T = aC~28,,C + bC~>0,C0,C (134)

Then in the 2 dimensional Milne spacetime which is a reparameterization of
Minkowski space C' = e“*", and since we wish the trace to vanish here we set
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a=—b. Thus T}! = aC~29,0,C — aC~39,C0,C. Frome section 6 we had that
R = -C"2%9,0,C + C—29,C0,C, and hence ) is proportional to R. Further

%C’@uT[j = —%QBU(C’%&%C*%) and then the covariant conservation equation
can be integrated to

1 1 1
T = 75110565075 + f(u) (135)

Here f(u) is an arbitrary function of u. By applying the point splitting argu-
ments to a conformally invariant field in two dimensions Davies, Fulling and
Unruh[17] derived the trace of the stress tensor in this case to be

T — 2

W= o (136)

Hence this determines the constant a.

7.4 The stress tensor and hawking radiation

Christensen and Fulling[18] related the hawking effect to the stress tensor in
the following way. Omnce again we consider the static spherically symmetric
2-dimensional metric

ds* = —C(r)dt* + C(r) " dr? (137)

The crucial assumption made is that < T,; > is time independent. Then
the covariant conservation V, < T > gives

Vo <T*>=0, <T* >+ < T >=
O <Tr >+4T0,. <Tr > 4T, <Tf >=
10C

0. < T > +§EC(T)_1(< T >—<T/>)=0 (138)

which implies since < T¢ >=<T" > + < T} >

10C
O (Clr)< T/ >)==-—(<Te>)=0 (139)
2 Or
and this integrates to
1 [moC
" >= - — < T2 = 14
C(r)<r>2roar<a>+Q 0 (140)
Denoting H(r) = 7:) 90(< T2 >) we then have
H(r)  Q
T >= 141
< eT o tow) _—
<Tf >=<T¢> _AC) - Q (142)

C(r)  C(r)
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further

Vo <Tf>=0, <T{ >+T0, < T >=
O <T] > 4T, <T! > +TL, < T >=
10C

o <TJ > 4»5(0(7")*1 <T/>-C(r)<T!>)=0 (143)

2
but since < T} >= C(r)? < T! >, we have
O <T/ >=0=<T1I] >=K (144)

where K is a constant. We then change to the new radial coordinate r* =
[T C(r)~tdr, where < T7. >=< T > and < T} >= — < TL >=C(r)"! <
T} >. We can thus express the stress tensor in r*,¢ coordinates as

a _H(T) __Q _ —1
To = <T¢ > o)~ Tt HO(r) K
C(r) 'K e 3]

The next assumption is that the stress tensor should be given by < TT": >=—-<

T! >=<T] >=— <ThL >= 7 (KT)?, corresponding to blackbody radiation.

o T -1 -1
Tb:u(kT)2< 11 )

Then if < T2 >= 0 everywhere the only way to have the desired form is to
choose Q = K, however with this choice T, = i(< Trips > 4+ < Ty >
—2 < Ty >) = —2C(r)7 K and lim,—,,C72(r) | Tyu(r) |= oo where u =
t —r*. Now if we allow < Ty ># 0 we find that for the stress tensor to

have the form 7.4 it is required that < T2 > _IC{E:)) - C%) = —C(r)7'K and
IC{E:)) + C?T) = C(r)" 'K, thus the trace must again be zero. Looking at the limit
ofrﬂoowhereTttH<Tg>(oo)f%fC&) and T — — 55~ we may

require the stress tensor to be of the form 7.4 only at infinity. Then provided
C(c0) # 0, H(oo) = 3 [ 9% (< T2 >) = K — Q. Further we must have that

2 Jry or

H(>) 4+ Q = K = % (kT)*C(c0). We now change the view and assume the
form of the trace is < T2 >= 51— R, where in this case R = —828%” we then

find 520(r)

o 1 r
<T2 >= 5 92 (145)

and thus 1 8C 50
H(r) = ———((5=(1))? = (5= (ro))? 146
() = 5= () = (5 (ro))?) (146)
then assuming %—f(oo) =0, as in the schwarschild case, H(c0) = %%(%—f(ro))?

So if we assume the trace anomaly of Davies, Fulling and Unruh we find that

1 ,0C 9 T 2
g6 (g (0))* +Q = 5 (RT)*C(o0) (147)
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Now if we assume that Q = 0 and rg = rp, 7, being the radial coordinate of the
event horizon, we find that

1 K

—— = (kT 148

3w o = D) (145)
which is of the same functional form as the temperature of the hawking radiation
derived above.

7.5 Connection between Weyl invariance and trace of the
stress tensor

Let us consider a classical field theory where the action S(gap) is invariant under
Weyl rescalings gap — Gab = 22gap. Then functionally differentiating S(gap)
with respect to g, around g,p gives

_ 05(gab]
S[gas] = Slgas) + / 5[{ bb] 5Gab (149)
M 99
but since d§qp = —2§op$2 16 this yields
S[gab} = S[gab] + V _ng [.@zb]QiléQ (150)
M
and hence O 650G
T3 (gas] = — Jabl |0 (151)

vV—g 0
Thus if the classical action is invariant under weyl rescalings the classical stress

tensor is traceless. Therefore the trace anomaly is sometimes called the weyl
anomaly.

7.6 The effective action for the trace anomaly

One approach to the issue of back reaction has been to create a classical theory
associated to the particular quantum theory where the classical stress tensor is
taken to equal the expectation value of the quantum mechanical stress tensor.
The action corresponding to this classical tensor is called the effective action W
and is defined by
2 oW
=T,
V=g 6g°
We now consider the effective action associated to the trace anomaly for N
conformally invariant scalar fields in two dimensions < T¢ >= L /=g(R(z) +
const). We then wish to find an action Sp that reproduces this trace.

(152)

2 5SP N
ab _ qab _ v
\/TQ 5g“b g < Tab > Y (R(I’) —+ COnSt) (153)
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It is shown [see Appendix| that the action Sp constructed by Polyakov[19][20]
given by

Sp d*xd*y\/—g(x)\/—g(y)R(z)R(y)G(x,y) + const / d*z+\/—g(x)
(154)
where G(x,y) is a Green’s function for V2, gives this result. We shall call it the

polyakov action. The variation of this action with respect to the metric is

~ 96w

2
(155)

N 1 1
0Sp[gan) =96~ /M \/_g(_igab(VLP)Q + VooV + 2Va Vi — 290 Vi — constfgab)(Sgab

where ¢ = [}, v/=gR(y)G(z,y)

The green function G(z,y) can be decomposed into two parts Go(x,y) and
Gu(x,y), the fundamental solution Go(x,y) satisfies V2Go(z,y) = 6(z,y) and
the homogeneous part Gy (z,y) satisfying (V¥)2G g (z,y) = (V®)2Gy(z,y) = 0.
The fundamental solution in a general curved spacetime is not known but it is
often conjectured that it has the form of a symmetric Hadamard elementary
solution. Further the homogeneous part Gy (x,y) is only determined up to a
function f(z,y) satisfying (V¥)2f(z,y) = (V®)2f(x,y) = 0, that is any har-
monic function, unless we impose boundary conditions. From above it follows
that the Polyakov action is not invariant under Weyl rescalings. Now let us
examine ¢ a little further. In conformal gauge we can reexpress it as

<P=/ ~21/=gV2pG(z,y) (156)
M

And then by Greens identity
/ V=gV?pG = p - / (pVaG — GV 1 p)n® (157)
M oM

To simplify notation we introduce Ay = faM (p@aG — G’@ap)n“ and thus
p==2p+ 245 (158)

We note that V245 = 0 for all = ¢ OM

We now look at a second action S, that also reproduces the trace anomaly .
We can motivate it in the following way. In conformal gauge the trace anomaly
is T¢ = A-/—gR = —%\/—7@@2;). Then we seek the effective action S, for
which

6S. = —i/ V—gV2pdp (159)
127T M

and find that
Se = sar |\, v =g(Vp) (160)
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We then want to compare it to the polyakov action. We therefore reexpress it

by inserting [, 1/ —g(y)V2G(z—y) = Sy 0(x—y) = 1 and partially integrating,
which yields

Se 247T/ V=3(Vp)® e —y) =
247r/ VoIV /M_ Hi/ VaPV e’ =
= un \ﬁvz/\/ij_ Vi)
7/ \/Tgv2pAa+—/ V/=§pVapn®
= 967T/ \ﬁwv2<p+7/ fVQpAdJr—/ V=3V apn®

(161)

Comparing to the polyakov action in conformal gauge

=—— | /=gpV? 162
Sp %W/M geVie (162)

we see that apart from boundary terms the difference is exactly the terms coming
from he non-local function Ay, and thus the two actions are identical if 9M = 0

8 The CGHS-model

The most general spherically symmetric metric can be expressed as
1
ds? = g, datdz” + Xe*‘%lﬂQ (163)

where ¢ is a scalar and %e*w is the area of the two-sphere defined by constant
z# and z¥. When we limit dynamics to such spherically symmetric metrics
einsteins field equations for g,, can be reformulated as

G =2V, V06 = 2V ,,0V 06 + 39, (V9)? = 29, V20 — N2g,e® (164)
1 1
Goo = 5in*(0)Geep = pe—%((wp)2 — V% — 5R) (165)
where © and ® are angular coordinates For a boundaryless spacetime M these

equations can be derived by variation of g,, and ¢ from the two-dimensional
action

iﬁ / V=ge 2 (R +2(V)? + 202627 (166)
M

The scalar ¢ is often referred to as the dilaton. A number of dilaton gravity
theories has been constructed where the relation between the two-dimensional
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metric and the dilaton field is different. The one we shall investigate here is
the CGHS-model, which is an exactly solvable 2-dimensional dilation gravity
model originally constructed by Callans,Giddings,Harvey and Strominger[21].
The action is given by

N
Soans = 3= [ VEHE R AT+ 00 - 33 (VHP) (167)
T Jur 2 P
where g, is the metric ¢ a dilaton, f; matterfields and A is a constant. The
gauge group is assumed to be Dif f(M).
The equations of motion are, assuming dgq, = 0, d¢p = 0, 6f; = 0 and
Vebgay =0 at OM

D9cans _ L /g (e2(20,1((V6)? ~ X2~ V%) + 2V, Vo)

d9ab 2m
N
Z 9ab(Vf1)2 = 2Va £V fi) = 0 (168)
0Sceus 1 26,1 2 2 2 \y _
———2 = —/—g(-8*(=R+ X — (V@)*+ V°9)) =0 (169)
Y0, 27 4
1
95cens _ 1 /—gV2fi =0 (170)
5f2 2T
We reexpress the equations of motion in conformal gauge
0S _ . -
% =5-"/=3(e7*? (20 ((V9)* = V?9) = 25upe™ A\?) + 2V, Vo
*2(55% + 048} = Gav g )VupV o) + Tup = 0 (171)

55?% = %\/—g(—8672¢(f%@2p + A2 — (V)2 +V3%9)) =0 (172)
0Scauas _ 1 o, r=co,
—5f oV gV= i (173)

where T, = —% Zf\il(gab(@fif — Q@afi@bfi). In conformal gauge light cone
coordinates

0Scans _ 1 o, —20 _ 2(p—9))\2) —
S = I ((8,0_e e ) =0 (174)
1
05cans _ L 2o(o-20(202 ¢ — 404p016) — Tes) = 0 (175)
5gii 4

5505% = —2(—26_2¢8+8_p — X229 L 9,0 e 4+ 72920, 0_¢) =0
s
(176)

0Scaus 1 5, o
T = 7Te a+87fz =0 (177)
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8.1 Comnserved currents and conformal invariance of the
CGHS-model

The CGHS-action in conformal gauge is
1en
Scers = */ Vo (—2V2p+ 4(V$)® + 4e*X%) — 3 Z(Vfi)z)
i=1
partial integration yields
1 . .
Soans = 5 | VB AFT0000 4 150,67, + 4620N)
M
1 .
52 (Vf,)? + — V—ge 2V ,ont (179)
P oM

where n/ is the normal to M. Then if the spacetime has no boundary or if
Vup =0 on OM, so that there is a functional derivative of the action, and we
consider the variation dp = d¢ = e(x)e2? we see

L L .
§Scans = / OLccs oy 20 | OLcctis g (o (o)020)
M

B ovV,¢
OLognus ()26 OLcocus 26y _
+ ap e(x)e”? + 0% 0 V,(e(z)e*?) =0 (180)

where Legus = v—3(e (43" V.6V p+45" V¢V 46 X2) — L STV (Vf,)?)
but since by the equations of motion

OLcgus 24 , OLcgus &
5 = (R VN Cad 181
CGHS /M 96 € avﬂqs u( ) ( )

and

0Lcgus 24 OLccHS & | o
5S = / e + V. (e?%) =0 182
cans = | —5 0V up u(e7?) (182)

we find that
OLccus €25 e(x)
M 8V“q§

OL
avup

= / G*V e(z) = 0 (183)
M

0ScaHS =

where

b (aLCGHS 5LCGHS>62

b _— (TP (h —
= (G et = (VM9 = p) (184)

92



partially integrating 183 assuming no boundary or ¢ = 0 on dM we find
/ V"V pe(z) = 0 (185)
M

which must be true for arbitrary € and therefore @uj“ = 0. Hence @2(¢—p) =0.
We find the same relation if we combine 206 with 208, that is

0_(6—p) =0 (186)

Thus ¢ — p = f(z) + g(z~) However since Conf(M) is a gauge group of the
system we can gauge fix the solutions by choosing ¢ = p. Then the equations
of motion reduce to

040_e 2?4+ X =0 (187)
01e ™ 4+ Ty =0 (188)
04+0_fi=0 (189)
The solutions are thus
e 2 =~ N2zt +¢)(z” +d) + / / &+ Ydy + 1_ )dy + e =
0 0
M@t +o)(z +d) -2 P@T)+ M(zT) —z Px™)+ Mz ) +e
(190)

where ¢, d and e are constants.

M(zF) = /Oz du(uF Ty (u¥) (191)

= /0 ’ duTy 4 (u™) (192)

The curvature is given by R = 8¢7290,0_¢ = 4(\? + €220, e72?0_e~2%) and
hence curvature will be bounded unless 9, e~2?, 9_e~2? are unbounded when
e~2% £ 0. On the other hand when e~2? = 0 a necessary condition for bounded
curvature is that 0;e 290_e~2? = 0. Using the general form of the solutions
we can express curvature as

(AN (M(z*)+ M(z7) —cP(z%) —dP(z7) —e) — P(zT)P(z™)
Nt +e)(am+d)—atP(at)+ M(zt)—a~Pla=)+ Mz~ ) +e
(193)
We see that the condition e=2? = 0 can be expressed A?(z* + ¢)(z~ +d) =
—ztP(xt)+ M(zT) —2~ P(xz~)+ M(2~)+e and for f =0 we find the family

R =

of solutions e=2¢ = —\2(x* +¢) (2~ +d)+e which gives us singular curvature for
A2 (2t +¢)(x~ +d) = e unless e = 0. These solutions constitute a one parameter
family of black holes with future event horizon given by z* = —c,z~ > —d and
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x~ = —d,x® > —c and past event horizon given by ¥ = —c,z~ < —d and
x~ = —d,z® < —c. The e = 0 solution has everywhere zero curvature. We
return to a more detailed analysis later.

The CGHS-action in conformal gauge and lightcone coordinates is

N
SccHs :% /M (e7%7(20,.0_p — 40100_¢ + € N?) + % Z(3+f¢5—fi))
1=1
2
2 [ 0100 [ 9.0-p0)G .0 (194)

The curve were e 2¢ = 0 is given by
M@t +e)(z+d)+aTPat) - M) +a2  P(xT) Mz ) +e =0 (195)

Thus when we consider this model as a dimensionally reduced spherically sym-
metric spacetime where e~2? is the area of a two sphere, we can impose the
reflecting boundary condition f = 0 on the e72? = 0 curve and disregard the
rest of the solution.

8.2 Inclusion of a polyakov term

We now want to modify the classical theory by including terms related to the
trace anomaly in the action. Callan, Giddings, Harvey and Strominger[21] ar-
gued that the action should be supplemented by the term

Se= E/ d1p0—p (196)
™ JM

which, in the case of vanishing boundaries, is equivalent to the polyakov term

Spo_F / V9@ R (@) / V=9 Rw)G(x.y) (197)
8 M M

where G(z,y) is a Green function for V2 and k = 1—]\;, N being the number of

matterfields. We might note that while Sp is nonlocal S, is local. We shall
use the polyakov action in our derivations. The additions to the equations of
motion are then assuming that the spacetime M is a manifold with piecewise
smooth boundary OM and that dg,, = 0 and V.g. = 0 at OM

0Sp N

1
S0r 06 Y 9 3900(Ve) £ VapVip +2VaVip = 2009%) - (198)

and in conformal gauge

59 N 1. - L . . -
Wi =——e*y/ —§(—5§ab(V@)2 + VoV + 2V Vi — 2(6507 + 6201 — §ab g™ )VupV e — 24as V)

967 -
(199)
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and in lightcone coordinates given by

1 - -
g++=9-- =0 G- =9-+ =3 gtT=9""=-2  (200)
0Sp N o,
=— _ 201
Sge_ 96¢ 040-¢ (201)
Sp N o, 9
Sgez 1027° (+0+90+p + 2010 — 401 p01) (202)
Then using ¢ = —2p + 245
0Sp N 5,
=— _ 2
5o 15-¢ 0+0_p (203)
) N
(02 p+ Dipdip+ 02 Ay — DL AgDs Ag) (204)
5gii 487
Now we introduce the notation
tiy = aiAa — 0+ A50+ Ay (205)

The function t++ does only appear if we consider a spacetime with boundary,
and is determined by our choice of G and the boundary conditions for p at OM.
Since 0;0_G(x,y) = 0 for  # y we find that Ay will be a harmonic function
for x # y and thus 0+ Ay must be a function of only x* when x # y. Therefore
ti4 is a function of x*. If curvature is zero everywhere, A5 = p and thus
tiy = 6ip — 0+p0+p.

And the equations of motion are

6Sceus +Sp _ 1
0g4— 4w

K
+E(e298+a, p) =0 (206)

62”((8+8,e—2¢ - ez(p_d’))\2)

w — ie2p(e—2¢(gai¢ —404p0+¢) + T4 )
(5g:|:|: 47

K
+E€2p(*3z2tp + 01 p0+p + i) (207)

2
95ccus +5p _ —Z(—2e72%0,0_p—X22P=?) 15,0 _e 2P 4+e72%20,0_¢) =0

o¢p 0
(208)

0Scers +Sp _ L 2y 5 f g (209)
e

ofi
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Here it has been used that Ty~ = i Zi1(26,f¢5+fi —204fi0_fi)=0
The tensor corresponding to the renormalized stress tensor

N

D (9ab(Vfi)* = 2VafiVi fi) —

27 0Sp
v —9 6gab

R __
Tab_f

>~
Il
—

K2

I
e
] =

0V £ =29V = (0B = (Vi | V=g R1)G . 9)

@
Il
-

(210)
can be reexpressed as
K
TE =Ty — 5(31/) — 01p04p +111) (211)
The action in conformal gauge is
1 - - 1L
Scams +Sp =5 [ VTG -20% + AT + 46N — 3 S (TP
™ )M 2 P
K — = — ~
—7/ Vv —gV?p/ V=a(y)V?p(y)G(z,y) (212)
™ Jm M
partial integration yields
1 . . 1. .
Scans =5~ / V=T ATV OV up + 45NV 0V + 4N = SN (V)P4 KGN0V p)
M i=1
_r Py Iz i/ _he 20y W
o /6 y V=gpVupnt + o - Vv —ge PV pn
K — ~ — ~ ~
o [ VE [ V(G T 99 Gla )
™M oM (213)

where n# is the normal to M. Thus provided the spacetime has no boundary
or V,p =0 and pV,G(z,y) =0 on M , and we again consider the variation
8¢ = 6p = e(x)e 2%, we find the conserved current

Jh= Vo= p)+ VI (214)

and hence V(¢ — p) + e2?5V?p + *?kV.¢V°p = 0 However adding the +—
and ¢ equations gives

e24(9,0_¢ — 0, 0_p) — gc‘m,p =0 (215)
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8.3 RST and BPP

Since the CGHS-model with the added polyakov term is not easily solved several
modified models has been constructed by adding local counter terms to Scams-
Russo, Susskind and Thorlacius[22][23][24] modified the model by including the
term SgrsT in the action, given by

Snst =~ [ V=GR (216)

Here ¢ = n% where 7 is a constant added to allow us to distinguish and scale
terms originating from this action. Bose, Parker and Peleg[25] made a similar
modification by adding the term Sgpp given by

Sorr = 3 | V=a((V0) — oR) (217)

where y = e% and € is a constant added to allow us to distinguish and scale
terms. We now wish to study the contributions from these additions.

If we assume that the spacetime M be a manifold with piecewise smooth
boundary OM, the variation of Sgsr and Sppp assuming that dg., = 0, 6¢ = 0,

0fi =0 and V. gq = 0 at OM gives the following equations of motion.

O0SpsT _ & 2, B

o ax 9(9a V=9 — Vo Vi) =0 (218)
0SrsT _ & —
= VIR =0 (219)

oS 1
5ot = V(5 0a(VO) + VadVid — g V70 + VaVid) =0 (220)

O0SBPP _ X~/ ou2. v _
Brr X (29— ) =0 (221)

reexpressing in conformal gauge

oS - o
BST _ —%e%/—g@abv% — VoVt

dGab
(8568 + 640 — Gavd")VupV up = 0 (222)
0SrsT _ § —eo
5o~ anV IViP=0 (223)

oS 2 1 B ~ ~ . o
(Sjpbp :%ezp\/jg(*igab(vﬁb)z + VoV — §abV2 + VoV

— (6487 + 048Y — Gand" )V upV ) =0 (224)
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PSBEE X /G- + V) = 0 (225)

00
and in lightcone coordinates
0Srst _ & o, B
IS e (0,0.6) =0 (226)
0SrsT _ & 9,1
Sgis _ 2n¢ Z( 0+0+¢ + 20+ p0+ ) (227)
0SrsT & _
AL = 20,09 =0 (228)
0SBPP _ X 25, B
L = e (-0.0-6) =0 (229)
O55PP _ X 209, 404y + 026 — 20 p0d) = O (230)
(5g:|::|: 4
0Sppp _ 2x B _
56 x (040-¢ — 010-p) =0 (231)

With the RST addition the equations of motion are

(5SCGHS + SP + SRST :iezp(a+3,e_2¢ N eg(p_¢)>\2)
0g4— 4m
K2 _ i 2p _
+471’ (6 8+8,p) 87{'6 (8+8,¢> 0 (232)

dScaus + Sp + Srst :iegp(efzti)@aigb 404901 ) + Tis)
0g++ 4m

K
+E€2p(aip — 01pdrp —tis)

_%e%(—ai(b +204p0+9) =0 (233)
dScans ‘;ZP + SksT _ %(—Qe—wma_p C022079) 4 0,0_e7% 4 2920, 0_¢)
—%ma_ p=0 (234)

0Scaus + Sp + SrsT
0fi

= —1e2f’8+a_fi =0 (235)
™
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And with the BPP addition the equations of motion are

0Sccus +Sp+Sppp 1 20(9,0_e~2 — 20=0)\2) 4

0G4+ — 4
R oe2e _X _
+4ﬂ_( 0+0_p) 471_6 P(04+0-¢) =0 (236)

58, +Sp+ S 1 -
CGHS 5 P BPP :762,;(6 2¢(251¢ _ 48ip8i¢) + Tii)
g++ dm

K
+E€2p(aip — 01pOsp —tis)

+ﬁ€2p(6i¢ai¢) + 010 —201p0+¢) =0 (237)

dSccHs +5ZP +Sspp _ %(—26*2¢8+8,p — 222079 19,0 e 472920, 8_¢)

+%(8+8_¢ —9,9_p) =0 (238)

0Scaus + Sp + Serp
o fi

1
= f%e%ma_ fi=0 (239)

8.4 Comnserved currents
The CGHS+P+RST action in conformal gauge is

N

1 ~
Sceus + Sp + SrsT = / Vo (—2V2p + 4(V)® 4 4e*\?) — 3 Z(Vfi)Q)
=1
. . N .
5 /M V—=3V?p /M V=3y)V?p(y)G(z,y) + % /M V—3¢V?p
(240)
partial integration yields
1<
Sccus +Sp + Srst —*/ Vo (—AVHEOV up + AV GV 46 + 4e*PN) — 3 Z(Vfi)2)
=1
- / WO up + EVE GV
1
Tor Lo VT (72N up + 5pV up + €SV mup)
H potiad = ~ ~
—7/ V —gV?p/ V=9W)(G(x,y)Vup — pV,G(z,y))n"
™M oM (241)
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where n* is the normal to M. Thus provided the spacetime has no boundary
or V,p=0and pV,G(z,y) = 0 on OM, and £ = k, there is a conserved current

_ 9Logus + Lp + Lrst 1

J* =
oV, ¢ e 2%+ 4

= VH(¢ —p) (242)

and thus as in the CGHS case V2 (p—p)=0

8.5 Solving the equations of motion
First we consider the equations in which the RST- term has been added and set

&=k

(810_e72? — 2P=PIN2) 4 k(8,0_p) — = (910_¢) =0 (243)

K
2

(e_w(28i¢—43ip<9¢¢)+Tii)+f<&(3;2tﬂ—8¢p5’ip—tii)—g(—ai¢+26ip5¢¢) =0
(244)
—(=2e720,0_p—N?e2P=9 1 9,0_e 2042720, 0_¢)— gma, p=0 (245)

04+0_f;=0 (246)
with Q = e™2% + 5S¢ and E = e 2 +k(p— %gb) the equations are

0,0_5 —exEM)\2 = (247)

B
1
E((aiQ)Q — (6iE>2) + 815 +Ti4 +kte4 =0 (248)

and by adding the first and third equation above

C
100 - _
;%((’ha,(_ -Q))=0 (249)
D
0+0_f; =0 (250)
For e72? # % C implies £ — Q = fi(z") 4 fo(z7), and then A implies = =

A2 f£+ ex @) gyt [T X2 ) dy 4 g(27)+h(zt) and E = A2 f$+ ex @O dpt [T eR9@ ) g4
h(zt)+g(z7)—(fi(z ")+ f2(z7)). and then B implies X (0, f1(z™))*+03 h(xT) =
—T,+ —kti4+. In the case we had chosen S, action the t44 would of course not
be there.
Next adding the first and third equation we again find

(72 = D) (01:0-(6 = p) =0 (251)
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Thus when e 2% # T
0,0_(6—p) =0 (252)
This implies that
¢=p+[f(a")+gx7) (253)
Let us set ¢ = p, which would be justified if Conf(M) is the gauge group.

We also use the reformulation of the nonlocal parts from above. Thus the
equations of motion are further simplified to

0,0_(e™2 + g) FA2=0 (254)
82 (e~ + g) Y S ) (255)
0_0,fi=0 (256)

Let us then introduce the function Q = e=2% + 5¢. Using () the equations of
motion can be recasted as

A
0:0-Q+ X =0 (257)

B
01O+ Try — Kty =0 (258)

C
D_0.f; =0 (259)

The structure of B implies that given only a solution €2 there is an arbitrariness
in the decomposition of 931 into T4+ and kt4y. Now let us look at A. The
solution of this equation yields

Q= -t —d)(z” —c)+Fe(am)+ F_(z7) (260)

where Fy (z%) and F_(x7) are arbitrary functions. This implies that 93 is a
function of only z*, as before.
The most general solution to the equations of motion A and B is

Q=N —d)a —c) +2* Q") - Pa*)) + 2 (Qa~) - Plz"))

(261)

where .
M (z%F) :/0 duu® Ty 4 (uF) (262)
N(z*) = ’ duruttoy (uF) (263)

0

61



P(zF) = /0 ' duTy 4 (uF) (264)

Q(z*) = ; dusit s (uF) (265)

Thus in particular if we chose to consider spacetimes without boundary, N(z7)—
N(z7) +27Q(z") + 2~ Q(xz~) = 0 The general solution of C' is

fi=fT @)+ fi(=7) (266)

Next we consider the equations of motion with the BPP-term. Setting x = &
and combining Ia and II we find

e 2%0,0—(p—¢) =0 (267)

. We set ¢ = p as before. The equations of motion are then

A
D,0_.A—)N=0 (268)

B
aiA +Trye —ktee =0 (269)

C
0+0_fi =0 (270)

where A = e72?. The structure of the equations are the same as the RST
case with  replaced by A and therefore the equations of motion are.

A= Xt - d)e - ) + Q) — Pat)) + o Q) — Pe))
+M(zt)+ M(z7)— N(zT) — N(z7) + F (271)

where
M(at) = /0 - dun* Ty (u) (272)
N(z%) = /0 . dukuTtyy (uF) (273)
Plat) = /0 " T (u*) (274)
Q) - [ " duntas () (275)

Thus again if we chose to consider spacetimes without boundary, N(zT) —
N(@z™) +27Q(z") + 2~ Q(z~) = 0, and thus in this case the equations of
motion are identical to the equations of motion in the original CGHS-model.
The general solution for the matterfield equation is

fi=fT @)+ [ (=7) (276)
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8.6 Analysis of solutions

Since the RST and BPP equations can be given such similar structure many
features of the analysis of the solutions will apply to both cases. We therefore
introduce ¥ which is either Q or A depending on which case we study.

Let us consider the partial derivatives of ¥

0,0 =Q(z%) — P(z™) = Nz~ —¢) (277)
O_U =Q(x7)—P(z™)— Nzt —d) (278)

We see that for fixed z*, 9,V is a linear function of z~. Likewise for fixed =,
O_V is a linear function of 2. Thus the values of 9, ¥ or O_¥ are completely
determined everywhere provided they are known in at least one point for each
2T or 7t respectively. Further if in addition to this ¥ is known in at least one
point, ¥ is determined everywhere.

Let us again consider &, ¥ on a line of constant 2+. Along this line 9, ¥ is
linearly decreasing, in positive 2~ direction. Similarly O_ W decreases linearly in
positive z+ direction along lines of constant z~. Setting 9, ¥ = 0 and _¥ = 0
then defines two lines y,4 and ~,_ respectively given by
o+ Q) = Pat)

Tt = ( +¢) (279)

Th— = (T +d,z7) (280)

We note that the intersections of v,4 and v,_ are local minima of ¥ and all
local minima of W are intersections of v+ and v,—. We now look at the tangents
of vp+ and y,—. We see that

Oy, (27) = ktyp (2F) = Thy (a7) (281)

O_xf (x7)=rt__(a27)—T__(27) (282)

Thus ~y,4 is spacelike when sty (z1) — T (z7) < 0, null when st (x%) —
Ty (z7) = 0 and timelike when st 4 (x7) — T4 (2t) > 0. Similarly v,— is
spacelike when kt__(z7) = T__(2~) < 0, null when st__(z7) —=T__(2~) =0
and when kt__(x~) —T__(x~) > 0, it is timelike. As mentioned before the
original CGHS equations of motion are identical to those of BPP if L+ = 0, and
hence the analysis of the BPP model applies to CGHS as well when ¢+ = 0.

8.7 1Ill defined solutions and the critical curve

Let us first consider the RST case and analyse 2 as a function of ¢.We see that

o0 K

=974 2 283

% et g (283)
Thus © has a minimum when 283 is zero, that is when ¢ = —3in(%) and
Q=% —2In(%). The curve where Q = 4§ — 4In(%) will be called the critical
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curve 7., and it is along this curve curvature can become unbounded. To see
this let us reexpress the curvature as

—2¢ 4e—29
R=8¢20_0,0= 0 (00,0 - 5 0400_Q) (284)
&z (35)
or equivalently
—4e™* —2¢
1

Thus when % # e~2¢ the curvature can be singular only if 0, ¢J_¢ is singular.
On the other hand when § = e~2?_ that is on the curve 7.,, the curvature is
singular unless
/\2
04006 =—— (286)
Assuming that 286 holds and that neither of 94 ¢ and J_¢ is singular we must
conclude both are non-zero and this implies

R —

0482, = (5 = 2e72)046ly.. =0 (287)
R _

a_52|'Ycr = (5 - 26 2¢)8—¢|'Yc7‘ = 0 (288)

Thus 0:Q|,,,. = 0-Q],,,. = 0 is a necessary condition for bounded R on 7,
when 0;¢ and 0_¢ are bounded. In other words curvature is bounded on -,
only there is a local minima of €, that is if v, and ~,— intersect .

Further since § — §In(%) is the smallest value 2 can have for real ¢, there is
no real ¢ corresponding to  for < § —%in(%). Since we have assumed real ¢
this means the solution is ill defined in this region. We will call the region T',.
Provided this region exists it must be everywhere bounded by 7., which implies
that if I, is a compact region 7., must bifurcate and can not be expressed as
a function of either + or . We note that a bifurcation point of 7., is a point
where () is constant in at least two different direction which, implies that it is a
local extremal point of {2 and this in turn implies that it is an intersection of
and 7p,4. Further as argued above 74 together with v,_ and ~.,. completely
determines (2.

If we instead consider A as a function of ¢ we note that it has no local minima
but is monotonically decreasing, however A cannot be smaller than zero for any
real ¢. In terms of A he curvature can be reexpressed as

R=28¢"20_0,¢=4(\*+ %mAa,A) (289)

or equivalently
R = 4(\* + 440, ¢0_¢) (290)

We see that curvature when A # 0 curvature is singular only if one or both
of ;A and 0_A are singular. When A = 0 on the other hand a necessary
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condition for zero curvature is that one of 0,1 A and O_A are zero. However
when 7y is non-null this implies that both J; A and 0_A are zero. As in the
RST case, if y,4+ and ~;,_ do not coincide with 7., there will be a region where
A < 0 which and thus the solution is ill defined, and as before this implies the
bifurcation of 7y.,.. Thus the RST and BPP cases are analogous.

8.8 Bounded curvature condition

Let us first consider the RST case. The condition for bounded curvature on
Yers 049, = 0_Q,., = 0 implies that 7., must coincide with v,4+ and ~v,_,
and thus is the same as that curvature is bounded only where -, is a local
extremum. However since 7, is defined as the curve where €) has the smallest
possible value compatible with a real valued dilaton, unless we want solutions
that are everywhere ill defined except on 7.y, Ve must be a local minima where
it coincides with vx4+ and v,—. This implies that 7., must be timelike when
curvature is bounded, since if v54 and 7, coincide when spacelike they will
define a local maximum. Now if we parameterise 7. by s where it coincides
with 44+ and ~,_ we find

Qe () = Pa~(5)) = A2(z*(s) — d) (201)
QU (s)) - P(a+(s)) = Nz~ (s) — ¢) (202)
and differentiating
zt x~
O (bhas () = Ty (0 () = O (293)
ox~ ozt

(5t——(27(s)) = T~ (27 (5))) = A? (294)

0s Os

where if we require 7., to be timelike xt44 (2 (s)) — T (zF(s)) > 0 which also

follows from the properties of ;4 and v,_. Hence in the case where OM =0 a

requirement for bounded curvature and well defined solutions is that T+4 < 0.
Further 293 and 294 implies

Ir™ 4 _ _ Ozt , n n
() t—=@ () =T-~(27(s5))) = (5 ) (t4+ (27 (5)) =T+ (a7 (5))) (295)

Furthermore if v+ and ~,_ coincides for an extended section this means € is
constant on this section and hence if 7., intersects this section it must coincide
entirely with it.

In the BPP case we have a similar situation. The curvature on g, when it is
timelike, is as mentioned before bounded only if 0; A and J_ A are zero. Hence

Qat (1) = Pla* (1)) = X(@~ () — ¢) (206)

Q(z™ (1) — P(a™ (1)) = A*(a™(t) — d) (297)
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and by differentiation

oz™ or~

ﬁ(t++($+(t)) i (¥ (1) = /\QW (298)
z~ zt

o) T () = R (209)

which implies

(%_)Q(t—-(x‘(t)) —T-—(a= (1) = (%)2(t++(x+(t)) ~ T4y (z())) (300)

8.9 Trapped surfaces and singularities

We now turn to the issue of trapped surfaces in the two models. If we interprate
e~2? as the area of a two-sphere we find that if the area function is decreasing
in both future null directions, that is if dLe~2? < 0, the two-sphere is a trapped
surface. First we look at the RST case where we divide the spacetime into the
three regions I'cys, I'ijne and I, where I'.y; is the region where ¢ < —%ln(%)
and I';,,; is the region where ¢ > —%ln(%). The boundaries between the three
regions are defined by ~.,.. Here we see that in I'.,; the two-sphere corresponding
to a point is trapped if

0+ >0=0,0<0 (301)
and

0_$p>0=0_-0<0 (302)
and in the region I';,,; a two sphere is trapped if

0+¢>0=0,02>0 (303)
and

0_9p>0=0-2>0 (304)

Thus the appearance of trapped regions is connected to the behavior of v, and
Yh—. Let us denote the region interior to 7,4+ where 0,9 < 0 by I';, and the
region interior to v, where 0_€2 > 0 by I'_. With this terminology we note
that

((F+ N F—) N Fext) U ((F-‘r n F—) N Fint) (305)

is the trapped region. Let us now characterize the different possibilities of
behavior of the critical curve ... As discussed above curvature is singular
where it does not coincide with 54 and ~;,_. Furthermore since 7., is a curve
where (2 is constant, when

the tangent cannot be non-spacelike since all non-spacelike directions are direc-
tions of either decreasing or increasing €2, hence ., must be spacelike. By the
same reasoning when

Yoo C (T4 NT_)U (T4 NT) (307)
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Yo must be non-spacelike since all spacelike directions are directions of increas-
ing or decreasing ). Further 7., can only be null when crossing y,4+ or vu—.
Let us now assume that 7,4, y,— and 7, initially coincides and thus curvature
is bounded ant that they are timelike when coinciding, but that v,4+ and vj,—
diverge causing 7., to bifurcate. The there are a few different possibilities. If
either ;4 or 7, _ is spacelike,I'y NT_ must be nonzero since 7,4 and 7;,_ are
functions of 27 and z~ respectively. So if v, is spacelike after the point of
divergence, 7., must be inside I'y NT_ and since ., is null upon crossing ;4 ,
it will remain inside unless 7,4 turns timelike, or possibly come to coincide with
Yh+ if yp4 turns null. If however 44 do turn timelike and remain so 7., must
cross it and become timelike. If 44 is initially timelike then .. must also be
initially timelike, and naturally if v, then turns spacelike and remain so v,
must cross it and become spacelike. Analogously if 5 is timelike after the
point of divergence 7., must be outside (I'y NT_) U (I'y NT'_) and remain so
unless x4 turn spacelike or null and remain so.

The behavior of vy is, as discussed before, determined by sty (z7) —
Ty (2%) . Thus in particular if k¢ (zT) = 0, the singularity being the bound-
ary of I'¢yy will initially be inside the trapped region if and only if initially
T, > 0. If T4 4 would go to zero, and remain so, the singularity would even-
tually coincide with ~,4, and if 7'y, became negative and remained so the
singularity would eventually become timelike. If initially 7'y ; < 0 the singular-
ity would be timelike initially. Since the stress tensor Ty ; is always positive, it
is the ¢4 term that may or may not cause evaporation of the black hole.

Likewise the behavior of ~,_ determines the qualitative behavior of the
branch of the singular ~., bounding I';,,;. If vy _ is initially timelike, 7., must be
initially timelike and in I'_ and will remain so unless ~;_ turn spacelike and re-
main so in which case it will cross 7, and become spacelike, or if v, turn null
and remain so in which case 7., will ultimately coincide with it. If =y _ is ini-
tially spacelike 7., must also be initially spacelike and in I'_, and will remain so
unless 7y,_ turn timelike and remain so in which case ., will cross and become
timelike , or if 45— turns null and remain so in which case 7., will ultimately
coincide with it. And further we know that in the case of kt__(z7) = 0, y,—
is timelike if 7__(27) < 0, null if 7__(2~) = 0 and spacelike if T__(z7) > 0.
The four principal cases of initial behavior where both ~;_ and v, are non-null
are displayed below.

67



Yer Yh_ Yer Vh_ ’yh-%—’YCT

ot

x T T
cTr
hy
Kty — Tii § 0 YersVhy s Vh_ Kt44 — Tii >0 YersVhy s Vh_
’yh+r)/c7'
x T x”
’YCT ’YCT
Yh_ Yh_
ktry —Toy 20 YersVhyYh_ Ktyy —Tee <0 YersVhy s Vh_
In the BPP model a two sphere is trapped if
0+6>0=0,A<0 (308)
and
0-¢>0=>0_-A<0 (309)

Thus the region interior to v+ and exterior to ~y;,_ is the trapped region, and
no trapped region exists if v, is entirely in the interior of v, or if 54 and
Yh— coincide. The analysis of the behavior of ., is completely analogous to
the analysis in the RST-case, except that we may possibly want to ignore the
region interior to 7., if we consider A = 0 to be the boundary of spacetime.
The above analysis applies to the original CGHS model as well, except that
kt+4+ = 0. Hence in this case the singularity will always be behind or coincide
with an apparent horizon if Ty4+ >0
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8.10 Zero curvature condition

Let us consider the case when the scalar curvature vanishes, that is R =
8¢720_04¢ =0 = 0_0,.¢ = 0. In this case we find that

¢=F(xT)+Gx") (310)
and thus in the RST case

Q= e*2<F<w+>+G<f>>+§(F(x+)+a(f)) = H(x*)K(z’)fgln(H(xﬂK(:r’))

(311)
where e2F (") = H(z%)and e 2¢(") = K(27). Comparing this to the general
form of the solutions 261 we see that

HaMK(2™) =X (" —c)(d—z") (312)
F=—cd (313)
and thus .
Q=N —c)(d—2a") - Zln()\z(:v_ —c)(d—2z™)) (314)
which implies that
7 (Qa") = P(a*)) + Ma*™) = N@*) = =Sin(Cy(d—a*))  (315)

27 (Qa7) = P(a7)) + M@a™) = N@@™) = =In(Ca(e™ =) (316)

where C;,Cs are constants and C;Cy = A? Differentiating 315 and 316 we find

K 1
Kty =Ty = 1(z+ —d)2 (317)
K 1
t_ -1 =—-—— 1
" 4 (z= —¢)? (318)

We note that in the case when OM = 0 and t4+4+ = 0 there are no zero curvature
solutions with vanishing stress energy tensor. Further for curvature to be zero
it is required that 71+ < 0 which is not possible if the scalar fields f; is gives
the only contribution to the tensor as above.

In the case of nonzero OM, and hence nonzero t4., the condition that ¢ =
—2In(A* (2~ —c)(d—aT)) is consistent with the requirement that when curvature
is everywhere vanishing

tes =05 — 0100sd (319)

only if 7.4+ = 0. Thus in particular curvature cannot be everywhere zero if
somewhere 71y # 0. We may wish to impose zero curvature as an initial
condition, for example require vanishing curvature for 27 < xf If we also
require vanishing stress tensors in this region that condition determines ¢4 for

ot < xf. It will also determine ¢ _ for all ™ in the span of the initial region,
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however it will not determine ¢, for #* > x. We may note that the zero
curvature condition always forces y,4+ and v,— to be timelike.
Alternatively in the BPP case

A= 2FENHGED) = H(xt)K(27) (320)
where e~ 2F") = H(z) and e 2¢(7) = K(2~). Comparing to the equations
of motion

A= Xz~ —¢c)(zT —d) (321)
Hence in this case
2 (Q(xt) — P(a™)) + M(2t) — N(zt) =0 (322)
2 (Qz7)—P(z7 )+ Mz~ )—N(z")=0 (323)
and thus
Ktyy = T4 4 (324)

Hence in the case of nonzero M curvature can be zero only if —93 ¢+04p0+p =
Ti+. In the case of M = 0 or equivalently in the original CGHS model,
curvature is zero only if T4 4+ =0

8.11 Reflection at curves

Let us once again consider the bounded curvature conditions 295,300. These
can be interpreted as a kind of reflection conditions on g and 7., respectively.
However let us first consider the reflection condition imposed by f|,, = 0 or
flver. = 0 respectively. This implies f*|,, = —f |, or f*|,., = —f7|,., and
parameterizing vy or 7., by ¢t we find

Ozt Oz~ _
and therefore Bt 5
x T
(W)QTJ& = (WFT—— (326)

Imposing this condition separately would thus mean that the curvature would
be bounded only if

Qi 0) = P 0) (327)

Thus in particular if OM = 0 the bounded curvature condition is identical to
the reflection condition for the matter fields.

Let us once again consider the dilaton to correspond to the area A of a
two-sphere by e2? = A. Similarly to the gravitational collapse treated earlier
we may consider imposing the reflection condition on =y, and consider it as
the boundary of M. The equations of motion we have used so far are derived
for the interior of M, and on the boundary one must take into account the
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inhomogeneous part of the green function G and then we can no longer assume
t++ to be a function of % alone. Imposing the reflection condition on e,
however would be teleological since T__ is a function of = and hence T__
would have to appear in advance of the reflection.

8.12 Extension of singular curves

We now turn to some general properties of the singular parts of ~.,. and 7 in
the RST and BPP models respectively. If we require derivatives 0+ and 0+ A
respectively to be continuous, the curves 7,4 and 7,— will also be continuous.
Further since vy, and 73, can be realized as functions of 2 and o~ respectively,
and if we assume that the two curves coincide initially and finally, the two points
where v+ and v, diverge and reconverge respectively must be separated by a
pure timelike interval, if 45, and ~,_ are timelike where they coincide. In the
case where 7,4 and ,_ are spacelike where they coincide, the divergence and
reconvergence points must be separated by a pure spacelike interval. Thus if we
consider solutions where the non-singular parts of 7., and 7y are timelike the
singular sections cannot be everywhere spacelike, that if there is singularities
there must be naked singularities. For example we can consider the case of an
initially timelike ~;_ and spacelike 7.
YeryYhy ' Vh_

x~ 2t

Yer

finite singularity YeryYhy s Vh_

Thus in particular any process where the black hole evaporates into a non-
singular end state must involve a naked singularity. Further both branches of
~Yer must be timelike as they reconverge.

8.13 Information loss in the RST and BPP spacetimes

We now consider the introduction of quantum fields in the RST or BPP back-
grounds and make and in particular we consider the problem of information
loss. As seen above the black hole spacetimes will be globally hyperbolic only
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if tar —Tyy <0 after the point of divergence of v,4 and 7,— and thus both
branches of 7., or vy have the characteristics of either an eternal black hole or
spacetime I'V. The black hole spacetimes may however be predictable even if
tr+ — Tyt <0 for bounded intervals. In these cases the argument for informa-
tion loss can be constructed like in the preceeding sections. In the case where
the black holes evaporate and the end state is non-singular, the appearance of a
naked singularity is unavoidable and thus no derivation of bogolubov coefficients
of analysis of information loss is possible unless assumptions of boundary condi-
tions on the naked singularity are made. One such a priori possible assumption
would of course be that the information falling into the hidden singularity reap-
pears from the naked singularity, thus the possibility of information retention is
not excluded assuming that the singularity should be interpreted as a breakdown
of our specific model rather than as an actual end of spacetime.

9 Discussion

The argument for information loss is built on the assumption that it is physi-
cally meaningful to define global quantum states relative to a background metric.
However a black hole metric cannot be operationally defined by the observer,
and this appears to be the source of the paradox. Hence one might argue that
the construction in which the paradox appears does not correspond to any real-
izable experiment, and thus a different model for the evolution of quantum fields
in the setting of gravitational collapse is necessary. Accepting the assumptions
made in the argument for information loss we can still seek a resolution.

One resolution within a framework where quantum states are defined relative
a background metric where the background is unchanged would be to modify the
dynamics of the fields such that all information in a quantum state is duplicated
with one copy outside and one copy inside the black hole, or that no information
ever enters the black hole. This however is not possible if the evolution operator
is linear. The argument is further complicated if the background contains naked
singularities which causes the spacetime to become globally non-hyperbolic and
makes the question of information loss impossible to answer even in the absence
of black holes. A naked singularity is one of the a priori possible outcomes
of the evaporation process, and in the RST-model a nessecary outcome if the
end state is nonsingular. Thus the question of information loss in the approach
where quantum fields are defined relative a classical RST background can not be
answered, however the possibility of information retention can not be excluded.

Another way to resolve the problem, if not of the paradox itself, would be
that gravitational collapse did not result in black holes, or singularities at all.
In the RST model and BPP models alike such solutions exist, but the formation
of singularities is determined by the behavior of v,,4 and ,_ which depends on
the specific choice of greens function in the polyakov action.
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Another issue is the fact that we have used the renormalized stress tensor

defined relative a background spacetime and then implanted the effective action
corresponding to the correction terms of this tensor in a diffeomorphism invari-
ant theory. It is unclear if this makes physical sense.
A further interesting point to make is that the arguments leading to hawking
radiation and its relation to the trace anomaly cannot be made in the evapora-
tion background spacetimes that result from the inclusion of the polyakov term
in the RST and BPP models. Hence while it was conjectured that hawking
radiation would cause black holes to evaporate, in these particular models the
argument for hawking radiation is lost when evaporation occurs.

To reach a better understanding of the application of quantum field the-
ory one would need a careful analysis of the connection between preparation
and measurement procedures, the operational construction of background struc-
tures, and the concepts of quantum field theory.

At this point with with no empirical evidence of the end states of gravita-
tional collapse and much less their properties any attempt to describe such a
process whether classical or quantum mechanical must be largely conjectural
and speculative.
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10 Appendix A: Hilbert-like actions

In the CGHS, RST, and BPP models we come across terms in the actions of
the form f v V—9AR where A is not a function of the metric g,,. We therefore
need to consider the variation with respect to the metric for theses terms. The
case A = const is of course the ordinary hilbert action but if A is nonconstant
there are additional terms. We consider

1 ,
/ Ady/—gR = / A\/_g(_igabR + Rap)69”+ | AV=9(Ve(9apVgar — Vipdg™)
M M M

(328)
Then in 2-dimensions —% Jap R = Rgp and thus

AS\/—gR = / AV=g(V (gab VS gap — Vpdg") (329)
M M

and partial integration yields

/ V _gAVc(gabvcégab - vbégbc) =
M
/ V=9A(9aV6gar — V39" )nc — / V=9(V:A)(gup Vg™ — Vibg">) =
oM M

/a . V=9A(9aV6gar — V9" )nc — /a y V=9(VeA)(gapdg™")n

VRV A g+ / V(90 V2 A — V.V, A)3(330)
M M

Assuming dg,, = 0 at OM we find

/ Ad(v/—gR) = / V=9 A(garV0gar — V" )nc+ / V=9(gaV?A — V,V, A)5g°
M oM M

(331)
Thus in particular from in the CGHS case

/ e 2?5(y/—=gR) = / V=92 (9abV°0gap — V" )nc+ / V=9(9aV?e™2? =V, Ve 2?)6g"
M OM M
(332)

11 Appendix B: CGHS action

The variation of the CGHS-action assuming that dg., = 0, d¢ = 0, §f; = 0 at
OM gives the following result

1

1
dScars|gab) =5or / (v —9(6_%(—59@3 +29a (VD) — 2gapA? + Rap — 29ap V20 + 2V, Vi)
M

N
1
7 Z(gab(vfi)z — 2V fiVufi))dg™ + / e 2(gabV0gap — Vg™ )ne
i=1 oM

(333)
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Sconsld] = 5= [ V=G-8 R+ — (Vo) + V2060 (334

5Scanslfi] = / =GV .6, (335)

If we assume that V. 6g,, = 0 at M or alternatively if we add appropriate
terms to the action to cancel the surface terms we can identify the functional
derivatives of the action as

68 1
(gchHS :\/79(67%(*59@]% +2906(V)? = 2900 + Rap — 290V ¢ + 2V, Vi)
ab
1 N
+3 _Z 9ab(V f1)? = 2V f; Vi i) (336)
0Scaus _ 1 — o 941 2 2 o2
56 Qwﬂ( 8e (4R+>\ (Vo) +V<9)) (337)
1) 1
O8cans _ L /=goey, (338)
5fi 2w

Finally using that R, = %gabR in 2-dimensions

65,
O B 20 ((V6) ~ N~ V6) + 2V, Vi)

—_

N
+1 29V = 2VafiVufi)  (339)
z:l

0Sceus _ 1 — o o4/l 2 2, o2
50 2V 9(=8e" ([ R+ A" = (Vo)" + V79)) (340)
0Scgus 1 —c9,
5f,  2xVY gV°fi (341)

12 Appendix C: RST action

Variation of Spgr assuming that dg., = 0 and d¢p = 0 at OM gives the following
result

5Srsr]gus] = / VA 50 R+ Raso + 90 V%0 — VaVi6)o0u

487

+/ (9apV0gap — V09" )ne (342)
oM

dSrst[d] = FRM) (343)

487
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If we assume that V.6g,s = 0 at M or alternatively if we add appropriate
terms to the action to cancel the surface terms we can identify the functional
derivatives of the action as

0SrRsT
S 487T\/ 9(— gab¢R+Rab¢+gabV ¢ — VaVpo) (344)
0SrsTt N
56 487r v (345)

and then if we use that Ry, = % Jap R in 2-dimensions

(5SR5T_ N 9

59ub = 487\/ g(gabv¢ Vavb¢) (346)
0SrRsT _
50 = 487r\/ gR (347)

13 Appendix D: BPP action

Variation of Sgpp assuming that dg,, = 0 and d¢ = 0 at M gives the following
result

dSBrp[gar] =

247T/ F—*gab(vcﬁ) + VapVypo + gab¢R Rapd = 9ab V2 + VaV$)dgab

247T/ 6(9abVgat — V09" )n

5Spprld / V=4(-V%p — Rbg) (348)

If we assume that V. 0g,, = 0 at M or alternatively if we add appropriate
terms to the action to cancel the surface terms we can identify the functional
derivatives of the action as

)
5QBIZP - 247TF( gab(ng) TVadViotg 9ab¢R Rapd—9aV>$+Va Vi)
(349)
dSppp )
50 _*F( Vi - R) (350)
and then if we use that R,y = 2gqR in 2-dimensions
0S
65 IZP T 2n W( gab(W) + VadVid — g V2o + VoVid)  (351)
0

76



14 Appendix E: Polyakov action

Let us now consider the problem of varying the polyakov action

= / \/7R/ V=9 R(y)G(z,y) + const /M V—g(x) (353)

967

First we introduce the notation ¢ = [, \/=gR(y)G(z,y) Then the action is

= / V—goV? <p+const/ V—g(z) (354)

967

partial integration yields

Sp= 9](\if7r V=9(V)? /aM @Vapn’ + const /M V=) 5)

Then we do a variation with respect to the metric g?° of the first term

S
55 plgas] = / V(= 50ub(Vo)? + ViV — 2253
5 WY ,on® (356)
where
)
550 = | Vg~ Vs Gay)  (35)
M 99 M
and then

5

/ \/—92V2¢57<fb59“b =— / 2V/=gVaVipdg™ + / 2v/=99a5 V39"
M g M M
-2 / (( / VaVdg™G(z,y))Vep — oVe( / VaVbg® Gz, y)))n’

oM M M
+ / V=92V3p / 9ar(G(x,y)Vedg™ — 69°°V .G (z, y))n‘—

M oM

2 / V30 — V(089 (358)

oM

Thus provided that §g%® = 0 and V.6g*® = 0 on OM

58 plgas] = / VI 5 0a(V0) + VapVop + 29,40 — 200V — consty/ =g gun)ig™
(359)
And hence
a 05P

N N
= ————/—gV?p — consty/—g = ———~/—gR — const\/—g  (360)
§gab 487 48T
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