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ABSTRACT 

Nanoporous materials have been widely used in the fields of biological and 

chemical sensing, chemical separation, heterogeneous catalysis and biomedicine due to 

their merits of high surface area-to-volume ratio, chemical and thermal stabilities, and 

flexible surface modification. However, as the nature of nanoporous materials, they are 

inherently heterogeneous in the micro- and nanoenvironments. The environmental 

heterogeneity plays a decisive role in determining the performance of various 

applications of nanoporous materials. In order to provide an in-depth understanding of the 

nanoporous materials, it is of great interest to investigate the environmental heterogeneity 

in them. Single molecule spectroscopy, combined the quantitative confocal fluorescence 

imaging which possesses the capability of optical sectioning, has demonstrated to be a 

powerful tool to approach the environmental heterogeneity inside nanoporous materials.  

Single molecule spectroscopy is an ultrasensitive technique for probing molecular 

transport and properties of individual molecules. This technique has been extensively 

used in the research of environmental heterogeneity in nanoporous materials since it 

removes the issues of ensemble averaging and directly approaches detailed information 

that is obscured in ensemble measurements. In order to proficiently interpret single 

molecule data, we developed a comprehensive methodology – single molecule counting – 

for characterizing molecular transport in nanoporous silica. With this methodology as a 

tool, the nanoenvironmental heterogeneity inside the nanopores of C18-derivatized silica 

particles was explored by probing single molecular diffusion inside the pores. By 

employing single molecule ratiometric spectroscopy and a solvatochromic fluorophore as 
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reporter of local environment, the gradient in nanopolarity as well as the nanoviscosity 

along the C18 layer after the inclusion of solvent was uncovered.  

The chemical properties of solute molecules at the nanopore surface are ultimately 

controlled by the energetics of the solute-interface interactions. The imaging of 

distribution of energies would be a decisive approach to assess the fundamental 

heterogeneity of the interface. To this end, we investigated the ∆G distribution of C18-

derivatized nanoporous silica particles with quantitative confocal imaging. The pixel-to-

pixel and particle-to-particle analysis showed the existence of ∆G heterogeneity between 

particles as well as within individual particles. The heterogeneity in ∆G could be partially 

responsible for band broadening in chemical separations and significantly affect overall 

reaction yield when using nanoporous materials as solid support for heterogeneous 

catalysis.  
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PUBLIC ABSTRACT 

Nanoporous material is extensively used in fields of scientific research including 

biological sensing, chemical separation and catalytic science. It possesses several unique 

properties such as large surface area, flexible surface modification and the most 

importantly for this thesis, the inherent heterogeneity in the microenvironments. It is of 

great interest to explore the environmental heterogeneity since it could significantly affect 

the performance of various applications of nanoporous material. Single molecule 

spectroscopy, combined with confocal fluorescence microscopy was demonstrated to be a 

powerful tool to explore the heterogeneity inside nanopores of material.   

Single molecule spectroscopy is an ultrasensitive technique that allows the 

detection of single molecules. Unlike bulk measurement of providing an averaged single 

number that represents the measurement results of thousands molecules, single molecule 

measurement reveals a certain level of fluctuation in the measured parameter since only 

one molecule is measured at a time and each molecule reports unique information of its 

local microenvironment. Therefore, tremendous information of the heterogeneity in 

material that is hidden in bulk measurement can be resolved. Single molecule counting 

was established as a comprehensive methodology for characterizing single molecular 

transports. A research to apply this methodology to probe heterogeneities in nanopolarity 

and nanoviscosity of C18-modified nanoporous silica particles was accomplished with 

single molecule confocal microscopy.  

The ∆G heterogeneity between particles as well as within individual particles was 

also confirmed by quantitative confocal imaging. This heterogeneity could significantly 
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contribute to several issues in certain applications, for example, the band broadening in 

chromatographic separation.   
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CHAPTER 1                                                                                                    

INTRODUCTION 

The research presented in this thesis focuses on the methodology developments 

for probing the physicochemical properties of nanoporous material. Nanoporous material 

is a type of solid materials permeated by an interconnected network of pores. It can be 

made by different types of materials such as silica, alumina or sol-gels. The nanoporous 

materials manifest several distinct properties including high surface area-to-volume ratio, 

flexible surface modification and the most importantly for the research goal of this thesis, 

the distributions of some physicochemical properties. In other words, they are 

heterogeneous in nature. Nanoporous materials have been widely employed in diverse 

fields such as biosensing, drug delivery, heterogeneous catalysis and chemical separation. 

And as mentioned in many related research articles, their inherent heterogeneity plays a 

decisive role on determining the performance of the fundamental applications, for 

instance, the catalysis efficiency or overall yield when used as solid-support for catalysis 

and the separation efficiency when applied as the packing materials for chromatographic 

separation.   

  In this thesis, the environmental heterogeneity in nanoporous material is 

investigated by two major tools—single molecule spectroscopy and confocal 

fluorescence microscopy. Single molecule spectroscopy is demonstrated to be a powerful 

tool to explore the micro/nanoenvironmental heterogeneity in nanoporous material since 

it removes the issues of ensemble averaging and directly approaches the distribution of 

certain parameter without any priori hypothesis about the distribution. On the other hand, 
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quantitative confocal fluorescence imaging is employed throughout the entire research 

work to provide precise assessment and abundant information of the inherent 

heterogeneity in nanoporous material. The knowledge of these related techniques is 

presented in Chapter 2.  

Several requirements need to be satisfied in order to perform single molecule 

detection. The most imperative one is to achieve an experimental system with minimal 

interfering fluorescent impurities since the emitted fluorescence photons are limited and 

thus can be easily interfered or even overwhelmed by signal from any fluorescent 

impurities. Chapter 3 describes the approaches to minimize the fluorescent impurities for 

various systems and demonstrates a suitable system that can be adopted for single 

molecule detection. 

Tremendous information of nanoporous material is achieved by probing 

molecular transports at nanopore interface with confocal single molecule spectroscopy. 

Chapter 4 introduces the single molecule counting as a comprehensive method for 

characterizing molecular transport in nanoporous silica. Single molecule counting 

provides the most sensitive measurement of molecular concentration and the variance in 

measurement is determined by fundamental shot noise. Moreover, the time, height, width 

and shape of bursts of single molecules carry significant information on molecular 

distribution, diffusion and adsorption in the network of nanopores and enables the 

assessment of micro/nanoenvironmental heterogeneity in the nanoporous silica. The 

information uncovered by single molecule counting is essential in understanding the 

nature of nanostructures.   
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After establishing the single molecule counting as a method to characterize 

molecular transport, Chapter 5 explores the environmental heterogeneity inside the 

nanopores of C18-modified silica particles by probing individual molecule’s transport. 

Single molecule ratiometric spectroscopy and fluorescence correlation spectroscopy are 

used to reveal the gradient in nanopolarity and nanoviscosity along the C18 layer after the 

inclusion of solvent molecules. This single molecule approach determines the 

architectural and solvation heterogeneities without priori hypothesis about the 

distribution which is required in conventional bulk measurement.  

Chapter 6 investigates on the ∆G distribution of nanoporous C18-derivatized silica 

particles by using quantitative confocal imaging. Considering the accuracy and precision 

of quantitative analysis, the imaging system is thoroughly calibrated and validated upon 

measurements. The results confirm the existence of ∆G heterogeneity between particles 

as well as within individual particles. The distribution of ∆G could significantly affect the 

bandwidth of chromatographic separation and overall reaction yield of heterogeneous 

catalysis.  

A preliminary study of the nanoporous C18-derivatized silica particles as the 

vehicles of drug delivery was conducted and presented in Chapter 7. As a big 

breakthrough from previous related research in the group, the bile salt-assisted 

solubilization of these hydrophobic particles in bio-compatible aqueous environment was 

investigated. The resulted data demonstrates the capability of bile salt molecules to 

solubilize these hydrophobic particles in aqueous phase and supports the particles to be 

promising candidates of drug delivery vehicles. Some potential studies and directions of 
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future research based on the works presented in this thesis is proposed and briefly 

presented in Chapter 8. 
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CHAPTER 2                                                                                                    

BACKGROUND 

2.1. Introduction to Confocal Microscopy 

For decades, confocal microscopy has been intensively employed as a research 

tool in biological and biomedical imaging as well as in the investigation of nanostructures 

and nanomaterials 
1-8

. Confocal microscopy garnered its popularity in various fields of 

scientific research because it possesses the capability of acquiring images at high 

resolution and contrast. With the tremendous merits in optical sectioning, this technique 

enables three-dimensional imaging deep inside thick biological specimens in vivo 
4, 5, 9-11

. 

Among various modes of confocal imaging, confocal microscopy operated in epi-

fluorescence mode is the most commonly used due to the high sensitivity of fluorescence 

detection. The fluorescence confocal microscopy is thus the technique extensively 

utilized in our research and its principles and advantages are described in the following 

sections. 

2.1.1. Principles of confocal imaging 

Generally, to image a thick biological specimen with traditional widefield 

microscopy, the specimen is placed on the sample stage of the microscope and the 

excitation light beam is focused into a wide cone which illuminates the specimen over a 

large region simultaneously, including both in-focus and out-of-focus regions, as shown 

in Figure 2.1A. The produced image is then a combination of the well-resolved image 

collected from the focal plane and the “blurred” images collected out of the focal plane, 

in the out-of-focus region. This leads to a compromise in the image quality, for limited 

contrast and resolution. This issue can be easily overcome by introducing the confocal 
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geometry to the imaging system. On one hand, as illustrated in Figure 2.1B, the objective 

lens of confocal microscope focuses the laser beam into a point-like light source, a 

diffraction limited volume with lateral diameter about 0.25 to 0.8 µm and axial diameter 

about 0.5 to 1.5 µm at the focal plane. The exact dimensions of this probe volume are 

determined by the optical configuration of each component of the microscope system. 

Compared to the conventional widefield microscopy which provides a large probe 

volume under illumination, only a small point-like region in the specimen is illuminated 

at a time in confocal microscopy imaging. Therefore, in order to build a two-dimensional 

image in confocal microscopy, the focused point-like probe volume needs to scan across 

the specimen of interest pixel-by-pixel and then line-by-line in a laser beam scanning 

mode or sample stage scanning mode 
12

. Moreover, because of the limited observation 

volume, the interference from scattering is also minimized.  

On the other hand, as an important feature of confocal imaging, by adopting a 

confocal aperture such as an optical pinhole into the emission light path of the 

microscopy system, the autofluorescence signal originated from the out-of-focus region 

can be rejected, and only the fluorescence from the focal plane of the specimen can pass 

through the aperture and reach the detector. These are the two main reasons that account 

for the improvements in image resolution and contrast for confocal imaging. 

Figure 2.2, presenting the general schematic diagram of light path in confocal 

microscopy, is introduced to demonstrate the principles of confocal imaging. First of all, 

the excitation laser beam (shown in green solid lines) is reflected by a dichroic mirror and 

focused by the objective lens of microscope into a diffraction limited probe volume. The 

probe volume is located at the focal plane inside the specimen. The emitted fluorescence 
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is then focused by the lens and transmitted through the dichroic mirror. To effectively 

reject the autofluorescence generated from the out-of-focus plane and the scattering 

signal, an optical pinhole is placed in front of the detector. As illustrated in Figure 2.2, 

only the emitted fluorescence from the focal plane (shown in red solid lines) can 

successfully pass through the pinhole and reach the detector, while the fluorescence from 

the out-of-focus regions plane (shown in red dash lines) is excluded from image 

formation. The constructed image from the confocal microscopy system only contains the 

information of the focal plane and as a result, the image resolution as well as contrast are 

significantly improved.  

2.1.2. Resolution and contrast of confocal imaging 

2.1.2.1. Resolution 

In confocal imaging, both the illumination and detection are limited to a point. 

However, in reality, the image from a point light source is not exactly a single point. 

Instead, it is a small diffraction pattern which possesses a well-defined bright “disk” at 

the central region and progressively fainter concentric rings at the peripheral, known as 

Airy diffraction patterns. The bright (shown in red) and dark rings (shown in white) 

alternatively appear in the Airy patterns, as illustrated in Figure 2.3A. The function that 

quantitatively describes this diffraction pattern is known as the point spread function 

(PSF). This function defines the intensity distribution in the image of a point source in 

three-dimension (Figure 2.3B). According to the distribution of 3D-PSF, about 84% of 

total energy is condensed within the region enclosed by the first dark ring (minimum) of 

the diffraction pattern. And this region is known as the Airy disk. A clear illustration of 

the two-dimensional projections of a computed ideal 3D-PSF at in the XY and XZ planes 
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are presented in Figure 2.4. And the Airy disk—the central maximum with the greatest 

diameter in lateral direction is also indicated in Figure 2.4B. The diameter of the Airy 

disk is known as the Airy unit (AU) and is defined as: 

𝑑𝐴𝑖𝑟𝑦 = 1 𝐴𝑈 =
1.22×𝜆𝑒𝑥

𝑁𝐴
                                                                                                            [2.1] 

where λex represents the excitation wavelength and NA is the numerical aperture of the 

objective lens. The Airy unit (AU) is typically used in the pinhole size normalization and 

the resolution – the discrimination between two point objects is determined by the 

Rayleigh criterion.  

When imaging a single point object, the confocal microscopy system generates 

two images of this point. One is due to the projection of the point-like illumination source 

into the object space and the second is by projecting the emitted fluorescence from the 

point object into the image space. As a whole, the final resulted point spread function 

(PSFtotal) from the confocal microscopy system is thus a convolution of the two PSFs and 

is denoted as:   

𝑃𝑆𝐹𝑡𝑜𝑡𝑎𝑙(𝑥, 𝑦, 𝑧) = 𝑃𝑆𝐹𝑖𝑙𝑙(𝑥, 𝑦, 𝑧) ⊗ 𝑃𝑆𝐹𝑑𝑒𝑡(𝑥, 𝑦, 𝑧)                                                               [2.2] 

where PSFill represents the intensity distribution of the point-like excitation laser spot 

whose size is determined by the wavelength of the excitation laser and the numerical 

aperture of objective lens, as described by Equation [2.1]. The PSFdet corresponds to the 

intensity distribution of emitted fluorescence collected behind the pinhole. PSFdet is a 

function of the laser probe volume as well as the size of the confocal pinhole placed in 

front of the detector.  
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The diameter of pinhole is a decisive parameter in determining the resolution and 

the thickness of the optical slice (also called depth discrimination) of the point-like 

fluorescence image of each single point object. This principle is illustrated in Figure 2.5.  

In the case when the pinhole diameter is large - greater than 1 AU, the image 

resolution and optical thickness is essentially dominated by the law of geometric-optical 

confocality. As illustrated in Figure 2.5A and B, as the pinhole diameter decreases, the 

magnitude of PSFdet approaches to that of PSFill. In other words, when pinhole diameter 

is greater than 1 AU, the resolution is completely determined by PSFill. The lateral and 

axial optical resolutions are then defined as: 

𝐹𝑊𝐻𝑀𝑖𝑙𝑙,𝑙𝑎𝑡𝑒𝑟𝑎𝑙 =
0.51×𝜆𝑒𝑥

𝑁𝐴
                                                                                                        [2.3] 

and 

𝐹𝑊𝐻𝑀𝑖𝑙𝑙,𝑎𝑥𝑖𝑎𝑙 =
0.88×𝜆𝑒𝑥

(𝑛−√𝑛2−𝑁𝐴2)
                                                                                                    [2.4] 

where FWHMill, lateral and FWHMill, axial represent the full width at half maximum of 

intensity distribution of PSFill in the lateral and the axial dimension, respectively. λex is 

the wavelength of the excitation laser and n is the refractive index of the immersion oil. 

NA corresponds to the numerical aperture of the objective. These two equations 

demonstrate the improvements in spatial resolution in confocal imaging technique since 

the optical resolution is a function of the excitation wavelength, the refractive index of 

the immersion oil and the numerical aperture of the objective lens but independent of the 

emission wavelength like the traditional widefield microscopy. Therefore, depending on 

the Stoke-shift between the excitation and the emission, the resolution of confocal 

imaging is improved by a factor of λem/λex 
13

. Thickness of the optical slice, or depth 
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discrimination, is determined by the intensity distribution of PSFdet in the axial dimension 

which is defined as: 

𝐹𝑊𝐻𝑀𝑑𝑒𝑡,𝑎𝑥𝑖𝑎𝑙 = √[
0.88×𝜆𝑒𝑚

(𝑛−√𝑛2−𝑁𝐴2)
]

2

+ (
√2×𝑛×𝑃𝐻

𝑁𝐴
)

2

                                                                  [2.5] 

where PH is the pinhole diameter and λem represents the emission wavelength. The 

equation predicts that as the emission wavelength or the pinhole size increases, the 

optical slice thickness increases as well.  

When the pinhole diameter is smaller than 1 AU, in a more extreme case of a 

diameter of 0.25 AU (Figure 2.5C), the sizes of PSFill and PSFdet are approximately equal 

and the resolution is now governed by the wave-optical law. Basically, the interaction 

between PSFill and PSFdet plays an important role in determining resolution. Under this 

condition, the resolution in the axial dimension and the optical slice thickness are 

approximately the same and defined as the FWHM of the intensity distribution of PSFtotal 

: 

𝐹𝑊𝐻𝑀𝑡𝑜𝑡𝑎𝑙,𝑎𝑥𝑖𝑎𝑙 =
𝐹𝑎𝑥𝑖𝑎𝑙×�̅�

(𝑛−√𝑛2−𝑁𝐴2)
                                                                                               [2.6] 

where Faxial is the scaling factor of resolution in axial dimension corresponding to a 

certain pinhole size. �̅� represents the averaged wavelength of excitation and emission, 

defined as: 

�̅� = √2
𝜆𝑒𝑥×𝜆𝑒𝑚

√𝜆𝑒𝑥
2 +𝜆𝑒𝑚

2
                                                                                                                        [2.7]. 

And the resolution in the lateral dimension is calculated as: 
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𝐹𝑊𝐻𝑀𝑡𝑜𝑡𝑎𝑙,𝑙𝑎𝑡𝑒𝑟𝑎𝑙 =
𝐹𝑙𝑎𝑡𝑒𝑟𝑎𝑙×�̅�

𝑁𝐴
                                                                                                  [2.8] 

where Flateral corresponds to the scaling factor of resolution in the lateral dimension. 

Figure 2.6 illustrates the correlation between the value of applicable scaling factor and 

the pinhole diameter (between 0 to 1 AU), in both the lateral and the axial dimensions.  

When imaging two or more point objects, the point-to-point resolution is 

concerned. In this case, Rayleigh criterion needs to be introduced. In order to differentiate 

between two point sources, the distance between these two points needs to be greater than 

the radius of the Airy disk. In other words, according to the definition that describes the 

Rayleigh criterion: 

𝜃𝑚𝑖𝑛 = 𝑠𝑖𝑛−1 1.22×𝜆

𝐷
≅

1.22×𝜆

𝐷
                                                                                                     [2.9] 

where λ is the wavelength of the point light source and D is the diameter of confocal 

aperture, the two points can only be resolved when their angular separation is greater than 

the limiting value θmin. A schematic diagram illustrating the Rayleigh criterion is 

presented in Figure 2.7. 

2.1.2.2. Contrast 

Beside the optical resolution, contrast is the other component that determines the 

image quality. As described above, resolution is a “pure” concept that can be directly 

characterized and measured by the rules from the system’s geometry. While contrast 

usually refers to practical measurements of resolution and in this situation, noise as well 

as the brightness of adjacent point objects plays a decisive role in determining the image 

quality.  
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Contrast indicates the difference in the maximum intensity of two adjacent point 

objects and the minimum intensity between these two illuminous points. It is described 

as: 

𝐶 =
𝑛𝑏−𝑛𝑑

𝑛𝑏+𝑛𝑑
                                                                                                                                 [2.10] 

where nb represents the intensity of the brightest spot (the “peak” of the intensity 

distribution of PSF of a single point object) and nd corresponds to the intensity of the dim 

spot (the “dip” between the intensity distributions of PSFs of two adjacent point objects) 

14, 15
. Since the maximum intensity of PSF is normalized to 1and the minimum intensity 

can go down to 0, the contrast ranges from 0 up to 1. The concept of image contrast is 

illustrated in Figure 2.8A. 

In the case of two adjacent illuminous point sources with equal intensity, the 

Rayleigh criterion is translated into a contrast criterion and that states if the contrast C is 

equal to or greater than 26.4%, these two point sources with equal intensity can be 

resolved in the image.  

However, in most imaging experiments, noise is inevitable in the emitted 

fluorescence signal and the resulted image intensity exhibits a certain level of “noisy” 

fluctuation, as illustrated in Figure 2.8B. Compared to the signal without noise (Figure 

2.8A), visually, the significant fluctuation of signal may affect the differentiation between 

these two point sources. In other words, the “dip” between the two PSFs may not be 

clearly resolved. The figure demonstrates that in practical imaging where noise is 

inevitably involved, the distinction between two adjacent illuminous point sources in the 

image does impair, even though the Rayleigh criterion still holds.  
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In conclusion, the resolving power of confocal imaging is not solely determined 

by the optical resolution but also related to the noise level of the practical imaging 

experiments as well as the brightness of each spot on image.  

2.2. Quantitative Confocal Imaging 

Confocal Fluorescence microscopy has been employed to image biological 

structures for years. With the development of novel approaches such as fluorescence 

resonance energy transfer (FRET) and fluorescence recovery after photobleaching 

(FRAP) as well as the advances in instrument performance, confocal microscopy 

nowadays has been extensively used in quantitative investigations of the spatial and 

temporal information of the fluorophores in specimens 
16-23

. For instance, it is widely 

used to probe time-resolved processes in biological structures. The intracellular binding-

diffusion kinetics, a very common interaction occurring in cells, can be approached by 

quantifying the diffusion coefficients and the binding constants (kon and koff) with 

confocal FRAP 
24

. 

Even though quantitative confocal imaging provides outstanding merits of in-

depth investigations on biological processes and structures of specimen, a thorough 

understanding of related fundamental parameters that affect the quantitative results as 

well as some practical limitations to confocal microscopy system is still needed in order 

to achieve accurate and reliable quantitative information of specimen. Here the main 

aspects and practical considerations that relate to the quantitative confocal imaging 

technique are discussed in detail.  
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2.2.1. Accuracy and precision in quantitative confocal measurement 

When discussing the accuracy and precision in quantitative confocal 

measurement, the first thing of interest is how the quantitative information is presented in 

the generated digital image. As known, the most commonly used detectors in confocal 

imaging are charge-coupled devices (CCD), avalanche photodiodes (APD) and 

photomultiplier tubes (PMT) 
25-27

. Even with different mechanisms of transduction, the 

goal for all detectors is to convert the detected photons into an electrical signal whose 

intensity is correlated to the photon counts during the image acquisition process. The 

constructed image is composed of a two-dimensional matrix of pixels with equal size. 

Each pixel represents a well-defined point like area of the entire image, with intensity 

destribution governed by the PSF. The coordinates of each pixel corresponds to a specific 

area of the specimen. The detected fluorescence signal at each pixel is thus a function of 

concentration of fluorophores at the corresponding area of the specimen. Additionally, by 

continuously collecting images on the 2-D imaging plane overtime, a series of images 

containing time-dependent information of fluorescent intensity can be approached. 

Therefore, the quantitative information related to specimen is presented as (1) the spatial 

information which can be used to quantify or assess the spatial distribution of some 

properties of the specimen and (2) the temporal information which can reveal time-

dependent dynamic processes occurring in the specimen and (3) the intensity of each 

pixel which can be used to directly quantify the concentration of fluorescent molecules 

present at each spot of the specimen. By constructing the relationship between spatial, 

temporal and intensity information, the overall quantitative analysis of the confocal 

image can be achieved.    
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Generally, from analytical measurement point of view, the accuracy and precision 

need to be thoroughly considered for any quantitative analysis in order to draw a reliable 

conclusion since error inevitably exists in any measurement. The accuracy, indicating the 

closeness to the true value and the precision, representing the reproducibility of repeated 

image measurements, are the direct presentations of errors in quantitative measurements.  

Accuracy in confocal imaging plays a key role in achieving the correct 

quantitative information from the original digital images. In the calibration study—an 

inescapable and primary step for quantitative measurement, for instance, a series of 

“standard” confocal images need to be collected to build up the calibration curve. If 

significant level of error is included in the image collecting process, the measured 

intensity will substantially deviate from the “true” intensity that corresponds to the 

amount of fluorophores actually in presence. The resulted detection limit and dynamic 

range of this quantitative methodology will thus be inaccurate and fail to accurately 

correlate the measured signal intensity with the “true” concentration of fluorophores in 

the specimen, eventually leading to unreliable conclusions. Precision, on the other hand, 

is also crucial in quantitative confocal imaging, especially when performing one time-

point imaging or tracking time-dependent processes (such as time-lapse imaging in live 

cells). In these situations, every single image contains different but time-dependent 

information of the specimen. Image reproducibility becomes decisive in correctly 

quantifying the temporal information of interest.  

Therefore it is imperative to understand the sources that contribute to the 

inaccuracy and imprecision of quantitative confocal imaging and how they can be 

avoided or reduced in order to accurately quantify the spatial and temporal information 
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from the original images. Practically, in quantitative confocal imaging, there are a 

number of sources that could introduce errors into the measurements, such as the optical 

geometry of the microscope, variations associated with the measurements as well as the 

specimen itself. Some of them can be reduced or corrected to improve the precision and 

accuracy, while some are simply intrinsical to the system and cannot be avoided. The 

main sources that are closely related to the accuracy and precision of quantitative 

confocal imaging technique are detailed below. 

2.2.2. Signal and noise 

In quantitative confocal imaging, the fluorescence emitted from the target 

fluorophores is of interest. However, the signal level is low compared to conventional 

widefield fluorescence microscopy. There are three main reasons that contribute to this 

fact. (1) Because of the limited size of the detection volume, usually at the magnitude of 

femtoliters, only a small number of fluorescent molecules are present in the detection 

volume and thus result in low intensity of emitted fluorescence. (2) Image is acquired 

through pixel-by-pixel scanning across the specimen with the laser probe volume. The 

time required to collect the entire image is the sum of the time spent on each pixel (the 

integration time). Therefore the integration time is usually short in order to complete 

image collection in a reasonable amount of time. This short integration time leads to 

limited number of photons emitted/detected from fluorophores. (3) When a small size 

pinhole is used to improve the resolution, the detected fluorescence signal drastically 

decreases. As illustrated in Figure 2.9, when the pinhole diameter is reduced from 2 AU 

to 0.05 AU, the resolution (indicated as FWHM) and the contrast are significantly 

improved (Figure 2.9A), while at the same time, the fluorescence signal is drastically 
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decreased by ~70% (Figure 2.9B). Some experimental tips have been suggested in order 

to maximize the signal and optimize image quality for quantitation such as choosing 

fluorophores with high photo-stability and quantum yield and using objective lens with 

highnumerical apertures.  

However, merely maximizing the fluorescence signal does not necessarily 

significantly improve the accuracy and precision in quantitative confocal imaging since 

the acquired image contains not only fluorescence signal of interest but also noise from 

various sources 
28, 29

. 

Noise exists in many components in confocal microscopy imaging, from the light 

source—laser beam to the detector. Generally, there are three main sources of noise 

involved in confocal imaging: the laser noise, the shot noise (also known as the Poisson 

noise) and the dark noise.  

Shot noise or Poisson noise, is attributed to the stochastic quantum nature of light. 

Photon-counting, as a random event, fundamentally follows Poisson statistics 
30, 31

. In 

other words, when repetitively counting the number of photons in a certain specimen, the 

number of photons counted each time should result in a Poisson distribution. Hence, the 

uncertainty or standard deviation in photon counting referred to as the shot noise, is 

calculated as: 

∆𝑁𝑃𝑜𝑖𝑠𝑠𝑜𝑛 = √𝑁                                                                                                                       [2.11] 

where N represents the number of photons detected in on unit of integration time per 

pixel 
32

. The value of N can be estimated by the equation 
33

: 
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𝑁 = (
𝑓

𝑖𝑚𝑎𝑥−𝑜
) × (𝑖 − 𝑜)                                                                                                  [2.12] 

where f, imax and o correspond to full well capacity of detector, maximum intensity that 

can be produced by detector and off-set of detector, respectively and all these values can 

be approached from specifications of the detector in use. i is the intensity that has been 

converted to photons. Additionally, the signal-to-noise ratio (SNR) associated with shot 

noise is defined as:  

𝑆𝑁𝑅𝑃𝑜𝑖𝑠𝑠𝑜𝑛 =
𝑁

√𝑁
                                                                                                           [2.13]. 

Different from other types of noise which can be reduced, shot noise can never be 

reduced or removed. Therefore, the imprecision and inaccuracy associated with the shot 

noise cannot be avoided and are always present in quantitative analysis. However, 

according to the definition of SNR (Equation [2.13]), as the number of detected photons N 

increases, SNR increases and in other words, the percentage shot noise, known as 

√𝑁

𝑁
× 100% decreases. Optimizing the photon collection efficiency is thus a key approach 

to minimizing the contribution from the shot noise and improving the precision of 

quantitative confocal measurements.   

It is noted that Equation [2.12] describes the digitization of an intrinsic analog 

signal from the detector into a digital signal. The integrated electrical signal from the 

transducer, for example, the charges accumulated in a well of the CCD chip or the anodic 

current of a PMT, is proportional to the input photon counts, and is digitized in image 

output. For high-precision quantitative imaging, it is imperative to use the highest-

resolution digitizers to collect the images. In commercial confocal microscopes, typically 

16-bit digitization represents the best resolution and provides 65,536 levels of intensities. 
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The commonly used 8-bit digitization, corresponding to 256 intensity levels, is rarely 

sufficient for true quantitative image analysis.  

In our home-built confocal fluorescence imaging system, the APD detectors are 

operated at true photon-counting mode. Each detected photon generates a digital TTL 

pulse that is directly counted. The fluctuation in the electron pulse heights thus does not 

influence the photon counts. This detection represents the highest level of precision in 

light detection.  

Dark noise is thermal noise from the detector. The level of dark noise is 

determined by the thermal electrons generated by the detector. Dark noise can be 

significantly reduced by coupling the detector with a cooling system. Beside the dark 

noise, there are other noise sources associated with the electronics in the detector module 

such as the amplifier noise and the readout noise 
25, 30, 34

. When utilizing PMT as the 

detector, specifically, the multiplicative or secondary emission noise which is generated 

at the dynodes of PMT during photoelectron multiplying process, which leads to 

fluctuations in the electron pulse heights at the anode,  needs to be considered 
35

. The 

multiplicative noise can be reduced by applying higher voltage on the dynodes since the 

photon collection efficiency can be improved at high voltage, or by using dynode 

geometries that focus the electron trajectories, and this leads to an increase in SNR. 

Overall, considering all main noise sources, the total noise can be expressed as: 

∆𝑁𝑡𝑜𝑡𝑎𝑙 = √∆𝑁𝑙𝑎𝑠𝑒𝑟
2 + ∆𝑁𝑠ℎ𝑜𝑡

2 + ∆𝑁𝑑𝑒𝑡𝑒𝑐𝑡𝑜𝑟
2 + ∆𝑁𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑛𝑖𝑐𝑠

2 …                                            [2.14]. 

When using PMT as detector, the total SNR is defined as: 
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𝑆𝑁𝑅 = √
𝑁2

𝑠𝑒2×(𝑁+𝑁𝑑)×(1+𝑞2)
                                                                                                     [2.15] 

where N is the number of photoelectrons per integrated time, se is a noise factor of 

secondary emission, q represents peak-to-peak noise factor of the laser and Nd 

corresponds to the number of thermal electrons generated at detector per integrated time. 

As described above, the noise exhibited in the quantitative confocal 

measurements is an overall noise generated by different components of the microscopy 

system. Some types of noise can be reduced but some cannot be. Moreover, noise is not a 

constant and therefore cannot be directly subtracted from the original image. In other 

words, noise is inevitably included in the quantitative analysis of confocal imaging. 

Therefore, in order to minimize the interference from noise which leads to the decrease in 

accuracy and precision, the priority consideration in quantitative confocal imaging is to 

improve the photon collection efficiency and at the same time, reduce the noise level 

during image acquisition as much as possible.  

2.2.3. Other practical considerations in quantitative confocal imaging 

2.2.3.1. Ground-state depletion of the fluorophore 

In quantitative confocal measurements, in order to understand the performance of 

the the microscopy system, the first task of interest is to establish the correlation between 

the excitation laser power and the emitted fluorescence intensity. The fluorescence 

intensities at a series of excitation laser power thus need to be measured. However, 

careful consideration needs to be taken in determining the range of laser power applied 

for this calibrating study. The laser power ought to be low enough to avoid the 

occurrence of ground-state depletion of fluorophores, especially for those at the focal 
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plane where they experience the highest photon flux or power density of excitation light. 

The ground-state depletion leads to a deviation of the actual calibration curve from its 

ideal linear relationship which is obtained at low laser powers, as illustrated in Figure 

2.10. If this situation occurs, the emitted fluorescence from the fluorophores at the focal 

plane is less than that expected and as a result, the quantitative relationship between the 

emitted fluorescence intensity and the amount of fluorophores present at specific spot of 

the specimen is destroyed. It eventually leads to a certain level of inaccuracy of the 

quantitative confocal measurements. The depletion threshold is determined by the 

absorption cross section and the excited state lifetimes of the fluorophores and the photon 

flux. The photon flux needs to be low enough so it does not exceed the level when a large 

number of molecules are going through the excitation-emission cycles at the maximum 

rate.   

2.2.3.2. Non-uniformity in confocal imaging 

In the ideal situation of quantitative confocal imaging, the emitted fluorescence 

intensity is proportional to the concentration of fluorophores. However, in practice, there 

are some slight variations involved due to the non-uniformity in both the detectors and 

the illumination field. These non-uniformities in illumination field and detection system 

are detrimental to quantitative confocal imaging since the measured fluorescence 

intensity may not be equal to the “true” intensity and thus fail to indicate the actual 

concentration of fluorophores present in a certain area of the specimen.  

One source of the non-uniformity in confocal imaging is associated with the 

performance of the detector used. When applying a PMT or an APD as the detector, the 

non-uniformity on the “detection plane” is caused by the stochastic noise of the thermal 
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electrons generated within the detector. This generates random fluctuations on the 

“detection plane”, as demonstrated in the “dark” image in Figure 2.11A. When using a 

CCD as the detector, on the other hand, the non-uniformity is attributed to the unevenly 

distributed dark current across the entire “detection plane”. As illustrated in Figure2.11B, 

there is a particular fluctuation pattern in the “dark” image. The non-uniformity 

associated with the CCD detector can be eliminated by directly subtracting the “dark” 

image from the original image of the specimen since it shows a certain pattern and is a 

systematic error. By contrast, the non-uniformity associated with a PMT or APD detector 

cannot be avoided since it is generated by the noise of thermal electrons and the pattern is 

constantly changing with every single slice of the image, a signature of this random noise 

By good fortune, compared to the contributions from other sources of noise, the non-

uniformity associated with the dark noise is unlikely to significantly interfere with the 

quantitative confocal measurements 
36

.   

In fact, the major non-uniformity that essentially impairs the accuracy and 

precision in quantitative confocal measurements is attributed to the optical geometry of 

the confocal microscopy system. Some intrinsic “defects” in optical configurations 

generate a certain level of intensity non-uniformity or shift on the illumination field. The 

fluorophores in different areas of specimen, even at identical concentration, will emit 

different amount of fluorescence because of the unevenly distributed intensity of 

excitation light on the illumination field. As a result, the obtained confocal image fails to 

reflect the “true” distribution of fluorophores in the specimen and the correct quantitative 

information of specimen cannot be achieved.  
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Some non-uniformity on illumination field of confocal microscopy system can be 

corrected in multiple ways 
37, 38

, however, it is impossible to eliminate all non-uniformity 

in the system and achieve an evenly distributed illumination since the patterns of some 

non-uniformity vary day-by-day and slice-by-slice. Therefore in practical confocal 

imaging, in order to produce reliable quantitative information of the specimen, the level 

of the overall non-uniformity and its contribution to the results need to be cautiously and 

specifically evaluated for each image slice.  

2.2.3.3. Other considerations 

Beside the two major factors that could deteriorate the accuracy and precision in 

quantitative confocal imaging, there are other factors that need to be taken into 

consideration in order to approach a trustworthy quantitation of the specimen. For 

example, (1) the saturation point of the detector. For most detectors, the detected/output 

photon count decreases at higher incoming signal level and the count at which the output 

rate starts to decrease is known as saturation point. If measurements are performed 

beyond the detector saturation point, the microscopy system fails to accurately report the 

actual number of photons arrived at the detector.  Even worse, exposure to intense light 

source could damage the detector; and (2) photobleaching of fluorophores. During image 

acquisition, the fluorophores in specimen experience photobleaching because of the 

exposure to the illumination light source. The rate of photobleaching and its effect on the 

measurements is dependent on both the intensity of excitation light and the local 

environment of the fluorophores. In some cases, photobleaching may introduce a 

significant level of error into the quantitative confocal measurements but it can always be 

corrected 
37, 39, 40

; and (3) autofluorescence in specimen and cross-talk between different 
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fluorophores. In the application of imaging of biological structures, some naturally 

fluorescent species contained in the specimen may emit fluorescence signal with the 

similar wavelength range to the fluorophores used for labeling. On the other hand, in 

multicolor confocal imaging experiment, more than one type of fluorophores is applied to 

achieve localization of different components in the specimen. When multiple probe 

molecules are used, cross-talk is likely to occur, especially emission cross-talk 
16

 . The 

cross-talk and autofluorescence are always eliminated or at least reduced by good 

selection of the filter sets and judicial choices of the fluorophores in quantitative confocal 

imaging.    

2.3. Single Molecule Spectroscopy 

Single molecule spectroscopy allows the direct observation of “exactly one” 

molecule within the sample matrix by applying light radiation. In other words, single 

molecule spectroscopy represents an ultra-sensitive tool to probe the molecule of interest 

at the level of ~1.66×10-
24

 moles. However, observing one molecule in reality is not a 

simple task like drawing a single molecule in elementary chemistry textbook. The 

challenges of achieving optical probing of single molecule are mainly from two aspects: 

(1) The limited signal generated by one molecule and the significant interfering 

background signal make it difficult to observe the single molecule and (2) the optical 

diffraction limit, which is far beyond the size of most molecules, also hinders the direct 

resolving of single molecules.  

Single molecule has been approached by using several indirect methods in very 

early times 
41, 42

. The first study that demonstrated the direct observation of single 

molecules was reported by Moerner in 1989 
43, 44

. Moerner and coworkers obtained the 
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optical-absorption spectra of single molecules of pentacene which was placed in a 

terphenyl host crystal. The interfering background signal was removed by combing 

frequent modulation and ultrasonic modulation spectroscopy. The entire measurement 

was conducted at liquid He temperature. Considering the fact that the capability of 

fluorophore to absorb photons is decreased because of the drastically reducing absorption 

cross section 
45

 as well as the increasing photobleaching of fluorophore at higher 

temperature, single molecule detection at early stage was usually performed at cryogenic 

temperature. In 1990, Soper and coworkers demonstrated the first efficient detection of 

single fluorophore in solution at room temperature by applying repetitively pulsed laser 

and the time-gating to discriminate between emitted photons 
46, 47

. This was the 

breakthrough in the field of single molecule spectroscopy since it opened the door to 

approach transport of individual molecule as well as nanoenvironmental heterogeneities 

in biological samples under physiological condition where the related information is 

more enriched.   

As described above, a number of challenges have been effectively conquered over 

the years to achieve optical probing of single molecules. Today, single molecule 

measurements are still a powerful tool for probing molecular systems in bioscience and 

material sciences. What information does single molecule spectroscopy offer? Under 

what circumstances does single molecule spectroscopy provide unique information? To 

answer these questions, several distinctive advantages of single molecule measurements 

have been addressed in several review articles in the area 
48-51

.  

In short, single molecule measurements provide information on structural and 

dynamic heterogeneity in the molecular system, and can extract rare molecular events 
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that typically are buried in the ensemble average in bulk measurements. In conventional 

bulk measurement, the result is the statistical average value of the parameter being 

measured since a large number of molecules are interrogated at a time and therefore the 

experiment yields an ensemble averaging all molecules. In contrast, single molecule 

spectroscopy samples each individual point of the ensemble and enables the construction 

of frequency histograms of the heterogeneous distribution of molecular parameters. In 

systems where each molecule displays different structure and dynamics, single molecule 

spectroscopy supplies detailed distributional information that is not accessible through 

any other measurements. The shape and number of peaks in the distribution, for instance, 

essentially imply heterogeneity of the system 
52-56

. Another merit of single molecule 

spectroscopy is its ability to measure time-dependent processes. Ensemble measurements 

of time-dependent parameters such as diffusion coefficients and kinetic rates require the 

synchronization of large number of molecules being measured so they can start at exactly 

the same state. In single molecule measurements, the synchronization of the “population” 

of molecules is not necessary as the time trace of the molecular events is monitored one 

molecule each time. Single molecule methods, with the ability of optical sensing, can 

directly approach many fast processes such as kinetic pathways of enzymatic reactions 
57-

61
 and the folding-unfolding processes of protein molecules 

62-64
. A final advantage for 

performing optical detection of single molecules is to reveal rare events associated with 

the molecular system, which is also known as single-molecule nanophotonics or single 

quantum system since only one molecule gets excited at a time and provides information 

about itself and its local environment 
65

. A surprising fact is that almost all single 

quantum systems exhibit some form of fluctuating 
66-69

, blinking 
70

 and quantum jumps 
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71
. These events, although rarely happen, provide diagnostic information and 

unprecedented insights into the single-molecule system, which are typically obscured in 

conventional ensemble measurements. 

Most optical studies of single molecules are conducted by coupling microscopy 

with fluorescence spectroscopy because of its outstanding sensitivity. The principles 

introduced in the next section will be focused on  single molecule fluorescence 

spectroscopy.   

2.3.1. Principles of single molecule fluorescence spectroscopy 

To detect a single molecule, two experimental requirements need to be satisfied. 

One is to ensure the observation of only one fluorophore of interest at a time in the laser 

probe volume; the other is to achieve a reasonable level of signal-to-noise ratio (SNR).  

Guaranteeing one molecule in the detection volume is typically achieved by 

studying samples at very low concentrations, coupled with small probe volume. 

According to Poisson distribution, for an analyte concentration of 50 pM (5×10
-14

 

moles/liter) and a probe volume of 0.33 fL (3.3×10
-16

 L), the probability of finding one 

molecule in the probe volume is 0.99% while the probability of observing two molecules 

simultaneously in the probe volume is only ~0.005%. The calculation indicates that the 

chances of multiple molecules to simultaneously reside in the laser focal volume are 

negligible. Fluorescence signals observed under these conditions are emanated from 

individual molecules.  

A good SNR is crucial in single molecule spectroscopy. The emitted fluorescence 

from one molecule cannot be distinguished from the background unless a high enough 
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SNR is achieved. This is accomplished by maximizing the emitted fluorescence signal 

from the molecule and minimizing the interfering background noise at the same time. 

Among various detection methods, fluorescence spectroscopy demonstrates its unique 

advantage in providing an excellent SNR, which can be explained by the fundamental 

processes in fluorescence emission presented in the Jablonski diagram in Figure 2.12. At 

the room temperature, vast majority of the molecules are populated in the lowest 

vibrational state of the electronic ground state (S0). By absorbing a photon from the 

excitation light (~ fs process), a molecule is promoted to an excited electronic state (the 

first excited singlet state S1 in the diagram). The molecules in the excited vibrational 

levels of S1 quickly (~ ps process) relax to the lowest vibrational state through vibrational 

relaxation. The molecules then return to the electronic ground state at a rate (~ ns 

process) that is determined by the fluorescence lifetime, followed by vibrational 

relaxation back to the lowest energy state. The molecule is now ready to be excited again. 

In single molecule spectroscopy, the molecule is cycled between the ground and the 

excited states for many times when it traverses the probe volume, emitting a burst of 

photons that carries information on its diffusion. The maximum number of photons that 

the molecule can emit per second is governed by its fluorescence lifetime, or how fast it 

can be cycled. Once in a while, the molecule crosses from S1 to the excited triplet state T1 

through intersystem crossing, where it becomes fluorescently silent for a relatively long 

period of time as the transition back to the S0 state is forbidden and slow (~ s to ms). 

The reorientation of the solvent molecules around the excited state dipole lowers the 

energy of S1 and in turn raises the energy of S0, resulting in a smaller energy gap in the 

fluorescence emission compared to the excitation. This energy loss during the transition 
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cycle leads to a redshift between the absorption and emission spectra, which is known as 

the Stokes shift in fluorescence. The Stokes shift leads to a good separation of 

fluorescence emission from the excitation, and therefore, compared to other spectroscopy 

methods, a higher SNR is achieved in fluorescence spectroscopy. To maximize the SNR 

in single molecule fluorescence detection, several experimental factors are considered to 

maximize the fluorescence signal and minimize the background noise.  

In order to maximize the fluorescence signal, two aspects of the fluorescence 

measurements are optimized. One is to improve the signal collection and detection 

efficiency, and the other is about the appropriate selection of fluorophores.  

Generally, to improve the photon collection efficiency, the first thing to do is to 

select microscope objectives with high numerical apertures (N.A.). In microscopy, 

numerical aperture is used to indicate light collection capability. The greater the N.A., the 

larger the solid angle of collection and thus a higher fraction of emission light can be 

collected. For example, an objective lens with N.A. of 0.44, 0.80 and 1.45 can collect 5%, 

20% and 40% of light, respectively, from a point source radiating in all directions.  

The second thing to think about is the choice of fluorophores. Selecting an 

appropriate dye molecule is a critical step in single molecule measurements since the 

nature of the molecule determines its photochemical and photophysical properties such as 

the quantum yield, the absorption cross section and photostability. The quantum yield 

indicates the photon emission capability of the fluorophore, defined as the number of 

photons emitted for each absorption event. The absorption cross section can be 

understood as the effective area of molecule that photon needs to traverse in order to be 
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absorbed and it implies the probability for fluorophore to be photo-excited. The 

photostability refers to the fluorophore’s level of resistance to photochemical degradation 

under radiation energy. Generally, in order to maximize the fluorescence emission signal, 

fluorophores with high quantum yield, absorption cross section and photostability are 

desirable.  

The last thing to do to maximize signal collection efficiency is to select an 

appropriate detector that adapts to the measurement. In the application of single molecule 

fluorescence spectroscopy, two categories of detectors are in use—single-channel 

detectors and two-dimensional array detectors CCD cameras have emerged to be a widely 

used array detector over years in single molecule fluorescence detection 
50, 72

, especially 

in combination with wide-field epi-illumination or total internal reflection (TIR) 

excitation 
50, 73

. Back-illuminated silicon CCD array detectors with liquid-N2 cooling 

system are one example of modern CCD detectors used in spectroscopy that boast high 

photon detection sensitivity 
49, 74

. This type of CCD array detectors can achieve a 

quantum efficiency of ~70% - 80%. The dark counts are drastically reduced to about 1 

electron/pixel/hour because of the low operation temperature (~ -120 
o
C) provided by the 

cooling system. Major drawbacks of CCD array detectors include (1) fairly high level of 

readout noise and (2) the speed at which signal can be read out is slow because of the low 

temperature and this has drastically limited the time resolution (ms) of the detector 
50

. 

Thus, CCD array detectors are more commonly used in long-time averaging experiments 

of single molecules that do not demand fast time resolution.  In the applications of 

probing mobile molecules, single-element detectors are employed. Two types of single-

element detectors used in UV and NIR regions are microchannel PMTs, which were 
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applied in early experiments in the SMD field 
75

, and avalanche photodiodes (APD) 
76

. 

Compared to CCD array detectors, PMTs provide higher time resolution that is adequate 

for the observation of molecules diffusing across the laser probe volume. While 

providing suitable temporal response, PMT detectors are still limited in most single 

molecule spectroscopy research due to its low quantum efficiency (< 20%) as well as its 

high level of dark noise, which can usually go up to 100 counts per second. With the 

advancements in semiconductor technology, the APDs detectors have become the 

standard detectors in single molecule fluorescence measurements. The APD detectors are 

manufactured as self-contained single photon counting module (SPCM) that is capable to 

detect single photons of light over a broad wavelength range, typically from 400 nm to 

1100 nm and the sensitivity often outperforms a PMT detector. The APD detectors have 

extraordinarily high quantum efficiency >60% over entire visible wavelength range and 

peaks at about 700 nm where the efficiency approaches 90%. The photodiode is both 

thermoelectrically cooled and temperature controlled, ensuring the stable performance 

immune to ambient temperature change and at the same time, maintaining the low level 

of dark noise of ~20-50 counts per second.  In terms of temporal response, count speed 

exceeding 20 million counts per second is achieved, which corresponds to a time 

resolution of 500 ns. The only limitation of the APD detector compared to the PMT 

detector is the small active area with diameter of up to ~200 µm. Interestingly, the small 

aperture of the detectors presents an excellent match to the confocal optical geometry of 

single molecule detection, as the sensitive area of the photodetector can serve as the 

confocal pinhole. .  
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While maximizing the collection of the emitted fluorescence signal, the 

background noise needs to be minimized at the same time. The background noise 

generated in single molecule fluorescence measurement is complex since it represents an 

overall noise from various noise sources. Herein, the major noise sources and the 

corresponding methods for reducing noise are discussed. The background noise can be 

generally categorized into two groups: sample-related noises and instrument-related 

noises. The noise arising from the sample is more difficult to suppress. Three types of 

noises are sample-related. First, elastic Rayleigh scattering occurs when solvent 

molecules or the host matrix in the probe volume scatters the incident photons at the 

same frequency. Therefore, Rayleigh scattering usually appears in a different wavelength 

range from the fluorescence emission and can be effectively reduced in single molecule 

measurements by using holographic notch filters. Second, besides Rayleigh scattering, 

the solvent molecules or the host matrix can generate Raman scattering by scattering 

photons which are typically red-shifted into the spectral region of the fluorescence 

emission. A suitable filter set can be employed to minimize the Raman scattering from 

solvent/host matrix. if there is sufficient spectral separation. The Raman signal can be 

treated by selecting excitation laser frequencies to move the Raman lines away from the 

fluorescence. Third, residual fluorescence from unwanted impurities can occur when the 

sample matrix is present in the laser probe volume, the undesired impurity molecules or 

structural components of the sample matrix, especially in biological samples in which 

many molecular components naturally fluoresce, could generate autofluorescence. Even 

if the quantum yield is low, the unwanted autofluorescence could still give rise to certain 

level of background noise. Similar to Raman scattering, the residual fluorescence can be 
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attenuated by employing high quality filters if there is sufficient spectral separation 

between impurity and analyte fluorescence. However, it is hard to completely suppress 

the residual fluorescence and Raman scattering in sample matrix without sacrificing the 

fluorescence signal from analyte molecule since both autofluorescence and Raman 

scattering signals are usually redshifted photons from excitation wavelength and are 

spectrally overlapping with the precious fluorescence signal from analyte molecule. This 

issue is solved by using multi-photon fluorescence excitation 
77, 78

. When exciting the 

single analyte molecule by simultaneously using multiple long-wavelength photons, 

typically longer than emitted fluorescence, the generated Raman scattering does not 

contribute to the background noise since the scattered photons are redshifted from the 

excitation laser wavelength, while the fluorescence is blue-shifted.  

The non-sample related noises are generally generated by the instrumentation. 

Major sources include the dark noise of the detector, the laser intensity fluctuation, the 

shot noise of photon counting and the readout noise in the electronics. The causes of 

these noises as well as the approaches to minimizing them have been detailed earlier.  

The major considerations to improve the SNR of single molecule fluorescence 

detection have been discussed above. Basche et al. provided a quantitative assessment of 

the SNR for fluorescence detection of a single molecule. The equation is defined as: 

𝑆𝑁𝑅 =
𝐷𝛷𝐹(

𝜎𝑝

𝐴
)(

𝑃0
ℎ𝜈

)𝑇

√(
𝐷𝛷𝐹𝜎𝑃𝑃0𝑇

𝐴ℎ𝜈
)+𝐶𝑏𝑃0𝑇+𝑁𝑑𝑇

                                                                                                [2.16] 

where 𝛷F is the quantum yield of fluorophore, 𝜎P represents the absorption cross section, 

T is the time interval of signal acquisition, A is the cross section area of the excitation 

beam, Cb corresponds to background count rate per watt of laser power, D is an 
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instrument factor, typically within a range of 1% to 8%, Nd is dark count rate, and 
𝑃0

ℎ𝜈
 as a 

whole, represents the number of incident photons per second 
49, 79

. 

2.3.2. Major techniques for single molecule fluorescence detection 

In the previous section, the basic requirements for achieving single molecule 

detection have been discussed in detail. Then what techniques can satisfy these 

requirements and lead to the successful probing of single molecules? Several optical 

microscopy techniques have demonstrated their power in single molecule measurements. 

Herein, several major types of microscopic techniques are briefly introduced.  

2.3.2.1. Near-field scanning optical microscopy (NSOM) 

The extraordinary characteristic of NSOM is its small laser probe volume beyond 

the diffraction limit since the size of the probe volume in NSOM is governed by the 

diameter of an aperture employed in the system, instead of the optics. Figure 2.13A 

illustrates the schematic diagram of NSOM. An aperture, typically at tens of nanometers 

in dimension, is usually created in front of the illumination light source. Since the 

wavelength of the incident photons is much longer than the diameter of the aperture, only 

a tiny portion of the light leaked out of the aperture can be applied for detection. An 

optical fiber (OF) is used to direct the illumination light to the location to be imaged. The 

light source is kept at a very short distance from the sample, in the near field, to limit the 

source size. Because of this confinement, NSOM offers a spatial resolution of tens of 

nanometers. This fact limits the NSOM to be applied in studying biological systems since 

this technique is not allowed to probe the region deep inside of the system such as the 

interior of cells 
49, 67, 80

.  
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2.3.2.2. Confocal microscopy 

Similar to NSOM, confocal microscopy is introduced for single molecule 

detection as a scanning method. Image collection is accomplished by raster scanning of 

the laser probe volume across the sample or scanning the piezo-electric stage on which 

the sample is placed. Its simplified schematic diagram is presented in Figure 2.13B and 

the detailed principles have been aforementioned. It offers a suitable level of SNR for 

single molecule detection, similar to that provided by NSOM. In general, a femtoliter-

sized laser probe volume is used to reduce the background noise and a pinhole (typically 

with diameter of tens of micrometers) is applied in front of detector to eliminate the out-

of-focus fluorescence emission, which significantly improves resolution and image 

contrast. Although with a diffraction limited spatial resolution, as a far field imaging 

technique, confocal microscopy provides the capability of optical sectioning which 

enables the single molecule detection into a thick specimen.  

2.3.2.3. Total internal reflection (TIR) microscopy 

Total internal reflection microscopy is another type of far-field microscopy 

techniques that provide high enough SNR for single molecule detection 
81

. In TIR 

microscopy measurements, the fluorophore is excited by the incident photons in an 

evanescent field which is generated upon TIR at the boundary between high- and low- 

refractive index media. The TIR can be achieved by a prism or the objective lens itself, as 

illustrated in Figure 2.12 C and D. Because of the exponential decay of the evanescent 

field intensity, the excitation light can only propagate into the low-refractive index 

medium for ~150 nm. Thus, only the fluorophores located within the ~150 nm of the 

boundary can be excited and this confines the probe volume to a thin layer, which greatly 
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minimizes the interfering background noise. However, with the issue of drastic decrease 

in excitation intensity, TIR microscopy can only approach a very thin region of specimen 

82
.      

2.3.2.4. Single-molecule localization microscopy 

The major conventional techniques for single molecule fluorescence detection 

have been introduced above. However, the resolutions of these far-field microscopic 

techniques are all limited by the diffraction limit (e.x. NSOM). In recent years, several 

super-resolution techniques have revolutionarily emerged to overcome the barrier of 

optical diffraction limit and achieve superior resolution and sensitivity of single molecule 

detection. In general, super-resolution imaging of single molecule can be achieved with 

both near-field and far-field microscopies. The near-field technique such as NSOM has 

its limitation to in-depth detection of thick samples and therefore, is not as commonly 

applied as far-field super-resolution microscopy. Herein, the far-field super-resolution 

microscopy is briefly introduced.  

In far-field super-resolution microscopy, there are mainly two approaches to 

break the diffraction limit—patterned excitation and single-molecule localization. The 

patterned excitation approach (e.g. stimulated emission depletion microscopy or STED) 

is designed for imaging an ensemble of fluorophores in the specimen 
83

. In contrast, 

single-molecule localization approach enables the imaging of individual fluorophores that 

are sparsely distributed in specimen with the distances between each other exceeding the 

Abbe resolution limit. Several popular super-resolution techniques relying on single-

molecule localization include photoactivated localization microscopy (PALM), 

fluorescence photoactivation localization microscopy (FPALM) and stochastic optical 
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reconstruction microscopy (STORM) 
84, 85

. In general, they are called single-molecule 

localization microscopy. Figure 2.13 illustrates the basic principles of single-molecule 

localization in two-dimension. The raw data—CCD image of a pixelated PSF of a single 

fluorophore (Figure 2.13A) is fitted to the Gaussian function by least-squares fit (Figure 

2.13B). As a result of this fitting, each pixel on the original image is correlated to a 

spatial location on the image grid and the position (coordinates) of this fluorophore can 

be precisely localized as the center of the two-dimensional Gaussian function (Figure 

2.13C). The Gaussian fit function is expressed as: 

𝑁𝑥𝑦 = 𝐵 + 𝑁00𝑒𝑥𝑝 [−
(𝑥−𝑥0)2

2𝑊𝑥2 −
(𝑦−𝑦0)2

2𝑊𝑦2 ]                                                                                [2.17] 

where Nxy is the intensity at location (x, y) of the PSF, B is the overall background 

intensity (baseline), N00 represents the intensity at the center of PSF, (x0, y0) corresponds 

to the centroid of PSF and Wx and Wy is the FWHM of the PSF. With this approach, each 

single fluorescence emitter in the specimen can be localized with an accuracy of a few 

nanometers, which is determined by: 

𝜎𝑥,𝑦 =
𝑆

√𝑁
                                                                                                                                  [2.18] 

where S is the standard deviation of the intensity distribution of PSF of the fluorophore 

and N represents the number of fluorescence photons collected 
86

. 
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Figure 2. 1 Widefield illumination versus confocal point scanning of specimens 

 

Note: (A) Conventional widefield illumination; (B) Confocal point scanning. 

Source: http://olympus.magnet.fsu.edu/primer/techniques/confocal/confocalintro.html.  

http://olympus.magnet.fsu.edu/primer/techniques/confocal/confocalintro.html
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Figure 2. 2 Simplified light path in a typical confocal microscope 

 

Note: the green solid lines represent the excitation light beam generated by a laser; the 

red solid lines represent fluorescence emission in the focal plane; the red dashed 

lines represent fluorescence emission out of the focal plane. 

Source: Duproz A. Magnetic fluorescent nanoparticles for targeted drug delivery and 

treatment of CNS tumors. http://lppd.bioe.uic.edu/thesis/AlexandraDUPROZ.pdf. 

  

http://lppd.bioe.uic.edu/thesis/AlexandraDUPROZ.pdf
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Figure 2. 3 The Airy disk and point spread function (PSF) 

   

Note: (A) Illustration of the Airy disks; (B) Three-dimensional representation of the 

diffraction pattern known as PSF and X-Z projection to indicate the intensity 

distribution of PSF. 

Source: http://zeiss-campus.magnet.fsu.edu/articles/basics/resolution.html . 

http://zeiss-campus.magnet.fsu.edu/articles/basics/resolution.html
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Figure 2. 4 Ideal computation results of 3D-PSF of a single point object 

 

Note: (A) XZ projection of the 3D-PSF; (B) XY projection of the 3D-PSF, the central 

maximum of Airy pattern is defined as the Airy disk and its diameter is known as 1 

Airy unit (AU). 

Source: adapted from 
32

. 
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Figure 2. 5 Influence of pinhole diameter on confocality in confocal microscopy 

 

Note: (A) Rules of geometric-optical confocality dominate when the pinhole diameter is 

about several Airy units; (B) Transition from geometric-optical to wave-optical 

confocality when pinhole diameter is about 1 AU; (C) Wave-optical confocality rule 

dominate when pinhole diameter is much smaller than 1 AU (e.g. 0.25 AU). 

Source: adapted from 
32

.     
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Figure 2. 6 Theoretical scaling factor in equations [2.6] and [2.8] for pinhole diameter 

between 0 and 1 AU 

 

Source: adapted from 
32

. 
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Figure 2. 7 Illustration of the Rayleigh criterion by individual diffraction patterns of two 

point sources  

 

Note: The upper panel represents the diffraction patterns of two point sources and the 

lower panel shows the intensity distributions of the corresponding 2D-PSF. (A) 

Distance between two sources is so small that two patterns are not resolved; (B) 

Two sources are partially resolved with such a distance that the angular separation 

just satisfies the Rayleigh criterion; (C) Two sources are far apart and the two 

patterns are fully resolved.  

Source: http://hedberg.ccnysites.cuny.edu/F15-

PHYS208/p/presenter.php?topic=waveoptics&l=cal#/75. 

  

http://hedberg.ccnysites.cuny.edu/F15-PHYS208/p/presenter.php?topic=waveoptics&l=cal#/75
http://hedberg.ccnysites.cuny.edu/F15-PHYS208/p/presenter.php?topic=waveoptics&l=cal#/75
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Figure 2. 8 Effects of image contrast and noise on resolving power of confocal imaging 

  

Note: Elaboration of image contrast and the role of noise in affecting practical resolving 

power of confocal imaging. (A) Two points with equal maximum intensity 

separated by a distance that satisfies Rayleigh criterion. nb and nd, the intensities of 

the brightest spot and the “dip” between the two peaks, are used to define contrast 

by equation [2.10]; (B) Two equally-bright points with inclusion of noise. Points 

still resolvable according to the Rayleigh criterion but the “dip” between the two 

peaks may not be clearly observed because of the interference from noise 

fluctuation.     

Source: adapted from 
15

.  
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Figure 2. 9 Intensity distributions of PSFdet of two point objects collected behind pinhole 

as the diameter of pinhole varies from 0.05 AE to 2.00 AE (AE = AU) 

 

Note: (A) Normalized intensity distribution to demonstrate that smaller diameter of 

pinhole leads to improved resolution and contrast (smaller FWHM and deeper “dip); 

(B) Non-normalized intensity distribution to show the drastic drop in collected 

intensity when the pinhole size decreases, especially when the diameter is smaller 

than 1 AU. 

Source: adapted from 
32

.  
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Figure 2. 10 Non-linear response of emitted fluorescence intensity to excitation laser 

intensity 

 

Note: At lower laser power, emitted fluorescence linearly increases as the laser power 

increases. At higher laser power, emitted fluorescence intensity is less than the 

predicted value because of the ground-state depletion.  The red solid line represents 

the actual response of emitted fluorescence to excitation laser power and the green 

dashed line represents the ideal (predicted) results.   

Source: adapted from 
36

. 
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Figure 2. 11 Dark-current images collected by PMT and CCD detectors in confocal 

microscopy 

 

Note: (A) 250 ×250 pixel dark-current image (16-bit) collected by PMT detector in Zeiss 

LSM510 confocal microscope. Random fluctuation of intensity that is generated by 

the dark noise of detector is displayed. Intensity ranges from 0 to 14 counts; (B) 

512×512 pixel dark-current image (64-bit) collected by CCD detector. A patterned 

intensity shift is presented as the intensity increases along the lower right corner. 

Intensity ranges from 0 to 70 counts.   

Source: adapted from 
36

.  
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Figure 2. 12 Simplified Jablonski diagram of the electronic energy level structure of 

fluorescence 

 

Note: S0: electronic ground state; S1: first excited singlet state; T1: lowest excited triplet 

state; hυ0: absorption; hυ: fluorescence emission; hυp: phosphorescence emission.  
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Figure 2. 13 Schematics of the main techniques for single molecule fluorescence 

detection 

 

Note: (A) Near-field scanning optical microscopy. OF: optical fiber representing a 

illumination source that is closed to the sample surface, O: objective, F: filters, 

SPAD: single photon avalanche diode; (B) Confocal microscopy. D: dichroic mirror 

(beamsplitter), A: aperture (pinhole); (C) Total internal reflection microscopy using 

a prism. P: prism, CCD: charge-coupled device two-dimensional array detector; (D): 

Through-the-objective configured total internal reflection microscopy. 

Source: adapted from 
49

.  
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Figure 2. 14 Principles of single-molecule localization microscopy 

 

Note: (A) Image of a single point source that is collected by CCD detector; (B) Two-

dimensional Gaussian function that is applied as model for fitting; (C) Illustration of 

single-molecule localization process by showing the Gaussian profile of PSF 

sandwiched between raw data and the localized point after data processing.  

Source: http://zeiss-campus.magnet.fsu.edu/print/superresolution/palm/practicalaspects-

print.html . 

 

 

 

 

  

http://zeiss-campus.magnet.fsu.edu/print/superresolution/palm/practicalaspects-print.html
http://zeiss-campus.magnet.fsu.edu/print/superresolution/palm/practicalaspects-print.html
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CHAPTER 3                                                                                                           

BACKGROUND SIGNAL MINIMIZATION FOR SINGLE MOLECULE 

FLUORESCENCE SPECTROSCOPY OF SILICA 

3.1. Introduction 

Initiated in late 1980’s, single molecule spectroscopy (SMS) has developed into a 

powerful spectroscopy method extensively used in the field of biosensing and biological 

structure characterization.  Central to the popularity of SMS is its capability of probing 

local structural heterogeneity and dynamics of individual molecules, a tremendously 

useful capability in biological sciences and meterials science.  

A number of advantages make single molecule spectroscopy a powerful tool for 

probing the structure and dynamics of molecular systems. First and most importantly, 

only one molecule is measured at a time. Therefore, unlike the traditional bulk 

measurement which leads to an ensemble average, single molecule spectroscopy creates a 

distribution of molecular properties by monitoring a large number of individual 

molecules that sample and report all parts of the distribution. Second, synchronization of 

molecules experiencing time-dependent events, which is required in ensemble 

measurements, can be eliminated since the dynamics between different states or steps is 

approachable with single molecule detection. Thirdly, since single molecule spectroscopy 

monitors individual molecular events by measuring one specific molecule through 

repetitive excitation or hundreds molecules individually, rarely occurring events are 

accessible to single molecule spectroscopy 
87

. For example, Adams group has studied the 

rare photoinduced intramolecular electron transfer (a slow charge transfer) in 
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perylenebisimide chromophores combined with oligophenylene bridges by using single 

molecule fluorescence spectroscopy 
88

 . 

By taking advantages of the high sensitivity of fluorescence spectroscopic 

measurements of single molecule events in science have largely relied on fluorescence 

detection. An early breakthrough using this technique was reported by the Yanagida and 

coworkers in 1995. This group incorporated epifluorescence with total internal reflection 

microscopy to approach the visualization of single fluorescent molecules. They labeled 

ATP and myosin with two different fluorophores and achieved the monitoring of ATP-

turnover of myosin at single molecule level 
89

.  Following this pioneering 

accomplishment, single molecule fluorescence spectroscopy has been extensively 

employed in biophysical studies including protein conformational dynamics, folding 

kinetics and DNA probing in living cells 
90-98

. Especially, its combination with Forster 

resonance energy transfer (FRET) has been widely engaged in the studies of single 

protein’s conformational dynamics including the folding and unfolding process, 

measurement of intramolecular distances as well as the characterization of structural 

heterogeneity in biological complexes 
94, 99-106

. In a recent report, Schuler group 

successfully studied fast single protein dynamics in nanosecond scale in live eukaryotic 

cells by applying confocal single-molecule FRET spectroscopy. To enable the 

intracellular single molecule spectroscopy, Schuler and co-workers introduced FRET-

labeled protein molecules into live eukaryotic cells with microinjection. The 

microinjection was chosen to ensure best reproducibility of the amount of injected 

proteins and also, shorten the time delay between injection and fluorescence detection. 

Dye molecules with excitation wavelength above 520 nm were selected to avoid the 
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cellular autofluorescence which could be interference on the single molecule signal from 

target molecules. Their success in measuring the nanosecond scaled dynamics of a 

naturally disordered protein as well as its conformational distributions has demonstrated 

the potential of this methodology in resolving sub-nanometer scaled dynamics in vivo 
98

.   

Beside the merits demonstrated in various applications, there is always a crucial 

consideration to achieve single molecule detection- minimizing the background signal 

and increasing the signal-to-noise ratio (SNR). Among all types of background signals, 

scattering at the interfaces and in the bulk of the sample used to be one of the major 

contributors. To reduce or reject the scattered excitation laser light, it is crucial to have a 

small detection volume to minimize the number of scattering sources. Hence, single 

molecule spectroscopy with confocal geometry has gained great prestige in the field 
107-

111
. There are several reasons for the popularity of confocal microscopy in single 

molecule detection.  (1) At the diffraction limit, a confocal microscopy system provides a 

sub-femtoliter focal volume of the excitation laser to sufficiently reduce the scattering 

signal. (2) The small probe volume also minimizes the probability of fluorescent impurity 

molecules from interfering with the measurements. (3) The optical pinhole in the 

confocal microscopy system is able to significantly reduce the disturbance from out-of-

focal-plane autofluorescence. Combining confocal fluorescence microscopy and single-

pair FRET, Leuba and coworkers investigated interactions between individual DNA and 

protein molecules. The DNA and the protein were labeled with a fluorescent donor and 

acceptor pair and the conformational dynamics of the DNA/protein complex was 

monitored at single molecule level by following the donor-acceptor distance 
110

. Rigler 

group demonstrated a highly sensitive method of quantitative single-molecule imaging 
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using confocal laser scanning microscopy. They recorded the images of single diffusing 

fluorescent molecules through fast scanning and analyzed the molecular events captured 

on the image according to the fluorescence intensity distribution. This work enabled the 

direct measurement of single molecule’s diffusion coefficient without applying 

autocorrelation analysis and determination of number of molecules 
27

. 

Our research group has been investigating molecular transport in nanoporous 

silica with single-molecule confocal fluorescence spectroscopy 
109, 112

. Using a home-

built stage-scanning confocal microscope with the capability of single molecule 

detection, our former group member, Dr. Zhenming Zhong studied the reversible 

molecular adsorption of individual cationic fluorescent molecules Rhodamine 6G at 

reversed-phase chromatographic interface, nanoporous silica particles surface-modified 

with a C18 hydrocarbon monolayer. His study revealed that these strong adsorptions are 

very rare events, consisting only 0.3% of the observation time, and that these events 

possess a broad distribution of desorption time, from several milliseconds up to seconds 

with an average residence time of 61 ms. This work provided an in-depth understanding 

of the peak tailing issue in chromatographic separation. As a continuation of Dr. Zhong’s 

work, by coupling single molecule fluorescence spectroscopy with confocal ratiometric 

imaging, Dr. Claudiu Brumaru investigated the polarity distribution in the network of 

nanopores of C18-derivatized silica particles. He selected Nile Red, a polarity-sensitive 

fluorophore, as the local environment reporter 
113-115

 and tracked single Nile Red 

molecule’s reversible adsorption at the nanopore interfaces. A large population of 

adsorption events was monitored, revealing a multi-modal polarity distribution of the 

adsorption sites on the nanopore surfaces 
116

. 
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The confocal fluorescence single molecule detection is achieved when individual 

fluorophores or individual fluorescently-labeled biomolecules diffuse through the focal 

volume of the confocal microscope. As the result of a very small focal volume, the target 

molecule typically spends a short amount of time (milliseconds) in the beam and before 

diffusing out of the observation boundary.  Fluorescence emission usually occurs at 

nanosecond time scale, determined by the fluorescence lifetime,and hence, the 

fluorescent molecule undergoes multiple cycles of excitation and emission before leaving 

the focal volume. The total fluorescence signal from a single molecule is the 

accumulation of all emitted photons. However, even with detectors with high quantum 

efficiency such as avalanche photodiodes (APD) and optimized collection optics, only a 

few hundreds photons can be collected from each molecule at sub-millisecond integration 

time dictated by the molecular diffusion 
112, 117

.  On the other hand, as demonstrated in 

previous group members’ work, the concentration of fluorophores needs to be at 

picomolar range for single molecule measurements 
109, 116

. Based on Poisson statistics, for 

a 50 pM fluorophore solution, the probability of observing one molecule in the focal 

volume is about 1%. It indicates that for the other 99% of the time, there are no target 

fluorescent molecules diffusing across the observation volume and therefore any signal in 

this time period is from fluorescent impurities, if scattering is sufficiently eliminated. 

These limitations in low intensity of single-molecule photon bursts and in low frequency 

of target fluorophores lead to a crucial demand for an “absolutely clean” system ideally 

without any fluorescent impurity molecules in the background. Appearance of impurity 

molecules even in the picomolar concentrations could easily interfere or even overwhelm 

the signal from target fluorophores.  
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The main goal for this chapter is to develop and establish a system with 

“absolutely clean” background that satisfies the stringent requirements for confocal 

fluorescence detection of individual molecules. The outcome of this study creates a 

“standard” sample preparation protocol for experiments at single molecule level in our 

research group. Previous single-molecule studies of strong adsorption in this research 

field have been conducted on pristine surfaces of silica slides where background 

fluorescence can be readily minimized. Our group is the first in the field to probe 

molecular events in real nanoporous silica particles, advancing the molecular 

understanding of transport phenomena in the nanopores. Background signal, both 

scattering and impurity fluorescence, poses a much more challenging issue in these 

particles. The work described in this chapter builds an important foundation for this 

research field. 

3.2. Experimental 

3.2.1. Chemicals and materials 

Nile Red was obtained from Acros Organics (New Jersey, USA) and its structure 

is presented in Figure 3.1. Microscope coverslips (12-545-G, size 50×35 mm, thickness 

0.13-0.17 mm and S175212, size 25×25 mm, thickness 0.13-0.17 mm) were purchased 

from Fisher Scientific (Fair Lawn, NJ). The immersion oil (n = 1.515) for microscope 

objectives was a product from Cargille Laboratories Inc. (Cedar Grove, NJ). Optical glue 

(NOA 68) was obtained from Norland Products (Cranbury, NJ). Waterproof silicone 

grease was purchased from Dow Corning. HPLC grade acetonitrile used in this study was 

purchased from Fisher Scientific. The deionized water used in the experiments was 

freshly prepared with a MilliQ system procured from Millipore (Bedford, MA). 
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Two types of nanoporous silica particles were examined in this study.  Luna C18-

derivatized silica particles were a gift from Phenomenex (Torrance, CA) and Kromasil 

C18-derivatized silica particles were obtained from Akzo Nobel – EKA Chemicals 

(Bohus, Sweden). Structural properties of these particles are listed in Table 3.1. 

3.2.2. Instrumentation setup 

The experiments were performed on a stage scanning confocal microscopy system 

built on a Nikon Eclipse TE2000-U inverted microscope. This home-built instrument 

with capability of ratiometric single molecule measurement was designed and constructed 

by former Geng group members Mark Lowry, Zhenming Zhong and Gufeng Wang. The 

optical schematic diagram is illustrated in Figure 3.2A 
109, 112, 118

. The 514.5 nm laser 

beam used in this study is generated by an air-cooled argon laser (35-LAP-431-220, 

Melles Griot). A spatial filter and beam expander removes the plasma emission and 

expands the excitation laser. The beam is directed into the backport of the microscope 

and reflected by a dichroic mirror (Z514RDC, Chroma) into an objective lens (100×, oil 

immersion, NA 1.45). The beam expansion ensures slight overfilling of the objective. 

The objective lens focuses the laser beam to a diffraction-limited point (focal volume) at 

the focal plane inside the sample which is placed on the piezoelectric scanning stage 

(Model: P-527.2CL, Physik Instrumente, Germany). The emitted fluorescence from the 

sample is collected by the same objective, transmitted through the dichroic mirror and a 

long-pass filter (Q530LP, Chroma) and focused onto the confocal pinhole (50 µm in 

diameter). After passing through the pinhole, the fluorescence signal is split into two 

separate channels for different wavelength ranges by a dichroic beam splitter (Q625LP, 

Chroma). The short-wavelength channel (“600 nm” channel) selectively collects 
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fluorescence signal with wavelength between 550 nm to 650 nm by using a band-pass 

filter (HQ600/100m, Chroma), while the long-wavelength channel (“650 nm” channel) 

detects the signal between 612.5 nm to 687.5 nm with a HQ650/75m band-pass filter 

from Chroma. The transmission spectra of the filters are shown in Figure 3.2B. The 

detectors are avalanche photodiodes—APDs (SPCM-AQ, PerkinElmer Optoelectronics) 

that have photon detection efficiencies of over 65% at 650 nm.. For each detected photon, 

the APD outputs a TTL pulse. The pulses are then counted by multichannel scalars 

(MCSs) installed in a personal computer. To facilitate ratiometric single-molecule 

spectroscopy with information from both channels, a trigger signal from one MCS is used 

to drive the other MCS to enable synchronization in photon counting 
118

.   

3.3. Results and Discussions 

Great effort has been brought into play for the minimization of the background 

signal in confocal single molecule spectroscopy measurements. Two general aspects are 

evaluated in this study. One was to discover an appropriate sample configuration and 

preparation procedure. Basically, the goal was to develop “standard” guidelines for 

sample preparation that satisfies the stringent requirements for single molecule detection. 

The other aspect was to identify a good combination between particles and solvents to 

achieve a clean background free system.  

3.3.1. Optimization of sample configuration and preparation procedure 

At the beginning of this project, based on the advice from a former group member 

Claudiu Brumaru from the Geng group, samples were prepared following the previously 

attempted protocol:  
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(1) weight out ~0.05 g of Luna C18-derivatized silica particles and mix into a 

glass vial with ~3 mL of HPLC grade acetonitrile solvent (from Fisher Scientific); 

(2) vortex the vial using a vortex mixer (Fisher Scientific, Pittsburgh, PA) at 900 

rpm for 1min, followed by slow shaking on a rotatory mixer (Glas-Col
®
, Terre Haute, IN) 

at 100 rpm overnight to ensure complete wetting of particles; 

(3) pipet out 10 µL of the suspension and deposit the  mixture onto a square 

microscopic coverslip (25×25 mm); 

(4) quickly cover the mixture with another square coverslip to avoid the solvent 

evaporation and seal the edges with silicone grease; 

(5) place the prepared sample slide on the piezoelectric stage of instrument, set 

dwell time to 100 µs for the multichannel scalers, collect fluorescence photon counts at 

an excitation laser power of 0.3 mW. 

Unexpectedly, the signal collection of this blank sample generated extraordinarily 

high fluorescence signal (almost saturating the detectors). The measurement was 

immediately terminated so as to protect the detectors. Two main sources of impurities 

were considered to be contributors to this unforeseen and intense background signal. One 

possibility was the fluorescent impurities from the silicone grease. When sealing the 

edges of the sample slide with the grease, the solvent in the sample mixture was 

inevitably in touch with the grease and any fluorescent impurity molecules would have 

been introduced into the sample. The other possible source of fluorescence background 

was fluorescent impurities intrinsic to the silica particles.  
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We identified the background as fluorescence emission instead of scattering 

because the longer wavelength channel at 650 nm showed much higher background 

photon counts than the shorter wavelength region (Figure 3.3 A and B). The Lorentzian 

peak of the Rayleigh scattering from the solvent centered at 514.5 nm would have shown 

the opposite trend. The Raman scattering from the solvent was also ruled out as the 

source of the intense background signal. The four major Raman bands of acetonitrile at 

380, 921, 2256 and 2946 cm
-1

 would have appeared at 524.8, 540.1, 582.1 and 606.4 nm, 

and would also have generated stronger signal in the 600 nm channel. 

To test the hypothesis of impurity in the grease enclosure, samples were prepared 

by sealing the slide with the N68 optical glue. The background fluorescence signal was 

drastically reduced to below the detector saturation level and data were acquired under 

the same instrument settings. Figure 3.3A and B show the background fluorescence 

signals collected from both “600 nm” and “650 nm” channels, denoted as MCS1 and 

MCS2 respectively. As illustrated in the figure, however, the impurity signal from the 

background is still noticeable and could easily overwhelm the single molecule fluorescent 

signal from target molecules. Moreover, a band-shaped non-zero background is clearly 

seen in the data traces for both channels. Indeed, the signal is consistent with the constant 

residence of molecules inside the probe volume, suggesting a fluorophore concentration 

far above the single molecule statistics predicted by the 50 pM concentration. It 

demonstrates the existence of inherent fluorescence impurity molecules in the Luna C18-

derivatized silica particles, primary source of the unexpected high level of background 

signal. In order to further minimize the interference of fluorescence impurities from the 

sample, a photobleaching process was introduced. The prepared sample slide was 
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exposed to intense laser beam for 10 minutes and during the process, the fluorescent 

impurity molecules in particles underwent photochemical degradation which permanently 

prevented them from fluorescing. Hereafter, the background signal of sample was 

collected, as presented in Figure 3.3C and D. A significant improvement in the 

“cleanness” of the system was observed. Compared to the samples without 

photobleaching in Figure 3.3A and B, , the non-zero bands in data traces for both 

channels have disappeared, and the data traces were now consistent with single-molecule 

burst structure. As illustrated in Table 3.2, for the data collected from MCS2, for 

instance, the average photon counts for the background signal without photobleaching is 

16.3 counts/100 µs, while after photobleaching, it has decreased to 2.4 counts/100 µs. 

Furthermore, the background threshold, calculated as the average background photon 

counts plus three standard deviations in the background, is decreased from 31.1 

counts/100 µs to 10.5 counts/100 µs. These values directly and quantitatively 

demonstrate that photobleaching is an effective approach in removing the fluorescence 

background.  

Nonetheless, as shown in Figure 3.3C and D, photon bursts frequently appeared in 

the data traces after photobleaching. Each photon burst represents an individual 

fluorescent molecule diffusing through the nanopores across the laser probe volume. For 

the MCS2 channel, 0.59 % of photon bursts are above the threshold (Table 3.2), meaning 

that 0.59 % of the bursts are emission from the fluorescent impurities, rather than noise 

fluctuation.  

These fluorescent impurity molecules were at equilibrium between the nanopore 

interfaces of particles and the solvent. In order to move the impurity molecules out of the 
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C18interface, multiple washing steps were performed.  Each washing step involved the 

overnight mixing of the suspension on a rotatory mixer to allow the system to reach 

equilibrium. The particles were precipitated out of the solution and the acetonitrile 

solvent containing impurity fluorophores was removed. The washing procedure was 

conducted three times for each sample. The particles were further treated by 

photobleaching before data collection. The resulting data was displayed in Figure 3.3E 

and F. The data traces denote a pronounced decrease in the frequency of photon bursts 

compared with Figure 3.3A-D, for both two detection channels. Quantitatively, the 

photon bursts arise from impurities eventually decreases from 0.59 % to 0.32 % for 

MCS2 (Table 3.2). The other significant benefit of the background reduction is the 

lowering of the threshold for single molecule detection. In the untreated particles, many 

photon bursts from the target molecules would have been buried in the background. 

Many more individual molecules are detected and stuied in each data trace after the 

cleaning procedure. 

Even though the background signal was greatly minimized after these sample 

cleaning procedures and a relatively “clean” particle blank was achieved for single 

molecule spectroscopy, the system was still not the ideal choice for two reasons. (1) the 

photobleaching which was used to “kill” the naturally embedded fluorescent impurities in 

particles could also bleach the target molecules and (2) the particle washing procedure 

was cumbersome and time consuming. For these reasons, another brand (Kromasil) of 

C18-derivatized silica particles was brought into investigation to determine if it could be 

an alternative of the Luna particles. 
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3.3.2. Effect of particle selection on background signal 

The sample slide was prepared following the improved procedure described above 

for the Kromail C18-derivatized silica particles. The detected signal in the time period of 

one data trace (~6.5 sec) for both MCS1 and MCS2 channels were presented in Figure 

3.4A and B. There is no non-zero band in either data trace and photon bursts are few and 

far between in both detection channels. It demonstrates that Kromasil C18-derivatized 

silica particles are free of inherent fluorescent impurity molecules and the developed 

sample preparation procedure does not bring additional fluorescent impurity into the 

particle-solvent system. Shown in Table 3.2, based on background photon counts in 

MCS2, Kromasil C18-derivatized silica particles are the more suitable system for single 

molecule detection owing to a lower background threshold (6.4 counts/100 µs) and 

percentage of photon bursts originated from fluorescent impurities (0.29 %).  

To further confirm the appropriateness of this particle-solvent system, single-

molecule fluorescence studies were conducted in comparison with the background. Nile 

Red solution at 100 pM was freshly prepared in acetonitrile to ensure the single molecule 

level of measurements. 0.05 g of Kromasil particles were then added into 3 mL of this 

fresh solution and mixed overnight on the rotatory mixer. The sample slide of the 100 pM 

Nile Red particle mixture (denoted as Nile Red sample) was prepared and fluorescence 

photon bursts from individual Nile Red molecules were collected in both MCS1 and 

MCS2 channels (Figure 3.4C and D). The Nile Red fluorescence traces present a 

manifested difference from the signal of the background. Visually, it is clear that the 

photon bursts in the Nile Red data traces are much more frequent and intense. The 

percentage of photon bursts (generated from the diffusing Nile Red molecules) above 
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background threshold value of 6.4 counts/100 µs was calculated to be 7.46 %, which was 

much greater than 0.29 % for the background signal. It implied that the vast majority of 

the detected photon bursts were fluorescence signal from individual Nile Red molecules 

when they diffused through the network of nanopores within the laser probe volume.  

Molecular diffusion was subsequently investigated since it was the most typical 

and common events the molecules undertake in the network of nanopores. The 

fluorescence intensity fluctuations in the data traces (Figure 3.4), attributed to random 

Brownian diffusion of the molecules through the nanopores across the probe volume, 

were correlated to reveal the occurrence of molecular diffusion as well as to estimate the 

average diffusion coefficient of molecules by applying fluorescence correlation 

spectroscopy (FCS). The fluorescence time correlation function is defined as                                                                                                 
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where <> denotes time average, F(t) is the fluorescence intensity, and 𝛿F(t) stands for the 

fluctuation of fluorescence intensity as deviation from the temporal average intensity. 

When molecules undergo translational diffusion through the Gaussian distributed probe 

volume, the autocorrelation function is described by 
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where N represents the average number of molecules in the probe volume, D is the 

diffusion coefficient, ω and l are the lateral and axial radii of the probe volume, 

respectively. They were determined to be 0.24 μm and 1.01 μm at locations where the 

laser intensity drops to 1/e
2
 of its maximum value 

112
. Figure 3.5A and B illustrate the 
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average autocorrelation functions of 200 data traces collected both in the blank and Nile 

Red sample. Both functions were fitted to the 3-D diffusion model in Equation [3.2] by 

non-linear least squares (NLLS) fitting and the fitting curves were also displayed in the 

figures. With known parameters of laser beam ω and l, the average diffusion coefficient 

D of fluorescent impurity molecules was calculated to be 2.74×10
-7 

cm
2
s

-1
 (Figure 3.5A) 

while the average D for Nile Red molecules was 9.33×10
-7 

cm
2
s

-1
 (Figure 3.5B). The fit 

for Nile Red correlation function was excellent and a second diffusion term was 

unnecessary. This fact provided further evidence that the molecular diffusion inside the 

nanopores was dominated by the Nile Red molecules and the interference from impurity 

molecules was negligible for single molecule detection.  

3.4. Conclusions 

In this chapter, “clean” blank systems were successfully developed and they were 

demonstrated to be suitable for molecular transport studies in confocal single molecule 

fluorescence measurements.  

A sample preparation protocol for minimizing the background signal has been 

estabilished. Multiple extractive washing of particles with organic solvents followed by 

photobleaching can help decrease the background signal significantly.  

Moreover, a better system was achieved for single molecule detection by using 

Kromasil C18-derivatized silica particles which were free of embedded fluorescence 

impurities. This newly developed system allowed completing sample preparation in a 

facile and timely fashion since neither photobleaching nor washing was necessary. 

Comparison between blank system (Kromasil particle-acetonitrile) and 100 pM Nile Red 
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probed system was conducted by applying FCS. The results confirmed the suitability of 

this system for single molecule studies of molecular transport in nanopores. 
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Table 3. 1 Physicochemical parameters of the silica particles used in this thesis 

Parameter 
10 µm Luna C18 silica 

particle 

10 µm Kromasil C18 silica 

particle 

Pore diameter (Å) 73 
a 

110 
b 

Pore volume (mL/g) 0.47 
a 

0.9 
b 

Total carbon (%) 17.84 
a 

20.10 
b 

Surface coverage (µmol/m
2
) 3.04 

c 
3.46 

b 

Surface area (m
2
/g) 256 

a 
320 

b 

 

 

Note: 
a
: adapted from 

116
; 

b
: adapted from 

119
; 

c
: adapted from 

120
. 
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Table 3. 2 Summary of background signal minimization for single molecule fluorescence 

measurement 

Particle type No extra treatment Photobleaching 
Multiple washing and 

photobleaching 

Luna C18 

silica 

particle 

Ave. counts       

(counts/ 100µs) 
16.3 

Ave. counts       

(counts/ 100µs) 
2.4 

Ave. counts       

(counts/ 100µs) 
2.5 

Detection 

threshold (counts/ 

100µs) 

31.1 
Detection 

threshold 

(counts/ 100µs) 

10.5 
Detection 

threshold (counts/ 

100µs) 

10.1 

Burst (%) 0.98 Burst (%) 0.59 Burst (%) 0.32 

Comment: Non-zero bands; 

High frequency of impurity 

photon bursts 

Comment: Non-zero bands 

eliminated; High 

frequency of impurity 

photon bursts 

Comment: Non-zero bands 

eliminated; Low enough 

frequency of impurity 

photon bursts 

Kromasil 

C18 silica 

particle 

Ave. counts 

(counts/ 100µs) 

1.9 

Not applied Not applied 

Detection 

threshold  

(counts/ 100µs) 

6.4 

Burst (%) 0.29 

Comment: Non-zero bands 

eliminated; Much lower 

detection threshold; Low 

enough frequency of 

impurity photon bursts 

 

 

Note: The photon counts analysis listed above is indicated by the computational results of 

data collected in MCS2. 
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Figure 3. 1 Chemical structures of the main fluorescent molecules used in this thesis 

 

Note: (A) Nile Red molecule, mainly used in Chapter 3 and 5; (B) Rhodamine 6G 

molecule, mainly used in Chapter 4 and 5.  
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Figure 3. 2 Home-built confocal microscopy system for single molecule ratiometric 

detection 

 

Note: (A) Schematic of the confocal imaging system. LP (LP530): long-pass filter with 

cut-on wavelength of 530 nm; BS (Q625LP): dichroic beam splitter (wavelength 

625 nm); Filter 1 (HQ600/100 nm): band-pass filter centered at 600 nm with a 

bandwidth of 100 nm; Filter 2 (HQ650/75 nm): band-pass filter centered at 650 nm 

with a bandwidth of 75 nm; APD: avalanche photodiode detector; MCS: 

multichannel scalar; (B) Transmission spectra of LP, BS, Filter 1 and Filter 2 shown 

in (A). 

Source: adapted from 
109, 118

.  
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Figure 3. 3 Background signal minimizations of Luna C18 silica-acetonitrile system for 

single molecule fluorescence measurement  

 

Note: (A) and (B): background signal without either photobleaching or washing of 

particles; (C) and (D): background signal with 10 minutes pre-photobleaching but 

without washing of particles; (E) and (F): background signal with 10 minutes pre-

photobleaching as well as three times washing steps.   
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Figure 3. 4 Comparison between background and 100 pM Nile Red signal of the 

Kromasil C18-acetonitrile system for single molecule fluorescence detection 

 

Note: (A) and (B): background signal of the Kromasil C18-acetonitrile system; (C) and 

(D): fluorescence photon bursts from 100 pM Nile Red in this system.  
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Figure 3. 5 Average autocorrelation functions of 200 data traces and corresponding 

NLLS fittings to the 3-D diffusion model 

 

Note: (A) Average autocorrelation function of 200 data traces for blank sample of 

Kromasil C18-acetonitrile and corresponding NLLS fitting to 3-D diffusion model. 

The average D of fluorescent impurity molecules in the probe volume is estimated 

to be ~2.74×10
-7 

cm
2
s

-1
; (B) Average autocorrelation function of 200 data traces for 

100 pM Nile Red in Kromasil C18-acetonirile system and corresponding NLLS 

fitting to 3-D diffusion model. The average D of individual Nile Red molecules in 

the probe volume is estimated to be ~9.33×10
-7 

cm
2
s

-1
. The lateral and axial radii of 

the beam are fixed in the NLLS fitting.  
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CHAPTER 4                                                                                                                   

SINGLE MOLECULE COUNTING IN NANOPORES 

4.1. Introduction 

As the evolutionary development of material technologies, the nanostructured 

materials have been widely employed in the applications of biosensing, chemical 

separation and drug delivery because of several unique properties, including high surface 

to volume ratio, great chemical and thermal stability, flexible surface modification as 

well as the intrinsic heterogeneities. The related physicochemical properties and 

microenvironments of various types of nanostructures have been extensively investigated 

for better understanding of the intrinsic features associated with materials and molecular 

interactions between the “host” material and “guest” molecules in certain applications. At 

early stage, for instance, mesoporous material has been characterized by X-ray diffraction 

(XRD) and transmission electron microscopy (TEM) 
121, 122

. However, the kinetics 

information of the interactions between “guest” molecule and mesoporous material could 

not be approached since these techniques did not provide sufficient time resolution.  

In the last decades, single molecule spectroscopy (SMS) has emerged to be a 

powerful tool with ultra-sensitivity to explore molecular behaviors at single molecule 

level. Because of its high spatial and time resolutions, SMS has been adopted for ultra-

sensitive detection of single molecules in different fields 
54, 123-131

. Compared to ensemble 

measurements, SMS is of great interest and exhibit superior advantages in probing 

heterogeneities of micro/nanoenvironments of the “host” material. When “guest” 

molecules are introduced into “host” material, they act as reporters of local environments, 

the unique features and properties of material thus can be revealed through the 
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measurements of “guest-host” interactions. This information is often obscured in bulk 

measurement due to the problem of ensemble averaging. With single molecule detection, 

on the other hand, the kinetics of the “guest-host” interactions as well as the 

heterogeneity of micro/nanoenvironments of “host” material can be resolved by 

measuring certain property of individual “guest” molecules overtime, which is always 

presented by an average value in bulk measurements. For example, the unsynchronized, 

sequence-dependent dynamics of HIV-1 reverse transcriptase during DNA 

polymerization process has been approached by monitoring the conversion of single-

stranded DNA to double-stranded DNA overtime at single molecule level 
132

. This 

information of enzymatic activity cannot be achieved in ensemble measurement.  

One of the pioneered applications of single molecule detection in chemical 

separation science was to investigate the “defects” on the chromatographic interface 
112, 

130, 133
. Wirth group successfully detected the rare reversible adsorptions of “guest” 

molecules at surface of C18-derivatized silica substrate by combining SMS and 

fluorescence autocorrelation spectroscopy 
130

. By combining SMS and confocal 

microscopy, we have also reported the studies of reversible adsorptions of single 

molecules at interface of chromatographic beads which are rare, comprising only 0.3% of 

observation time, but play an important role on peak tailing issue in chromatographic 

separation 
112

.  

Following the success of the first single molecule detection in biological sample 

in 1981 
134

, this technique has been tremendously applied to look into various biological 

systems 
126, 127, 135-137

, migrating from in-vitro 
138

 to in-vivo 
127, 139

 studies. The 

information of many macromolecules with low quantity in live cells could then be 
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approached. The cellular processes of these macromolecules, such as transcription, 

translation and gene expression always exhibit high stochasticity and single molecule 

detection was proved to be a powerful tool to approach these stochastic processes 
126

. For 

instance, the production of single protein molecule was directly observed in real-time 
140

. 

The dynamics of transcription factor during gene expression, such as specific and non-

specific bindings between single transcription factor and DNA molecule was explored 
135

. 

The single molecule technique was also employed to reveal the genotypic switching 

happened in live cell 
141

. 

Single molecule detection has also demonstrated its advantages in investigating 

environmental heterogeneity of nanostructured material 
54, 125, 142-144

. Higgins group 

reported a study to reveal dynamics of acidity of microenvironments within sol-gel-

derived silicate thin film by detecting individual pH-sensitive fluorophores at each single 

sites of the film substrate 
54, 125

. Many nanostructures such as nanochannels and 

nanopores were characterized by tracking the transports of single molecules. For example, 

with single molecule confocal imaging, the diffusions of single molecules were directly 

visualized. The microscopic properties, structural defects, micro/nanoenvironmental 

heterogeneities of the material were uncovered by analyzing the trajectories of single 

molecular diffusion 
123, 145

.   

In all categories of applications mentioned above, single molecule detection 

requires accurate counting of individual molecules, which is very challenging in practice 

because of the limited signal from single molecule and the significant contribution from 

interfering background signal. Several techniques such as total internal reflection and 

confocal microscopy are popular in single molecule counting. These two techniques earn 
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the popularity by providing small probe volume which helps decrease the Raman 

scattering from solvent/sample subtracts and increase single-to-noise ratio (SNR) which 

is essential to ensure accuracy of single molecule counting.  Many researches were 

conducted and improvements were made to achieve precise counting of single molecules 

in various systems 
146-152

. For example, Craighead group performed single molecule 

detection in sub-micron sized fluidic channels. This device presented great performance 

since it created smaller effective probe volume which significantly improved SNR and 

thus enabled the accurate counting of single molecule 
146, 147

. 

In addition to improving SNR, single molecule counting also requires 

comprehensive analysis of photon bursts, which are the output signals and containing 

crucial information of individual molecules crossing probe volume. For instance, in the 

study of DNA fragment sizing at single molecule level, the information of sizes of DNA 

molecules were directly from the analysis of heights and widths of photon bursts 
147

. 

Herein, in this chapter, we developed single molecule counting as a 

comprehensive analytical method to probe molecular transports in nanopores of silica 

with confocal single molecule spectroscopy, aiming to provide a protocol of interpreting 

photon burst data and better understandings of characteristics of molecules, photons as 

well as noise in single molecule counting. 

Individual molecules were counted and localized into super-resolution ellipsoidal 

shells. The spatial distribution of molecules, the single molecule counting statistics and 

dependence on excitation power and molecular concentration were evaluated. The 

method provided fast time resolution for microsecond kinetic processes including 
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diffusion and adsorption, high spatial resolution for locating diffusing molecules into 

nanometer domains, and molecular resolution to record the distributions of 

physicochemical properties of the nanopores. The crossing of individual molecules 

through the confocal probe volume was examined with coefficient of clustering of photon 

bursts. The randomness of the crossing signified the absence of structural obstruction in 

the network of nanopores. The burst heights scaled linearly with the excitation power but 

not with molecular population. Instead, the molecular concentration was analyzed 

through single molecule counting. The statistics of single molecule counting was 

characterized by shot noise distribution that was reduced at higher concentration. The 

maximum intensities of photon bursts correlated with the trajectories of molecules with 

the ones diffusing closer to the center of the Gaussian beam emitting stronger bursts 

while ones crossing the peripheral of the beam emitting weaker bursts. Probability 

distribution function were established for the localization of molecules into super-

resolution ellipsoidal shells that exhibited equal photon counts. Single molecule analysis 

showed that the nanostructures in the particle were uniformly distributed within the probe 

volume of ~460 nm and that there were no large obstacles of the molecular diffusion in 

the network of pores. Single molecule counting provides a powerful analytical tool 

enabling studies of physicochemical properties of nanopores. 

4.2. Experimental 

4.2.1. Chemicals and materials 

Rhodamine 6G was purchased from Aldrich (Milwaukee, WI) and used as 

received. HPLC grade acetonitrile and microscope coverslips (12-545-G, size 50×35 mm, 

thickness 0.13-0.17 mm) were obtained from Fisher Scientific (Fair Lawn, NJ). The 



 
80 

 

deionized water used in single molecule measurements was purified by MilliQ system 

(MilliQ-Plus, Millipore, Bedford, MA). Immersion oil obtained from Cargille 

Laboratories Inc. (Cedar Grove, NJ) had a refractive index of 1.515. The 10-µm 

unmodified porous silica particles (Kromasil particles) were purchased from Akzo Nobel 

EKA Chemicals (Bohus, Sweden). The particles had an average pore size of 100 Å, 

surface area of 329 m
2
/g and pore volume of 0.91 mL/g. A solvent composed of 90% 

acetonitrile and 10% water was used throughout the experiments in order to minimize 

background fluorescence signal. 

4.2.2. Instrumentation and measurements 

4.2.2.1. Sample preparation 

The samples were prepared by adding dry Kromasil silica particles to 3 mL of 

Rhodamine 6G solution in 90% acetonitrile. The sample was sonicated for three minutes, 

followed by two hours of mixing on a rotatory mixer to ensure that the pores were 

completely wetted by the solvent. Approximately 15 µL of the prepared suspension was 

sandwiched between two microscope coverslips and sealed using optical adhesive to 

prevent solvent evaporation and movements of particles during fluorescence 

measurements.  

4.2.2.2. Instrumentation and measurements 

 Single molecule counting was performed on a home-built confocal imaging 

system based on an inverted microscope (Eclipse TE2000-U, Nikon) 
112

. The 514.5 nm 

laser beam provided by an air-cooled argon ion laser (Model: 35-LAP-431-220, Melles 

Griot) was expanded by a beam expander to slightly overfill the back of an oil immersion 
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objective (100×, 1.45 NA) for the optimal spatial resolution. The laser beam with a 

Gaussian profile was introduced into the backport of the microscope and reflected by a 

dichroic mirror (Z514RDC, Chroma) towards the sample stage. A microscope objective 

focused the beam to a diffraction-limited spot into the sample. The three-dimensional 

localization of the focal point was achieved by a piezoelectric microscope objective 

stepper along the axial (z) direction and a two-dimensional piezoflexure stage (Physik 

Instrumente, Germany) in the lateral (x and y) directions. The fluorescence emission from 

Rhodamine 6G was collected by the objective, transmitted through the dichroic mirror 

and focused on a 50-µm confocal pinhole at the image plane to reject the out-of-focus 

emission. The fluorescence was collimated and then split into two channels by a dichroic 

beam splitter (Q625LP, Chroma). The reflected fluorescence passed through a band-pass 

filter HQ600/100m and was focused onto the active area of an avalanche photodiode 

(SPCM-AQ, PerkinElmer Optoelectronics). The transmitted fluorescence passed through 

a band-pass filter HQ650/75m and was focused onto the active area of a second 

avalanche photodiode. The data acquisition was achieved by using multichannel scalers 

(MCS, Stanford Research System, Sunnyvale, CA) running on a personal computer to 

count individual fluorescence photons for each avalanche photodiode detector. The dwell 

(integration) time for data acquisition was 100 µs to ensure that the integration time is 

shorter than the characteristic diffusion time of Rhodamine 6G molecules across the 

probe volume.  

4.3. Results and Discussions 

We reported single molecule counting in nanopores for the characterization of 

molecular transport in porous silica particles. We firstly established that the molecular 
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distribution and diffusion in the nanopores were random processes in time and in space, 

with the temporal behavior of molecules closely following Poisson statistics, and spatial 

distribution modeled accurately by the point spread function (PSF) of the probe volume. 

Indeed, the photon counts of each molecule enable super-resolution localization of the 

molecule into an ellipsoidal shell a few nanometers in thickness. We then established the 

accuracy of single molecule counting by investigating the excitation power and 

concentration dependence. An interesting finding was that the noise in single molecule 

counting was described by the fundamental shot noise. 

4.3.1. Temporal and spatial distribution of molecules in nanopores 

Single molecule fluorescence data has the characteristic feature of burst structure. 

In the fluorescence time trace collected inside a nanoporous silica particle (Figure 4.1A), 

most of the time the background signal is below a few counts, generated from light 

scattering by the porous structure in the particle (inset of Figure 4.1A). When a molecule 

diffuses across the probe volume of the Gaussian laser beam, a burst of photons are 

emitted. Enumeration of molecules involves the counting of the number of photon bursts 

within a predefined integration time. In our confocal geometry of the single molecule 

experiment, a probe volume of ~0.3 fL is defined by a lateral beam waist of 0.23 µm and 

an axial length of 1.0 µm. A fluorephore concentration of 50 pM dictates a probability of 

99%, 0.99% and ˂ 0.005% for 0, 1 and 2 molecules in the probe volume, respectively. A 

low concentration of 50 pM thus ensures the discrete arrival of individual molecules 

through random walk, giving rise to discrete photon bursts. In the time window of 6.55 

seconds in a fluorescence data trace in Figure 4.1A, about 2000 molecules were counted 

in the data trace. Fluorescence data in a 0.22 ms time window (Figure 4.1B and C) 
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demonstrated the protocol of single molecule counting. A burst searching program was 

applied to locate the photon bursts in the fluorescence data (Figure 4.1B), and the time of 

the burst at the peak location as well as the burst height was recorded. The molecule 

counting signal is plotted in Figure 4.1C with each molecule identified by its peak time 

and peak height. The burst times contain information about the randomness (or the lack 

of) of the molecular arrival; the peak heights information about the spatial locations of 

the molecules inside the probe volume; and the peak widths and shapes information about 

molecular diffusion 
112, 153

. These parameters were explored and discussed in the 

following sections to probe the physicochemical properties of the nanopores. 

The Brownian diffusion of the molecules in the nanopores is a random process 

and the temporal distribution—the molecules’ arrival times in the probe volume—should 

follow Poisson statistics, leading to a Poisson distribution of the burst times. To test the 

randomness of single molecules, the fluorescence data trace was separated into a series of 

time windows (Figure 4.2A), the number of molecules in each time window was counted 

and the coefficient of clustering (CoC) for each time trace was calculated. The coefficient 

of clustering is a statistical parameter for analyzing the dispersion of events, and is 

calculated as the ratio of the variance to the mean of number of molecules in these time 

windows, =
𝑆2

𝑛
 , where n is the average number of molecules in each time window and S

2
 

is variance in the number of molecules. If the molecules are uniformly distributed into the 

time window, with exactly identical number of molecules in each window, the coefficient 

is zero. Figure 4.3A simulated this distribution of molecules. For random arrival of 

molecules into the prove volume, the number of molecules are described by Poisson 

statistics, and the coefficient should be close to unity. Figure 4.3B simulated the random 
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temporal distribution of molecules with an average of 10 molecules in each time window. 

The coefficient of clustering of 1.1 for this time trace signaled the randomness in the 

molecular events in the simulation. If there is molecular clustering or bunching in time, 

the coefficient will be significantly larger than one. This situation was simulated in 

Figure 4.3C, where the molecular events took an exponential decrease over time. The 

clustering was evaluated statistically by a coefficient of clustering at 2.8. Although the 

nanoporous particles were in equilibrium with a solution at constant concentration and 

thus a constant concentration was expected inside the nanopores, the molecular counts in 

300 representative time windows in a time series in Figure 4.2B demonstrated the 

substantial fluctuations in the number of molecules, consistent with random arrival of the 

molecules into the probe volume. A 110 ms stretch of burst data shown in the inset of 

Figure 4.2B demonstrated the substantial fluctuations in molecular counts. In the five 

consecutive time windows, the number of molecules crossing the probe volume varied 

from 3 to 23 in each 22 ms window. The coefficients of clustering for 200 data traces 

were shown in Figure 4.2C, each calculated from 300 time windows in a trace. Their 

closeness to unity signified the randomness in the temporal distribution of the molecules 

and that the molecules navigated freely through the network of interconnected nanopores 

when they diffused in the particle, without significant hindrance or traps. 

Intuitively, it has been hypothesized in burst analysis of single molecule 

spectroscopy that the heights of the photon bursts are determined by the trajectories of the 

diffusing molecules. If a molecule diffuses close to the center of the Gaussian laser beam, 

the strong excitation intensity leads to higher frequency of cycling the molecules between 

the ground and excited states and thus more intense photon bursts, while a molecule 
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diffusing through the peripheral areas of the laser beam experiences a lower excitation 

intensity and thus emits fewer photons.  

To establish the trajectory theory of burst heights, extensive analysis of photon 

statistics in the single-molecule fluorescence data traces was performed. The confocal 

prove volume of the excitation laser beam is a three-dimensional Gaussian 
154

: 
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where I is the intensity at location (x, y, z) in space, Im is the maximum intensity at the 

focal point of the beam (0, 0, 0), wx,y is the beam waist in the lateral dimensions (x and y) 

and wz is in the axial (z) dimension along the optical axis of the microscope objective. 

The beam waist is defined as the location where the intensity has decreased to 1/e
2
 of the 

maximum intensity. The burst height of a diffusing molecule N in photon counts is 

proportional to the excitation intensity I. 
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where Nm is the maximum burst height for a molecule when it diffuses through the center 

of the probe volume. Interestingly, a molecule that emits N photons at the peak of the 

burst can thus be located by  
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or on the surface of a prolate ellipsoid defined by semi-principal axes of 

 myx NNwba ln,   and  mz NNwc ln . 
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In single molecule imaging, fluorescence intensity is in discrete photon counts, 

and a certain photon counts N corresponds to molecules that are located in an ellipsoidal 

shell confined by an inner surface 
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  mout NNr 5.0ln  . The probability of finding molecules that emit N photons is 

thus proportional to the volume of this ellipsoidal shell: 
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in which K is the normalization constant for a unity probability over space, ρ(x, y, z) is 

the density distribution of the molecules in space determined by the structure of the pore 

network, and the regions Uin and Uout are bound by the two ellipsoids. 

For a porous membrane when the optical axis is aligned with the pore direction, 

the molecular density distribution is a two-dimensional function and the probability 

reduces to  
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For a freely diffusing sample, the density distribution is unity throughout space and the 

probability is: 
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   332

,
3

4
inoutzyx rrwwKNP                                                                                          [4.6]. 

The probability distribution of burst heights was plotted in Figure 4.4A for three 

representative single-molecule fluorescence data traces, and fitted to the above 

probability with nonlinear least squares (NLLS) fittings, assuming a uniform density 

distribution of molecules in space. Each data trace produced the spatial distribution of 

over 2,000 molecules that crossed the probe volume within 6.5 seconds. All three fits had 

R
2
 values of over 0.96, indicative of excellent consistency between the model and 

experimental data. We have analyzed hundreds of data files and the fit has been 

consistently good, with small χ
2
 values for the fits. The root mean squared residues 

between the experimental probabilities and the theoretical model were displayed in 

Figure 4.4B for 100 data traces. The small fitting residues compared to the experimental 

probabilities clearly demonstrated the goodness of fitting.  

That the single molecules closely follow the photon statistics is a significant 

finding. First we concluded that the heights of the photon bursts indeed reflected the 

locations of the diffusing molecules. These locations corresponded to the positions where 

the molecules experienced the strongest excitation during their random walk through the 

probe volume. More precisely, molecules that emitted a certain number of photons (N) 

were located inside an ellipsoidal shell that is a few nanometers in thickness. This 

localization was at super-resolution, beyond the diffraction limit. Second, the excellent 

agreement of the burst statistics with the theoretical model showed that there were no 

large structural features inside the porous particles that would hinder the random 

distribution of molecules in space. In other words, any structural blocks in the particle, 
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for example, the solid silica phase separating the nanopores, should be substantially 

smaller than the size of the probe volume that is ~230 nm in the lateral dimension. 

4.3.2. Single molecule counting in nanopores 

To establish the methodology of single molecule counting in nanopores, the 

concentration dependence and the signal-to-noise ratio of counting were evaluated. 

Photon burst data for two representative concentrations, 5 pM and 30 pM, were shown in 

Figure 4.5A. An interesting feature of the single molecule burst data is that the intensity 

or the height of the photon bursts is independent of the fluorophore concentration, as 

demonstrated by the average burst heights for all concentrations in Figure 4.5B. The 

molecular concentration was manifested in the number of bursts observed in the data 

trace. In the two representative concentrations shown in Figure 4.5B, the 30 pM data 

trace recorded a much higher frequency of photon bursts than the 5 pM one, while the 

burst heights were quite similar. Indeed, the burst counts exhibits linear dependence on 

the fluorophore concentration (Figure 4.5B), forming the basis for quantification in 

nanopores using single molecule counting. 

For single molecule counting to be used as a general methodology for probing 

molecular transport in the nanopores, an understanding of the counting statistics and 

noise is necessary. To perform this assessment, the number of molecules in different time 

intervals, from 10 ms to 6.5 s, for ten data traces, has been counted. As expected, the 

average number of molecules in the ten data traces increases linearly with the counting 

time, with a correlation coefficient of 1.00 (Figure 4.6A). The noise in single molecule 

counting is modeled by calculating the standard deviations of the ten data traces. The 

average molecule counts exhibit a quadratic dependence on the noise (Figure 4.6B). To 
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understand the noise distribution, it is useful to consider the particle nature of the 

individual molecules. The single molecule counting experiments involve enumerating 

molecules that diffuse through the ellipsoidal probe volume. The phenomenon of discrete 

particles crossing a boundary in space dictates that single molecule counting should 

follow Poisson statistics. The noise in counting then is expected to exhibit shot noise 

distribution and scales with the square root of the molecule counts. The signal-to-noise 

ratio (SNR) of the measurement or the ratio of the number of molecules to the noise 

would also scale with the square root of the counts. As illustrated in Figure 4.6C, both the 

noise and the SNR show this linear dependence in the time window investigated. 

However, the noise is not exactly predicted by the signal level, indicated by the non-unity 

slope of the plot. The discrepancy in the slope was attributed to the procedure of counting 

molecules. A thresholding procedure was applied in searching single molecules in the 

fluorescence data trace to ensure that the photon bursts enumerated were at least three 

standard deviations above the background and thus ensure that they were true photon 

bursts (Figure 4.1). As a consequence, a fraction of molecules that emitted photons below 

the threshold were ignored by the counting program. This fraction was determined by the 

intensity distribution in Figure 4.4 and was constant across all time intervals. The number 

of molecules counted in the experiment Sm is a fraction of the total number of molecules 

S: fSSm  , where f is the fraction. 1 – f is the portion of molecules missed in counting by 

intensity thresholding. The measured single molecule counts, however, exhibited a noise 

level consistent with the real number of molecules fSSN m  and thus scaled 

with the square root of the measured counts, but with a slope that is off by a factor of f  

. The fraction f was determined by fitting the noise to shot noise distribution. For the 
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fluorescence traces in Figure 4.6, both the noise and the SNR show excellent Poisson 

dependence on the single molecule counts when f is 0.60; the linear fit of both lines 

resulted in slopes of unity. The measured numbers of molecules were corrected to yield 

the actual number of molecules in the probe volume and plotted in Figure 4.6D. This 

correction protocol proved to be very useful in accurate single molecule counting. With 

the protocol of  f evaluation, the exact number of molecules was measured, even when 

many molecules were hidden in the background noise. Consequently, the exactly 

molecular concentration was determined without the need of concentration calibration. 

The dependence of single molecule counting on the excitation laser power was 

also investigated. When the excitation intensity is elevated, it is expected that the burst 

heights will increase accordingly, as a molecule diffusing through the probe volume will 

experience higher photon flux density, undergo more frequent excitation, and emit higher 

number of photons. The number of molecules observed will not vary with the laser 

power. Single molecule counting was performed at seven laser powers from 0.1 mW to 

0.7 mW. The fluorescence burst data for the lowest and highest power were shown in 

Figure 4.7A. According to the figure, the higher excitation intensity clearly induces much 

stronger photon bursts from individual molecules, with the burst frequency unchanged. 

The average burst heights for the 2,000 observed molecules in a time trace display the 

expected dependence on the excitation laser power (Figure 4.7B). Three sets of replicates 

showed good consistency in the average burst heights. Interestingly, the maximum 

photon counts of the corresponding individual data traces do not show the expected 

excitation power dependence, as illustrated in Figure 4.7B. The three calibration graphs 

constructed with single trace maxima exhibit a general trend of increasing photon counts 
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at higher laser power, but a linear dependence for single photon excitation is not evident. 

A close examination of the molecule statistics showed that a single data trace had not 

generated enough individual molecules to ensure that at least one of them had crossed the 

center of the probe volume in their random walks through the probe volume. Indeed, with 

the volume of the center ellipsoid defined as ~ 0.0001 fL, the probability of finding a 

molecule at the center of the laser beam is 0.0002. With 2,000 molecules observed in 6.5 

seconds, a burst data trace does not definitively find a molecule at the focal point. When a 

global maximum in photon bursts was found from 20 time series, corresponding to 

40,000 molecules observed, at each laser power, the global maximum photon counts 

show good linear dependence on the excitation intensity (Figure 4.7C). 

4.3.3. Localization of molecules in ellipsoidal shells of nanometer thickness 

In single molecule imaging experiments, localization of the molecule is achieved 

in the lateral dimensions by fitting the image with a two-dimensional Gaussian function 

84, 155
 
81

and in the axial dimension by computation of the evanescent wave intensity 
81

 or 

by analyzing the PSF generated with a cylindrical lens inserted 
84

. Super-resolution 

localization is usually achieved with these approaches. 

In our experiments, intensity traces were collected over time from diffusing 

molecules in the confocal geometry, without immobilization of the molecules or image 

acquisition. To evaluate the capability in localizing molecules by this confocal approach, 

it was instructive to analyze the thickness of the ellipsoidal shells in which the individual 

molecules were distributed. The distances of the molecules from the center of the probe 

volume in both the lateral and axial dimensions were plotted as a function of the observed 

burst height in Figure 4.8. Molecules emitting 9 to 120 (maximum) photons at the peak 
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were located from the center of the probe volume to ~250 nm in the lateral and ~1.1 µm 

in the axial dimensions. With 110 discrete intensity levels, or 110 ellipsoidal shells, in 

between, the average shell thickness was ~2.4 nm and ~9 nm, respectively. If the intensity 

level is thresholded above 100 photons per molecule, to maintain a signal-to-noise ratio 

of at least ten, the average spatial resolutions are ~3.5 nm (20 shells spanning 70 nm) and 

~ 17 nm (20 shells spanning 330 nm) in the lateral and axial dimensions. In other words, 

the confocal burst intensities enable the super-resolution localization of the molecules 

into thin ellipsoidal shells. The benefits of not acquiring an image of the molecule are the 

capability of observing microsecond kinetics at super-resolution. The time resolution of 

the kinetic measurements is dictated by the photophysics of the single molecule 

fluorescence. The fluorophore used in this study, Rhodamine 6G, has a lifetime of ~4 ns, 

and will emit ~250 photons in a microsecond at maximum excitation. With the allowance 

in collection and detection efficiency, the time resolution is in microsecond regime at 

adequate signal-to-noise ratios. If fluorescent molecules with picosecond lifetimes are 

selected as the probe, the time resolution can be improved to sub-microseconds in kinetic 

studies. To be able to observe fast kinetics with super-resolution localization is a valuable 

method in probing molecular systems in the nanopores. 

4.4. Conclusions 

In this work, we have established single molecule counting as an analytical 

method for probing molecular transport in nanopores. It is an enabling technology for 

studying nanoporous materials, with resolution to observe microsecond kinetics and 

localizing molecules into super-resolution ellipsoidal shells. Single molecule counting 

shares the tremendous merits of single photon counting in optical detection in that it is 
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the most sensitive method for measuring molecular concentration and that the variance in 

the measurements is determined by fundamental shot noise.  The time, height, width and 

shape of the bursts of single molecules carry information on molecular distribution, 

diffusion, and adsorption and enable the determination of partition coefficients and 

adsorption energy. Counting molecules location-by-location inside a particle and particle-

by-particle within a sample provide a powerful approach to assess the heterogeneity of 

the micro- and nanoenvironments inside the network of nanopores. 
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Figure 4. 1 Single molecule fluorescent data trace and the protocol of single molecule 

counting 

 

Note: (A) Single molecule fluorescent time trace collected inside a nanoporous silica 

particle; (B) Demonstration of the burst searching program to locate photon bursts 

in data trace. The red dash line represents the threshold limit for burst selection. 

Bursts above this limit are defined as photon bursts of target molecule, while bursts 

below this limit are treated as background signal; (C) Molecule counting signal with 

each molecule defined by peak time and height. 



 
95 

 

 

Figure 4. 2 Test of the randomness of single molecules’ arrivals in the probe volume 

 

Note: (A) Separating the fluorescent data trace into a series of time windows of 22 ms; 

(B) Molecular counts of 300 representative time windows in a time series. Inset: the 

numbers of molecules in 58
th

 to 62
nd

 time windows; (C) The coefficients of 

clustering (CoC) of 200 data traces, with closeness to unity.  Each coefficient was 

calculated from 300 time windows in a data trace.  
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Figure 4. 3 Simulations of molecular distribution with various coefficients of clustering 

 

Note: (A) Uniform distribution of molecules with exactly ten molecules in each time 

window; (B) Random temporal distribution of molecules with an average of ten 

molecules in each time window; (C) Molecular events with an exponential decay.  
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Figure 4. 4 The probability distribution of photon burst heights 

 

Note: (A) Probability distributions for three representative single molecule fluorescent 

data traces and the corresponding NLLS fittings to the derived probability model 

([4.6]); (B) The plot of root mean squared residues between the experimental 

probabilities and the theoretical model for 100 data traces.  
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Figure 4. 5 Concentration dependence of single molecule counting 

 

Note: (A) Photon burst data for 5 pM and 30 pM solution; (B) Black panel: Dependence 

of burst frequency on concentration. Blue panel: Independence of average intensity 

(burst height) on concentration.  



 
99 

 

 

Figure 4. 6 Assessments of counting statistics and noise distribution 

 

Note: (A) Linear dependence of average number of molecules on counting time (s); (B) 

Quadratic dependence of average molecule counts on the level of noise; (C) and 

(D): Linear dependence of noise and SNR on square root of molecule counts. (C): 

The discrepancy in the slopes due to the thresholding procedure for burst searching; 

(D): The unity of slopes after applying correction protocol (f evaluation) and it 

indicates the accurate measurement of the number of molecules in the probe 

volume.  
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Figure 4. 7 Excitation laser power dependence of single molecule counting 

 

Note: (A) Photon burst data at lowest (0.1 mW) and highest (0.7 mW) laser power; (B) 

Dependence of average and maximum intensities (photon counts/ 100 µs) on 

excitation laser power (mW) for three representative data traces (passes); (C) Linear 

dependence of global average and maximum intensities (photon counts/ 100 µs) on 

excitation laser power (mW) for 20 data traces in time series. 
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Figure 4. 8 Super-resolution localization of single molecules into ellipsoidal shells with 

average thickness of a few nanometers  
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CHAPTER 5                                                                                                           

PROBING HETEROGENEITY IN NANOPOROUS SILICA BY SINGLE 

MOLECULAR DIFFUSION 

5.1. Introduction 

The study of environmental heterogeneity is of great interest especially in the 

field of biological and biophysical science since the knowledge of heterogeneities in local 

environments of biological system or complex, such as the intracellular heterogeneity and 

the conformational heterogeneity of biological macromolecules, would help the 

understanding of the nature of biological processes and functions in the cells or other 

biological system 
156-158

. For instance, the alcoholic liver disease, associated with the 

decrease in erythrocyte deformability and the abnormalities of membrane lipid 

compositions was able to be diagnosed and monitored by measuring the changes in 

erythrocyte membrane viscosity 
159

. Zick and Ulberth have observed a continuous 

increase in the viscosity of red blood cells (RBC) and platelet membranes in diabetic 

patients. By probing this intracellular heterogeneity in viscosity, they revealed the fact 

that the change in viscosity significantly contributed to the inhibition of the activation of 

the hepatic insulin receptor kinase (IRK) 
160, 161

.  

In the past decades, the studies of microenvironmental heterogeneity have been 

mainly focused on two areas: (1) probing the conformational heterogeneity and structural 

dynamics of biomolecules, such as folding and unfolding processes of protein and (2) 

measuring the heterogeneity in intracellular physicochemical properties, such as the 

distribution of micro/nanoviscosity in cells and biological membranes. 
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Nuclear magnetic resonance (NMR) has emerged to be one of the most important 

approaches for probing the conformational heterogeneity of biomolecules 
162-167

. The 

nuclear magnetic resonance spectroscopy has demonstrated its capability in detecting 

unfolded and partially folded protein conformations as well as the dynamics of protein 

motions 
166, 168-171

. The Oas and coworkers probed slow conformational dynamics of 

Bacillus subtilis ribonuclease P protein at millisecond time scale by conducting
15

N NMR 

relaxation experiments in the ensemble. They demonstrated the existence of the backbone 

conformational heterogeneity in the P proteins 
164

. The characterization of unfolded and 

partially folded proteins is usually achieved through the dispersion of the 
13

C and 
15

N 

nuclei due to their sensitivities to the local amino acid sequence 
172-174

. A study that really 

highlighted the power of NMR relaxation dispersion spectroscopy as a tool for 

approaching the conformational heterogeneity in proteins was reported by Kay group in 

2010. They successfully conquered the limitations of low occupancies of proteins and 

achieved direct measurements of folding dynamics and conformation heterogeneity in 

sparsely populated small protein at atomic resolution by using chemical shifts and bond-

vector orientation constraints which were directly obtained from the NMR detection 
175

. 

However, with millisecond time resolution, NMR relaxation dispersion spectroscopy has 

its limitation to detect the conformational heterogeneity associated with fast dynamics 

such as the interconversion processes between various conformations of protein. The 

information of fast (i.e. nanosecond, microsecond) conformational dynamics is then 

unable to be resolved through this approach. Time-resolved fluorescence spectroscopy, 

with nanosecond time resolution, has gain its popularity in probing the conformational 

heterogeneity associated with fast interconversion process between different 
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conformational states of proteins 
176-178

. Fluorescence resonance energy transfer (FRET) 

has been extensively employed to approach the conformational heterogeneity and 

microsecond kinetics in protein molecules 
179-183

. The time dependent fluorescence 

intensity decay is usually monitored at the donor site of target protein and the 

corresponding fluorescence lifetime is obtained from fitting. Since the decay rate is 

determined by the distance between the donor and acceptor, the resultant fluorescence 

lifetime thus serves as an indicator of the changes in the donor-acceptor distance that 

associates with structural changes of protein. The distribution of fluorescence lifetimes 

then indicates the conformational heterogeneity of protein molecules during the short-

time folding and unfolding processes.  

Beside the conformational heterogeneity, the distribution of physicochemical 

properties of biological microenvironments is the other area of interest. For example, the 

microviscosity distribution in live cells and biological membranes has been tremendously 

investigated 
184-190

. In-depth understanding of the distribution of microviscosity is 

essential since the heterogeneity in microenvironmental viscosity plays an important role 

in determining the biochemical processes and intracellular events undergoing in live cells 

or biological structures 
188, 191

.  

Viscosity, a direct indicator to the local environment, is usually approached by 

measuring molecular diffusion since the diffusing molecule can be treated as the reporter 

of the viscosity of local environments. By tracking the diffusion of fluorescence dye 

molecule in cells, the heterogeneity in the intracellular viscosity has been investigated 

with fluorescence microscopy imaging 
192-196

. The intracellular molecular diffusion 

evidences the transports and motions of fluorescence probe molecules in the interstitial 
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substance and hence, provides the information of changes in microviscosity in the cell. 

The fluorescence recovery after photobleaching is one of the early-reported techniques 

used for probing molecular diffusion and microviscosity distribution in cell 
185, 197

. In an 

early work published by Jacobson group, the diffusion of microinjected macromolecules 

was measured in the cytoplasm of human fibrolasts by the fluorescence recovery after 

photobleaching (FRAP). By monitoring the molecular diffusion at different locations of 

cytoplasm, they demonstrated the heterogeneity in the viscosities of various elements of 

cytoplasmic structures evidenced by the changes in the measured diffusion coefficient of 

the injected macromolecules. With the detailed understanding of the distribution of 

intracellular microviscosities, they revealed the fact that microenvironments of some 

filamentous structures in cytoplasm such as microtubules and microfilaments possessed 

greater viscosity that could restrict the molecular diffusion 
197

. 

In the past years, a novel biosensor—molecular rotor has been invented and 

widely employed to probe the heterogeneity in microenvironments 
158, 188, 198-200

.  The 

molecular rotor is a fluorescent molecule that forms twisted intramolecular charge 

transfer (TICT) state upon photoexcitation. The emitted fluorescence intensity is 

viscosity-sensitive since the formation of TICT state depends on the microenvironmental 

viscosity of where the rotor molecule diffuses in. the fluorescence lifetime of the 

molecular rotor is thus a function of the viscosity of its microenvironment. The 

distribution of microviscosities of biological complex has been mapped by applying the 

fluorescence lifetime imaging (FLIM) of the molecular rotors 
190, 201

. The fluorescence 

lifetime distribution was obtained by fitting the fluorescence decay in each pixel of the 

image to exponential decay model and the information of environmental heterogeneity 
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existed in biological structures was then acquired by correlating the fluorescence 

quantum yield, fluorescence lifetime of the molecular rotor and the microviscosity 

through Fȍrster-Hoffmann equation 
202

. However, as a limitation of this methodology, the 

calibration curve is needed for the determination of viscosity. A ratiometric fluorescent 

viscosity sensor which possesses a dual-dye configuration has then been developed. One 

of the fluorescent dyes serves as the internal intensity reference whose intensity is 

independent on the environmental viscosity. The second dye molecule which is viscosity-

sensitive, serves as the reporter of local viscosity. This ratiometric sensor provides access 

to the accurate and self-calibrating measurement of microviscosity 
187, 203, 204

. 

The environmental heterogeneity in biological structures has been extensively 

investigated because of its important role in the functions of protein, cells and 

membranes. The research reported so far, however, relies on ensemble measurements 

which are established upon an assumption that the heterogeneity in microenvironments 

does exist and moreover, the distribution of the properties of the structure is constructed 

by fitting the experimental data to a pre-determined distribution. For instance, 

Chattopadhyay and coworkers have conducted a study on the depth-dependent 

heterogeneity in membrane at nanometer dimension by approaching fluorescence lifetime 

distribution along the hydrocarbon chains of the fatty acid-formed bilayer membrane. 

They monitored the fluorescence intensity decay at four different positions of the 

hydrocarbon chains and solved the fluorescence lifetime for each position through NLLS 

fitting to the model of continuous distribution of lifetime. Since the decay kinetics of the 

fluorescent probe molecule involved in the nanoenvironments of membrane generally 

shows a significant level of heterogeneity, the fluorescence lifetime distribution would 
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indicate and characterize the heterogeneity in nanoenvironments of the membrane. In 

order to obtain the lifetime distribution from the limited number of fluorescence lifetime 

(only 4 data points available), the maximum entropy method—a method to achieve the 

optimal distribution of the quantities by taking multiple iterations to minimize χ
2 

value 

and maximize entropy of system, was introduced for constructing the distribution of the 

fluorescence lifetimes 
189

. This makes the measurements of nano/microenvironmental 

heterogeneity indirect. Herein, it is of great interest to develop a methodology that allows 

the direct measurements of the nano/microenvironmental heterogeneity in a system. In 

this chapter, a novel approach of using confocal fluorescence single molecule 

spectroscopy to investigate the environmental heterogeneity inside the nanopores of 

organically-modified silica particles is presented. The distributions in the 

nanoenvironmental polarities and viscosities are directly assessed by single molecule 

ratiometric spectroscopy of a solvatochromic probe and fluorescence correlation 

spectroscopy. Our single molecule approach directly measures the architectural and 

solvation heterogeneities without any a priori hypothesis about the distribution which is 

always required for traditionally ensemble measurements. Since the nanoenvironmental 

properties determine how substrate molecules interact with the nanostructures, this 

approach thus provides an excellent source of information for applications of 

nanostructures and more significantly, serves as a tool to probe the heterogeneity existed 

in biological membranes and live cells which would enhances the understandings of 

biological functions and processes.  
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5.2. Experimental 

5.2.1. Chemicals and materials 

Rhodamine 6G was purchased from Aldrich (Milwaukee, WI). Nile Red was 

obtained from Acros Organics (New Jersey, USA). The chemical structures were listed in 

Figure 3.1. HPLC grade acetonitrile and microscope coverslips (12-545-G, size 50×35 

mm, thickness 0.13-0.17 mm) were purchased from Fisher Scientific (Fair Lawn, NJ). 

Immersion oil (refractive index 1.515) was obtained from Cargille Laboratories Inc. 

(Cedar Grove, NJ). The nanoporous silica particles were purchased from Akzo Nobel – 

EKA Chemicals (Bohus, Sweden). The particles were surface derivatized with C18 

monolayer and endcapped to remove residual silanol groups on the surface. The pore wall 

and the exterior surface are all covered by a layer of C18 hydrocarbon chains. They had a 

nominal diameter of 10 µm, an average pore size of 100 Å, a carbon loading of 17.5% 

and a surface area of 400 m
2
/g. The nanopore surfaces were covered with a C18 layer at a 

density of 3.00 µmol/m
2
. Acetonitrile was sued as the solvent throughout the experiments.  

5.2.2. Instrumentation and measurements 

5.2.2.1. Sample preparation 

Nanoporous silica particles were mixed with solutions (Rhodamine 6G or Nile 

Red in 100% acetonitrile). After thoroughly mixing, 15 µL of the prepared suspension 

was sandwiched between two microscope coverslips and sealed using optical adhesive to 

prevent the movements of particles and solvent evaporation during the experiment. 

Fluorescence impurities inside of the C18-derivatized silica particles were minimized 

following the self-developed “standard” protocol stated in Chapter 3. Few photon bursts 
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were observed for the blank C18-derivatized silica particles. The concentrations of 

fluorescent probes used throughout the experiments were kept at 50 pM, a concentration 

low enough to assure single molecule observation based on Poisson distribution of 

molecules in the confocal probe volume.    

5.2.2.2. Instrumentation and measurements 

 The setup of the confocal microscope used for single molecule spectroscopy has 

been described in the previous chapter and more details can be located in other published 

articles 
112, 118

. In brief, the 514.5 nm laser beam provided by an air-cooled argon ion laser 

(35-LAP-431-220, Melles Griot) was expanded by a beam expander to slightly overfill 

the back of an oil immersion objective with numerical aperture (N.A.) of 1.45 and 100 

times of magnification. The expanded Gaussian beam was introduced into the back port 

of the microscope and reflected by a dichroic mirror (Z514RDC, Chroma). A microscope 

objective (100×, N.A. 1.45) focused the beam to a diffraction-limited spot into the sample 

which was placed on a two-dimensional piezoflexure stage (Physik Instrumente, 

Germany). The three-dimensional movement of the focal point inside the sample was 

achieved by a piezoelectric microscope objective stepper along the axial direction and the 

piezoflexure stage along lateral directions, both with sub-nanometer resolution. The 

emitted fluorescence from Nile Red or Rhodamine 6G was collected by the same 

objective, passed through the dichroic mirror and a long-pass filter at 530 nm (LP 530, 

Chroma), and then focused onto a 50-µm confocal pinhole in the image plane to remove 

the out-of-focus light. The confocal volume has a dimension of ~250 nm in the lateral 

directions and 1 µm in the axial direction 
112, 205

. The confocality is essential in the 

experiments to ensure that the probe volume is completely inside the silica particles to 
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probe molecular motions in the network of pores, without the signal being overwhelmed 

by the solvent 
112

. The fluorescence was collimated with a lens and then split into two 

channels by a dichroic beam splitter (Q625LP, Chroma) in the Nile Red experiments. The 

reflected fluorescence passed through a band-pass filter HQ600/100 nm (centered at 600 

nm with a bandpass of 100 nm) and was focused onto the active area of an avalanche 

photodiode (SPCM-AQ, PerkinElmer Optoelectronics). The transmitted fluorescence 

passed through a band-pass filter HQ650/75 nm (centered at 650 nm with a bandpass of 

75 nm) and was focused onto the active area of a second avalanche photodiode 
118

. Some 

optical components of the instrument were replaced for the collection of the fluorescence 

from Rhodamine 6G in order to maximize the signal collection efficiency according to its 

emission spectrum 
112

. Time-dependent photoelectron pulses for each detector were 

counted by a multichannel scaler (MCS) running on a personal computer.  

The fluorescence autocorrelation functions were evaluated with programs written 

in MatLab (Mathworks Inc., Natick, MA). The autocorrelation functions were fitted with 

nonlinear least squares method (NLLS) in Origin (OriginLab, Northhampton, MA) using 

the Marquardt algorithm.  

5.3. Results and Discussions 

With single molecule spectroscopy and confocal microscopy, this study 

demonstrated a method to investigate environmental heterogeneity at nanometer 

dimension by probing individual molecules diffusing through the nanoporous structures. 

The method allowed direct measurements of heterogeneity in the physicochemical 

parameters of the environments. 
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In the experimental system, the dye molecules randomly diffused through the 

network of nanopores in the particle. When a dye molecule diffused across the probe 

volume of the Gaussian laser beam, it was excited and emitted a burst of photons. The 

shape and intensity of the photon burst were determined by the trajectory of the 

molecular diffusion.  

At the concentration of 50 pM, the probability of finding 0, 1 or 2 molecules in 

the 0.3 fL probe volume are 99%, 0.99% and 0.005%, respectively, according to Poisson 

distribution. The probability of observing more than one molecules simultaneously is 

negligible. Each photon burst in the resulting fluorescence data trace thus signifies an 

individual molecule and contains the information of single molecule diffusion. The 

molecular diffusion is sensitive to local environment, specifically, to the local viscosity. 

By using individual diffusing molecules to probe the changes of viscosity inside 

nanopores, the environmental heterogeneity at nanometer dimension can be explored. 

5.3.1. Fluorescence correlation spectroscopy (FCS) 

Fluorescence data traces collected inside the C18-derivatized nanoporous silica 

particles have the unique characteristic of burst structure for single molecules. In the 

majority of the time, the data trace shows a background signal that is below a few counts. 

When a fluorescent molecule diffuses across the probe volume, a burst of photons 

appears. In the data trace shown in Figure 5.1A, approximately 500 molecules were 

counted within the 1.31second time window. The fluorescence intensity fluctuations in 

the data trace (Figure 5.1A) were attributed to random Brownian diffusion of the 

molecules through the nanopores across the probe volume, and could be correlated to 

reveal the occurrence of molecular diffusion and estimate the average diffusion 
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coefficient of these 500 molecules by fluorescence correlation spectroscopy (FCS). The 

fluorescence autocorrelation function was introduced in the previous chapter. Briefly, it is 

defined as 
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In the case of molecular translational diffusion across the Gaussian distributed probe 

volume, the function is then expressed by a three-dimensional diffusion model 






















2

1

2

4
1

4
1

1
)(

l

DD

N
G






                                                                                          [3.2] 

and the definition of each term in the model were stated in previous chapter.  

Fluorescence data traces were continuously collected for 50 pM Rhodamine 6G in 

solution in acetonitrile and inside wetted nanopores, at the C18/acetonitrile interfaces, 

respectively. Average autocorrelation functions of 100 random-chosen data traces for 

Rhodamine 6G in solution and inside nanopores were both shown in Figure 5.1B. 

According to the figure, the correlation function for molecules inside the nanopores 

displays a longer decay indicating slower diffusion when the molecules move through the 

nanopores compared to free diffusion in the solvent. Nonlinear least squares (NLLS) 

fittings to the three-dimensional diffusion model described by Equation [3.2] were also 

illustrated in Figure 5.1B. Using the known beam parameters ω and l, the diffusion 

coefficient D was determined from the fitting. The slower decay for the autocorrelation 

function of Rhodamine 6G inside of nanopores resulted in a smaller diffusion coefficient. 

It demonstrated the partition of Rhodamine 6G molecules into the C18 monolayer on the 

pore wall surface when they diffused at the interface. The 3-D diffusion model 
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adequately described the decay of the fluorescence correlation function, as indicated by 

the excellent overlap between the data and the fitting function (Figure 5.1B), and the 

residues randomly distributed around zero (Figure 5.1C). 

Additionally, the ratio of the number of molecules diffusing at C18/acetonitrile 

interface to the number of molecules diffusing in the acetonitrile occupied in nanopores 

was estimated, from the partition coefficient of Rhodamine 6G between acetonitrile and 

C18 monolayer, the pore volume and the volume of the C18 layer. In details, the average 

diameter of C18-derivatized pore was about 73 Å and 93 Å for unmodified pore 
116

. With 

an assumption of perfect tubed geometry of nanopores, the ratio of the volume of C18 to 

the volume occupied by acetonitrile inside pore was estimated as 

𝑉𝑐18

𝑉𝑎𝑐𝑒𝑡𝑜𝑛𝑖𝑡𝑟𝑖𝑙𝑒
=

𝜋×(46.52−36.52)×𝐿

𝜋×36.52×𝐿
=

830

1332.2
                                                                          [5.1] 

where L represents the total length of nanopores, 46.5 (Å) and 36.5 (Å) are the average 

radius of C18-derivatized nanopore and underivatized nanopore, respectively.  The 

average distribution constant K for Rhodamine 6G between C18 monolayer and 

acetonitrile was estimated to be about 20 (see Chapter 6 for details). Then the ratio was 

calculated as 

𝑅𝑎𝑡𝑖𝑜 =
# of molecules  at C18/acetonitrile interface

# of molecules  in the acetonitrile occupied in nanopores
=

𝑉𝐶18×𝐾

𝑉𝑎𝑐𝑒𝑡𝑜𝑛𝑖𝑡𝑟𝑖𝑙𝑒
=

830×20

133 2.2
= 12.5   [5.2]. 

It indicated that 92% Rhodamine 6G molecules diffusing through the probe volume 

inside the hydrocarbon C18 layer. In other words, the calculated diffusion coefficients 

accurately reflected the diffusion of individual Rhodamine 6G molecules at the 

C18/acetonitrile interface and specifically characterized the local environments at the 
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interface. The contribution from the Rhodamine 6G molecules in the acetonitrile inside 

the nanopores is negligible.  

5.3.2. Distribution of diffusion coefficients from single molecule fluorescence correlation 

spectroscopy (FCS) 

At each probe location, 200 fluorescence data traces were collected. Each of the 

data traces was analyzed by calculating the correlation function of the fluorescence 

intensity fluctuation and the correlation function was fitted to the 3-D diffusion model.  

The diffusion coefficient of Rhodamine 6G molecules in each data trace was determined. 

The fitting results of 5 representative data traces collected at a single probe location were 

shown in Table 5.1, with the diffusion coefficients and their corresponding uncertainties. 

A very interesting finding was that the diffusion coefficients for each of the 200 data 

trace were significantly different from each other. If the observation time was long 

enough for the 500 molecules to sample all environments in the nanopores, the calculated 

diffusion coefficient would represent an ensemble average of the C18/acetonitrile 

interface. The 200 diffusion coefficients determined from the 200 data traces collected at 

a single probe location would then be identical within experimental errors. The fact that 

the 200 diffusion coefficients were different revealed that (1) the environments inside the 

nanopores were heterogeneous and that (2) the molecules only sampled a small fraction 

of these environments in a single data trace. This presented a tremendous opportunity for 

probing the heterogeneity of the environments in the nanopores. 

In order to construct the distributions of diffusion coefficients of individual 

diffusing Rhodamine 6G molecules to reveal the environmental heterogeneity, 3200 data 

traces were collected in total at the C18/acetonitrile interface to probe the diffusion of 
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Rhodamine 6G molecules. Data was collected from 7 randomly selected particles, 10 

pixels (probe location) in the first particle at a spacing of 0.4 µm/pixel and a pixel in each 

of the other 6 particles. The distributions for two representative pixels were constructed 

and displayed in Figure 5.2A and B. Each distribution was composed of 200 diffusion 

coefficients each evaluated from ~500 diffusing molecules. Although the two pixels 

shows clearly different distributions, as illustrated as their Gaussian fitting curves in 

Figure 5.2C, there could be the possibility that they actually derive from the same 

population of viscosity environments and that 200 data traces are not sufficient to 

represent the entire population space. In other words, the two probed locations may be 

characterized by the same broad viscosity distribution, but the molecules have sampled 

only a fraction of the viscosity environments in both histograms.  

To test this possibility, the efficiency of sampling was evaluated by increasing the 

number of data traces or molecules in the analysis. Figure 5.3 elaborates the testing 

procedure in detail. For example, in Figure 5.3A, 5 of the 200 data traces collected from 

single pixel were randomly selected. The mean and standard deviation of the 5 diffusion 

coefficients were calculated, and the corresponding Gaussian distribution of these 5 

coefficients was plotted. It is important to note that the uncertainty in each coefficient 

from the NLLS fitting (Table 5.1) is about an order of magnitude smaller than the 

standard deviation of the Gaussian distribution. The width of the Gaussian illustrated in 

Figure 5.3A thus reflects the heterogeneity in the viscosity environments sampled by the 

2500 molecules (in five data traces). Another set of five data traces were then randomly 

selected and the corresponding Gaussian distribution was plotted and also shown in 

Figure 5.3A. This process was repeated for 100 times to generate the 100 Gaussian 
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curves in Figure 5.3A. Clearly, each set of 2500 molecules sampled a different viscosity 

population inside the nanopores, characterized by their distinctive means and widths of 

the Gaussian distributions. These results revealed an important picture of the nanoscopic 

environments inside the pores: within the interconnected network of nanopores 

permeating the laser probe volume (~0.3 fL), the nanopores were not built equivalent. 

Although all observed single molecules freely diffused through the entire probe volume, 

their movements were somewhat restrictive in that they traversed specific trajectories in 

the network and encountered different sets of nanopores. The fact that they exhibited 

distinctive diffusion coefficients revealed that the individual nanopores possessed 

completely different nanoviscosity environments. 

Based on this understanding, the number of data traces included in the population 

analysis was increased. With 5, 10, 30, 70, 100 and 190 (an extreme case) data traces, 

corresponding to ~2500, 5000, 15000, 35000, 50000, and 95000 molecules observed, the 

distributions evolved from Gaussians with completely different mean diffusion 

coefficients and widths to converged Gaussian curves with fairly similar means and 

standard deviations. This was attributed to the larger fraction of the nanoviscosity 

population sampled by the greater number of diffusing molecules. Indeed, when the 

number of molecules reached ~50,000, the molecules effectively sampled the entire 

ensemble of the nanoviscosity environments. At this point, any combination of data 

traces would provide the same information about the physicochemical environments in 

the nanopores.  

It was imperative to consider the statistical overlap of the data sampling between 

the distributions in drawing this conclusion. When five data traces were randomly chosen 
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from 200 (Figure 5.3A), the probability that the same data trace was selected for two 

specific Gaussian distribution is very small. When 100 data traces were randomly 

selected from 200 (Figure 5.3E), however, the probability was that any two Gaussian 

distributions in Figure 5.4E might contain 50% overlap in the data traces between them. 

In other words, 50% of the nanoenvironments that the molecules sampled in these 

Gaussians were thus identical, which could naturally make the two distributions more 

similar than those in Figure 5.3A. Importantly, the fact that 50% difference in the data, or 

the nanoenvironments sampled, did not result in significant differences between 

Gaussians suggested that the number of environments sampled in Figure 5.4E approached 

the entire ensemble. 

It was instructive to consider the movements of the molecules inside the 

nanopores in understanding the environment sampling. The silica particles used in the 

experiments have a density of 1 g/mL, indicating that the pores occupy ~60% of the total 

volume of the particles, considering the density of silica is 2.4 g/mL. Within the 0.3 fL of 

the confocal probe volume in single molecule spectroscopy, the nanopores occupy 0.18 

fL of volume while solid silica counts for the rest 0.12 fL. For an average pore diameter 

of 10 nm, the total length of the pores inside the probe volume was then estimated to be 

~2.4 mm. In the single molecule fluorescence correlation spectroscopy experiments 

presented in Figure 5.3, ~500 molecules (photon bursts) were observed in a single data 

trace. Each photon burst was created by a single molecule’s trajectory, starting with the 

entry of the molecule and ending with its departure from the probe volume in its random 

walk through the nanopores. Statistically, on average each molecule has traversed the 500 

nm diameter of the probe volume in the lateral dimensions during the photon burst. When 
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100 data traces were analyzed, 50,000 molecules were observed. These molecules 

traveled 25 mm of distance in the nanopores. In other words, these 50,000 molecules 

sampled up to ten times of the length of all nanopores in the probe volume. This 

oversampling allowed the molecules to visit and report on the viscosity of all the 

nanoenvironments. Statistically, any 50,000 molecules would report on the entire 

population of the heterogeneous sited, which counted for the fact that distributions in 

Figure 5.3E were all similar to each other. 

Single molecule studies have been established to be an excellent method to 

discover the existence of heterogeneous populations and recover the distributions by 

building up the ensemble population with a large number of single molecules. The single 

molecule events, by nature of the experiments and/or the intrinsic characteristics of the 

molecular processes being studied, are generally quite rare. As a consequence, some of 

the population distributions constructed in single molecule studies consist of tens of 

molecules, or hundreds of molecules. An interesting question is if sufficient number of 

molecules has been observed to sample all the heterogeneous sites/conformations of the 

ensemble. In other words, is the population constructed truly the ensemble population, or 

is it a subset of the ensemble? Is it necessary to observe 1000 molecules? If the system is 

truly random, with all the sites equally approachable during the observation time, the 

same distribution is constructed regardless of the number of molecules; a larger number 

of molecules would only help reveal more details of the distribution.  If the system has a 

structure that somewhat restricts the accessibility of all sites at the experiment time scale, 

it becomes necessary to observe a large number of molecules in order to access the 

ensemble population. Figure 5.3 outlines a good protocol to check the ensemble 
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population. Once the all subpopulations become identical, the ensemble population has 

been reached, as in Figure 5.3E. Clearly, over 50,000 molecules need to be observed in 

this experiment to adequately construct the total population of sites in the nanopores. 

Figure 5.3 demonstrates the power of using single molecule diffusion to decipher the 

heterogeneity in the nanoenvironmental properties. Single molecule diffusion directly 

reports the distribution of nanoviscosity.  This information is not available from ensemble 

experiment, which would typically provide information on the average viscosity of all the 

nanoenvironments.   

With the knowledge that 100,000 molecules in the 200 data traces effectively 

sampled the entire population of nanoviscosities, the two distinctive distributions in 

Figure 5.2 A and B pointed to different distributions of nanoenvironments within two 

pixels. With a broader distribution centered at higher diffusion coefficient (shown in 

Figure 5.2C), pixel 1 in particle 3 shows generally lower viscosities and more 

heterogeneous nanoenvironments. 

Population analysis was performed for all 16 pixels in seven silica particles. 

Based on the diffusion coefficient distribution summarized in Table 5.2, it is concluded 

that (1) the nanoviscosities of the local environments in which the Rhodamine 6G 

molecules diffuse change dramatically. It suggests that the environmental heterogeneity 

exists for each single pixel; (2) the level of heterogeneity is high and fairly uniform 

across the pixels, with the relative standard deviations (RSD) of distribution close to 26% 

for all pixels; (3) the environment exhibits heterogeneity between pixels as signified by 

their substantially different average diffusion coefficients.  
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5.3.3. Distribution of nanoviscosity 

5.3.3.1. Construction of nanoviscosity distributions 

With known diffusion coefficients, the viscosities of the local environments were 

estimated from the Stoke-Einstein equation 
206

: 

𝐷 =
𝑘𝐵𝑇

6𝜋𝜂𝑟
                                                                                                                                     [5.3] 

where kB is the Boltzmann’s constant, T is the absolute temperature, η is the viscosity of 

the medium, r is the solvated radius of Rhodamine 6G molecule and D is the diffusion 

coefficient of Rhodamine 6G molecule in the medium 
206, 207

. An environmental viscosity 

was calculated for each diffusion coefficient from each data trace. The nanoviscosity 

distributions of the two pixels in Figure 5.2 A and B were then constructed and presented 

in Figure 5.4A and B, correspondingly.  

5.3.3.2. Interpretation of nanoenvironmental heterogeneity origins 

The heterogeneity in the nanoenvironmental properties arise from the intrinsic 

structure of the nanopores and of the solid-liquid interface. In the interconnected network 

of nanopores inside the silica particles, the architecture dictates the existence of 

heterogeneous sites—architectural heterogeneity. It is expected that the density of the C18 

chains in the organic layer is higher along the straight nanopores and lower at the curved 

surfaces at the junctions where the nanopores connect. Wirth and coworkers have shown 

that the viscosity in the densely packed hydrocarbon core of micelles is an order of 

magnitude higher than that of the solvent 
208

. The surface density of hydrocarbon chains 

in the nanopores is 3 µmol/m
2
 for these particles. In the straight nanopore regions, the 

tails of the hydrocarbon chains extend into the nanopore space, and occupy a slightly 
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smaller area than their “roots". This geometry results in a high density packing of the C18 

chains creating sites with high nanoviscosities. On the other hand, at the corners of the 

intersections where nanopores connect, the C18 chains extend out of the curved surface. 

The tails of the hydrocarbon chains occupy a larger surface area than the “roots”, creating 

sites with sparser packing and correspondingly lower viscosities. The second source of 

the nanoenvironmental heterogeneity originates from the C18-acetonitrile interface—

solvation heterogeneity. Although the highly hydrophobic environment in the C18 layer 

prevents the polar solvent acetonitrile from thoroughly partitioning into the hydrocarbon 

phase, the solvent molecules can penetrate into the outer region of the C18 hydrophobic 

layer. These solvent molecules result in a reduced viscosity. The inclusion of solvent 

molecules is at the highest concentration at the outermost carbon and decreases 

continuously along the carbon chain towards the silica surface. The gradient of solvent 

molecules creates a gradient in nanoviscosity along the carbon chains, as illustrated in 

Figure 5.5. When a fluorescent molecule diffuses through the pores, it samples the 

nanoenvironments and reports the nanoviscosity distribution (Figure 5.4). Since the 

fluorescent probe Rhodamine 6G is positively charged, it stays at the solvent- C18 

interface and does not partition deeply into the C18 phase. The distribution of 

nanoviscosity in the Rhodamine 6G experiments thus primarily reveals the heterogeneity 

in the nanopore architecture, but not the solvation in the C18 phase. This is evidenced by 

the distinctive diffusion coefficients reported by the single molecules when they sample 

different sampled different subpopulations of the nanopores in Figure 5.3A.  
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5.3.4. Distribution of nanopolarity from ratiometric single molecule spectroscopy 

To assess solvation heterogeneity, a fluorescent probe that could be solvated in all 

nanoenvironments was required to sample the entire population. A charged probe such as 

Rhodamine 6G, though an excellent reporter of the distribution in architectural sites, was 

primarily located at the spatial region right between the solvent and the hydrophobic C18 

layer, with its hydrophobic moiety buried in C18 and its charged side extended into the 

polar acetonitrile solvent. A neutral fluorophore presented a good choice for probing 

solvation heterogeneity as it could be positioned at all locations inside the C18 layer. As 

the solvation gradient along the hydrocarbon chain of the C18 layer would a gradient in 

nanopolarity, a polarity-sensitive solvatochromic fluorophore, Nile Red, was employed as 

the probe molecule in single molecule ratiometric measurements.  

As illustrated in Figure 5.6, the fluorescence emission spectrum of Nile Red 

shows a red shift when environmental polarity is elevated, with a concurrent reduction in 

fluorescence quantum yield 
118

. This bathochromic effect was captured by ratiometric 

single molecule fluorescence spectroscopy. The fluorescence emission of Nile Red was 

split into two wavelength regions collected in two separate detection channels. The ratio 

of fluorescence intensities at the short-wavelength region (centered at 600 nm, I600) and 

the long-wavelength region (centered at 650 nm, I650) was shown to decrease with 

increasing environmental polarity 
118

 and was defined as the polarity ratio R. As only a 

few tens of photons were detected in each transient photon burst when a molecule 

diffused through the confocal probe volume, it was impractical to measure the entire 

emission spectrum of each individual molecule. Instead, the photons were integrated in 
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the two wavelength regions in ratiometric single molecule spectroscopy to capture the 

spectral shifts at the highest signal-to-noise ration possible.  

In ratiometric single molecule measurements, 50 pM Nile Red in 100% 

acetonitrile permeated into the nanopores in the silica particles whose wall surface was 

lined with a C18 layer. A total of 1200 fluorescence data traces, evenly distributed in 6 

different pixels (200 data traces/pixel), were collected to probe the diffusion of single 

Nile Red molecules at the C18/acetonitrile interface. The fluorescence correlation analysis 

has been performed for all the 1200 photon-burst data traces to treat the diffusion of 

single Nile Red molecules. The distributions of diffusion coefficients were resolved and 

summarized in Table 5.3. 

Results in Table 5.3 demonstrate that (1) the nanoviscosities of the local 

environments in which Nile Red molecules diffuse are much higher than that of 

Rhodamine 6G molecules, evidenced by the slower average diffusion coefficients of Nile 

Red, although the two molecules are of similar size; (2) the relative standard deviations 

of the distributions for all six pixels are between 50% and 61%, much broader than the 

26% for Rhodamine 6G. This phenomenon was attributed to the higher level of 

heterogeneity of the nanoenvironments that Nile Red molecules probed. 

The polarity ratio (R) was characterized as the photon counts collected in the 

short-wavelength channel (I600) ratioed to the photon counts collected in the long-

wavelength channel (I650) for each individual molecule, expressed as 

𝑅 =
𝐼600

𝐼650
                                                                                                                           [5.4]. 

According to this equation, when Nile Red molecule diffuses in a high-polarity 
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environment in the nanopores, the fluorescence emission spectrum shifts to longer 

wavelength, associated with a low intensity ratio R(I600/I650). When Nile Red molecule 

diffuses in low-polarity environment, R(I600/I650) increases. Polarity calibration was 

performed using a series of solutions of 1 µM Nile Red in acetonitrile-water mixture 

ranging from 100% to 50% acetonitrile. A relationship between the intensity ratio 

R(I600/I650) and polarity index was also established 
116

. In brief, the polarity index for the 

binary mixtures was calculated as 

𝑃𝑚𝑖𝑥𝑡𝑢𝑟𝑒
′ = 𝛷𝑊𝑃𝑊

′ + 𝛷𝐴𝐶𝑁𝑃𝐴𝐶𝑁
′                                                                                                 [5.5] 

where ΦW and ΦACN represent the volume fractions of water and acetonitrile in the 

mixture. P
’
W and P

’
ACN are the polarity indices of water, 10.2, and acetonitrile, 5.8, 

respectively. Additionally, the R(I600/I650) values for Nile Red in 100% octane, 

acetonitrile-wetted nanoporous silica particles with and without C18 layers were also 

measured to be 4.5, 1.3 and 0.8 respectively, to indicate the low polarity in a hydrocarbon 

environment, the polarity at the C18/acetonitrile interface and the polarity at the bare 

silica/acetonitrile interface. The constructed calibration curve 
116

 clearly illustrates that as 

the water content and the polarity of the acetonitrile-water mixture increases, the intensity 

ratio R(I600/I650) decreases monotonically. This calibration demonstrated the R(I600/I650) as 

an appropriate index for environmental polarity.  

To assess the nanoenvironments, first of all, distributions of diffusion coefficients 

of Nile Red molecules were constructed for each pixel. A representative distribution for a 

single pixel shown in Figure 5.7A reveals some essential characteristics: (1) The broad 

distribution indicates the existence of environmental heterogeneity in which the Nile Red 

molecule diffuses; (2) Compared to Rhodamine 6G, Nile Red molecule exhibits slower 



 
125 

 

diffusion at C18/acetonitrile interface since its average diffusion coefficient is ~8.81×10
-7

 

cm
2
s

-1
 (Table 5.3), slower than the diffusion coefficient of Rhodamine 6G (~1.24 x 10

-6
 

cm
2
 s

-1
, Table 5.2). Considering the similarity in sizes of the Nile Red and Rhodamine 6G 

molecules, this observation suggested that Nile Red molecules on average diffused in the 

environments of higher local viscosity. As illustrated in Figure 5.5, at the C18/acetonitrile 

interface on the nanopores wall, acetonitrile molecules penetrate into the C18 layer. The 

nanopolarity decreases along the direction of penetration since the amount of solvated 

acetonitrile decreases at deeper penetration depth. Meanwhile, the nanoviscosity 

increases, resulting in slower molecular diffusion. With the results of single molecule 

FCS, it was concluded that the Nile Red molecules indeed were distributed deeper into 

the C18 layer than the Rhodamine 6G molecules as evidenced by the slower diffusion. 

This partitioning of Nile Red molecules along the hydrocarbon chains provided an 

opportunity to access the depth-dependent heterogeneity at the interface—the solvation 

heterogeneity. 

The distributions of diffusion coefficients of Nile Red molecules and that of the 

Rhodamine 6G molecules at the C18/acetonitrile interface were then compared. Five 

hundred data traces for Nile Red and Rhodamine 6G molecules were randomly selected 

out from the entire acquired data pool. Each data trace was analyzed by calculating the 

fluorescence autocorrelation function and fitting to the 3-D diffusion model (Eq. [3.2]).  

The distributions of the resultant diffusion coefficients were constructed and compared in 

Figure 5.7B. For the purpose of visualization, these two histograms were fitted to 

Gaussian distributions. With a broader distribution of diffusion coefficients for Nile Red 

molecule, Figure 5.7B clearly presents a higher level of environmental heterogeneity for 
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Nile Red molecules diffusing at the C18/acetonitrile interface. The details of the 

distributions were summarized in Table 5.4. A corresponding schematic diagram 

illustrating the differences in the molecular behaviors of Nile Red and Rhodamine 6G 

molecules at C18/acetonitrile interface was also presented in Figure 5.8.  

According to Table 5.4 and Figure 5.8, the broader distribution for Nile Red 

molecule, as expressed as the relative standard deviation of the Gaussian fitting curve, 

originate from the fact that Nile Red is able to penetrate deeply into the C18 layer instead 

of just staying at the interface (Figure 5.8A). So it can probe the heterogeneity along the 

C18 chain—solvation heterogeneity, in addition to the architectural distribution. While 

Rhodamine 6G molecule only diffuses at the C18/acetonitrile interface and almost 

exclusively reports the architectural heterogeneity due to its positive charge (Figure 

5.8B). Although it was impractical to directly measure the solvation heterogeneity alone, 

because the molecules always probed the heterogeneous architecture inside the 0.3 fL 

confocal probe volume, Nile Red and Rhodamine 6G probes together provided the 

possibility of estimating the solvation heterogeneity. With the assumption that the 

nanopores architecture and solvation were two independent sources of heterogeneity, the 

variance in the Nile Red distribution, denoted as S
2

Nile Red , was then the sum of variances 

from the two sources. The relative standard deviation in solvation heterogeneity (Ssolvation) 

was estimated from the variance in architectural heterogeneity (SRhodamine 6G) and the 

variance in both architecture and solvation heterogeneity (SNile Red): 

𝑆𝑁𝑖𝑙𝑒 𝑅𝑒𝑑
2 = 𝑆𝑅ℎ𝑜𝑑𝑎𝑚𝑖𝑛𝑒 6𝐺

2 + 𝑆𝑠𝑜𝑙𝑣𝑎𝑡𝑖𝑜𝑛
2                                                                                      [5.6]. 

Ssolvation was estimated to be 47.6% based on the 28.7% for architectural (SRhodamine 6G) and 

55.6% for both architectural and solvation (SNile Red) heterogeneities (Table 5.4). Although 
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the two environmental characteristics were likely not independent, for example, the high 

and low density sites (straight nanopores and the corners in the nanopore network) would 

have quite different solvation properties, this evaluation provided an estimation of the 

level of heterogeneity generated by solvation process. Specifically, it appeared that the 

nanopore architecture and the solvent penetration contributed to the nanoenvironmental 

distribution at a similar extent. 

As one of the pronounced advantages for the single molecule measurements, this 

methodology provided sufficient spatial and temporal resolution, as well as sensitivity to 

approach the nanometer scaled gradient of depth-dependent heterogeneity at the 

C18/acetonitrile interface through the correlation between nanopolarity and diffusion 

coefficient. Figure 5.9 shows the distribution of fluorescence intensity ratio R(I600/I650) of 

Nile Red photon bursts for 200 randomly selected data traces. With the calculated 

R(I600/I650) values ranging from 0.25 to 8.00, the figure clearly states that the diffusing 

molecules are able to scan over the entire polarity range elaborated in calibration curve 

within the time period of one data trace. It also signifies that the entire profile of 

heterogeneous nanopolarity at the interface can be thoroughly described by the individual 

diffusing molecules in one data trace. Since burst with different ratio R(I600/I650) indicates 

the molecular diffusion in the environment with different nanopolarity, in order to 

correlate the nanopolarity to diffusion coefficient, photon bursts in the data trace were 

firstly divided into five different groups according to their R(I600/I650) values. The 

boundaries of R(I600/I650) values for the five groups were listed in Table 5.5. The 

boundaries were designed to resolve the information of molecular diffusion in the 

signature polarity regions which were also referred to in Table 5.5. The diffusion 
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coefficients of Nile Red molecules of the 5 grouped polarity regions were then intended 

to be approached. Practically, to obtain the diffusion coefficient of the Nile Red 

molecules diffusing in a certain polarity region, the group of photon bursts within the 

assigned region based on their R(I600/I650) value was selected out, followed by calculating 

the autocorrelation function of the intensity fluctuations associated with the selected 

bursts and the fitting of calculated results to the 3-D diffusion model. The burst selection 

process was performed with a program written in Matlab (Mathworks Inc., Natick, MA). 

The diffusion coefficients of Nile Red molecules diffusing in the five polarity regions 

were respectively extracted from the original data traces as the method describe above. 50 

randomly selected fluorescence data traces were analyzed to demonstrate the 

reproducibility of the results. According to the data listed in Table 5.5, the correlation 

between nanopolarity and diffusion coefficient were plotted in Figure 5.10. The figure 

demonstrates the decrease in diffusion coefficient with the decrease in nanopolarity at the 

C18/acetonitrile interface.  The significance of this curve was concluded as (1) it 

demonstrated the existence and nature of environmental heterogeneity by elaborating the 

gradient of nanopolarity along the penetration direction of Nile Red molecule/acetonitrile 

into C18 layer at nanometer dimension; (2) it served as the calibration to achieve the 

quantitation of the depth-dependent heterogeneity at the C18/acetonitrile interface through 

the measurement of diffusion coefficient of individual dye molecules.  

5.4. Conclusions 

In this work, a powerful approach to probe the nanoenvironmental heterogeneity 

in nanopores using single molecule fluorescence measurements has been established. 

Environmental heterogeneity has been explored extensively because it plays an important 
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role in the biological functions of proteins, vesicles and membranes. The studies so far, 

however, have relied upon bulk measurements. The ensemble measurements have 

necessitated that a hypothesis is made that environmental heterogeneity does exist in the 

system and the experimental data are fit with a predetermined distribution. The single 

molecule approach stated in this work directly (1) reveals if a distribution of 

nanoenvironments exists and (2) measures the shape and nature of the distribution. 

Although it is intuitive that in biological structures, protected hydrophobic regions, such 

as the interior of a protein molecule and the central region of a membrane possess lower 

polarity and higher viscosity than the interfacial regions, such as the solvent exposed 

surfaces where water inclusion occurs, it is difficult to measure the two biophysical 

parameters simultaneously. Our single molecule approach provides a direct correlation 

between the nanoenvironmental polarity and viscosity. Significantly, since the two 

environmental parameters are with the same probe (Nile Red) in the same experiment, the 

correlation directly validates the long-standing hypothesis that the same structural 

feature—the inclusion of the solvent molecules—is responsible for the gradients in 

nanopolarity and nanoviscosity. With this capability, it is envisioned that the single 

molecule ratiometric spectroscopy can become an excellent tool of information for 

biological structures and nanosystems. 
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Table 5. 1 Fitting results of five representative data traces 

Trace Number D (cm
2
/s) Error (D) R

2
 

1 1.035×10
-6

 0.042×10
-6

 0.96 

2 2.081×10
-6

 0.083×10
-6

 0.98 

3 1.580×10
-6

 0.072×10
-6

 0.96 

4 1.270×10
-6

 0.056×10
-6

 0.96 

5 0.965×10
-6

 0.033×10
-6

 0.97 
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Table 5. 2 Distributions of diffusion coefficients of Rhodamine 6G in the 16 spatial 

locations 

Particle 

number 

Pixel 

number 
Average D (cm

2
/s) 

Standard deviation of 

D (cm
2
/s) 

Relative standard 

deviation (%) 

1 1 1.183×10
-6

 0.360×10
-6

 30.4 

 2 1.179×10
-6

 0.279×10
-6

 23.7 

 3 1.084×10
-6

 0.250×10
-6

 23.1 

 4 1.011×10
-6

 0.231×10
-6

 22.8 

 5 0.925×10
-7

 0.225×10
-6

 24.3 

 6 1.328×10
-6

 0.377×10
-6

 28.4 

 7 1.389×10
-6

 0.364×10
-6

 26.2 

 8 1.422×10
-6

 0.330×10
-6

 23.2 

 9 1.355×10
-6

 0.345×10
-6

 25.4 

 10 1.216×10
-6

 0.246×10
-6

 20.2 

2 1 1.271×10
-6

 0.392×10
-6

 30.9 

3 1 1.550×10
-6

 0.438×10
-6

 28.3 

4 1 1.339×10
-6

 0.326×10
-6

 24.3 

5 1 1.146×10
-6

 0.323×10
-6

 28.2 

6 1 1.177×10
-6

 0.351×10
-6

 29.8 

7 1 1.210×10
-6

 0.332×10
-6

 27.5 

Global average 1.237×10
-6

 0.323×10
-6

 26.1 
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Table 5. 3 Distributions of diffusion coefficients of Nile Red molecules 

Particle 

number 

Pixel 

number 
Average D (cm

2
/s) 

Standard deviation of 

D (cm
2
/s) 

Relative standard 

deviation (%) 

1 1 9.62×10
-7

 4.85×10
-7

 50.4 

 2 9.44×10
-7

 4.96×10
-7

 52.5 

 3 8.32×10
-7

 4.53×10
-7

 54.4 

 4 9.43×10
-7

 4.76×10
-7

 50.4 

2 1 7.99×10
-7

 4.85×10
-7

 60.7 

 2 8.05×10
-7

 4.94×10
-7

 61.4 

Global average 8.81×10
-7

 4.82×10
-7

 54.7 
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Table 5. 4 Comparison between the distributions of diffusion coefficients of Rhodamine 

6G and Nile Red 

Probe 

molecule 

Average D 

(cm
2
/s) 

Standard 

deviation of D 

(cm
2
/s) 

Relative 

standard 

deviation (%) 

physical significance of 

RSD 

Rhodamine 

6G 
1.33×10

-6
 3.83×10

-7
 28.7 

Srhodamine 6G: architectural 

heterogeneity 

Nile red 8.45×10
-7

 4.70×10
-7

 55.6 
SNile red: architectural and 

solvation heterogeneity 
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Table 5. 5 Summaries of the five different polarity regions for nanopolarity studies 

Region 

number 
R(I600/I650) 

Average 

R(I600/I650) 

Average D 

(cm
2
/s) 

Signature of polarity 

region 

1 0.25-1.05 0.83 1.08×10
-6 

Silica/acetonitrile 

interface: environment 

with high polarity 

2 1.05-1.25 1.15 9.32×10
-7

 C18/acetonitrile 

interface: environment 

with medium polarity 3 1.25-1.65 1.42 7.87×10
-7

 

4 1.65-2.75 1.99 6.85×10
-7

 
Transitional region: 

environment with low 

polarity 

5 2.75-8 4.45 6.35×10
-7

 
100% Octane: apolar 

environment 
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Figure 5. 1 Single molecule fluorescence in nanopores 

 

Note: (A) A fluorescence data trace showing photon bursts; (B) Average autocorrelation 

functions of 100 data traces and the NLLS fittings to the 3-D diffusion model; (C) 

Corresponding residual plots. 
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Figure 5. 2 Distributions of diffusion coefficients of Rhodamine 6G for two 

representative pixels 

 

Note: (A) Distribution for particle 1, pixel 2; (B) Distribution for Particle 3, pixel 1; (C) 

Corresponding Gaussian fitting curves for the two distributions.  
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Figure 5. 3 100 replicates of Gaussian distributions of diffusion coefficients 

 

Note: 100 replicates of Gaussian distributions of diffusion coefficients for 5 (A), 10 (B), 

30 (C), 70 (D), 100 (E) and 190 (F) randomly selected data traces.  
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Figure 5. 4 Distributions of nanoviscosities 

 

Note: Distributions of nanoviscosities for particle 1, pixel 2 (A) and particle 3, pixel 1 

(B).  
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Figure 5. 5 Illustration of architectural and solvation heterogeneities at C18/acetonitrile 

interface   
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Figure 5. 6 Ratiometric measurement of single molecule fluorescence of Nile Red 

molecule 

 

Note: Red shift in fluorescence emission spectrum of Nile Red when the environmental 

polarity is increased. The emitted photons are separately collected in two detection 

channels. One collects photons in short-wavelength region (centered at ~600 nm, 

I600) and the other collects photons in long-wavelength region (centered at ~650 nm, 

I650). The ratio of I600 to I650, known as polarity ratio R, is inversely proportional to 

environmental polarity.   

Source: adapted from 
118

. 
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Figure 5. 7 Distribution of diffusion coefficients of Nile Red and its comparison to that of 

Rhodamine 6G  

 

Note: (A) The distribution of 200 diffusion coefficients of Nile Red at a representative 

pixel; (B) Comparison between distributions of 500 random-selected diffusion 

coefficients from entire data pool for Rhodamine 6G and Nile Red at the 

C18/Acetonitrile interface.  
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Figure 5. 8 Schematics of molecular behaviors of Nile Red and Rhodamine 6G at 

C18/Acetonitrile interface 

 

Note: Molecular behavior of Nile Red (A) and Rhodamine 6G (B) at C18/Acetonitrile 

interface. NR and R6G are Nile Red and Rhodamine 6G, respectively. And ACN 

represents acetonitrile.  
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Figure 5. 9 Histogram of fluorescence intensity ratio R(I600/I650) of Nile Red photon 

bursts for 200 data traces collected at a representative pixel 
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Figure 5. 10 Correlation between diffusion coefficient D and nanopolarity indicated by 

R(I600/I650)  
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CHAPTER 6                                                                                                           

INVESTIGATION OF ∆G DISTRIBUTION IN NANOPOROUS SILICA PARTICLES 

WITH CONFOCAL IMAGING 

6.1. Introduction 

Nanoporous silica materials have attracted great interest in the fields of chemical 

separation and catalysis due to several remarkable features such as high surface area-to-

volume ratio, flexible modification of surface, size-tunable network of nanopores as well 

as the thermal and chemical stability.  

With large contact surface areas which lead to significant improvement of 

reaction efficiency, nanoporous silica materials have been widely employed as solid 

support for inorganic, organic, nanoparticle-based and enzymatic catalysis 
209-213

. The 

first application of using nanoporous silica as solid-support in catalysis was reported by 

Aida in 1999. They developed a modern methodology to synthesize size controlled 

crystalline nanofibers with high molecular weight by nanoporous silica supported 

polymerization of ethylene 
214

. Ever since the success of this work, more potentials of 

nanoporous silica materials in catalysis have been continuously discovered and employed 

in various types of catalytic reactions 
215-218

.  In recent years, nanoparticle-based catalysts 

supported by mesoporous silica have drawn significant amount of attention. The catalytic 

nanoparticles along with mesoporous channels employing the confinement effect and 

acting as nano-reactors exhibit superior catalytic activities in many types of catalytic 

reactions such as the aerobic oxidation of alcohols and biomass conversions 
219-221

. The 

most commonly used mesoporous silica materials for this purpose are MCM-41 and 

SBA-15. Both of them have ordered mesoporous silica (OMS) structures 
222

. For the 
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manufacturing of catalytic Au nanoparticles, for example, the solid support MCM-41 or 

SBA-15 is firstly mixed into HAuCl4 solution overnight to allow HAuCl4 molecules to 

diffuse into the network of mesopores and deposit uniformly onto the porous surface. 

NaBH4 is then subsequently introduced into the pores for the reduction of Au (III). Yang 

and coworkers investigated the catalytic efficiency of aerobic oxidation of 1-

Phenylethanol and its paraderivates by using the home-synthesized mesoporous silica 

supported Au nanoparticles as the catalyst. 
219

 According to their results, the conversion 

efficiency catalyzed by mesoporous silica supported Au nanoparticles was 3 times higher 

than that catalyzed by soluble palladium complex. In a recent study in 2015, the 

researchers further adopted the mesoporous silica supported Au and AuCu nanoparticles 

for plasmonic photocatalysis by investigating the reaction rate improvement of glycerol 

oxidation assisted by visible light 
223

. This work demonstrated that nanoparticles 

supported by monodisperse mesoporous silica spheres exhibited much higher catalytic 

activity than that supported by traditional OMS materials.  

As demonstrated in these studies, nanoporous silica acts as a superior solid 

support in catalysis. Its porous structure provides high capacity of reaction sites for 

reactants to deposit onto the surface of network of nanopores. Each reaction site is then 

considered as a nano-reactor where catalytic reaction occurs. It has been proposed that 

the difference in properties of nanoporous silica such as type of functionalized layer, 

surface coverage density and pore size could significantly contribute to the heterogeneity 

in overall catalyst and eventually lead to the variation in catalytic activity 
224

. Even 

though the synthesis techniques for nanoporous silica materials have been improving 

over time, the inherent pore size distribution and the resulting heterogeneity after surface 
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modification still make the material “inhomogeneous” 
225

 . These “inter-piece” and 

“intra-piece” heterogeneities in the microscopic environments of nanoporous silica solid 

supports for catalysis are of great interests to investigate for addressing the existence of 

heterogeneity in catalytic activity and its fundamental origins.  

On the other hand, nanoporous silica particles are also widely employed as the 

stationary phase in chromatographic separation. Different separation modes require 

specific surface modification of nanoporous silica particles. Octadecylsilyl (C18)-

modified nanoporous silica particle, for instance, is extensively used in reversed-phase 

liquid chromatography (RPLC). Despite years of developments and applications in both 

academic and industrial fields, band broadening persistently remains as one big issue. It 

leads to poor resolution and reduction of separation efficiency. The three well-known 

sources for band broadening are (1) different paths for molecules’ diffusion throughout 

the column, (2) longitudinal diffusion and (3) insufficient time for target molecules to 

achieve chemical equilibrium between the mobile phase and stationary phase. An 

inherent assumption of this theory is that all particles are uniform and chemically and 

physically identical.  

It has been noted that all modified adsorbent surfaces are heterogeneous because 

foreign elements of the bulk material would tend to segregate at the surface 
225

. Gritti 

revealed the existence of heterogeneous adsorption sites located not only on the exposed 

silanol groups on the surface but also inside the hydrocarbon chains of the modified 

nanoporous silica particles. Intuitively, the naturally existing heterogeneity in 

physicochemical properties of the stationary phase can be a significant origin of band 

broadening in chromatographic separation. Tremendous researches have been conducted 
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towards the heterogeneity in physicochemical properties of nanoporous silica particles in 

order to have deeper understanding of band broadening issue. The polarity of stationary 

phase – a physical parameter directly related to the retention in chromatographic 

separation is the most popular area and has been studied in different ways 
226-228

. Zhong 

and Geng reported the polarity distribution in the microenvironment of C18 modified 

stationary phase by using fluorescence confocal ratiometric imaging. They used a 

polarity-sensitive fluorescent dye molecule as the reporter of local environments. This 

work well explained the microscopic origins of band broadening in separation.
118

 Other 

imaging techniques such as atomic force microscopy and photographic imaging have 

been utilized to characterize the outer surface structure of silica particles, and to monitor 

the separation process at large (mm) scales 
229, 230

.  

In summary, the heterogeneity in physicochemical properties of silica materials 

plays a significant role on catalytic efficiency of nanoporous silica-supported catalysis as 

well as the chromatographic separation efficiency. To fully optimize the functional 

properties and maximize the efficiency of these materials, it is crucial to achieve an in-

depth understanding of physicochemical properties and their distributions of nanoporous 

silica.  

In this chapter, the investigation on ∆G distribution of microenvironments of C18 

modified nanoporous silica particles is carried out by both laser scanning confocal 

microscopy imaging and stage scanning confocal microscopy imaging. This work brings 

in-depth understanding of microscopic origin of heterogeneity in nanoporous silica 

materials and provides a quantitative assessment of the level of heterogeneity. 



 
149 

 

Furthermore, it fundamentally explains the previous-mentioned phenomenon in catalytic 

activity and band broadening since ∆G governs the chemical processes at the interface. 

6.2. Experimental 

6.2.1. Chemicals and materials 

Rhodamine 6G was purchased from Sigma Aldrich (Milwaukee, WI) and its 

chemical structure was shown in Figure 3.1. HPLC grade acetonitrile and microscopic 

coverslips (12-545-G, size 50×35 mm, thickness 0.13-0.17 mm) were purchased from 

Fisher Scientific (Fair Lawn, NJ). The coverslips were thoroughly cleaned and rinsed 

with deionized water produced by a MilliQ system (MilliQ-Plus, Millipore, Bedford, 

MA) before use. The optical glue (NOA 68) used for sealing sample slides was obtained 

from Norland products (Cranbury, NJ). Immersion oil (type LDF) with refractive index 

of 1.51 (Cargille Laboratories Inc., Cedar Grove, NJ) was used for confocal microscopic 

imaging. 

The Luna C18-derivatized nanoporous silica particles were obtained from 

Phenomenex (Torrance, CA) as a gift. The physicochemical properties of the particles 

provided by the manufacturer were summarized in Table 3.1.  

6.2.2. Instrumentation and measurements 

6.2.2.1. Loading of Rhodamine 6G into C18-derivatized nanoporous silica particles 

10 µM Rhodamine solution was freshly prepared with HPLC grade acetonitrile 

upon use. 0.09949 g of particles were weighted out an using analytical balance (Mettler 

Toledo, AG245, Columbus, OH) and mixed with 3 mL of Rhodamine 6G solution in a 

vial. The vial was vortexed using a vortex mixer (Fisher Scientific, Pittsburgh, PA) at 900 
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rpm for 1 min, followed by slow mixing with a rotatory mixer (Glas-Col
®

, Terre Haute, 

IN) at 100 rpm overnight to ensure the equilibrium of Rhodamine 6G molecules between 

particle interfaces and acetonitrile solvent. The vial was covered with aluminum film to 

avoid potential photobleaching of the fluorescent molecules. 

6.2.2.2. Imaging of the loaded particles 

The ΔG distribution of the particles was investigated by two different fluorescent 

confocal microscopy systems. The preliminary study was performed using the home-built 

stage-scanning confocal microscope system with capability of single molecule detection. 

The schematic diagram was shown in Figure 3.2. Generally, the 514.5 nm excitation light 

beam was generated by an air-cooled argon ion laser. Neutral density filters were 

employed to reduce the laser power to 0.3 mW. A 100X oil-immersion microscope 

objective with numerical aperture (NA) of 1.45 was used as the condenser and for 

fluorescence light collection. To achieve selection and efficient detection of Rhodamine 

6G’s fluorescence emission, a 560 nm bandpass filter with a bandwidth of 55 nm (Omega 

Optical, 560RDF55) and an avalanche photodiode (APD) (SPCM-AQR, PerkinElmer 

Optoelectronics) were applied in the emission channel. A 50 µm confocal pinhole 

provided a lateral image resolution of ~ 250 nm and an axial resolution of ~ 1 µm.  

The following in-depth investigations were conducted with a commercial 

confocal microscope Zeiss LSM710 (University of Iowa Central Microscopy Research 

Facility) for its convenience in operation and image construction. Concisely, this 

commercial microscope has an upright laser-scanning configuration, and is equipped with 

a pigtail-coupled laser providing 6 options of excitation wavelength in visible light range 

from 405 nm up to 633 nm. The 514 nm laser beam and a 63x oil-immersion microscope 
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objective were selected for fluorescence imaging in this work. A low noise, high 

sensitivity 32-channel PMT was used for detection. 

6.2.2.3. Imaging system calibration 

The Zeiss LSM710 confocal microscopic imaging system was calibrated using a 

series of Rhodamine 6G solutions with a broad range of concentrations, from 3.3 µM up 

to 250.0 µM. The concentration range of Rhodamine 6G solutions for calibration was 

determined with consideration to fully cover the concentration range of Rhodamine 6G 

molecules in particles. The details will be elaborated in a later section.   

A standard stock Rhodamine 6G solution with concentration of 1000 µM was 

freshly prepared. The diluted solution at each specific concentration was then prepared by 

incrementally adding drops of the stock solution with a pipette (Eppendorf Research, 10- 

100 µL). In the meanwhile, 30 µL of each diluted solution was dispensed onto a coverslip 

and immediately imaged by Zeiss LSM710 at the same settings as imaging of particles. 

6.3. Results and Discussions 

6.3.1. Image formation in confocal microscopy 

6.3.1.1. Principles of image formation in confocal microscopy 

Different from conventional microscopy technique where the image is 

instantaneously formed upon detection of entire image from the microscope objective 

using a multichannel imaging detector, confocal microscopy imaging undergoes a point-

by-point and line-by-line scanning process. The laser beam firstly passes through an 

aperture and objective which focuses the excitation light into specimen as a diffraction-

limited focal volume (also called as probe volume) at sub-micron dimension. The emitted 
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fluorescence from the probe volume is transmitted through a dichroic mirror, focused by 

the objective lens and reaches the pinhole. The pinhole rejects all out-of-focus 

fluorescence and only allows the photons coming from the focal plane to pass through to 

the single-channel detector. The detected photons are transformed into electric signal and 

presented as the resulting image. The detected signal coming from the probe volume in 

the specimen constitutes one pixel of the resulting image. As the laser beam is directed to 

scan over the area of interest in the specimen with point-by-point scanning to form a line 

and then line-by-line scanning following a zigzag route (Figure 6.1A), the two-

dimensional image is achieved. A typical 2-D image represents an optical slice within a 

certain thickness of specimen and may be composed by 512 lines each comprised 512 

pixels. In other words, each 2-D image contains 262,144 digital pixels, shown as the 

schematic in lower right corner of Figure 6.1A. Each 2-D image corresponds to an image 

plane in the axial dimension (Z-axis) and therefore, 3-D image of the specimen can be 

collected by stacking a series of 2-D images taken at different image planes of Z-axis 

together (Figure 6.1B).  

Generally, there are two types of confocal microscopy systems: laser-scanning 

confocal microscopes (LSCM) and stage-scanning confocal microscopes. Most 

commercial confocal microscopy systems nowadays, including the Zeiss 710 system 

employed in this investigation, are laser scanning which achieves the scanning of sample 

by tuning the laser beam to move the locations of focal volume using one or more mirrors 

in the excitation light path. While the home-built confocal microscopy system in our 

research lab is a stage scanning imaging system and its image formation process is 

discussed in detail in the next section. 
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6.3.1.2. Image formation in stage-scanning confocal microscopy 

The home-built stage-scanning confocal imaging system was constructed by 

former Geng group members Mark Lowry and Zhenming Zhong. Specifically, the 

scanning sample stage is consisted of an xy piezoelectric scanning stage (Model: P-

527.2CL, Physik Instrumente, Germany) and a piezoelectric objective stepper (Model: P-

721CL, Physik Instrumente, Germany) to achieve 3-D scanning (200 µm × 200 µm× 100 

µm)
109

.  The system possesses several advantages. (1) The number of optics in the light 

path is significantly reduced since the focal volume of the laser beam stays fixed during 

the imaging process and there is no need to move the focal point across a three-

dimensional space. Therefore, photon collection efficiency can be significantly improved. 

(2) The scanning stage employed in this system can achieve sub-nanometer resolution in 

all three dimensions, to ensure that the spatial resolution of the image is truly defined by 

the diffraction limit.  

Similar to laser-scanning confocal microscopy system, image formation in stage-

scanning system also follows the principle of point-by-point and line-by-line scanning 

procedure. However, instead of tuning the laser beam to change the location of focal 

volume using mirrors, a program (written in LabVIEW) driven digital piezo controller 

(Model: E-710.P4L, Physik Instrumente, Germany) is used to make the stage move 

following a zigzag pattern to ensure thorough scanning of sample of interest in a manner 

of point-by-point along a line and line-by-line across the entire image plane. The 

scanning speed, integration time and step size of the stage’s movement are determined by 

the program sent to the digital controller.  
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The multichannel scaler (MCS) (Model: MCS-pci, Ortec, Oak Ridge, TN) utilized 

to count the time-dependent electronic TTL pulses generated from detected photons is 

able to collect 65536 channels at maximum (16-bit). Figure 6.2A shows the original time-

dependent data trace directly collected during the imaging process. In this imaging 

experiment, the scanning velocity was set to be 0.5 µm/ms, the integration time was 1 ms 

and the step size was consequently determined to be 0.5 µm. The image size was 100 

µm× 100 µm. As a result, there were 40401 out of 65535 channels were used and the 

image was composed by 40401 digital pixels in total. Since the image was taken 

following a zigzag route of point-by-point scanning to form a line and then line-by-line 

scanning across the entire image plane, there was a correlation between the directly 

measured time-dependent signal and spatial location of each pixel forming the image. 

The time-dependent data trace was thus converted to the space-dependent image with size 

of 201 ×201 pixels (Figure 6.2B). 

6.3.2. Preliminary studies on home-built confocal microscopy 

6.3.2.1. Conceptual Basis for Imaging ∆G at C18-acetonitrile interfaces 

In the field of RPLC, the target molecule represented by A partitions from the 

mobile phase into the stationary phase and intends to achieve equilibrium during the 

separation process. The equilibrium is expressed as: 

𝐴𝑚𝑜𝑏𝑖𝑙𝑒

𝐾𝑐
↔ 𝐴𝑠𝑡𝑎𝑡𝑖𝑜𝑛𝑎𝑟𝑦                                                                                                      [6.1] 

where Kc is the equilibrium constant. In our case, the equilibrium of Rhodamine 6G 

molecules between acetonitrile solvent and C18-derivatized interfaces of nanopores inside 

the chromatographic particles is established along the fluorophore loading process: 
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𝑅ℎ𝑜𝑑𝑎𝑚𝑖𝑛𝑒 6𝐺𝑎𝑐𝑒𝑡𝑜𝑛𝑖𝑡𝑟𝑖𝑙𝑒

𝐾𝑐
↔ 𝑅ℎ𝑜𝑑𝑎𝑚𝑖𝑛𝑒 6𝐺𝑛𝑎𝑛𝑜𝑝𝑜𝑟𝑒 𝑖𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑒𝑠 𝑖𝑛 𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑠                    [6.2]. 

Therefore free energy ∆G at the C18-acetonitrile interface inside the particles is 

determined by: 

∆𝐺 = −𝑅𝑇𝑙𝑛𝐾𝑐                                                                                                                [6.3] 

where equilibrium constant Kc is assessed by the concentration of Rhodamine 6G in the 

particle and that in acetonitrile solvent, which is described by: 

𝐾𝑐 =
[𝑅ℎ𝑜𝑑𝑎𝑚𝑖𝑛𝑒 6𝐺]𝑖𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑒

[𝑅ℎ𝑜𝑑𝑎𝑚𝑖𝑛𝑒 6𝐺]𝑎𝑐𝑒𝑡𝑜𝑛𝑖𝑡𝑟𝑖𝑙𝑒
                                                                                                    [6.4]. 

In the constructed confocal images, these two concentrations correspond to the 

fluorescence intensity detected inside the particle and the intensity detected in the 

solution outside particle, respectively. As a result, the equilibrium constant Kc is 

evaluated as follows: 

 𝐾𝑐 =
[𝑅ℎ𝑜𝑑𝑎𝑚𝑖𝑛𝑒 6𝐺]𝑖𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑒

[𝑅ℎ𝑜𝑑𝑎𝑚𝑖𝑛𝑒 6𝐺]𝑎𝑐𝑒𝑡𝑜𝑛𝑖𝑡𝑟𝑖𝑙𝑒
=

𝐼𝑖𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑒

𝐼𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛
=

𝐼𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒

𝐼𝑜𝑢𝑡𝑠𝑖𝑑𝑒 𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒
                                                       [6.5]  

and the ∆G at C18-acetonitrile interfaces inside particle is thus calculated by: 

∆𝐺 = −𝑅𝑇𝑙𝑛𝐾𝑐 = −𝑅𝑇𝑙𝑛
[𝑅ℎ𝑜𝑑𝑎𝑚𝑖𝑛𝑒 6𝐺]𝑖𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑒

[𝑅ℎ𝑜𝑑𝑎𝑚𝑖𝑛𝑒 6𝐺]𝑎𝑐𝑒𝑡𝑜𝑛𝑖𝑡𝑟𝑖𝑙𝑒
 

= −𝑅𝑇𝑙𝑛
𝐼𝑖𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑒

𝐼𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛
= −𝑅𝑇𝑙𝑛

𝐼𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒

𝐼𝑜𝑢𝑡𝑠𝑖𝑑𝑒 𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒
                          [6.6]. 

Although the conceptual framework of the ∆G imaging is quite intuitive, the key 

to the project is in the experimental details. As this is the first pixel-by-pixel and particle-

by-particle evaluation of the energetics in nanoporous silica, to our knowledge, it is of 

crucial importance to make sound analytical measurements to extract the free energy 
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distribution. Especially, it is known that in imaging experiments the illumination field is 

not flat so the fluorescence intensity can be quite different for exactly the same 

concentration of molecules across the entire image field. In confocal microscopy, there 

can be significant field curvature in laser intensity as the result of mirror scanning (vida 

indra). This broad distribution in intensity, and thus the intensity ratio, can be easily 

interpreted as an apparent “free energy distribution”. The noise level needs to be carefully 

considered to interpret the statistical confidence in the free energies. The details of the 

quantitative confocal imaging are described in the following sections.   

6.3.2.2. Solution analysis for imaging system evaluations 

The primary consideration for imaging ∆G with the home-built confocal system is 

the flat illumination plane, as the geometry for image formation stays the same in data 

collection. To test this hypothesis, we used the solution fluorescence as the intensity 

standard. The fluorophore concentration is expected to be the same in the solvent across 

the entire image. 12 regions of solution outside particles were randomly chosen across the 

entire constructed image and their general locations were marked and displayed in Figure 

6.2B. The size of each selected spot was 10 ×10 pixels. The key to defining the location 

of each region was ensuring the selected pixels are completely in the solution phase and 

representative of the solution environment outside the silica particles. The average 

fluorescence intensity of each selected region was calculated in order to investigate the 

intensity uniformity of illumination field and the stability of the piezo flexure stage 

during the image-scanning process. The calculation results were summarized in Table 

6.1.  
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As shown in Table 6.1, these 12 spots have an average intensity of 36.5 photon 

counts with a standard deviation of 3.2 counts. The corresponding relative standard 

deviation (RSDall) which corresponds to intensity variation of all 12 regions is about 

8.7%. Figure 6.3A shows the average intensities of the 12 regions. The intensities exhibit 

a random fluctuation in the image plane (Figure 6.3B) and it demonstrates that there is no 

intensity drift pattern across the image field. On the other hand, the error bars in Figure 

6.3A represent intensity fluctuations among the 100 pixels selected for each region. This 

intensity fluctuation ranges from 6.8 counts to 10.2 counts and corresponds to relative 

standard deviation (RSDin) of 17.9% to 27.9% (Table 6.1).  

In conclusion, the solution signal analysis manifested (1) there was about 9% 

intensity variation or non-uniformity across the entire illumination field. This variation 

was most possibly attributed to the slight drift of the piezoelectric microscope objective 

stepper along the axial direction during the image-scanning process; (2) there does not 

seem to exist any intensity drift pattern in the illumination field as the fluctuation of 

fluorescent intensities at different regions is quite random;  And (3) the confocal 

microscope instrument exhibited quite significant systematic fluctuation during 

measurements (around 20%) which was estimated by the relative standard deviation of 

fluorescence intensity fluctuation of the 100 selected pixels for each region—RSDin. The 

analysis and interpretation of this systematic fluctuation was illustrated in a later section.   

6.3.2.3. Particle analysis for construction of ∆G distribution 

There were a total of 125 particles counted in the formatted image shown in 

Figure 6.2B. An inscribed square area was selected within each particle and the 

fluorescence intensity of each particle was calculated by averaging the intensities of all 
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pixels in the inscribed square area. As illustrated in Table 6.2, the intensities of the 

particles show a tremendous fluctuation with an average intensity of 204.8 counts and a 

standard deviation of 76.8 counts which corresponds to a RSD of 16.9%. 

In the actual circumstances, the readout (measured) fluorescence intensity was 

corrected considering the non-negligible scattering of the acetonitrile solvent. In other 

words, the readout photon counts were the sum of the photon counts of emitted 

fluorescence from Rhodamine 6G and the photon counts of the scattering from the 

surrounding environment and depicted as: 

𝑃ℎ𝑜𝑡𝑜𝑛 𝑐𝑜𝑢𝑛𝑡𝑠𝑟𝑒𝑎𝑑𝑜𝑢𝑡 = 𝑃ℎ𝑜𝑡𝑜𝑛 𝑐𝑜𝑢𝑛𝑡𝑠𝑅ℎ𝑜𝑑𝑎𝑚𝑖𝑛𝑒 6𝐺 + 𝑃ℎ𝑜𝑡𝑜𝑛 𝑐𝑜𝑢𝑛𝑡𝑠𝑠𝑐𝑎𝑡𝑡𝑒𝑟𝑖𝑛𝑔            [6.7]. 

Therefore, the previously derived expression of equilibrium constant Kc was modified to 

be: 

𝐾𝑐 =  
𝐼𝑅ℎ𝑜𝑑𝑎𝑚𝑖𝑛𝑒 6𝐺 𝑖𝑛 𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒

′

𝐼𝑅ℎ𝑜𝑑𝑎𝑚𝑖𝑛𝑒 6𝐺 𝑜𝑢𝑡𝑠𝑖𝑑𝑒 𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒
′ =

𝐼𝑟𝑒𝑎𝑑𝑜𝑢𝑡 𝑖𝑛 𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒−𝐼𝑠𝑐𝑎𝑡𝑡𝑒𝑟𝑖𝑛𝑔 

𝐼𝑟𝑒𝑎𝑑𝑜𝑢𝑡 𝑜𝑢𝑡𝑠𝑖𝑑𝑒 𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒−𝐼𝑠𝑐𝑎𝑡𝑡𝑒𝑟𝑖𝑛𝑔 
                                            [6.8] 

and consequently, the ∆G at C18-acetonitrile interfaces inside each particle was delineated 

to be: 

∆𝐺 = −𝑅𝑇𝑙𝑛𝐾𝑐 = −𝑅𝑇𝑙𝑛(
𝐼𝑟𝑒𝑎𝑑𝑜𝑢𝑡 𝑖𝑛 𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒−𝐼𝑠𝑐𝑎𝑡𝑡𝑒𝑟𝑖𝑛𝑔 

𝐼𝑟𝑒𝑎𝑑𝑜𝑢𝑡 𝑜𝑢𝑡𝑠𝑖𝑑𝑒 𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒−𝐼𝑠𝑐𝑎𝑡𝑡𝑒𝑟𝑖𝑛𝑔 
)                                                     [6.9] 

where Iscattering of solvent was the scattering intensity (in photon counts) of the surrounding 

solvent and assessed by calculating the average intensity of the photon bursts appeared in 

one data trace of acetonitrile. The average intensity of the scattering bursts was calculated 

to be 2.5 counts in the integrated time of 100 µs. With an integrated time of 1 ms applied 

in this imaging experiment, the scattering intensity Iscattering amounted to 25 counts. 

Recalling that the average readout intensity of the solution outside of the particles was 
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about 37 counts, the scattering from the surrounding solvent actually played an important 

role in accurately estimating the equilibrium constant Kc and the corresponding ΔG at the 

C18-acetonitrile interfaces in the particles.  

The ΔGs of all 125 particles were estimated by the corrected intensities and the 

results were also summarized in Table 6.2. The ΔG distribution of the particles in the 

image was constructed and shown in Figure 6.4. The figure presents a wide range of the 

ΔG of particles, from ~ – 4.1 kJ/mol up to ~ – 9.3 kJ/mol. To accentuate the shape and 

width of the distribution, a Gaussian fitting was applied to the distribution and shown in 

Figure 6.4 as well. The fitting curve demonstrates an average ΔG of ~ – 7.0 kJ/mol  (the 

center of the curve) and a spread of ~ 2.8 kJ/mol (the FWHM of the curve). 

6.3.3. Imaging system calibration and validation 

The preliminary work elaborated above helped to form the conceptual framework 

for the study of ΔG distribution of the C18-derivatized nanoporous silica particles. To 

achieve a more comprehensive and in-depth investigation, further studies were performed 

using the commercial confocal microscope Zeiss LSM710 by taking advantage of its easy 

operation and convenience in image formation. Several crucial preparation studies of this 

alternative imaging system were carried out in a way of analytical methodology 

development before the particle imaging experiments to ensure the justifiability and 

rationality of the study.  

6.3.3.1. Imaging system calibration 

We first calibrated the fluorescence intensity of the system. A series of standard 

Rhodamine 6G solutions with a wide range of concentrations were imaged by the Zeiss 
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LSM710 confocal microscope. The detailed experimental procedures were described in 

the Section 6.2.2.3. The images of standard solutions at several representative 

concentrations were displayed in Figure 6.5.  

To build the calibration curve, an area of 20×20 pixels was randomly selected 

from the image of each solution. The average intensity of the 400 pixels in selected area 

of each solution and corresponding RSD were calculated and summarized in Table 6.3. 

The calibration curve presented in Figure 6.6 demonstrates an excellent linear 

dependency between the fluorescence intensity and the solution concentration with R
2
 = 

0.995. At the most diluted concentration of 3.3 µM, the average intensity of image is 4.5. 

And at the highest concentration of 250.0 µM, the average intensity increases to about 

245.0 which are still below the saturation limit of 255.0. Therefore, it confirms the 

effectiveness of the instrument to perform imaging experiments within the dynamic range 

of ~3 µM to ~250 µM. As stated in the results from preliminary studies, the equilibrium 

constant Kc at C18-acetonitrile interfaces of particle distributed from 5.3 to 24.1. Then the 

Rhodamine 6G concentration in particles was considered to be 5.3 to 24.1 times higher 

than that in the solvent outside particles, which was estimated to fall into a range of 53 

µM to 241 µM. Indeed, the concentration range depicted in calibration study (Figure 6.6) 

was demonstrated to completely cover the concentration range of interest and this 

imaging system was proved to possess sufficient dynamic range for investigating ΔG 

distribution of the C18-derivatized nanoporous silica particles. 

6.3.3.2. Robustness of the imaging system 

After demonstrating the dynamic range of the Zeiss LSM710 imaging system 

using one section of the solution image (20 ×20 pixels), the next consideration was the 
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robustness of the system. To perform the test of robustness, the image of standard 

solution at each concentration was divided into 16 sub-images with identical size of 64 

×64 pixels. An example for image division and the corresponding section number was 

shown in Figure 6.7A. 

First of all, the average intensities of all 16 sub-images of each standard solution 

were all incorporated to re-produce the calibration curve (Figure 6.7B) to explore the 

robustness of the imaging system, including uniformity of illumination field and stability 

of the image plane. Figure 6.7B presents a good linear dependence between the average 

fluorescence intensity of each sub-image versus the concentration with R
2
 =0.998. The 

fitting line shows a slope of 0.93 which is quite close to that of the fitting line in Figure 

6.6. On the other hand, all16 data points of each standard solution exhibit great overlap 

between each other and distribute closely to the fitting line. These facts demonstrated the 

consistency and reproducibility of signal measured at different locations on the image 

plane and therefore, evidenced the stability of the imaging system. 

Besides testing the stability, the intensity uniformity on the illumination field of 

the imaging system has also been examined by looking into the intensity distribution of 

the 16 sub-images for each solution. Even though the intensities of sub-images showed 

good reproducibility which was demonstrated by the overlap of scatter points in Figure 

6.7B, a minor fluctuation in intensity of different sub-image still existed. The average 

intensity of each sub-image versus the corresponding section number for three 

representative concentrations were shown in Figure 6.8 A, B and C. Figure 6.8D was an 

illustration of the general intensity pattern observed on image plane. As clearly shown 

Figure 6.8D, the intensities at 1
st
, 4

th
, 13

th
 and 16

th
 sections (sub-images) which represents 
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the 4 corners of the image are lowest while the intensities at 6
th

, 7
th

, 10
th

 and 11
th

 sections 

which represents the middle area of the image are brightest. It uncovered a fact that the 

illumination field of this imaging system has a patterned non-uniform intensity 

distribution. 

To provide further quantitative assessment of the degree of this intensity variation 

on illumination field, the average fluorescence intensities of all 16 sub-images were 

evaluated for all available standard solutions respectively. The average intensity, 

maximum and minimum intensities as well as the corresponding RSD of 16 sub-images 

of each solution were summarized in Table 6.4. As shown in the table, this patterned 

fluctuation on the illumination plane only leads to ~2% variation in intensity throughout 

the entire image plane (indicated as RSD). And its effect on the particle imaging results 

was evaluated in a later section. 

6.3.4. Method for particle analysis 

To improve the efficiency and consistency of data analysis, ImageJ and programs 

written in Matlab were employed to analyze images of particles. Four slices of the 

original confocal fluorescence images taken at different areas of the same sample slide 

were firstly imported into ImageJ and the images displayed by ImageJ were shown as 

Figure 6.9A, B, C and D. The information of particle in the images was then approached 

by defining the coordinates of the centroid and radius of each particle. The coordinates 

and radius of particles were determined by a thresholding procedure in ImageJ. This 

procedure actually played a decisive role on the analysis results and the details are 

discussed in the following section.  
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On the other hand, the original images were also imported into Matlab and 

presented as matrices. The coordinates of centroid and radius (in µm) of each particle 

extracted from ImageJ were converted into the pixel indices by dividing the dimension 

(in µm) by the pixel size of 0.26 µm, and the results were denoted as (X, Y) and R (radius 

in number of pixels). In this way, the location and size of each particle were transformed 

into the original image matrices in Matlab. Subsequently, programs written in Matlab 

were utilized to achieve pixel selection in each particle.  Generally, the pixels completely 

fitting within the circle (particle) defined as X
2
 + Y

2
 ≤ R

2
 were selected and the pixels 

partially or completely out of the circle were excluded to avoid edge effect. Figure 6.10 

elaborates this method and the selected pixels within one particle are colored in red. With 

the selected pixels in each particle, the images of particles were reconstructed in Matlab 

and directly used for further investigation of ∆G distributions. 

6.3.5. Thresholding in image reconstruction 

As described above, thresholding was an inevitable procedure to collect 

information of particles in the images. And it actually played an essential role on analysis 

results by significantly re-orienting the reconstructed images. In ImageJ, there are two 

ways to perform thresholding of an image: manual and automatic thresholding. The 

outcomes of these two thresholding methods turned out to be quite different from each 

other.  

Initially, the manual thresholding of the images was employed since this method 

guaranteed the complete inclusion of the selected pixels of interest inside the particle by 

manually adjusting the shading areas (the areas to include as the part of particle for 
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further analysis) of each particle, as illustrated in the green highlighted areas in Figure 

6.11. Because of the uneven intensity distribution in the particles, the resulted shaded 

areas are not all perfect circles since the starting point of thresholding process is the 

brightest spot of the particle instead of the geometrical center of each particle, as 

indicated in Figure 6.11A. The ending point is determined by the completion of shading 

the particle with highest average intensity (Figure 6.11B). At the ending point, the shaded 

areas of particles with lower average intensities are resulted with skewed shapes due to 

the incompletion of shading process of itself. The lower the average intensity is, the more 

skewed the shaded area will be. Several examples of the results of this problematic 

thresholding method are shown in Figure 6.11C. However, all shaded areas, including the 

skewed ones were forced to be fitted into circles in ImageJ. This led to an obvious offset 

in the extracted coordinates of centroid (X, Y) and radius R for the particles with uneven 

intensity distribution. As a result, there were significant drifts in the circled areas (white 

circles) defined by ImageJ from the actual positions of particles (yellow circles). And the 

areas of solution outside particle could be mistakenly included for further analysis, as 

illustrated in Figure 6.11D.  

In the next step, these inaccurate coordinates (X, Y) and R were converted into the 

pixel coordinates and applied to the original image data matrix stored in Matlab for image 

reconstruction. One of the four confocal images of particles (Figure 6.11) was used for 

the presentation of the problematic issues in the pixel selection process in Matlab. Figure 

6.12A shows the original image by plotting the data matrix of Figure 6.9B in Matlab. The 

program written in Matlab forced the selection of pixels to form circled area according to 

ImageJ-defined pixel coordinates (X, Y) and R. As a consequence of the offsets in the 
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locations and dimensions of the particles due to the manual thresholding process in 

ImageJ, some particles in the reconstructed image appeared to be significantly off from 

the original positions and sizes (Figure 6.12B). Figure 6.12B evidences mistakes in the 

pixel selections: solution outside some particles is mistakenly included as part of the 

particles for further analysis (indicated by arrows), while some areas that obviously 

belong to the particles are excluded (dash circles). The reconstructed image provided 

inaccurate information of particles and turned out to be inappropriate for further ∆G 

analysis.  

Alternatively, automatic thresholding was utilized. This method offered an auto-

shading of the image which provided an auto-selection of shaded areas based on the 

recognition of particles of ImageJ, shown as the green highlighted areas in Figure 6.13A. 

The shaded areas were the best approximations to the circles whose coordinates of 

centroids ((Xa, Ya)) and radius (Ra) were determined by the actual locations and 

dimensions of the particles in the image. The circles defined these coordinates (Xa, Ya) 

and Ra in Image J were drawn in Figure 6.13B and they accurately reflected the positions 

and sizes of particles in the original image (Figure 6.9D). In practice, when performing 

image reconstruction in Matlab, 2 µm was deducted from the Ra, this conservative 

measure was introduced to ensure that all selected pixels were truly within the interior of 

particles. The example of areas that were eventually included for image reconstruction 

was also illustrated in Figure 6.13B. By applying automatic thresholding, the drifts in the 

positions and sizes of particles in the reconstructed image were effectively avoided and 

the reconstructed image thus provided accurate information of particles and was able to 

be directly applied for the further investigation of ∆G distributions. 
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6.3.6. Construction of ∆G distribution for nanoporous silica particles 

A series of studies towards the ∆G distribution at C18-acetonitrile interface of 

nanoporous silica particles were conducted following the assessments of the imaging 

system and resolving issues in data processing for particle analysis.  

6.3.6.1. Evaluation of scattering from surrounding environments 

As elaborated in the preliminary study section, the scattering signal from 

surrounding solvent had significant effects on the estimation of equilibrium constant Kc. 

Guided by this finding, the scattering from surroundings of particles on the sample slide 

was evaluated to ensure the accurate calculations of Kc and corresponding values of ∆G. 

Analysis of the image trajectory revealed that the interfering scattering signal was 

primarily generated by the scattering of the laser beam when it crosses the surface of the 

coverslip used for sample slide preparation. In order to estimate the overall scattering 

intensity Iscattering, a set of 3-D stacked images (16-bit) of particles at the same lateral 

locations as Figure 6.9 were collected. The imaging scan along the axial dimension 

started from the surface of the bottom coverslip, moved upwards and ended after the 

scanning reached the glass surface of the top coverslip. The scanning distance range was 

19.87 µm and the interval between two image slices was 0.43 µm, with 47 z-slices 

collected in total.   

The 1
st
 and the 47

th 
slices represented the images taken at the top and bottom glass 

surfaces of the two coverslips where the scattering was mainly produced. As a 

consideration of the non-uniformity on the illumination field, 10 spots (10 ×10 pixels) 

outside particles were randomly selected throughout the two images respectively to make 
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the estimation of scattering signal originated from the surroundings of particles. The 

overall intensities of scattering from these two images were indicated as the average of 

the 10 spots on each slice. The scattering intensity measured at the glass surface of the 

bottom coverslip (1
st
 image slice) was about 33.5 and that measured at the top coverslip 

(47
th

 image slice) was about 36.5. Therefore, the overall scattering from the surrounding 

environments was approximated by averaging these two values and turned out to be 35. 

The expression of ∆G was corrected as: 

∆𝐺 = −𝑅𝑇𝑙𝑛𝐾𝑐 = −𝑅𝑇𝑙𝑛(
𝐼𝑟𝑒𝑎𝑑𝑜𝑢𝑡 𝑖𝑛 𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒−35

𝐼𝑟𝑒𝑎𝑑𝑜𝑢𝑡 𝑜𝑢𝑡𝑠𝑖𝑑𝑒 𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒−35
)                                                              [6.10]. 

6.3.6.2. Effect of intensity fluctuation on illumination plane on particle analysis 

As discovered in system calibration studies, there was a patterned intensity 

illumination field in confocal imaging where the intensity was slightly higher at the 

center region while dropping off towards the edges. Even though this intensity change did 

not seem to be significant (~ 2%), we tested its effect on the free energy analysis.  

A 20 ×20-pixel area outside particles was randomly selected from the original 

image to determine the overall average intensity of background Ibackgound (overall) which was 

301.5 and had an RSDbackground (overall) of 23.34%. Then, 22 out of 99 particles were 

randomly chosen from the reconstructed images and their average intensities (Ave.I) were 

calculated individually (Table 6.5). First of all, the average ∆G of each particle was 

evaluated from Ibackgound (overall) and Ave.I of each particle using Eq. [6.10]. The calculated 

results were also listed in Table 6.5 and denoted as ∆G(overall).  To achieve a more precise 

measurement of ∆G, as an alternative to applying Ibackgound (overall), the background 

intensity was respectively estimated for each particle by calculating average intensity of a 
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20×20-pixel solution area right next to each particle. The average background intensities 

specifically associating with these 22 selected particles were also summarized in the same 

table and symbolized as Ibackground (local). By substituting Ave.I of each particle and the 

corresponding Ibackground (local) into [6.10], the average ∆G of particle (∆G(local)) was more 

accurately estimated.  

The effect of the intensity non-uniformity of the illumination field on the particle 

analysis was assessed by calculating the % difference between ∆G(overall) and ∆G(local) for 

each particle. Based on the results in Table 6.5, this effect is negligible as it only 

generates less than 2% error in ∆G measurements. In other words, it is reasonable to 

apply the overall average intensity of background Ibackgound (overall) for the evaluation of ∆G 

in different particles in the image. This realization simplifies the analysis tremendously as 

for some particles, it is difficult to identify an adjacent region in the image that is 

composed of solution only and there is no out-of-focus contribution from the particle 

fluorescence.  

6.3.6.3. Construction of ∆G distributions inside particles 

The signal fluctuation or noise in intensity inside particles needs to be estimated 

ahead of the investigation on ∆G distributions inside particles. As discussed above, the 

RSDbackground (overall) which indicated the measurement error in the background solution 

was determined to be about 23.3%. It was comparable to that measured on the home-built 

imaging system in preliminary studies. Noise was the predominant contributor to this 

intensity fluctuation.  We characterized the intensity fluctuations or the noise level in the 

images. The width of the noise distribution will ultimately set the threshold for the 

smallest range of heterogeneity that can be determined in image analysis. The image 
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intensities for system calibration (section 6.3.3.1) provide an excellent data set for this 

evaluation. As demonstrated in Table 6.3, as the solution concentration increases, the 

average intensity increases while the RSD is reduced. The reciprocal of the square root of 

average intensity (1/√𝑎𝑣𝑒. 𝐼 ) was calculated at each concentration and shown in the 

table. Figure 6.14 manifests a good linear relationship between 1/√𝑎𝑣𝑒. 𝐼 and RSD with 

R
2
 = 0.999. It follows that: 

𝑅𝑆𝐷 ∝
1

√𝑎𝑣𝑒. 𝐼
 

Which leads to 

𝑆𝐷

𝑎𝑣𝑒. 𝐼
∝

1

√𝑎𝑣𝑒. 𝐼
 

and thus 

𝑆𝐷 ∝ √𝑎𝑣𝑒. 𝐼 

In this concentration variation experiment, the SD of measurements was proportional to 

the square root of the average intensity in the image.  

With the acknowledgement of the relationship between SD of measurement and 

√𝑎𝑣𝑒. 𝐼, the measurement error of particles (RSDparticle) was then estimated by the error in 

the background solution outside of the particles (RSDbackground (overall)). According to the 

results from the preliminary studies, the average equilibrium constant Kc of the particles 

was about 14. Therefore, the measured fluorescence intensity of particles is 14 times 

higher than that of background solutions on average: 
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𝐼𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒

𝐼𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑
= 14                                                                                                                       [6.12], 

and the measurement error of particles RSDparticle is then calculated as: 

𝑅𝑆𝐷𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒 =
𝑆𝐷𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒

𝐼𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒
=

√𝐼𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒

𝐼𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒 
=

√14𝐼𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑

14𝐼𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑
=

√𝐼𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑

√14𝐼𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑
=

𝑆𝐷𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑

√14𝐼𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑
=

1

√14
𝑅𝑆𝐷𝑏𝑎𝑐𝑘𝑔𝑜𝑢𝑛𝑑 =

1

√14
× 23.3% = 6.2%                                                [6.13]. 

It indicates that the noise produced during the imaging process will give rise to a 6.2% of 

relative error or fluctuation in image intensity inside particles. 

Subsequently, the intra-particle (pixel-by-pixel) and global ∆G distributions were 

investigated by computing ∆G values for all 99 particles in Figure 6.9 and the results are 

summarized in Table 6.6. The data provided in Table 6.6 demonstrated several important 

facts that (1) there is clearly a heterogeneity in ∆G within individual particles. It is 

evidenced by the fact that the minimum RSD in intensity for individual particle is about 

7.2% and greater than expected measurement error of (RSDparticle) 6.2%; (2) the level of 

heterogeneity in fluorescence intensity within individual particles varies significantly 

from 7.2% to 52.8%. In other words, the intra-particle ∆G distribution of each particle is 

remarkably different; and (3) the ∆G heterogeneity in all selected pixels of the 99 

particles, the global ∆G distribution, exists as evidenced by the large RSD of fluorescence 

intensities (~14.4%) and it corresponds to the RSD of ∆G of ~5.4%.  

The intra-particle ∆G distribution of a representative particle as well as the global 

∆G distribution, which included ΔG at each selected pixels of 99 particles in the images 

were constructed and shown in Figure 6.15A and B. The two distributions were well 

fitted by Gaussian curves indicating a random distribution of the interaction energies for 

the solute at the C18 interface on the nanopore surface. Figure 6.15A shows a global 
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particle ∆G distribution ranging from ~ – 5.0 kJ/mol to ~ – 8.0 kJ/mol with a peak width 

(FWHM) of  ~ 0.8 kJ/mol. Figure 6.15B presents a narrower intra-particle ∆G distribution 

of a randomly-selected particle, ranging from about – 6.0 kJ/mol to – 7.3 kJ/mol  with a 

peak width of ~ 0.4 kJ/mol. In order to achieve direct observation of the ∆G 

heterogeneity of the particles, ∆G distributions of particles were mapped and presented in 

Figure 6.16 A, B, C and D (corresponding to the original confocal images in Figure 6.9 

A, B, C and D). 

6.4. Conclusions 

In this chapter, we demonstrated the existence of heterogeneity in ∆G of the 

nanoporous C18-derivatized silica particles in a unique and straightforward way by 

employing confocal fluorescence imaging. The theoretical core of this method is the 

equilibrium of the target fluorescent molecule – Rhomdamine 6G between the 

nanoporous particle interface and the solvent acetonitrile.  With the derived conceptual 

framework, the equilibrium constant K and the corresponding ∆G of each particle was 

individually estimated from the intensity-based fluorescent confocal images of the 

particles.  

We firstly tested the feasibility of the initial conceptual idea with our home-built 

stage-scanning confocal microscopy system to build up the framework of this study and 

then employed the commercial Zeiss LSM710 laser scanning confocal imaging system to 

perform a series of investigations on the ∆G distribution of nanoporous silica particles. 

After a careful and thorough system calibration and validations, the confocal images of 

the particles were analyzed. From the analysis results, we confirmed the existence of a 
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fairly significant ∆G distribution among all sampled particles as well as the ∆G 

heterogeneity within individual particles.  
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Table 6. 1 Investigation of uniformity of intensity across the illumination field and the 

stability of the home-built stage-scanning confocal microscopy system 

Region Number 
Average intensity 

(counts/ 1ms) 

Standard 

deviation of 

intensity  

(counts/ 1ms) 

RSDin (%) 

1 35.3 9.9 27.9 

2 39.2 7.0 17.9 

3 40.2 10.2 25.3 

4 37.4 8.9 23.7 

5 35.9 8.5 23.5 

6 31.9 6.8 21.2 

7 30.7 7.3 23.6 

8 35.7 8.7 24.3 

9 34.5 7.5 21.7 

10 37.7 9.4 25.0 

11 38.7 10.0 25.8 

12 41.2 8.7 21.2 

Global 36.5 3.2 8.7 
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Table 6. 2 Effects of scattering signal on the ΔG analysis of particles by using home-built 

stage-scanning confocal microscopy system 

 
Without correction of solvent 

scattering 

With correction of solvent 

scattering 

Average intensity 

(counts/ 1ms) 
204.8 204.8 

Standard deviation of 

intensity (counts/ 1ms) 
76.8 76.8 

RSD of intensity (%) 37.5 37.5 

Average ΔG (J/ mol) -4067.2 -6894.4 

Standard deviation of ΔG 

(J/ mol) 
937.8 1113.5 

RSD of ΔG (%) 23.1 16.2 
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Table 6. 3 Calibration studies of Zeiss LSM710 confocal microscope system 

Solution 

concentration 

(µM) 

Average 

intensity (a.u) 

Standard 

deviation of 

intensity (a.u) 

RSD of 

intensity (%) 

1

√𝐴𝑣𝑒. 𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦
 

3.3 4.5 1.5 33.2 0.47 

6.6 9.2 2.1 22.5 0.33 

9.9 11.9 2.4 19.8 0.29 

13.2 16.7 2.8 16.7 0.24 

16.4 23.1 3.3 14.1 0.21 

47.6 50.5 4.7 9.4 0.14 

76.9 68.0 5.2 8.8 0.12 

104.5 97.5 6.8 7.0 0.10 

142.9 136.9 7.9 5.8 0.09 

200.0 198.5 9.7 4.9 0.07 

250.0 245.0 8.8 3.6 0.06 
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Table 6. 4 Test of the uniformity of intensity on the illumination field  

Solution 

concentration 

(µM) 

Average 

intensity (a.u) 

Minimum 

intensity (a.u) 

Maximum 

intensity (a.u) 

RSD of average 

intensities of 16 

sub-images (%) 

3.3 4.4 4.2 4.5 2.1 

6.6 9.1 8.8 9.4 2.0 

9.9 12.0 11.5 12.4 2.2 

13.2 16.3 15.8 16.7 1.9 

16.4 19.2 16.2 21.3 5.2 

47.6 49.4 47.4 50.9 2.3 

76.9 68.0 65.9 69.7 1.7 

104.5 95.7 92.1 98.3 1.9 

142.9 134.1 128.7 138.0 1.9 

200.0 197.8 188.5 203.5 2.0 

250.0 244.0 236.7 249.1 1.6 
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Table 6. 5 Effect of non-uniformity of illumination field on ΔG analysis of particles 

Particle 

number 

Average 

intensity of 

particles 

(a.u) 

Average 

∆G(overall) of 

particles     

(J/ mole) 

Ibackground 

(local) (a.u) 

Average 

∆G(local) of 

particles     

(J/ mole) 

% difference 

(%) 

1 4110.3 -6757.2 298.5 -6784.8 0.41 

2 4147.6 -6779.7 279.3 -6994.9 3.08 

3 4258.4 -6845.6 307.1 -6793.8 0.76 

4 4512.6 -6990.4 299.8 -7006.6 0.23 

5 3922.5 -6640.3 304.3 -6614.9 0.38 

6 4528.9 -6999.4 307.3 -6946.2 0.77 

7 4077.3 -6737.0 321.1 -6560.9 2.68 

8 3640.6 -6453.8 304.8 -6423.3 0.47 

9 4208.5 -6816.1 311.5 -6725.0 1.36 

10 3923.7 -6641.0 310.2 -6561.7 1.21 

11 4818.9 -7154.3 322.8 -6964.0 2.73 

12 3801.5 -6561.9 305.0 -6529.9 0.49 

13 4432.1 -6945.5 303.5 -6927.0 0.27 

14 4188.4 -6804.2 319.4 -6642.9 2.43 

15 3905.8 -6629.6 315.9 -6499.2 2.01 

16 4689.0 -7086.1 317.6 -6940.6 2.10 

17 3340.0 -6238.1 310.7 -6153.6 1.37 

18 3781.1 -6548.5 317.9 -6400.2 2.32 

19 4115.1 -6760.1 308.2 -6698.3 0.92 

20 4000.7 -6689.6 313.8 -6577.6 1.70 

21 3715.3 -6504.6 316.2 -6371.2 2.09 

22 3779.6 -6547.5 308.3 -6484.8 0.97 
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Table 6. 6 Summaries of ΔG distributions of C18-derivatized nanoporous silica particles 

 Intra-particle heterogeneity in ΔG 

Maximum RSD of intensity of 

individual particle (%) 
52.8 

Minimum RSD of intensity of 

individual particle (%) 
7.2 

 Global heterogeneity in ΔG 

Average intensity of all 

particles 

4159.0 

 

RSD of the average intensities 

of all particles                       

(%) 

14.4 

 

Average ΔG of all particles   

(J/ mole) 

 

-6759.9 

 

RSD of ΔG of all particles  

(%) 

5.4 
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Figure 6. 1 Principles of image formation in confocal microscopy imaging 

 

Note: (A) Formation of two-dimensional image in confocal microscopy. The 2-D image 

is constructed by point-by-point scanning along a line and line-by-line scanning 

following a zigzag route of the probe volume. The lower right corner represents an 

image composing 512 ×512 digital pixels; (B) Formation of 3-D image. The 3-D 

image is achieved by stacking 2-D images taken at different image planes of Z-axis 

together.  

Source: http://www.gum2012.fionastoreydesign.co.uk/confocal_microscopy.html. 

  

http://www.gum2012.fionastoreydesign.co.uk/confocal_microscopy.html


 
180 

 

 

Figure 6. 2 Image construction of home-built stage-scanning confocal microscope 

 

Note: (A) The raw data (time-dependent photon counts) collected from detector. a: the 

time of opening shutter of detection channel, b: the time of starting the scanning of 

sample stage, c: the time that stage-scanning stops, d: the time of closing the shutter 

and stopping data collection; (B) The constructed image composed by 201 ×201 

pixels. The labels of 1 to 12 indicate the general locations for background analysis.  
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Figure 6. 3 Investigation of illumination field uniformity and stability of the home-built 

stage-scanning confocal microscope system 

 

Note: (A) The average intensity of solution (outside particle) at selected locations; (B) 

Random fluctuation of intensity shown on image plane: demonstrates that there is 

no intensity drift pattern on the illumination field.  
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Figure 6. 4 Distribution of ∆G for all 125 particles in Figure 6.2B 

 

  



 
183 

 

 

Figure 6. 5 Images (8-bit) of standard solutions at several representative concentrations 

for imaging system calibration  

 

Note: Images of solutions with concentrations of 13.2 µM (A), 47.6 µM (B), 142.9 µM 

(C) and 200.0 µM (D), respectively.   
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Figure 6. 6 Intensity calibration for Zeiss LSM710 confocal microscope system 

 

Note: The fitting line has a R
2
 = 0.995, slope of 0.95±0.02 and 2.52±0.89. 
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Figure 6. 7 Investigation of robustness of the imaging system  

 

Note: (A) Division of solution (13.2 µM) image into 16 sub-images and the 

corresponding section numbers; (B) Calibration curve that incorporates the average 

intensities of all 16 sub-images of each standard solution. The fitting line has a R
2
 = 

0.998, slope of 0.93±0.01 and intercept of 1.16±1.65.  
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Figure 6. 8 Intensity uniformity on the illumination field of imaging system 

 

Note: Average intensities of all 16 sub-images of representative standard solutions with 

concentrations of 3.3 µM (A), 47.6 µM (B) and 250.0 µM (C); (D): Patterned non-

uniformity on the illumination field. The intensity appears to be highest at the center 

while lowest at the corners.  
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Figure 6. 9 Confocal fluorescence images (16-bit) of C18-derivatized silica nanoporous 

silica equilibrated with 10 µM R6G/acetonitrile solution 

 

Note: The images were taken at different locations of a single sample slide under the 

same condition and settings of the imaging system.  
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Figure 6. 10 The method of pixel selection for particle analysis of the fluorescence 

confocal images 

 

Note: This is a simplified presentation of pixel selection method. In practice, ~1135 

pixels (𝑃𝑖𝑥𝑒𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 = 𝜋 ×  (
10 µ𝑚

0.26 µ𝑚
)

2
) can be selected (shown as red) from each 

particle on average.  
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Figure 6. 11 Issues in the procedure of manual thresholding for pixel selection with 

ImageJ 

 

Note: (A) The starting point of manual thresholding of the image; (B) The ending point 

of thresholding process as the completion of shading the area of particle with 

highest average intensity, denoted by red dashed circle; (C) Zoom-in of the area 

indicated in (B) to specifically show the shaded areas with skewed shapes 

(emphasized by blue dash lines) of particles with lower intensities at the ending 

point of thresholding; (D) The offset in the results of pixel selections in ImageJ. 

Yellow dashed circles: the actual location and size of particles, white dashed circles: 

the areas selected by ImageJ.   
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Figure 6. 12 Pixel selection and image reconstruction in Matlab when applying manual 

thresholding 

 

Note: (A) The original image of particles (Figure 6.9B); (B) The reconstructed image of 

the same particles after pixel selection with inaccurate coordinates (X, Y) and R of 

particles. Background (unselected region) is defaulted as 1 (white out) for clearity of 

presentation of the drifts of the reconstructed particles. For some particles, solution 

is mistakenly included as parts of the particles, as indicated by the arrows. Some 

areas belonging to particles are excluded and the dash circles show the shapes of 

actually particles.  
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Figure 6. 13 Automatic thresholding for pixel selection in ImageJ 

 

Note: (A) The automatic thresholding of the image of particles (Figure 6.9D). 

“Watershed” was applied for cutting edges of the touching particles, as indicated by 

the yellow dash lines. The “core-shell” particles as well as broken fragments of 

particles (indicated by arrows) were excluded; (B) Circles (shaded areas) generated 

in ImageJ. They are defined by coordinates of the center (Xa, Ya)  and the radius Ra 

determined by auto-thresholding process. The zoom-in shows the example of pixel 

selection of particle in Matlab: a circled area (yellow shaded area) defined by (Xa, 

Ya) and (Ra-2) was selected for image reconstruction in Matlab. 
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Figure 6. 14 The studies of noise in quantitative confocal imaging  
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Figure 6. 15 ΔG distributions of C18-derivatized nanoporous silica particles 

 

Note: (A) Global ΔG distribution which includes individual ΔGs at all the selected pixels 

of all 99 particles; (B) ΔG distribution of one randomly selected particle.  
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Figure 6. 16 ΔG maps of the particles shown in Figure 6.9 
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CHAPTER 7                                                                                                                  

BILE SALTS ASSISTED SOLUBILIZATION OF HYDROPHOBIC NANOPOROUS 

SILICA PARTICLES       

7.1. Introduction 

The studies of controlled drug delivery have been facilitated in recent years by the 

rapid advances in materials science 
231

. The goal of controlled drug delivery is to 

efficiently and accurately transport and release certain amount of drug molecules to 

specific target sites in human body without decomposition of and the loss of the 

therapeutic functions of drug molecules.  It makes the choice of devices or drug carriers 

very demanding. A large group of nanoporous materials have been explored as promising 

candidates of drug delivery vehicles, including  porous silicon (Si), aluminum oxide 

(Al2O3), titanium oxide (TiO2) and mesoporous silica (SiO2) 
232-238

. The nanoporous 

materials are a type of solid material permeated by a network of connected nanopores. 

They have a number of outstanding properties that make them popular in the applications 

of drug delivery, including large surface area to volume ratio, high thermal and chemical 

stability as well as the flexibility of surface modification
239

.  

Porous silicon (Si) is one of the most extensively researched materials for 

developing drug delivery systems with high performance because of its easily tunable 

morphology and size of pores and low toxicity. Porous Si can be used as carrier of 

various types of drug molecules, such as proteins, DNAs and enzymes. The loading of 

drug molecules into the porous structure of this material is often achieved through 

physical adsorption, trapping and covalent attachment 
237

. Its success as the host of 
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ibuprofen 
240

, doxorubicin 
241

 and some other drugs in the applications of controlled drug 

release has been reported. One most advanced study is to utilize porous Si particles with 

average diameter of 20 µm as the brachytherapy device for cancer treatment in vivo. The 

drug—radioactive isotope 
32

P was directly synthesized on the surface of porous silicon 

particle and then released to specific locations of tumor for radiation 
242, 243

. Besides the 

porous Si, other nanoporous materials have also been employed as the devices in the 

sustained drug release studies. For example, nanoporous Al2O3 is usually developed into 

the form of capsule to improve its mechanical strength as the vehicle of drug delivery 
244

. 

La Flamme et al. reported a study of loading and transporting glucose, insulin and 

immunoglobulin G (IgG) for the treatment of diabetes in vitro 
235

. Popat and co-workers 

employed TiO2 nanotubes as drug carrier to treat chronic infection which arises as side-

effect after orthopedic implant surgeries. They developed a system to achieve a 

controlled release of antibiotics from TiO2 nanotubes to infection sites in the bone tissue. 

245
 

In recent years, nanoporous silica material has gained its popularity in the 

applications of drug delivery because of its non-invasiveness, low toxicity, 

biocompatibility and easy synthesis. The majority of silica-based drug delivery systems 

are developed by using underivatized nanoporous silica which is hydrophilic in 

physiological environment where pH is ~ 7.4 and the silanol groups are deprotonated.  A 

central challenge is to efficiently trap drug molecules inside the pores during transport 

and minimize the leakage. Several approaches were developed to conquer these 

challenges. Martin group, for instance, applied hollow silica nanotubes with one end 

closed as drug carrier. After drug loading, they corked the other end of nanotubes with 
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chemical self-assembled nanoparticles.  Imine linkages were attached to several spots 

between nanotubes and nanoparticles for system stabilization 
246

. A method of 

mechanical capsulation of silica nanotubes was developed by Yu and co-workers. They 

deposited a thin layer of capping material (Au, Ag) on the surface of open end of 

nanotubes and hammered it with alumina microbeads for sealing 
247

. Zink group created a 

drug delivery system by applying the pH driven molecular nanopistons at the entrances of 

nanopores of nanoporous silica particles to achieve efficient trapping and controlled 

release of guest molecules by operating the pH 
248

.  

All these systems involve complex synthetic or nanofabrication steps to generate 

a physical cap to block the pore openings. Alternatively, our research group is conducting 

research of using hydrophobic silica nanoporous particles as the vehicles of drug 

molecules. The100% efficiency of drug loading and releasing are successfully achieved 

with open-pore configuration, without any chemical and/or physical modification of the 

particles. The controlled drug released is also accomplished by switching solvent from 

water to ethanol where the hydrophobic particles can be wetted 
249

. A major challenge in 

this application is to disperse these hydrophobic drug delivery vehicles in the 

physiological aqueous phase. In other words, a requirement in this system is to make the 

hydrophobic particles “soluble” in water. The drug delivery cannot be achieved without 

the solubilization of the particles since the hydrophobic interactions between particles 

will makes them clustered together.  

Surfactant —sodium dodecyl sulfate (SDS) was explored to assist the particle 

solubilization in the aqueous phase. The nonpolar tails of SDS molecules are self-

organized into the C18 chains of particles driven by hydrophobic interaction. The 
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negatively charged head groups extend out of the hydrocarbon layer and are exposed to 

the aqueous solution. This renders particles soluble and well-dispersed in water 
249, 250

. 

The experiments on SDS micelles were designed to test the general principle of using 

surfactants to facilitate the solubilization of hydrophobic particles. However, considering 

biocompatibility, the SDS-assisted solubilization of the particles is not a choice in in vivo 

studies of drug delivery.  SDS molecules can lead to denaturation of proteins by adding 

extra negative charges to the amino acids which straighten out proteins due to the charge 

repulsion. In addition, the anionic surfactant molecules can disrupt the interaction 

between native proteins embedded in cell membranes and therefore destroy the bi-layer 

structure of membranes.  

An alternative system of using bio-compatible surfactant, bile salt, to assist the 

solubilization of hydrophobic particles was then developed and the preliminary studies 

are reported in this chapter. Bile salts are organic solutes that naturally exist in bile and 

participate in the enterohepatic circulation in human body 
251

. As the derivatives of 

cholesterol, the bile acids are synthesized in the hepatocyte (liver cells) and then 

conjugated to glycine or taurine to form conjugated bile acids, bile salts. Based on the 

combination between bile acid and amino acids, there are typically 4 types of bile salts—

cholate, deoxycholate, glycocholate and taurocholate 
252

. Sodium deoxycholate (NaDC) 

was employed in this preliminary study and its chemical structure is shown in Figure 7.1. 

All bile salts are naturally amphipathic and thus can form micelles when the 

concentration is above critical micelle concentration (CMC). For NaDC, specifically, 

micelles with aggregation number of ~ 5 can be formed when the concentration is above 

6 mM (25 
o
C). This property determines two important functions of bile salts in human 



 
199 

 

body: (1) emulsification, which break downs fat globules into small drops through 

hydrophobic interaction between fat globule and hydrophobic surface of bile salt micelles 

(Figure 7.1) and (2) solubilization of lipids such as fatty acids and monoglycerides in 

aqueous phase by forming micelle-lipid constructs and make lipids suspend in water 
253

. 

Inspired by the second function mentioned, we proposed an idea to solubilize the C18-

derivatized nanoporous silica in aqueous environment by introducing NaDC micelles into 

aqueous phase and forming NaDC micelle-C18 (particle) constructs in water. Similarly to 

the situation of lipid solubilization in human body, these hydrophobic drug carriers 

should be able to be solubilized and well dispersed in aqueous environments.  

7.2. Experimental 

7.2.1. Chemicals and materials 

Kromasil C18-, C8- and C4-derivatized nanoporous silica particles were purchased 

from Akzo Nobel EKA Chemicals (Bohus, Sweden). The fluorophore pyrene and the 

surfactant sodium deoxycholate (NaDC) were obtained from Sigma Aldrich (Milwaukee, 

WI) and used as received. The deionized water used in experiments was purified by a 

MilliQ system (MilliQ-Plus, Millipore, Bedford, MA). For the organic solvents employed 

in this study, 200 proof ethanol was purchased from Decon Laboratories, Inc., HPLC 

grade acetonitrile, methanol were from Fisher Scientific. ACS grade hexane and 2-

propanol were also obtained Sigma Aldrich.  
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7.2.2. Instrumentation and measurements 

7.2.2.1. Surfactant-assisted solubilization of hydrophobic nanoporous particles 

First of all, NaDC aqueous solutions at various concentrations ranging from 0.6 

mM to 300 mM were freshly prepared. The 1.00 µM pyrene/ NaDC aqueous solution was 

prepared at each concentration of NaDC aqueous solution.  Then ~ 0.045 g of particles 

was weighted out and mixed into ~3mL of each prepared pyrene/NaDC s solution, 

followed by thorough handshaking of the mixtures for ~1min. 

7.2.2.2. Quantitative fluorescence measurements of the solubilization of particles 

The kinetics of NaDC-assisted solubilization of hydrophobic nanoporous silica 

particles was monitored by collecting fluorescence emission spectra of pyrene in a time 

period of 72 hours. All fluorescence measurements were performed by using AMINCO-

Bowman Series2 Luminescence Spectrometer (Model: FA-354, Thermo Electron, 

Waltham, MA). The excitation wavelength of Xenon lamp was set to be 274 nm for 

pyrene excitation. The fluorescence spectra were recorded from 340 nm to 500 nm, with 

emission bandpass of 2 nm. The step size and spectrum scan rate were set to be 1 nm and 

1 nm/s, respectively.  

After mixing, the cuvette containing the sample mixture was immediately placed 

into the fluorescence spectrometer for spectral measurement. Three replicates of spectra 

were collected at each specified time point of 0 min, 30 min, 1 hour, 2 hours, 3 hours, 4 

hours, 5 hours, 24 hours, 48 hours and 72 hours after mixing the particles into the 

surfactant aqueous solution. With an assumption that the system achieved equilibrium 

after 72 hours, at the end of this experiment, the cuvette was gently shaken again to re-
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suspend all solubilized particles, including the particles floating on the top of solution and 

those sinking to the bottom of cuvette. Three replicates of fluorescence spectra of this re-

mixed sample were acquired after the re-shaking procedure. Various sample mixtures 

with different combinations of solution concentration and hydrocarbon chain length of 

the hydrophobic nanoporous particles were measured under the same experimental set-up.  

7.3. Results and Discussions 

In this chapter, we report the preliminary studies of the bile salt-assisted 

solubilization of hydrophobic nanoporous silica particles, aiming to initiate the 

investigation on surfactant-assisted wetting and solubilization of hydrophobic nanoporous 

particles in biological compatible environment. This will lead to a progress in the 

development of hydrophobic nanoporous material as drug delivery vehicles in 

physiological environment.  

7.3.1. Qualitative studies of NaDC-assited solubilization of hydrophobic nanoporous 

silica particles 

Sodium deoxycholate (NaDC), the surfactant molecule employed in this research 

project, has reported critical micelle concentration (CMC) of 2 ~ 6 mM at 20 ~ 25 
o
C, 

aggregation number of 5 and fairly high water-solubility of ~1 M. The standard aqueous 

solutions of 0.6, 6, 60, 100, 200 and 300 mM were prepared to perform the initial and 

qualitative assessment of the capability of this surfactant molecule to solubilize and wet 

the hydrophobic nanoporous particles in aqueous environment over a broad range of 

NaDC concentrations. After thorough mixing of particles into each solution, the sample 

vials were left on work bench without any disturbance for 72 hours to let equilibrate.  
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A picture was taken after 72 hours to show each mixture at equilibrium, as 

illustrated in Figure 7.2. The particles were also mixed with deionized water (denoted as 

0 mM) for comparison. Several important facts are demonstrated by Figure 7.2: (1) it is 

apparent that the hydrophobic particles cannot be solubilized and wetted by water and 

stay floating on top of water; (2) at very low concentration of NaDC (0.6 mM), which is 

below the CMC of this surfactant molecule, only a small portion of particles is 

solubilized and dispersed into solution upon mixing, while the majority of particles 

cannot be dispersed into solution after remixing. At equilibrium, both the solubilized and 

insolubilized particles are at the top of the solution, indicating that particles cannot be 

wetted by NaDC aqueous solution at very low concentration; (3) when the concentration 

of NaDC solution is above ~ 10-fold higher than the CMC (≥ 60 mM), all particles are 

solubilized and can be well dispersed into the aqueous solution. A portion of the particles 

is completely wetted by the aqueous solution and sink down to the bottom of the vial. 

The portion of wetted particles increases as the NaDC concentration increases; (4) even 

with the capability to solubilize all hydrophobic particles in the mixture at fairly high 

concentrations, the NaDC aqueous solution is not able to completely wet all these 

particles. As a result, the solubilized particles are separated into three fractions at 

equilibrium: the first fraction is the portion of particles, with their outer surface wetted 

but network of nanopores remaining dry, floating on the top of solution; the second 

fraction indicates the particles steadily suspended in the NaDC solution. For this portion 

of particles, their outer surface as well as part of the network of nanopores are wetted by 

the aqueous solution and thus possess an overall density close to that of water (~1 g/cm
3
); 

the third fraction refers to particles that are completely wetted in the pores by aqueous 
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solution and sink to the bottom of the vials. As clearly illustrated in Figure 7.2, the 

concentration of NaDC aqueous solution plays a decisive role on the proportion of the 

three fractions of the mixture at equilibrium. Details regarding to the three fractions and 

concentration dependence of solubilization process are discussed in the following 

sections. 

7.3.2. Polarity calibration with fluorescence measurement of pyrene 

Pyrene, a fluorophore with high sensitivity to its local microenvironment, was 

used to approach the dynamics of the NaDC-assisted solubilization of the hydrophobic 

nanoporous silica particles. As has been well noted in the literature, the intensity ratio of 

the third and first bands (R(I3/I1)) in the vibronic fine structure of fluorescence emission 

spectrum of pyrene is sensitive to solvent polarity. The value of R(I3/I1) thus can be used 

to indicate the polarity of local environment where the pyrene molecules are 
254, 255

.  

In order to accurately evaluate the dynamics of environmental polarity of the 

sample mixture during the solubilization process, polarity calibration was performed by 

measuring the fluorescence emission of pyrene in various solvents with a wide range of 

polarity indices (P’). Table 7.1lists the solvents used for the calibration and the 

corresponding polarity indices. Three replicates of fluorescence emission spectra of 

pyrene in each solvent were taken and the averaged spectra are plotted in Figure 7.3A 

with the normalization to peak 1. The R(I3/I1) value of each spectrum was calculated and 

compared to the literature values 
254

 in Table 7.1.  The measured R(I3/I1) values are in 

general agreement with the literature values and the differences might be attributed to 

differences in the instrument setup in spectral measurements. As the polarity (index) 

increases, the R(I3/I1) decreases, as shown in Figure 7.3B. To assist the visualization of 
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this trend, the calculated R(I3/I1) values were fit to the model of single exponential decay 

by NLLS.  

The calibration study was subsequently conducted for NaDC solutions over a 

broad concentration range, up to 200 mM. The averaged spectrum at each concentration 

was normalized to peak 1 and plotted in Figure 7.4A. The corresponding fluorescence 

intensities obtained from the integration of fluorescence emission spectrum was plotted 

as a function of NaDC concentration in Figure 7.4B. An increasing trend of fluorescence 

intensity is observed as the NaDC concentration is elevated. And the intensity gets fairly 

steady when the NaDC concentration is above 8 mM. As well known, the fluorescence 

quantum yield of pyrene is greatly dependent on its environmental polarity. The higher 

the polarity, the lower the quantum yield will be. The trend shown in Figure 7.4B thus 

reveals that the polarity of the microenvironment of pyrene molecules stays almost 

invariable when the concentration of NaDC is above the CMC, which is ~ 6 mM at 25 
o
C. 

This fact was also demonstrated by the plot of R(I3/I1) as a function of the NaDC 

concentration, as presented in Figure 7.4C. According to the plot, polarity of the 

microenvironments where pyrene molecules are located changes dramatically at lower 

NaDC concentrations and reaches a constant when NaDC concentration is elevated above 

~8 mM because of the formation of micelles. In the low surfactant concentration region, 

when increasing the concentration of NaDC from 0 to 10 mM, micelles form. The pyrene 

molecules partition into micelles where the polarity is much lower than aqueous phase 

until achieves equilibrium. Because of this re-distribution of pyrene molecules —the 

reporters of local environments, the collected fluorescence spectra exhibit dramatic 

growth in both intensity and R(I3/I1) (Figure 7.4 B and C), indicating an increase in 
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fluorescence quantum yield associated with a decrease in the polarity of 

microenvironments of pyrene. When the NaDC concentration is above CMC, essentially 

all pyrene molecules partition into the hydrophobic region of micelles as the result of 

hydrophobic interactions. The measured fluorescence intensity as well as R(I3/I1) are thus 

dominated by the environmental polarity of micelles and stay fairly constant. 

7.3.3. Kinetics studies of NaDC-assisted solubilization of hydrophobic nanoporous silica 

particles 

The kinetics of the solubilization of the Kromasil C18-derivatized nanoporous 

particles with the assistance of NaDC was approached by conducting a fluorescence 

measurements of pyrene incorporated in the NaDC-particle system during the 

solubilization process. The NaDC solution was at a high concentration of 150 mM in this 

investigation to drive the complex formation between the surfactant and hydrocarbon 

layer for sufficient solubilization of hydrophobic particles.  

Upon mixing ~ 0.05g of particles into the NaDC solution, the NaDC micelles 

partition into the C18 hydrocarbon chains of particles through hydrophobic interactions. 

At the same time, the pyrene molecules that are originally in micelles start to re-distribute 

between micelles and the newly formed surfactant-C18 constructs until the system reaches 

equilibrium. Therefore, by monitoring the fluorescence emission of the pyrene molecules 

in the system, the polarity dynamics of the micelle-particle interactions and the kinetics 

of the entire solubilization process can be approached.  

The solubilization process was monitored for 72 hours based on the observation 

from qualitative studies that the system became stable and reached equilibrium in the 
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time period of three days. After mixing particles into NaDC aqueous solution, the sample 

mixture was pictured at several time points and shown in Figure 7.5. The corresponding 

fluorescence spectra of pyrene in the mixtures were measured and plotted in Figure 7.6A. 

As shown in Figure 7.5A, a cloudy mixture was immediately observed upon mixing 

particles into the surfactant solution. It indicates that the exterior of particles with C18 

hydrophobic layer could be instantly solubilized by NaDC micelles and dispersed into the 

aqueous phase.  Figure 7.5B taken after 30 min shows sediment of particles to the bottom 

of cuvette and formation of particle layer on the top of solution as well. The system 

became fairly stable and minimal changes could be observed after 24 hours, as presented 

by comparing the pictures taken at time points of 24-hour and 72-hour (Figure 7.5D and 

E). As clearly shown in the picture taken at the time of 72-hour, three fractions of 

particles exist after the system reached equilibrium: (1) the top fraction, the fraction of 

particles floating on top of the solution, (2) the suspended fraction, the fraction of 

particles suspending in the body of solution and (3) the bottom fraction, the fraction of 

particles that have sediment to the bottom of cuvette. With the knowledge of average 

density of the porous particles slightly smaller than 1 g/cm
3
, the simultaneous existence 

of all three possible scenarios of the NaDC-assisted solubilization was demonstrated: 

First, the top fraction indicates the particles whose exterior is covered by NaDC micelles 

and become soluble and facilely dispersable in aqueous phase but the interior nanopores 

stay dry; Second, the suspended fraction represents the particles with exterior fully coated 

by surfactants and the network of nanopores partially wetted, which results in an overall 

density of particle ~ 1 g/cm
3
 and thus suspend in solution; Third, the bottom fraction 
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signifies the particles completely covered by micelles and the nanopores are fully wetted 

by water. Therefore they sink to the bottom of the solution due to their high density. 

The fluorescence spectra (Figure 7.6A), taken at discrete time points and averaged 

from 3 replicates of measurements, exhibit an increase in intensity over time. First of all, 

the dynamics of polarity during the solubilization process was investigated. The spectra 

were normalized to peak 1 and replotted in Figure 7.6B to examine the trend in the 

vibronic band intensity ratio R(I3/I1). The spectra showed an unexpected but excellent 

overlap after normalization, which indicates a constant polarity of the system throughout 

the solubilization process. The insignificance of change in polarity was again clearly 

presented as a function of R(I3/I1) over time in Figure 7.7A. Before addition of particles, 

the NaDC solution at 150 mM shows a R(I3/I1) of 1.520 with a standard deviation of 

0.006. The values of R(I3/I1) at each time point of 0, 0.5, 1, 2, 3, 4, 5, 24, 48 and 72 hours 

after addition of particles were summarized in Table 7.2. The closeness of these values 

indicated the similarity in the polarities of microenvironments created during the 

interaction between NaDC micelles and the C18-derivatized nanoporous silica particles. 

Although the dynamics of polarity of the solubilization process was not able to be 

accurately approached from the measurement of R(I3/I1) of fluorescence emission spectra 

of pyrene, several crucial facts were still discovered by interpreting the R(I3/I1) measured 

at several important states of the solubilization process: no particles, adding particles into 

solution (“just added”), reaching equilibrium and reshaking the system after equilibrium 

(“reshaking”). The R(I3/I1) of these 4 important states were plotted and indicated in red, 

blue, purple and green in Figure 7.7B and the corresponding values were listed in Table 

7.2. The important discoveries are: 
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(1) Comparing the states of “no particle” with “just added”: 

It was proven by the immediate dispersion of hydrophobic particles into solution 

(Figure 7.5A), the exterior surface covering of particles by NaDC surfactants occured 

immediately after mixing particles into the surfactant solution. The pyrene molecules 

promptly partitioned into C18 layers of exterior of particles upon mixing and the 

measured R(I3/I1) thus reflected the polarity of the microenvironments of the newly 

formed NaDC micelle-C18 constructs on the exterior of particles. Upon the addition of 

particles into solution, the R(I3/I1) increases from 1.520 to 1.544 (Table 7.2) and this 

increase is significant with the consideration of standard deviations of 0.006 and 0.010, 

shown as the complete discrete from each other of these two data points in Figure 7.7B. 

The two-tailed t test had a p value of 0.022. This increase in R(I3/I1) revealed a fact that 

the polarity of the microenvironments of the newly formed micelle-C18 construct is on 

average lower than that of micelle itself. 

(2) Comparing the states of “just added” and “reshaking” : 

As shown in Figure 7.5E, there are three fractions of particles at equilibrium and 

it is practically difficult to separate these three fractions and analyze them individually 

without any mixing between fractions. The system was thoroughly reshaked by hand and 

three replicates of fluorescence spectra were collected to provide an averaged assessment 

of the system, including all three fractions of particles, after it achieved equilibrium. The 

R(I3/I1) increases from 1.532 to 1.580 after reshaking (Table 7.2). Comparing this value 

to the R(I3/I1) of “just added”, there is a significant increase in the R(I3/I1) value from 

1.544 to 1.580 (p = 0.0082 for the two-tailed t test), which implies a further decrease in 
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polarity of microenvironments of the system from the beginning to the end of the 

solubilization process. As demonstrated above, the polarity of surfactant-C18 construct is 

slightly lower than that of micelle, the decrease in polarity observed upon reshaking at 

equilibrium therefore suggests that the more surfactant-C18 constructs are formed during 

solubilization process. In other words, at the equilibrium of the NaDC-assisted 

solubilization process, beside the surfactant-C18 constructs fully covered the exterior of 

particles, more constructs formed during the solubilization process and partially covered 

the interior surface of particles. This conclusion is consistent with the observation of 

three fractions of particles in Figure 7.5E.  

The kinetics of the NaDC-assisted solubilization of hydrophobic particles was 

investigated by analyzing the scattering signal during the solubilization process. The 

scattering signal was resulted from the correction of originally collected fluorescence 

spectra of pyrene (Figure 7.6A). The collected fluorescence signal was composed by the 

fluorescence emission from pyrene molecules and the scattering of the excitation light at 

the water-silica interfaces of particles. The scattering intensity is directly proportional to 

the concentration of particles in the light path of detection. The scattering signal which 

caused baseline rise in fluorescence spectra was extracted out and excluded from 

collected spectra by fitting it to Lorentzian scattering peak, as shown in Figure 7.8A. The 

change in scattering signal over time and the corresponding NLLS fitting to the model of 

the 1
st
 order exponential decay were both plotted and shown in Figure 7.8B. The small 

reduced χ
2
 indicates the goodness of this model to describe the decay of scattering signal, 

reflecting the amount of particles in the light path over time. At the starting time (“just 

added”), all solubilized particles from all three fractions disperse into the body of solution 
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and therefore results in the greatest scattering signal. The scattering signal decreases 

drastically in the first several hours due to the sedimentation of wetted particles to the 

bottom and the rise of the particles with dry interior up to the top of the solution, as 

shown in Figure 7.5. The scattering signal reaches a non-zero asymptote after 5 hours. It 

tells that the system reaches equilibrium and is stabilized in hours. More importantly, the 

non-zero asymptote of the scattering signal demonstrates the existence of suspended 

particles that are partially wetted by NaDC aqueous solution, with density close to 1 

g/cm
3
 at equilibrium. The decay constant τ1 of 1.03±0.19 hours from the fitting provided 

a quantitative evaluation of the easiness of this solubilization process to achieve 

equilibrium.  

7.3.4. The effects of NaDC concentration on the solubilization  

The performance of NaDC micelles in assisting the solubilization of hydrophobic 

nanoporous particles in aqueous phase was studied at various concentrations to explore 

the effect of surfactant concentration on the solubilization process. The solubilization of 

particles (~ 0.05 g) assisted by 30, 40, 150 and 200 mM NaDC aqueous solutions was 

investigated. At each concentration, the fluorescence emission spectra were recorded and 

analyzed in the same way described above. The decays of scattering signal at each 

concentration, as well as the corresponding pictures of the system taken at equilibrium 

were shown in Figure 7.9.  

The four insets of pictures show that the distribution of particles among each of 

the three fractions is greatly dependent on the NaDC concentration. As the concentration 

increases from 30 to 200 mM, the bottom fraction of particles becomes thicker and top 

fraction is thinner. Considering that similar amount of particles was mixed into each 
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solution for solubilization, this observation of all four systems at equilibrium reveals that 

at higher concentrations NaDC micelles offers greater efficiencyin pore wetting by 

infiltrating the nanopores, convering the pore surfaces and rendering the nanopores 

hydrophilic. It thus leads to the increase in bottom fraction where particles are completely 

wetted.  

The time constants τ1 s, resulted from the fitting of the decays of scattering signals, 

are 6.28 ± 1.09, 6.32 ± 1.03, 1.03 ± 0.19 and 0.86 ± 0.24 hours, respectively. By 

comparing τ1 obtained at each investigated concentration of NaDC, it can be concluded 

that (1) the solubilization of the hydrophobic particles reaches equilibrium faster when 

assisted by NaDC micelles at higher concentration, as demonstrated by the shorter decay 

time constants of 1.02 and 0.86 hours for 150 and 200 mM NaDC solutions;. (2) the non-

zero of the scattering signals at equilibrium demonstrates the existence of suspended 

particles with partially wetted interior in the solution, for all four systems. And 

furthermore, a growing trend of the amount of suspended particles is observed as the 

concentration of NaDC aqueous solution increases, evidenced by the increase in 

scattering signals of the stabilized systems from ~ 1.35 (30 mM) to ~ 1.85 (200 mM).  

7.4. Conclusions 

This chapter presented the preliminary investigation of the solubilization of C18-

derivatized nanoporous silica particle in aqueous solution, with the assistance of bile salt, 

sodium deoxycholate (NaDC), a bio-compatible surfactant. The success in NaDC-

assisted solubilization of the hydrophobic particles in aqueous solution was demonstrated 

in the initial qualitative studies. The polarity of microenvironments of the system during 

the solubilization process was investigated by measuring the peak 3 to 1 ratio (R(I3/I1)) of 
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fluorescence emission spectrum of pyrene incorporated in the system. The kinetic 

information of the solubilization process was approached from the fitting of the decay of 

scattering signals over time to the model of 1
st
 order exponential decay. Moreover, the 

effects of the bile salt concentration on the solubilization as well as the stability of the 

equilibrated system was also evaluated by comparing the decay time constant τ1s 

obtained from the fittings of scattering signals measured during the solubilization 

processes assisted by NaDC micelles at various concentrations.  
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Table 7. 1 The values of R(I3/I1) of fluorescence spectra of pyrene in various solvents 

Solvent Polarity index (P’) R(I3/I1)literature
a 

R(I3/I1)experimental 

Hexane 0 1.54 1.596±0.063 

2-propanol 4 0.94 0.971±0.009 

Ethanol 5.1 0.91 0.892±0.010 

Methanol 5.2 0.80 0.816±0.014 

Acetonitrile 5.8 0.61 0.649±0.009 

Water 9 0.62 0.614±0.010 

 

 

Note: 
a
 The literature values of R(I3/I1) are adapted from 

254
. 
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Table 7. 2 The changes in R(I3/I1) during the process of NaDC-assisted solubilization of 

the hydrophobic nanoporous silica particles 

Time point  

(during solubilization) 
R(I3/I1) 

Standard deviation of 

R(I3/I1) 

No particles 1.520 0.006 

Just added 1.544 0.010 

0.5 hour 1.548 0.022 

1 hour 1.540 0.006 

2 hours 1.531 0.010 

3 hours 1.527 0.014 

4 hours 1.529 0.015 

5 hours 1.519 0.007 

24 hours 1.534 0.005 

48 hours 1.538 0.003 

72 hours (reaching 

equilibrium) 
1.532 0.006 

Reshaking 1.580 0.008 
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Figure 7. 1 Chemical structure of the NaDC molecule and the emulsification process 

assisted by NaDC micelles 

 

Note: picture source 
http://droualb.faculty.mjc.edu/Course%20Materials/Physiology%20101/Chapter%20Notes
/Fall%202007/chapter_20%20Fall%202007%20Phy%20101.htm 

 

 

 

  

http://droualb.faculty.mjc.edu/Course%20Materials/Physiology%20101/Chapter%20Notes/Fall%202007/chapter_20%20Fall%202007%20Phy%20101.htm
http://droualb.faculty.mjc.edu/Course%20Materials/Physiology%20101/Chapter%20Notes/Fall%202007/chapter_20%20Fall%202007%20Phy%20101.htm
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Figure 7. 2 Qualitative studies of solubilization of C18-derivatized nanoporous silica 

particles with assistance of NaDC at various concentrations 

 

Note: The picture was taken 72 hours after sample mixing to show the equilibrium states 

of solubilization at each concentration of NaDC. 
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Figure 7. 3 Polarity calibration by fluorescence measurements of pyrene in various 

solvents 
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Figure 7. 4 Polarity calibration of NaDC aqueous solutions over a range of concentrations 
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Figure 7. 5 Sample mixture at several time points during the solubilization process 
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Figure 7. 6 Fluorescence spectra of pyrene in the NaDC micelle-particle system at 

various time points of solubilization process  

 

Note: (A) Original fluorescence emission spectra of pyrene; (B) Fluorescence spectra of 

pyrene normalized to peak 1.  
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Figure 7. 7 Polarity dynamics of the microenvironments of NaDC micelle-particle system 

during the solubilization process 

 

Note: The error bars in polarity measurement during the solubilization process were 

excluded in (B) to only signify the polarities (R(I3/I1) values) of the system at the 

beginning and the end of solubilization. Red dot: no particles; blue dot: particles just 

added; purple dot: system at equilibrium; green dot: remixing sample at equilibrium. 

Each dot in the plots represents an average of three replicates of measurements.  
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Figure 7. 8 Study of the kinetics of NaDC-assisted solubilization of the particles 

 

Note: (A) The correction the fluorescence signal of pyrene emission by subtracting out 

the scattering signal; (B) Quantitative analysis of scattering signals to approach 

kinetics of the solubilization process. 
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Figure 7. 9 The effects of concentration of NaDC on the solubilization  
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CHAPTER 8                                                                                                             

FUTURE DIRECTIONS 

Single molecule counting has been established as a powerful method to 

characterize molecular transport inside nanoporous silica. Although the research 

presented in this thesis focuses on probing diffusing molecule in the network of C18-

derivatized nanopores, this methodology can be employed to explore various molecular 

processes in different types of porous materials and biological structures. The 

measurement of molecular transport will uncover the nature and possible environmental 

heterogeneity inside the material at which the probe molecules travel since the probe 

molecule serves as a reporter of local environment.  

In the establishment of single molecule counting methodology, a random spatial 

distribution of single diffusing molecules in the network of nanopores has been 

demonstrated, as described in Chapter 4. Based on the correlation between the strength of 

emitted photon burst and the trajectory of molecular diffusing across the Gaussian beam, 

a probability distribution function has been derived and it enabled the localization of 

single diffusing molecule at super-resolution. Therefore, as a continuation of this 

achievement, an innovative technique of super-resolution imaging by localizing 

individual diffusing fluorophore should be planned. This approach has the advantage of 

not having to label the structure with fluorophores at very high surface concentration. The 

success in this work will be a breakthrough in confocal imaging since it offers the 

observation of single molecules in specimen at super-resolution with accuracy of a few 

nanometers and most importantly, microsecond kinetics of individual molecules in the 
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specimen can be approached and these results will directly reveal the micro- and 

nanoenvironmental heterogeneity in the specimen. 

  The heterogeneity of ∆G among different nanoporous particles as well as within 

individual particles has been confirmed, as elaborated in Chapter 6. It plays a decisive 

role on the performance of fundamental applications of nanoporous particles. For 

example, it could significantly contribute to the band broadening issue in 

chromatographic separation. The work presented in this thesis only includes the 

preliminary studies regarding to method development, system calibration and validation 

by investigating the ∆G distribution in Luna C18-modified nanoporous silica particles. A 

comprehensive knowledge of ∆G distribution and the degree of heterogeneity in a variety 

of nanoporous particles with different pore sizes and surface modifications will be 

advantageous in making selection for separation applications.   

On the basis of the results from the preliminary studies of NaDC-assisted 

solubilization of the C18-derivatized nanoporous silica particles, alternative methodology 

is still in need to be developed for further detailed investigation of kinetics and dynamics 

of physicochemical properties of the system during the solubilization process. This 

information will be essential for better understanding of the particles as carriers for drug 

delivery in biology-friendly environments.  
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