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ABSTRACT 

 

 

Heterogeneous energetic materials such as plastic bonded explosives (PBX), 

pressed explosives etc have very detailed and non-uniform microstructure. The 

heterogeneities are usually present in the form of binder, voids, microcracks etc. Shock 

interaction with these heterogeneities leads to local heated regions known as hot spots. It 

is widely accepted that these hot spots are predominantly the cause of triggering reaction 

and eventually ignition in these energetic materials. There are various physical mechanisms 

operating at mesoscale through which hot spot can be created such as void collapse, inter-

granular friction in energetic crystals, shock heating of HMX crystals and binder etc. 

Hence, microstructural heterogeneities can play a vital role for shock initiation in 

heterogeneous explosives. In the current work, a general framework is established for 

performing mesoscale simulations on heterogeneous energetic materials. The numerical 

framework is based on a massively parallel Cartesian grid based Eulerian solver. Narrow 

band level set approach is used for sharp tracking of the material interfaces. The interfacial 

conditions are applied using modified ghost fluid method. The use of level set method for 

interface tracking provides an inherent advantage of using level set based image 

segmentation algorithm(active contouring) for the representation of explosives 

microstructure. The image processing approach allows to perform simulation on real 

geometries than the idealized shapes. The image processing framework is incorporated in 

the Eulerian solver. The energetic material considered in the current work is HMX. The 

chemical decomposition of HMX is modeled using Henson Smilowitz chemical kinetic 

law. Shock analysis is performed on two different samples of HMX based pressed 

explosives. Also, both two dimensional and three dimensional shock analysis on mock 

sugar geometry are performed. The effect of shock strength and relative positioning of 

voids on ignition threshold of porous HMX is studied. The current work is focused towards 

the development of a computational framework which can replicate the experimental way 
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of studying the shock initiation behavior of energetic materials i.e. using flyer plate 

simulations. 
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PUBLIC ABSTRACT 

 

 

Heterogeneous energetic materials are commonly used in various engineering 

applications such as mining, munitions, propellants design etc. Examples of such materials 

are plastic bonded explosives (PBX), pressed explosives etc. Energetic materials are useful 

because it can release large amount of energy in a very short span of time through initiation 

of chemical reactions, ignition and detonation. However, rapid release of energy in 

energetic materials makes them unsafe to handle as even small external disturbances may 

cause runaway thermal heat release. The behavior of energetic materials is highly 

unpredictable, which poses challenges related to the controlled design. The controlled 

design of heterogeneous energetic materials requires understanding of the physical 

mechanisms which govern the chemical reaction initiation and ignition process. The 

chemical reaction in heterogeneous explosives initiates because of various physical 

mechanisms operating at the microstructural scale (mesoscale). The current work is aimed 

towards understanding of these governing physical mechanisms and sensitivity 

characterization of heterogeneous energetic materials under shock load using mesoscale 

numerical simulations.  
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CHAPTER 1 

INRODUCTION 

1.1 Background and motivation 

Engineering applications such as mining, design of propellants devices for rocket 

propulsions, design of munitions etc uses energetic materials for high energy release and 

deposition. Examples of energetic materials are cyclotetramethylene-tetranitramine 

(HMX), triamino-trinitrobenzene (TATB), trimethylenetrinitramine (RDX) etc. It is an 

interesting question to find out that what makes energetic materials special compared to 

other organic compounds such as coal, kerosene  etc. It can be intuitively reasoned that 

energetic materials have high energy content per unit mass which is released when 

undergoing combustion. It is true that energetic materials have considerable amount of 

energy content, however comparison of heat of combustion of HMX, kerosene and coal 

reveals some interesting information. For example, heat of combustion of coal (anthracite) 

is 30.8 𝑀𝐽 𝐾𝑔⁄ , for kerosene it is 43.3 𝑀𝐽 𝐾𝑔⁄ , and for HMX[3] is 9.9 𝑀𝐽 𝐾𝑔⁄ .The heat of 

combustion of HMX is considerable lower than many non-detonable organic compounds 

which are present in nature. So, if it’s not the energy content, then what makes energetic 

materials sensitive? This can be understood by analyzing the chemical structure of these 

compounds. The molecular structure of HMX, kerosene and coal is shown in Figure 1-1. 

The difference between HMX and kerosene or coal is that, HMX molecule contains both 

fuel and oxidizer (oxygen) bonded together in a single stable compound, whereas kerosene 

or coal does not contain oxygen in their molecules. Hence, HMX is a self-sustaining 

molecule which can undergo combustion itself i.e. the oxygen required for combustion is 

provided from the molecule itself. However, coal or kerosene requires oxygen from their 

surrounding environment for combustion. This causes energetic materials to release high 

amount of energy very quickly (typically of the order of microseconds to nanoseconds) 
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through violent chemical reactions. This quick release of energy makes energetic materials 

useful for the mentioned engineering applications.  

 There are various forms in which energetic materials are used in real life 

applications. The current work is focused towards analysis of two commonly used 

heterogeneous solid explosives. These are plastic bonded explosives (PBX) and pressed 

explosive. PBX and pressed explosives vary from each other in terms of their composition 

and the way they are synthesized. PBX are composite materials formed by binding/coating 

energetic crystals such as HMX with polymeric binder materials such as estane[4]. On the 

other hand, pressed explosives are formed by pressurizing energetic crystals with each 

other to cast in some desired shape to use it for a particular application. There can be many 

different variations of both of these types of explosives based on the type of energetic 

crystals, crystal sizes, percentage composition of binder, porosity etc. For example, 

PBX9501 and PBX 9404 are two different types of PBX one with 95% HMX by weight 

and other with 94%. Also, Class III and Class V are two examples of pressed explosives[5], 

both samples vary from each other in terms of the respective crystal size. Figure 1-2 and 

Figure 1-3 shows the microstructure of PBX and pressed explosives. 

 As it was mentioned previously, the self-sustaining combustible property of 

energetic materials is the key characteristic which makes them useful. However, it is this 

property too which poses challenges related to its safety in handling and transport. 

Heterogeneous explosives are extremely sensitive to mechanical insult; application of 

transient loads may lead to initiation and run away thermal heat release even when it is not 

desired. Safety of heterogeneous explosives is a concern because of its highly uncertain 

behavior subjected to different environmental conditions. For example, a sample of 

heterogeneous explosive might not detonate under a strong impact but it may initiate 

chemical reactions even under mild loading situations. There are many examples[3] from 

history that shows that even following proper handling and transport practices had led to 

many catastrophic destructions[3]. It is an extremely challenging task to design or predict 
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explosives behavior for any general situation with full confidence. However, it is important 

to design explosives so that its behavior is controllable i.e. it should perform as it is desired 

to and remain insensitive in other scenarios.  

1.2.Sensitivity characterization of heterogeneous energetic 

materials 

The performance assessment and controlled design of heterogeneous energetic 

materials are attributed towards its sensitivity characterization. The sensitivity 

measurement of heterogeneous explosives can provide some insightful information which 

can help in efficient design of explosives with the determination of safety envelope 

corresponding to the various different loading scenarios.  

Heterogeneous energetic materials under applied shock load may initiate chemical 

reaction depending on the loading strength. The initiation and growth of chemical reaction 

releases reaction fronts and blast waves in the energetic materials. The interaction of these 

reaction fronts and blast waves with the incident shock wave leads to the propagation of 

detonation wave. The distance travelled by the incident wave to transform into full 

detonation front is termed as run-to-detonation distance[6]. The logarithmic plot of 

variation of run-to detonation-distance/time with respect to incident pressure loading is 

known as Pop-plot[7]. Pop-plots can be used as one of the ways to characterize the 

sensitivity of the HE materials[7]. In the past, various experimental [8-10] methodologies 

were employed to characterize run to detonation distance and Pop-plots. Figure 1-4(a) 

shows Pop-plot[1] for HMX based and TATB based explosive. It can be seen that for both 

the type of explosives, as incident loading magnitude (quantified using pressure) increases, 

the run to detonation distance decreases. The decrease in run to detonation distance 

indicates high sensitivity. Also, TATB based explosive requires high loading strength as 

compared to HMX based explosive to obtain the same run to detonation distance. This 

shows that TATB based explosive is less sensitive than HMX based one. Hence, one can 
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represent the gross sensitivity dependence of explosives on the different loading conditions 

using Pop-plot.  

The effect of loading on sensitivity of explosives can also be obtained using 

initiation threshold curve as shown in the work of James[2, 11, 12]. The initiation threshold 

curve is obtained by finding out under what loading conditions a particular sample of 

explosive will detonate. Flyer plate experiments are performed to load the explosive 

samples. The initiation threshold curve for PBX9404[2] material is shown in Figure 1-4(b). 

The points shown on the curve are the conditions i.e. flyer speed and velocity which has 

led to detonation for this sample. It can be seen that with the increase in flyer plate 

thickness, less velocity is required to detonate the material and thinner flyer requires higher 

speed of impact for detonation.  

Pop-plots[7] and James initiation threshold curve[2] are some of the ways to 

represent the sensitivity of explosive samples. In order to obtain these plots, data from 

physical experiments performed on explosive material is required. Significant development 

of experimental methodologies[5, 13-19] have taken in past to understand the behavior of 

explosives. However, design of such experimental set up can be challenging considering 

the uncertain and extremely sensitive behavior of explosives. It requires sophisticated 

measurement equipment’s and techniques and that makes experiments very expensive. 

This has led to the development of numerical methods to quantify the sensitivity of the HE 

materials. 

1.3.Numerical modeling of energetic material: macroscale 

approach 

In  previous works, numerical simulations to study shock initiation behavior of 

energetic materials were performed by modeling heterogeneous explosives by treating 

them as homogenized solids[20, 21]. The effects of mesoscale physical phenomena 

contributing to the formation of hot spots were modeled using phenomenological burn 
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models. These models attempt to reflect the mesoscale hot spot energy deposition 

mechanism at macroscale using closure terms. The commonly used burn models are 

Ignition and Growth[20], Forest Fire[22] and JTF model[23]. Although, these macroscale 

approaches are able to characterize sensitivity of energetic material, they carry some 

inherent disadvantages[24].  

Firstly, although, reaction initiation and detonation in energetic materials are 

observed at macroscale, it is well understood that physical processes that initiates chemical 

reactions operates on meso-scale (scale of material microstructure) and it depends 

intrinsically on the microstructural details of the energetic materials. The use of averaging 

methods leads to loss of localized information which is important to predict the shock 

initiation behavior. Secondly, in these burn models, the initiation, ignition and growth of 

chemical reaction depends directly on the applied pressure loading, while the underlying 

chemical kinetics follows the Arrhenius rate law i.e. it is temperature dependent. Also, the 

values of fit constants to parameterize the burn models are obtained using experiments 

performed on particular batches of explosives and apply to specific formulations. Their 

applicability in the face of variations of formulations in terms of composition or 

microstructural differences is therefore difficult to determine. Hence, for a complete 

understanding and general applicability of sensitivity measurement it is desirable to use 

mesoscale simulations which can model the material heterogeneities. 

1.4.Numerical modeling of energetic material: mesoscale 

approach 

Heterogeneous energetic materials[25] have a non-uniform microstructure due to 

the presence of heterogeneities in the form of binder material, voids, microcracks etc. The 

interaction of incident load with these heterogeneities leads to the formation of locally 

heated regions termed as “hot spots”[26]. It is an established concept that these hot spots 

acts as the favorable sites for triggering chemical reactions. Hot spots can be formed 
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through different physical mechanisms which operate at the meso-scale. A detailed 

description of ten different hot spot formation mechanisms is discussed by Field[27]. These 

includes adiabatic compression of gases trapped in the void regions under applied load[28-

32], hydrodynamic collapse of voids under shock loading leading to the formation of 

material jet[33, 34], viscous or plastic heating due to deformation of the voids[35], 

intergranular frictional heating arises due to impact between energetic crystals[28-30, 36-

38], formation of adiabatic shear bands[39-43] in the material during mechanical failure 

etc.  Each of these mechanisms plays role in the formation of hot spots depending on the 

loading regime, microstructural details of the energetic material etc. For example, 

hydrodynamic void collapse is considered to be one of the predominant hot spot formation 

mechanisms in strong shock load regime[44-46]. In order to understand the relative 

importance of these hot spot formation mechanisms in different loading conditions 

mesoscale numerical framework is desired. 

Mesoscale simulations can reveal important physical mechanisms which lead to 

initiation and ignition in energetic materials. The possibility of extracting physical insights 

that may not be easily derived from physical experiments have motivated the research 

community to develop mesoscale numerical frameworks in the past [1, 24, 47-59]. The 

focus of these mesoscale frameworks were mainly to model and capture the various 

mechanisms causing hot spot formation such as void collapse[45, 56-62], friction[63-65], 

material heterogeneities[48, 50, 52, 54, 66], heating due to elastoplastic deformation[4, 66, 

67]. Of course, these mechanisms need to be modeled accurately to predict the correct hot 

spot temperature which eventually leads to the initiation of chemical reactions. The 

formation of hot spots is a localized phenomenon and it depends greatly on the local 

morphological characteristics of the explosives. The effect of morphology on hot spot 

prediction was studied in the past[48, 52, 55, 60, 64, 67] by modeling the microstructural 

details using various approaches. Mas and Clements [48, 49] used the HMX particle size 

distributions to design a representative volume element (RVE) consisting of HMX crystals 
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and plasticized binder in both two and three dimensions. The effective properties of the 

RVE is modeled using Mori-Tanaka[68, 69] effective medium theory. Baer’s[52] work 

included Monte Carlo and molecular dynamics based methods to pack the randomly 

distributed crystals with prescribed porosity. Image processing techniques applied on 

experimentally generated  digital images is incorporated in an Eulerian hydrocode in the 

work of Benson and Colney [54] to perform simulations on real meso-structure. In the work 

of Barua and Zhou[55],  the image of PBX microstructure is used to generate cohesive 

finite element model to perform mesoscale simulations. The extraction of explosive 

geometry from experimentally generated images is one of the important ingredients for 

accurate hot spot prediction.  

The current work is focused towards shock initiation characterization of 

heterogeneous energetic materials. In the strong shock regime, amongst various 

mechanisms, void collapse is often considered as predominant and has garnered extensive 

study[44-46, 56, 57, 60].  Presence of voids in an energetic material  increases its 

sensitivity, as measured for example by the relationship between void fraction and run-to-

detonation[25]. Previous work has characterized the void collapse phenomenon at the 

mesoscale in HMX explosives[45, 56-60]. The work by Menikoff [45] provides interesting 

insights into the phenomenon of void collapse and the involvement of dissipative 

phenomena such as viscous dissipation and plastic work in the formation of hot spots. Void 

collapse leading to hot spot formation and initiation of reaction has been analyzed in the 

work of Tran et. al.[57] where HMX decomposition was modeled using the McGuire and 

Tarver [70] 4-equation chemical kinetic law for HMX. The effect of void size and loading 

intensity on energy deposition in HMX was also demonstrated. The recent work by 

Levesque and Vitello[60] has shown the effect of various void shapes such as spherical, 

elliptical, cylindrical, conical etc on the post collapse temperature. It was observed that 

energy deposited by voids depends on the orientation of these voids with respect to the 

incident shock loading. 



8  
 

The formation of hot spots after void collapse may or may not lead to initiation of 

chemical reaction in heterogeneous explosives. The reaction initiation depends on the local 

temperature of the hot spot and its size. The reaction can initiate only when the local hot 

spot conditions are maintained before mechanisms like heat diffusion starts playing a role 

in extracting energy from the hot spot. This was discussed in the work of Tarver et. al.[71] 

where the critical size of hot spots was determined for HMX and TATB materials. It was 

shown that for a given temperature of the hot spot there exists a critical size above which 

reaction initiation will be imminent. Moreover, it was also observed that the surrounding 

temperature of hot spots can increase its sensitivity towards ignition. The analysis by 

Tarver et. al.[71] characterizes the ignition threshold based on constant temperature 

distribution over an already created (by some means) hot spot. In fact, the hot spot size and 

its temperature distribution is determined by the mechanisms that initiated the hot spot, 

such as void collapse. Hence, the estimate of ignition threshold based on morphological 

feature of energetic materials such as void size and prescribed loading conditions is 

desirable. 

1.5.Accomplishments of the present work 

Homogenized continuum models as mentioned in the previous section are not 

capable of characterizing the local hot spot formation in heterogeneous energetic materials 

arising due to various physical phenomenon which may arise under impact loading due to 

averaging process involved.  Hence, mesoscale modeling of the heterogeneous explosive 

is necessary for the accurate characterization of the physical processes that can cause the 

formation of local hot spot leading to initiation of chemical reaction and ignition.  

In this work, a numerical framework for mesoscale computation on heterogeneous 

energetic materials like plastic bonded explosives (PBX), pressed explosives etc. is 

developed which can identify reasons that leads to the initiation of chemical reactions and 

ignition in heterogeneous energetic materials in the high shock load regime. The hot spot 
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mechanism considered in this work are void collapse, shock heating of the HMX crystals 

and plastic deformation of HMX crystals. The numerical framework is based on Eulerian 

Cartesian grid-based massively three dimensional solver[72-75] combined with a level set 

based image processing machinery[76] to characterize the real microstructure of the 

explosives. The image to computation approach for mesoscale simulation on explosives 

allows for the accurate prediction of hot spot location and its strength.  

A seven step chemical kinetic mechanism for HMX decomposition given by 

Henson-Smilowitz[77] is incorporated in mesoscale computation of HMX based 

explosives for the shock initiation and ignition study. The chemical kinetic equations are 

solved using 5th order Runge Kutta Fehlberg method[78] and the chemical species are 

advected with the flow using Strang splitting approach. The chemical reaction model is 

parallelized in the current framework using MPI libraries. The HMX decomposition 

mechanism with the current numerical framework is able to predict the ignition sites in the 

domain based on the local hot spot conditions. 

This work characterizes shock initiation and ignition criterion in HMX due to void 

collapse using the Henson-Smilowitz chemical decomposition law[77]. Various factors 

such as shock strength and void volume fraction in the heterogeneous HMX is identified 

that can significantly affect shock initiation and ignition behavior of the explosive. Also, 

this study is able to develop an internal energy based ignition threshold criterion for HMX 

which depends on shock speed and void positioning.  

The framework developed is also used to study the shock initiation behavior of 

plastic bonded explosive and two categories of pressed explosives i.e. Class III and Class 

IV. The shock analysis is performed on the real microstructures by performing image 

processing algorithms on the microstructural images[76]. The current framework is able to 

predict the initiation of chemical reaction and ignition in these explosives. Apart from the 

simulation on the real geometries, in order to understand the behavior of the pressed 

explosives, numerical experiments on elongated voids are designed. The numerical 
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experiments point out that the orientation of the elongated voids with respect to the incident 

shock plays an important role in the determination of which location in the pressed 

explosives can be critical. 

Inter-granular friction between the HMX has been considered as an important 

mechanism for the hot spot formation. Hence, as a first step an algorithm for the treatment 

of contact and separation of material interfaces is being developed in the current work. The 

advantage of the model lies in its ease of implementation; in contrast to Lagrangian contact 

treatments search operations for detecting collisions are simplified by the use of level 

sets[79] and no local constraints to prevent interpenetration through penalty-type force 

application is necessary to separate interfaces. Since the framework is Eulerian difficulties 

associated with carrying meshes through the material interactions, managing meshes to 

retain solution accuracy and stability and detecting contact between interacting surfaces 

are circumvented. The contact conditions are handled by implicitly satisfying the 

interfacial conditions on the parts of the interacting material interfaces that are in contact 

using a modified Ghost Fluid Method[80]. Use of a sharp interface treatment obviates the 

need to develop special treatments for materials that coexist within a grid cell. Such subgrid 

material pairs are always maintained as distinct entities separated by sharp interfaces. The 

results obtained from numerical simulations form various multimaterial impact problems 

considered matches well with experimental data where available and with other numerical 

simulations. The contact algorithm developed can also handle any general situation of 

contact and impact situation involving large deformations. 

This work is focused towards development of a mesoscale numerical framework 

which is capable to perform numerical experiments as close to physical experiments. 

Hence, flyer plate experiments on real samples of Class III and Class V pressed energetic 

samples are performed to replicate the same loading condition as applied in physical 

experiments.  
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(b) HMX (𝐶4𝐻8𝑁8𝑂8) 

(c)  TATB (𝐶6𝐻6𝑁6𝑂6) 

Figure 1-1: Chemical structure of energetic materials (HMX, RDX, TATB) and 
non-energetic materials (Kerosene). The presence oxygen molecule present in the 
molecular structure of energetic materials makes it a self-sustaining combustible 

compound, whereas non energetic materials requires oxygen from the surroundings 
for combustion. 

(a) RDX (𝐶3𝐻6𝑁6𝑂6) 

(c)  Kerosene (𝐶12𝐻26) 
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Figure 1-2: Microstructure of PBX9501 contain mixtures of coarse and fine grained 
HMX crystals along with binder. The image is obtained from the work of Caroline 

Handley[1]. 
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(a)  
 

 
 

(b)  
 

Figure 1-3: Microstructure of HMX based pressed energetic material (a) Class III 
type explosive (b) Class V type explosives. Both of these type of explosives vary 

from each other in terms of HMX crystals sizes. 
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(a) Pop-plot representation of HMX and TATB based explosives 

 
(b) Initiation threshold curve for PBX 9404 

 
 
 
 
 
 
 
 
 
 
 
 

  

Figure 1-4: Two different types of sensitivity measurement methods (a) Pop-plot – 
logarithmic plot between run to detonation distance and incident loading 

magnitude(express in terms of pressure), plot shows two different types of explosives 
(HMX based and TATB based)[1]. (b) James initiation threshold curve for PBX9404[2] 
material, plot is showing a thresholding curve as a function of flyer plate speed and its 

thickness, the thresholding curve distinguishes the regions between detonation and non-
detonation regimes. 
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CHAPTER 2 

NUMERICAL FRAMEWORK 

2.1 Governing equations 

The governing equations in Eulerian framework comprise a set of hyperbolic 

conservation laws[81, 82]. In Cartesian coordinates, the governing equations of 

conservation of mass, momentum and energy take the following form, 
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In equations (2.1)-(2.5) V is velocity, ρ is density, E is the specific internal energy, 

D is strain rate tensor, and G is the shear modulus of material. The stress state of material 

is specified by the Cauchy stress tensor 𝜎 (equation (2.4)) which consists of deviatoric part, 

S and dilatational part, P. The dilatational part, P (pressure) is given by the Mie-Gruneisen 

equation of state: 
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where, ec and Pc denotes the reference internal energy and pressure at 0 K, and (V )  is the 

Grüneisen parameter defined as, 
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where, 0  is the density of the unstressed material 

The function )(Vf is given as, 

 

 

 

(2.8) 

where, 01 VV , 1V and 0c is the bulk sound speed. The material parameters for 

the equation of state are given in Table 2-1[83]. 

2.1.1 Material models 

The materials in the current work have been modeled as elasto-plastic solids. 

Hence, the evolution of the deviatoric stress components is performed using the radial 

return algorithm[84] with the yield surface being estimated using the Johnson Cook 

strength model[85]. The Johnson Cook strength model is given by: 

 

 
𝜎𝑌 = [𝐴 + 𝐵휀𝑝

𝑛][1 + C ln(휀̇∗)][1 − 𝑇∗𝑚] 
(2.9) 

where, 𝜎𝑌 is the yield stress,  휀𝑝 is the equivalent plastic strain, 휀̇∗ = 휀̇ 휀0̇⁄  , 휀̇ is the plastic 

strain rate, and 휀0̇ is the dimensionless plastic strain rate. 

 𝑇∗ = (𝑇0 − 𝑇𝑟𝑒𝑓) (𝑇𝑀𝐸𝐿𝑇 − 𝑇𝑟𝑒𝑓)⁄  , 𝑇0 is the temperature of the material, and 

𝑇𝑟𝑒𝑓, reference temperature = 298 K and 휀0̇ = 1 𝑠−1.                       

A, B, C, n, m, are model constants and their values for different materials have been 

specified in Error! Reference source not found.[83].
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The current work involves mesoscale simulations of plastic bonded explosives 

(PBX). PBX is composed of energetic crystals bonded together with polymer binders. In 

this work, energetic crystals are identified as HMX and polymer binder as ESTANE. Along 

with these two phases, arbitrarily shaped voids may be present in the microstructure 

because of manufacturing defects.
  

The mechanical behavior[86] of HMX is modeled as an elastic perfectly plastic 

material. The dilatational part, P  for HMX is given by Mie-Gruneisen equation of state. 

The polymeric binders typically exhibit viscoelastic behavior. The viscoelastic behavior of 

the ESTANE is modeled using the dirty binder model given by Mas and Clements[4]. The 

dilataional behavior, P for the binder is given by Mie-Gruneisen equation of state. The 

deviatoric stresses are evolved as viscoelastic response. The shear modulus, G varies with 

time for the viscoelastic material. The time variation of G is obtained using a generalized 

Maxwell model where 22 elements prony series has been used to characterize the variation 

of shear modulus, G with relaxation time. The shear modulus, G variation is given by 

equation (2.10). 
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(2.10) 

where, 
G is the steady state shear modulus, iG is the shear modulus of thi element, 

PN  

is the number of terms in the prony series and 
P

irt ,  is the relaxation times for each elements. 

The shear modulus for each elements iG  and relaxation times 
P

irt ,  for ESTANE is provided 

in Error! Reference source not found.[87].
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2.2.Numerical methodology 

2.2.1 Discretization schemes 

The governing  equations of mass, momentum, energy conservation along with the 

evolution equation of deviatoric stress components are solved using a 3rd  order ENO 

(Essentially Non Oscillatory) scheme for the spatial discretization[88] and a 4th order 

Runge Kutta time integration method in the current framework. The details regarding its 

implementation has been discussed in the previous work[72, 89]. 

2.2.2 Level set representation of embedded interface 

In the current Eulerian framework the level set method[79, 90, 91] has been used 

to represent embedded objects. The use of standard narrow band level set approach allows 

tracking the material interfaces in a sharp manner. The level set field, 𝜙𝑙 at any point is 

defined as the signed normal distance from the 𝑙𝑡ℎ immersed object with 𝜙𝑙 < 0 inside the 

immersed boundary and 𝜙𝑙 > 0 outside.  The interface is implicitly determined by the zero 

level set field i.e. 𝜙𝑙 = 0 contour represents the 𝑙𝑡ℎ immersed boundary (shown in Figure 

2-1). 

 The details regarding the implementation of the narrow band level set approach 

have been discussed in previous work [72, 89].  Note that the level set field provides sharp 

delineation of all interacting interfaces so that even in those control volumes in which two 

or more interfaces coexist there is no mixing of the materials. 

In the current framework, the mesoscale computation is performed on the real 

geometries of explosive microstructure rather than idealized shapes. This is facilitated with 

the use of image processing algorithms. The image processing algorithms uses various 

image formats like XCMT, SEM etc. and can generate level sets representing the image 

geometry with desirable accuracy. The image processing algorithms used in the current 

work is explained in the next section. 
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2.2.3 Image processing approach: representing real 

geometries 

The use of level set functions to represent material interfaces gives an inherent 

advantage of using level set based image processing algorithms such as active contouring7. 

The image processing algorithm operates on the image intensity field and generate object 

interfaces using level set field. The process of obtaining the level set representation of 

object interfaces from images involves various steps. These steps are discussed in the 

following sections. This image to level set approach used in the current work is verified 

and validated for various biomedical images shown in the previous work of Seth et. al[76]. 

2.2.3.1 Image representation in 2D and 3D 

In the current numerical framework, the images are obtained as 2D sections of the 

physical geometry as shown in Figure 2-2(a). These 2D sections can be stacked upon in 

the physical space to obtain the 3D representation of object shown by Figure 2-2(b). The 

example shown in Figure 2-2(a) shows the XCMT image of a microstructure of mock sugar 

explosive, representing the intensity field. The image processing framework is capable of 

reading different formats of image files to obtain the intensity field. 

2.2.3.2 Noise reduction 

The XCMT image of the sugar mock explosive shown in Figure 2-2 contain noises 

in forms of speckles, a type of multiplicative noise. These noises can lead to incorrect 

boundary representation of the objects. Hence, a noise reduction technique is required 

which can remove the image noise while preserving the edges of the objects in the domain. 

In the current work, speckle reduction anisotropic diffusion (SRAD)[92] algorithm is used 

for image denoising. SRAD is a nonlinear filtering which operates on the image intensity 

field and performs anisotropic diffusion based on the local intensity gradient. It inhibits 

diffusion near the object edges and perform intensity diffusion away from it. The governing 

equation for SRAD is given by equation (2.11). 
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where,  tzyxI ,,,  is the intensity field, ),,,( tzyxc is the diffusion coefficient given by 

equation (2.12). 
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where,  tzyxq ,,,  is the instantaneous coefficient of variation given by equation 

(2.13). The values of ba, and c is given in Table 2-4[92] for 2D and 3D. 
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and     
AA

dxdydzdxdydztzyxqtq ,,,2

0  , where A is the image domain and  is the 

parameter to control diffusion. 

Equation (2.11) is discretized and solved using explicit time integration for the 

mock sugar microstructure shown in Figure 2-2. The denoised image field is shown in 

Figure 2-3. 

It can be seen from the Figure 2-3, SRAD reduces speckles present in the original 

image while preserving the edges of the HMX crystals. 

2.2.3.3 Image segmentation 

The surface modeling and its representation of image objects is obtained by 

applying active contour image segmentation algorithm. The level set based active contours 

approach of Chan and Vese[93] is implemented. The level set evolution equation based on 

this approach is by given by equation (2.14). 
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where,  

 is the level set field and 0 represents the object boundary. 

The level set equation (2.14) evolves an initial level set curve of any prescribed 

shape such as cylinder, spheres etc. to converged steady state solution of the level set field. 

This algorithm is applied on the denoised image of mock sugar explosive shown in Figure 

2-3(b). A detailed description of the current implementation of active contour approach can 

be found in the work of Seth et. al[76]. 

The results obtained from active contour is shown in Figure 2-4. The HMX crystal 

interfaces represented using active contour level set field is superimposed on the 2D image 

section of Figure 2-2(a) to show the accuracy of the active contour method. It is evident 

from Figure 2-5 that active contour is able to represent the crystal interfaces with desirable 

accuracy.  

The level set field obtained from the active contour approach can represent the 

objects precisely. However, the current numerical framework imposes certain restrictions 

on the obtained level set field. The level set field is required to be a signed distance function 

and it should satisfy the eikonal equation[79] given by equation (2.15). 

 

 
     1  

(2.15) 

The obtained active contour level set field (Figure 2-4) is not a signed distance 

function. This is because the level set curve is evolved using the image intensity field and 

intensity field is not a geometrical property of the object. The level set line contours 

obtained from active contours is shown in Figure 2-6. It can be seen that the magnitude of 
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the level set gradient is not constant or unity i.e 1 . There are regions in the domain 

with non-uniform level set gradient.  

Hence, in order to employ the numerical schemes to perform computations on the 

level set field obtained from active contouring, the signed distance level set field is required 

to be constructed around the object interfaces. The object interfaces is maintained to be 

fixed.  

It is shown by Russo et. al.[94] that level set reinitialization method with subcell 

fix can be used to construct a signed distance function around an existing level set interface. 

The current framework incorporates this algorithm. 

The signed distance function is obtained by solving the hyperbolic equation given 

by equation (2.16) till steady state. The steady state solution will lead the level set field to 

satisfy 1 . 
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(2.16) 

The algorithm is explained in detailed in the work of Russo et. al[94]. The level set 

field for the 2D mock sugar explosive obtained from the reinitialization with subcell fix 

algorithm is shown in Figure 2-7. It can be seen that the steady state solution of equation 

(2.16) generates the signed distance level set field around existing interfaced. This level set 

representation of the material interfaces is consistent with the numerical solver used in the 

present work. 

2.2.3.4 Level set mapping from image domain to flow domain 

The image denoising, segmentation and reinitialization methods operates on the 

image domain where the domain is defined by the number of pixels in each direction. For 

example, 2D mock sugar explosive section is defined by 6464 pixel. However, the 

numerical simulation is performed on the physical domain of the image geometry. Hence, 
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the level set obtained from the image processing framework needs to be mapped to the 

physical or computing domain from the image domain. In the current framework, a bilinear 

interpolation scheme is used to map the level set field.  

For every grid point (𝑖, 𝑗) on the computational domain as shown in Figure 2-8, it 

is required to obtain the corresponding level set value from the image domain. This is done 

in few steps explained in this section. 

Step 1: Firstly, the projection of the computational domain point (𝑖, 𝑗) in the image 

domain (denoted by 𝑚) is obtained using linear scaling as given by equation (2.17). 
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where,  

(𝑥𝑖, 𝑦𝑖) is the coordinate of the computational domain grid point (𝑖, 𝑗). 

(𝑥𝑚, 𝑦𝑚) is the coordinate of the projection of computational grid point (𝑖, 𝑗) in the image 

domain denoted by 𝑚. 

𝑋𝐼 and 𝑌𝐼 are the number of pixels in 𝑋 and 𝑌 directions respectively.  

𝑋𝐶 and 𝑌𝐶 is the physical dimension of the geometry. 

Step 2: The projected point 𝑚 may not necessarily coincide with the exact pixel 

location where level set values are explicitly determined using image processing approach. 

Hence, it is required to obtain an interpolated value of level set value a point 𝑚 using the 

local field information. In order to use any interpolation scheme to construct a level set 

field, the local neighbor information is needed. Hence, for point 𝑚, its nearest pixel point 

is determined by comparing the distance of the neighboring grid points. After comparing 
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the distances, the pixel point lying closest to the projected point 𝑚 is determined. The closet 

point thus obtained is named as point 𝑎 shown in Figure 2-8. 

Step 3: To obtain the level set value at the projected point 𝑚, a bilinear interpolation 

scheme is used in the current work. Higher order interpolation schemes is avoided in this 

case because, it can smooth out the level set information as it uses more information locally 

to construct the interpolation field.  

For bilinear interpolation, 4 points are required locally to construct the field in 2D 

and 8 points in 3D. Hence, for point 𝑚, its nearest neighboring pixel point 𝑎 and its 

neighbors 𝑏, 𝑐, and 𝑑  are selected to construct the bilinear interpolation field. 

The bilinear field in 2D is assumed to of the form given by  

 

 
     DxyCyBxA   

(2.18) 

where,  is the level set field and CBA ,, and D are the coefficients needed to be evaluated. 

The bilinear field given by equation (2.18) needs to be satisfied at points 𝑎,𝑏, 𝑐, and 

𝑑 explicitly. 
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where, 𝑖 = 𝑎, 𝑏, 𝑐 and 𝑑. 

Equation (2.19) leads to the following system of equation represented as 
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The values of coefficients CBA ,, and D by solving equation (2.20). 
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Once, the value of coefficients are known, the interpolated level set value at point 

𝑚 is obtained using equation (2.18). The method explained here is applied in the same way 

in 3D and the bilinear level set field in 3D is given by equation (2.21). It uses 8 points to 

construct the 3D field. 

 

 
     HxyzGzxFyzExyDzCyBxA   

(2.21) 

Step 1-3 is repeated foe every computational domain point to obtain the level set 

field in the computing domain. The 2D and 3D level sets of mock sugar explosive shown 

in Figure 2-2 is interpolated using the bilinear approach and the results is shown in Figure 

2-9. The computational domain as shown in Figure 2-9(b) is of size 1𝑚𝑚 × 1𝑚𝑚 in 2D 

and is of size 1𝑚𝑚 × 1𝑚𝑚 × 1𝑚𝑚 in 3D shown in Figure 2-9(d). The grid size for both 

2D and 3D is 0.01𝑚𝑚. It can be seen that the bilinear algorithm can map the level set field 

from image domain to the computational domain with desired accuracy. 

2.2.4 Ghost fluid method for elasto plastic material 

interactions 

 Boundary conditions at the sharply defined material interfaces in multimaterial high 

velocity impact for the elasto-plastic solids have been enforced using  a variant of the ghost 

fluid method(GFM)[95]. GFM relies on the definition of a band of ghost points 

corresponding to each phase of the interacting materials. The ghost points for a material 

are considered to be the points lying outside the material and real points are those which 

are inside. The band of ghost points are defined for each of the materials present in the 

computational domain. Once these ghost points are identified the next step is to populate 

the ghost field for each of the materials. The ghost field is obtained by constructing least-

squares interpolation[96] of the field variables of real material points and imposing the 

appropriate interfacial conditions as discussed in section 2.2.4.1. This least -squares 
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method has been found to work well in a wide range of situations of impact and penetration 

including situations that lead to the formation of small fragments. 

 Consider the example shown in Figure 2-10 in which material 1 and material 2 are 

separated by an interface. The band of ghost points are identified separately for each of the 

material as shown in Figure 2-10. Once the ghost points are identified, the ghost field for 

material 1 is constructed using the least square interpolation of the variables of the real 

points in material 1. Also, ghost field of material 2 is populated using the information of 

the real points of material 2. The application of least square field along with interfacial 

conditions leads to the population of ghost field for each materials. 

 Once the ghost points are identified and the values of the flow variables (e.g. density, 

velocities, pressure, temperature, stress components etc.) at these points are populated with 

the least square field, the two-material problem can be converted to two single-material 

problems consisting of real fields and their corresponding ghost fields. The use of GFM to 

convert a multimaterial problem into extended single material problems is advantageous 

for handling contact situations as it provides independent fields for each material. These 

independent fields can easily be coupled based on the contact constraints locally at the 

impacting interface.  

 The detailed implementation of GFM framework using the least-squares approach 

is provided in previous work [72, 74, 89]. 

2.2.4.1 Applying interfacial conditions 

In the current Eulerian framework, the interaction of the materials with each other 

or with the surrounding void (in the case of free surfaces) is handled by the application of 

appropriate boundary conditions at the location of the sharp interfaces defined by the zero-

level set contour. As the interfaces are arbitrarily aligned with the Cartesian grid, in order 

to apply the appropriate boundary conditions the stress tensor and velocity vector is 
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transformed to the local normal and tangential directions. The normal and tangential 

velocity components are given as: 

 

 
     nuuu nn
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(2.22) 
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(2.23) 

where, u

is the velocity vector, n̂ and t̂ are the local normal and tangential vectors and nu



and tu


are the normal and tangential velocity vectors. 

The total stress tensor  transformed in the local normal and tangential 

components is given as: 

       (2.24) 

where, the transformation matrix is given as 
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and  nn~ , nt~  are the normal stress components of the stress tensor and tt~ is the tangential 

component. 

Three types of conditions apply at the interfaces in the test cases shown in this 

work: 

2.2.4.1.1 Material – Material conditions 

In the case where materials interact with each other on parts of the interface, 

continuity of normal stress components and the continuity of normal velocity component 

are enforced. No constraint is applied on the tangential components of stress and velocity 

fields. The coupling of the normal component of stress and velocity and decoupling of the 
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tangential components ensures frictionless sliding between the materials. Thus, at the 

interfaces: 

 
       0ˆ. nu


 

(2.26) 

 
       0~ nn  

(2.27) 

 
       0~ nt  

(2.28) 

 
       0P  

(2.29) 

where,  �̃�𝑛𝑛  and �̃�𝑛𝑡 are the normal components of the stress tensor, P is pressure. 

2.2.4.1.2 Material – Void conditions 

This type of interfacial condition arises whenever the material interface interacts 

with a surrounding void, i.e. at a free surface. Conditions corresponding to physically 

consistent wave reflection phenomena are enforced at all free surfaces. Hence, zero-

traction conditions on the normal stress components are enforced on those portions of the 

interface that are free surfaces, viz.:  

 

 
     0~ nn  

(2.30) 

 
     0~ nt  

(2.31) 

2.2.4.1.3 Material –Rigid solid conditions 

The rigid solid interface can also modeled in the current framework in situations 

when a deformable solid impacts on a rigid solid.  The normal velocity at the colliding 

interface satisfies the following dirichlet condition given as: 

 

 
     nUnu  ˆ


 

(2.32) 

where, nU is the normal velocity of the rigid solid. 
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The continuity of the normal stress components is enforced and to ensure the free slip 

condition no constraint on the tangential stress components is applied. 

2.2.5 Contact algorithm 

In order to handle collision or separation of materials at a common interface a 

frictionless contact algorithm is applied. The steps involved in the algorithm are explained 

sequentially below. 

2.2.5.1 Detecting collision 

For all materials in the computational domain, the nodes in the Cartesian mesh that 

straddle the material interface are tagged as “interfacial nodes”; “interfacial nodes” are 

nodes that interact with the surrounding  material. In the level set framework these nodes 

are easily identified as those for which the level set value for one of the neighbors is of the 

opposite sign. Thus these nodes represent the set of points in the domain that will be 

examined to determine if a collision is imminent or not. This procedure is carried out after 

each update of the interfaces.  To detect collision, for every interfacial node, the distance 

between itself (level set indexed l ) and an adjoining level set (indexed k) is computed using 

the associated level set functions from: 

 

 
     klkllk    

(2.33) 

Note that not every level set evolved in the computational domain needs to be 

checked for collision. Collision checking is only conducted at an interfacial node if there 

are two level sets whose narrow bands overlap at that node.  If the distance lk computed 

between the two approaching level sets is less than a specified tolerance, then the node is 

marked as a “colliding node” (Figure 2-11). The tolerance value is set at  x  where   

corresponds to the CFL number which depends on the (local) interface advection velocity 

used to evolve the level sets in time. Use of this preset tolerance preempts inter-penetration 
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of level sets. Thus, at the instant at which an interfacial node is flagged for collision 

treatment to take effect the two colliding interfaces are separated by a distance x . 

2.2.5.2 Kinematic and stress constraints 

Use of the level set function facilitates the identification of colliding nodes between 

the materials. Once the colliding interfacial nodes are identified, the next step is to calculate 

the traction at the common interface between the neighboring materials, as shown in Figure 

2-12(a). The tractions at the colliding nodes (e.g. A1 and A2 in Figure 2-12(a)) are 

calculated using a least-squares approach[96] as explained in the next section. 

2.2.5.3 Calculation of the stress field at the colliding nodes 

The stress field in the region surrounding the colliding nodes is required to calculate 

the value of normal traction at the interface. The least-squares method to obtain the stress 

field is explained below: 

Step 1:  First, all the immediate neighbors (8 in 2D) of the interfacial point where 

the normal traction is to be calculated are identified. For example for point A1 the 

neighboring points are shown in Figure 2-12(b). 

Step 2:  Once the neighbors are identified then the “real” material points are 

selected, i.e. points which lie inside the material;  those  points in the stencil that lie outside 

the material are rejected in the calculation of stress field as shown in Figure 2-12(c).  Once 

all the “real” neighboring points are identified the least-squares algorithm[96] is used  to 

calculate the value of normal traction at the colliding nodes. First, the “real” neighboring 

material points are used to generate a bilinear interpolant given as:  

 

 
     xyayaxaaTn 4321   

(2.34) 

where, 𝑇𝑛 is the bilinear interpolant to the normal traction field and 𝑎𝑖’s the unknown 

coefficients for the construction of the bilinear field.  
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The error in the approximation, e can be calculated from:  
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(2.35) 

where, n is the total number of available “real” neighboring material points and 𝑇𝑛𝑖 is the 

computed value of normal traction at the neighboring nodes.  

Least-squares minimization of the error (equation (2.35)) provides the coefficients of the 

interpolant (equation (2.34)) as follows: 
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(2.36) 

The value of the normal traction at the colliding node is then obtained from (2.34). 

If there are not enough neighboring points inside the materials to construct the least-squares 

field, then the field is not constructed and the value of traction at the colliding node itself 

is used. This eventuality only arises in the rare instances when there are small fragments or 

sharp re-entrant corners. For sufficiently well-resolved and smooth interfaces an adequate 

least-squares stencil is typically available. 

Step 3: The normal traction obtained at the colliding nodes is next used to find the 

value of normal traction at the interface. First, considering any of the two materials shown 

in Figure 2-12(a), say material 1, the colliding nodes in this material are known a priori 

(labeled A1in Figure 2-12(a)). Then the closest colliding node in material 2 with respect to 

material 1 is identified (labeled A2 in Figure 2-12(a)). These points A1 and A2 are used to 
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find the normal traction value at the intermediate interfacial point (marked in Figure 2-

12(a)) using equation (2.37).  
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(2.37) 

where, 𝑇𝑛1and 𝑇𝑛2 are the normal tractions at the colliding points which form a pair across 

the interface and 
1w and 

2w are the weights given as: 

 
     11 w  and 22 w  

(2.38) 

where, 
1  and 

2 are the normal distance of the colliding nodes from the respective 

material interfaces (such as A1 from material 1 interface and A2 from material 2 interface). 

The weights 
1w  and 

2w gives measure of the influence of the respective colliding nodes on 

the interfacial point. So, the farther the colliding nodes is from the interface the lesser is its 

influence on the calculation of normal traction at the interfacial point. 

The above process is applied to all the colliding nodes of material 1 in order to 

enforce the contact conditions at the interface along the parts of the interacting interfaces 

that qualify as colliding nodes.  

2.2.5.4 Implementation of contact constraints 

Following contact and wave interactions at colliding interfaces, separation between 

the materials takes place when the materials pull apart from each other at the common 

impacting interface. The normal traction and normal velocity at the colliding interfacial 

nodes are used to identify whether the materials pull apart from each other, based on which 

contact conditions are applied as described below:  

If 𝑇𝑛𝑖𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑖𝑎𝑙 𝑛𝑜𝑑𝑒 < 0 (compressive stress state) then the material-material 

conditions are applied to both colliding nodes (e.g. A1 and A2). 

If 𝑇𝑛𝑖𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑖𝑎𝑙 𝑛𝑜𝑑𝑒 > 0 (tensile stress state) then the material-void conditions are 

applied to both colliding nodes. Once the material-void conditions come into play, 
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separation between the materials occurs naturally, i.e. no introduction of a void is 

necessary; the sharp interfaces are evolved and pull apart due to the independent velocities 

in the individual interacting materials. 

2.2.6 Chemical kinetics for HMX 

In the current work, HMX is modeled as reactive material. The chemical 

decomposition behavior of HMX is modeled using Henson-Smilowitz[77] multi-step 

kinetics mechanism. The chemical decomposition of HMX starts with the initial 

transformation of β-HMX to δ-HMX through nucleation and growth mechanism given by 

equation (2.39) and (2.40). The first order nucleation of β-HMX is governed by rate 

𝑘1𝑛𝑓 and reverse nucleation by 𝑘1𝑛𝑟 . The growth of both phases is governed by 

endothermic reactions: 

 
     𝛽 − 𝐻𝑀𝑋   

𝑘1𝑛𝑓
→  

𝑘1𝑛𝑟
←  

𝛿 − 𝐻𝑀𝑋 
(2.39) 

 

 

𝛽 + 𝛿    
𝑘1𝑔𝑓
→     2𝛿  

                                                                         ∆𝐻1 = 9.8 𝑘𝐽/𝑚𝑜𝑙 

𝛽 + 𝛿    
𝑘1𝑔𝑟
→     2𝛽 

(2.40) 

 

The δ-HMX thus formed transforms to ε-HMX as given by equation (2.41) and it 

decomposes to the other gaseous products as given by equation. 

 

 
𝛿 − 𝐻𝑀𝑋   

𝑘2𝑎
→ 

𝑘2𝑏
← 

휀 − 𝐻𝑀𝑋 
(2.41) 
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(2.42) 

 

 

The complex gaseous reaction between and formed from the 

decomposition of δ-HMX provides significant release of heat and this is characterized as 

dark zone burning:  

 

 
𝐶𝐻2𝑂 + 𝑁𝑂2   

𝑘3𝑎
→ 

𝑘3𝑏
← 

𝐻𝐶𝑂 + 𝐻𝑂𝑁𝑂            ∆𝐻3𝑎 = 49.6 𝑘𝐽/𝑚𝑜𝑙 
(2.43) 

 

 

                         

𝑁𝑂2 + 𝐻𝐶𝑂   

 

(2.44) 

The temperature rise from dark zone burning leads to highly exothermic reaction 

characterizing the bright zone burning zone given as: 

 

 
     𝐻𝐶𝑁 + 𝑁𝑂2   →   𝐻 + 𝑁2𝑂 + 𝑁𝑂 + 𝐶𝑂2      ∆𝐻4 = −1088 𝑘𝐽/𝑚𝑜𝑙 

(2.45) 

The kinetic law for transformation and decomposition of HMX is given by a set of 

coupled differential equations representing the evolution of chemical species β-HMX, δ-

HMX, ε-HMX, , , HCN and unreacted gaseous phase g as follows: 

 

OCH 2 2NO

2NO OCH 2

𝑘2𝑎 

𝑘2𝑏 

𝑘2𝑎 

𝑘2𝑏 

    𝐶𝑂 + 𝐻𝑂𝑁𝑂               ∆𝐻3𝑏 = 219.0 𝑘𝐽/𝑚𝑜𝑙 

    𝐻 + 𝐶𝑂2 +𝑁𝑂               ∆𝐻3𝑐 = 219.0 𝑘𝐽/𝑚𝑜𝑙 

 2𝑁𝑂2 + 4𝐻𝐶𝑁 +  2𝑁𝑂 + 2𝐻2𝑂  ∆𝐻 = 219.0 𝑘𝐽/𝑚𝑜𝑙 

 2𝑁𝑂2 + 4𝐻𝐶𝑁 +  2𝑁𝑂 + 2𝐻2𝑂 ∆𝐻 = 219.0 𝑘𝐽/𝑚𝑜𝑙 

𝛿 
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(2.46) 

 
 

 

 
 

(2.47) 

 
 

 

 
 

(2.48) 

 
 

 

 
 

(2.49) 

 
 

 

 
     

(2.50) 

 
 

 

 
 

(2.51) 

 
 

 

 
 

(2.52) 

where . 

The rate constants for these reactions are in the form: 
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(2.53) 

where, and are Boltzman’s and Planck’s constants respectively, and are 

energy and entropy of the activated state and is an equilibrium constant relating the 

concentrations of species to reagents. The values for , and are given in [77]. 

The temperature change due to heat release is obtained from:, 

 

 
 

(2.54) 

where, 𝐶𝑎𝑣𝑔 = ([𝛽]𝐶𝛽 + [𝛿]𝐶𝛿 + [𝑔]𝐶𝑔𝑎𝑠𝑒𝑠) [𝜌] ⁄ is the average specific heat of the 

system. 

The specific heat for each species is linearly dependent on temperature . 

2.2.6.1 Numerical algorithm for reactive system 

The Henson-Smilowitz rate mechanism is coupled with the governing system 

equations for mass, momentum, energy and evolution of deviatoric stresses. In the current 

Eulerian framework, the chemical species which are formed after decomposition of HMX 

is evolved in time and advected using: 

 

 
 

(2.55) 

 is the concentration of the species and is the production rate (equations (2.46)-

(2.52)) source term for the ith species.  

For high temperatures the reaction time scales decrease rapidly and the time scale 

for species advection and reaction may differ by several orders of magnitude. Hence, for 

higher temperatures several constraints must be applied on the time stepping of the 

governing equations apart from usual CFL-type stability criterion which may lead to very 
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small time steps and infeasible flow calculations. This numerical stiffness problem is 

circumvented by using a Strang operator splitting[97] approach. First, advection of species 

is performed using the flow time step to obtain predicted species values using an explicit 

update: 

 
 

(2.56) 

In the second step the evolution of the species is performed using an implicit 

approach to correct the species concentrations due to species generation/depletion due to 

chemical reactions: 

 
 

(2.57) 

The species evolution equation (2.57) is solved using the 5th-order Runge-Kutta 

Fehlberg [78] method, which uses an internal adaptive time-stepping scheme to deal with 

the stiffness of the chemical kinetics. 
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Table 2-1: Parameters for Mie-Gruneisen Equation of State for different materials. 

Material  

 

 

 

    S 

Copper 8930 383.5 401.0 2.0 3940.0 1.49 

Tungsten 17600 477.0 38.0 1.43 4030.0 1.24 

Steel 7850 134.0 75.0 1.16 4570.0 1.49 

HMX 1900 1000.0 0.4 1.1 2058.0 2.38 

  

W
c

m K
0

0 3

kg

m


J
K

Kg K
0

m
c

s
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Table 2-2: Material model parameters[89] with reference to equation (2.9) where A = Y0, 
T0 = 298K.  

Material  Y0 

(GPa) 

 B 

(GPa)  

N   C  m  G (GPa)  Tm (K) 

 Copper  

0.4  

 

0.177  

 

1.0  

 

0.025  

 

1.09  

 

43.33  

 

1358 

Tungsten  

1.51  

 

0.177  

 

0.12  

 

0.016  

 

1.0  

 

124.0  

 

1777 

High-hard 

steel 

 

1.50  

 

0.569  

 

0.22  

 

0.003  

 

1.17  

 

77.3  

 

1723 

Aluminum  

0.324  

 

0.114  

 

0.42  

 

0.002  

 

1.34  

 

26.0  

 

925 

Mild Steel 0.53 0.229 0.302 0.027 1.0 81.8 1836 

HMX 0.26 - - - - - - 
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Table 2-3: Shear stress and relaxation time terms for 22 element prony series elements for 
Estane binder in PBX9501[87]. 

Shear stress prony series terms (Mpa) 

𝐺𝑖 
Relaxation times (s)  

𝑡𝑟,𝑖
𝑃  

𝐺∞ 0 𝑡𝑟,1
𝑃  0.735𝑒−15 

𝐺1 75.8 𝑡𝑟,2
𝑃  0.735𝑒−14 

𝐺2 117.489 𝑡𝑟,3
𝑃  0.735𝑒−13 

𝐺3 177.828 𝑡𝑟,4
𝑃  0.735𝑒−12 

𝐺4 251.188 𝑡𝑟,5
𝑃  0.735𝑒−11 

𝐺5 346.737 𝑡𝑟,6
𝑃  0.735𝑒−10 

𝐺6 457.088 𝑡𝑟,7
𝑃  0.735𝑒−9 

𝐺7 436.516 𝑡𝑟,8
𝑃  0.735𝑒−8 

𝐺8 223.872 𝑡𝑟,9
𝑃  0.735𝑒−7 

𝐺9 52.481 𝑡𝑟,10
𝑃  0.735𝑒−6 

𝐺10 12.882 𝑡𝑟,11
𝑃  0.735𝑒−5 

𝐺11 2.618 𝑡𝑟,12
𝑃  0.735𝑒−4 

𝐺12 2.104 𝑡𝑟,13
𝑃  0.735𝑒−3 

𝐺13 0.4753 𝑡𝑟,14
𝑃  0.735𝑒−2 

𝐺14 0.2218 𝑡𝑟,15
𝑃  0.735𝑒−1 

𝐺15 0.1622 𝑡𝑟,16
𝑃  0.735 

𝐺16 0.0056 𝑡𝑟,17
𝑃  0.735𝑒1 

𝐺17 0.0891 𝑡𝑟,18
𝑃  0.735𝑒2 

𝐺18 0.0676 𝑡𝑟,19
𝑃  0.735𝑒3 

𝐺19 0.03802 𝑡𝑟,20
𝑃  0.735𝑒4 

𝐺20 0.01585 𝑡𝑟,21
𝑃  0.735𝑒5 

𝐺21 0.007413 𝑡𝑟,22
𝑃  0.735𝑒6 

𝐺22 0.004168   
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Table 2-4: Speckle reducing anisotropic diffusion method parameters for two 2D and 
3D[92]. 

 

SRAD parameters 2 Dimensions 3 Dimensions 

𝑎 1 2⁄  1 3⁄  

𝑏 1 16⁄  1 36⁄  

𝑐 1 4⁄  1 6⁄  
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Figure 2-1: Level set representation of embedded object. Level set 
field 𝜙 > 0, represents region outside the object and 𝜙 < 0, 

representing inside regions. 
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(a) 2D section – XCMT image (b) 3D geometry 

HMX 

ESTANE 

Figure 2-2: Image intensity field of sugar mock explosive consists of HMX 
crystals and Estane binder (a) 2D section of the explosive microstructure with 

 pixel size b) 3D geometry of the explosive with  pixel size 
obtained by stacking up the 2D image sections. 
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(a) 2D section – XCMT image 

(a) 3D geometry - Original 

HMX 

ESTANE 

(b) 2D section – After SRAD 

(b) 3D geometry – After SRAD 

Figure 2-3: Image intensity field obtained after applying speckle reduction 
anisotropic reduction algorithm(SRAD) with diffusion parameter . 
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(a) 2D section – XCMT image (b) Segmentation – level set 

representation of mock explosive 

HMX 

ESTANE 

HMX 

ESTANE 

Figure 2-4: Image segmentation of sugar mock explosives using active contour 
approach. 
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Figure 2-5: Segmented curve (Red) obtained using the active contour approach is 
superimposed on the original geometry of the mock explosive.
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Figure 2-6: Level set field shown using line contours where HMX crystals boundary 
is accurately captured and displayed as the bold line. However, it does not satisfy 

signed distance function property. 
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(a) Level set field after active contour (b) Level set field after employing 

reinitialization with subcell fix 

algorithm 

Figure 2-7: Level set field line contour for 2D section of mock sugar explosive, 
red curve represents interface of HMX crystals. 
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Figure 2-8: Bilinear mapping to obtain the level set information from image domain to 
computational domain. The image domain level set is obtained after performing 

denoising, segmentation on the intensity field and reinitialization of the active contour 
level set. 𝑋𝐼 and 𝑌𝐼 are the number of pixels in 𝑋 and 𝑌 directions, 𝑋𝑐 and 𝑌𝑐 are the 

dimensions of the physical domain in 𝑋 and 𝑌 directions. 
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(a) Image domain - 64 × 64 pixels 

 

(b) Computational domain - 100 × 100 

grid points 

 

(c) Image domain - 64 × 64 × 64 pixels 

 

(d) Computational domain - 100 ×

100 × 100 grid points 

 

Figure 2-9: Level set geometry in both image and computational domain of mock 
sugar explosives. The computational domain level set field is obtained using the 

bilinear interpolation mapping from the image domain. The image domain contains 
64 pixels in each direction for both 2D and 3D. The computation domain represents 
a unit square 𝑚𝑚2 and a unit cube 𝑚𝑚3  in 2D and 3D respectively with a uniform 

grid size of 0.01 𝑚𝑚 in each directions. 
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Figure 2-10: Ghost Fluid Method (GFM) converts a single multi material interaction 
problem into two single material problems where both materials are treated 

independently based on their real field and corresponding ghost field. 
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Figure 2-11: Collision detection procedure between two materials by calculating the 
relative distance 𝛿 between two materials using the level set function 𝜙1 and 𝜙2. 
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Figure 2-12: Procedure for the calculation of normal traction at the impacted 
interfaces between two materials using the least squares method. 
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CHAPTER 3 

REACTIVE VOID COLLAPSE: EFFECTS OF CHEMICAL KINETICS, 

THERMAL DIFFUSION AND VOID-VOID INTERACTIONS 

3.1.Introduction 

In this chapter, the formation of hot spots due to void collapse in HMX crystals 

under shock loading is analyzed using mesoscale simulations. This study is aimed at 

modeling the interaction of shocks with voids followed by the formation of hot spots 

leading to ignition or quenching by thermal diffusion and other energy removal 

mechanisms. The numerical framework used in the current analysis is based on a massively 

parallel Eulerian based Cartesian based solver as explained in chapter 2. The current work 

follows the work of Kapahi and Udaykumar[58] where void collapse simulations were 

performed to understand various factors that can affect the hot spot temperature including 

void–void interactions. However, the analysis was performed considering HMX as an inert 

material. In present study, chemical reactions in HMX have been modeled using the 

Henson-Smilowitz chemical kinetic law[77]. The inclusion of the reactive flow model and 

heat diffusion effects in the current analysis helps to understand the interaction of the 

phenomena at the various time scales involved. A “go/no-go” criterion is determined for 

initiation at the mesoscale as a function of the shock strength and void-void interactions in 

a void field. The development of a “go/no-go” criterion is aimed to determine the critical 

shock speed and void arrangement for a given void size. It is demonstrated that the complex 

interactions of the physical mechanisms involved, the imposed shock characteristics 

(strength and pulse duration) and the void distribution all play key roles in determining the 

sensitivity of a heterogeneous explosive. 
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3.2.Results 

This study is aimed at understanding the interactions among the various physico-

chemical mechanisms involved in shock initiation in HMX. The interactions between 

elasto-plastic deformation and collapse of the void, thermal diffusion and chemical heat 

release is shown to lead to an ignition prediction criterion, i.e. a go/no-go criterion for 

initiation at the meso-scale. The ignition criterion is also shown to depend on various 

factors which can affect ignition such as shock strength, void arrangements and void 

volume fraction in HMX. The results obtained from the current analysis are categorized 

and presented in the following sections; in section 3.2.1, 3.2.2 and 3.2.3, the time scales of 

the interacting physico-chemical processes that influence initiation due to the void collapse 

mechanism are identified. Section 3.2.4 presents the analysis of a single void under shock 

loading combined with chemical kinetics. Section 3.2.5 then analyses the effect of thermal 

diffusion in determining a go/no-go criterion for ignition. The dependence of the initiation 

criterion on imposed shock strength is studied in Section 3.2.6. Following these analyses 

for single voids studies of void-void interactions and its implications for initiation 

sensitivity are performed in section 3.2.7. Finally, section 3.2.8 builds on the insights 

accumulated in the afore-mentioned studies to show that the distribution of voids in the 

energetic material can have significant effects on whether a shock of given strength leads 

to initiation.  The results presented demonstrate that initiation in an energetic material 

depends in a rather complex way on several aspects of the meso-structure and loading 

conditions. 

Depending on the size and strength of the hot spot, initiation of reaction can take 

place which can lead to ignition and growth of reaction front. However, depending on the 

time scale over which the local hot spot conditions are maintained, mechanisms such as 

heat diffusion and rarefaction can draw energy from the hot spot and may lead to quenching 

of reactions. The mechanisms of void collapse, reaction and heat diffusion operate at 

different time scales as discussed below. To clarify the interactions between the competing 
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mechanisms they are included in a stepwise fashion starting from the thermo-

hydrodynamics of void collapse  

3.2.1 Hydrodynamic collapse regime 

This regime is characterized by hydrodynamic collapse of the void under the 

influence of a shock pulse. In the presence of voids in the matrix, shock loading results in 

large plastic deformation of the upstream surface of the void (i.e. the surface facing the 

shock pulse, see Figure 3-6(c)). The surface deformation culminates in a high speed jet in 

the material which impacts on the upstream surface of void leading to its collapse (Figure 

3-6 (d)). The kinetic energy of the jet is converted into internal energy following collapse 

which leads to a significant rise in temperature in a localized zone Figure 3-6(d) or “hot 

spot”. These hot spots acts as a favorable sites for the initiation of chemical reactions. The 

mechanism of hydrodynamic impact leading to void material jetting, collapse and energy 

conversions has been discussed in details in previous works [45, 56-58, 60].The time scale 

of the hydrodynamic impact and void collapse regime typically corresponds to the shock 

passage time over the domain and lies in the range of 10-9 seconds. For example, it was 

observed in previous work[58] that for a void of diameter 10 𝜇𝑚 in HMX matrix of size 

30 𝜇𝑚 × 30 𝜇𝑚, loaded with a 500 𝑚/𝑠 shock speed, void collapse takes place at 

approximately 8 nanoseconds. 

3.2.2 Chemical reaction, ignition and growth regime 

Hot spots may trigger chemical reactions in heterogeneous explosives depending 

on the maximum temperature reached at collapse. In the Henson-Smilowitz model 

implemented herein, chemical reactions are initiated with the initial endothermic 

transformation of solid β-HMX to solid δ-HMX. The δ-HMX further decomposes to ε-

HMX and gaseous products . As the Henson-Smilowitz (H-S) model is based on Arrhenius 

rate laws, the time to ignition predicted by the reaction model depends on the initial 

temperature. In order to understand the dependency of the time to ignition on initial 
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temperature for the reaction model a study has been carried out which records the time to 

ignition for various initial temperatures. To illustrate the typical progression of ignition 

resulting from the H-S model, the chemical kinetics module was studied separately (i.e. 

without the flow computations) by supplying for an initial input temperature of 1100 𝐾 to 

the chemistry module. The resulting species concentration behavior with time are shown 

in Figure 3-1. It can be seen from Figure 3-1(a) that at 1 µ𝑠 solid HMX (β-HMX and δ-

HMX) decomposes completely to gaseous products and a significant rise in temperature is 

observed as shown in Figure 3-1(b). Hence, for 1100 𝐾 initial temperature the time to 

ignition is about 1 µ𝑠.  

 Calculations of the chemical decomposition and heat release for a wide range of 

initial temperatures i.e. 800 𝐾 − 1800 𝐾 similar to the 1100K case shows the time to 

ignition for various initial temperature in Figure 3-2. The time to ignition is very sensitive 

to the initial temperature and varies from milliseconds to nanoseconds. In the context of 

void collapse, the initial temperature for reaction corresponds to the hot spot temperature 

which dictates initiation and ignition in HMX. If the hot spot temperature is high enough, 

i.e. above 1400 𝐾 then reaction can initiate in the nanoseconds time range; however, if the 

hot spot temperature lies below 900 𝐾 the reaction will occur at the time scale of 

milliseconds. Therefore, in light of the influence of thermal diffusion (discussed below) 

and other mechanisms (e.g. rarefaction waves) that drain energy from a hot-spot the  

maximum temperature at the collapse of a void is an important factor in determining 

initiation of runaway chemical reactions. 

3.2.3 Thermal diffusion regime 

As shown in the previous section, time to ignition in HMX depends strongly on the 

hot spot temperature. For temperatures below 900 𝐾, it is observed that time to ignition 

lies in the milliseconds range.  In this range, it is expected that thermal diffusion may play 

a crucial role in quenching of the hot spot. The importance of thermal diffusion on ignition 
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can be estimated by estimating the diffusion time scale , where is the characteristic 

length scale of the problem and α is the thermal diffusivity of HMX. For the hot spot  is 

of the order of µm and the corresponding diffusion time scale will lie in the range of 

milliseconds.  

The times scales of collapse, chemical reactions and thermal diffusion-are 

illustrated in Figure 3-3. It is interesting to note that if the hot spot temperature is greater 

than 1400 𝐾 ignition can take place in the hydrodynamic impact regime i.e. in the range 

of nanoseconds, i.e. the collapse and reaction time scales lie in the same range. Hence, the 

initiation of chemical reaction follows hard on collapse of the void with significant rise in 

temperature; in such an event thermal diffusion will not play a role since the time scale for 

diffusion is milliseconds. However, if the hot spot temperature is below 900 𝐾 where 

ignition time is of the order of milliseconds then thermal diffusion can play an important 

role and can draw the energy from hot spot which eventually leads to smearing of the local 

energy maxima. Therefore, the interplay of the three time scales indicated in Figure 3-3 

will determine whether a particular hot spot goes critical; this point will be further 

developed in the following sections. 

3.2.4 Single void collapse: formation of reactive hot spot in 

the absence of thermal diffusion 

The characterization of the three interacting processes and associated time scales in 

void-collapse induced hot spot formation is now performed using void collapse of a single 

cylindrical void of radius 5 𝜇𝑚 in HMX matrix of domain size 30𝜇𝑚 × 30 𝜇𝑚 under 

shock loading. The problem setup is shown in Figure 3-4. The shock loading is applied 

from the west face of the domain boundary, where the particle velocity is imposed at 500 

m/s with a pulse duration of 4 nanoseconds.  In the first case, thermal diffusion is not 

included in order to analyze the relationship between reaction initiation and the hot spot 

temperature formed due to void collapse.  

2l l

l
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 A grid convergence study for this problem is presented in previous work [58]. 

However, the previous analysis was done on an inert HMX material. In the current analysis, 

the grid convergence study for the reactive void collapse problem has been performed for 

four different grid sizes of ∆𝑥 = 0.06 𝜇𝑚, 0.05 𝜇𝑚, 0.0375 𝜇𝑚 and 0.03 𝜇𝑚. The time 

to ignition in HMX matrix predicted by the chemical reaction model after the formation of 

a hot spot is used in the grid convergence study (Figure 3-5).  It can be seen from Figure 3-

5 that the time to ignition converges to 0.3 milliseconds as the grid is refined to ∆𝑥 =

0.03 𝜇𝑚. Henceforth, a grid size of ∆𝑥 = 0.03 𝜇𝑚 is used for the analysis in the present 

work. 

The computed hot-spot temperatures are shown in Figure 3-6 at various instants 

during  hot spot formation.  It is observed that collapse of the void results in the formation 

of a hot spot with a maximum temperature of 950 𝐾 in the domain. Also, the collapse of 

the void leads to the generation of a shock wave from the collapse zone as shown in Figure 

3-6(d). The time scale involved in this process is of the order of nanoseconds, which is too 

short a time for reactions to set in at the hotspot temperature of 950K (see Figure 3-2).  

Hence, the simulation is continued beyond the collapse process; ignition is then observed 

at 0.3 milliseconds as shown in Figure 3-6(f). 

3.2.5 Single void collapse in the presence of reaction and 

diffusion 

In the previous case, thermal diffusion was not included; ignition was obtained at 

0.3 milliseconds, i.e. on the time scale over which thermal diffusion is expected to play a 

role. In order to understand the effects of diffusion, the above simulation is conducted again 

with the diffusion terms turned on in the governing equations. The temperature contour 

plots in this case are shown in Figure 3-7 and can be compared with Figure 3-6 for the case 

without diffusion.  It can be seen from Figure 3-7(f-g) that after the formation of hot spot, 
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diffusion transports away the localized energy from the hot spot and smears out the 

temperature field; no ignition is obtained in this case. 

3.2.6 Prediction of ignition for different shock strengths 

As shown above, for a loading strength corresponding to V0= 500 𝑚/𝑠, initiation 

is not obtained due to quenching by thermal diffusion. It was discussed in section 3.2.2 that 

for high hot spot temperatures, i.e. above1400 𝐾, the reactive time scales are in the 

nanosecond range.  For higher shock strengths, higher hot spot temperatures can be 

expected due to the higher speeds of jet impact during void collapse; this can lead to 

initiation of   HMX. To examine the effect of shock strength, a simulation with V0 = 

800 𝑚/𝑠 is attempted for the same void size of 10 µ𝑚 diameter and shock pulse duration. 

The temperature contour plots for 800 𝑚/𝑠 shock loading at different time instants during 

the collapse of the void is shown in Figure 3-8. It can be seen from Figure 3-8 that as the 

void collapses the hot spot temperature is sufficient to initiate the chemical reaction in 

HMX. The reaction front eventually grows from this reactive hot spot location as shown in 

Figure 3-8(c-g) leading to ignition in the other parts of the domain. The ignition is also 

characterized by the complete decomposition of solid HMX to gaseous products. The 

concentration of solid 𝛽 − 𝐻𝑀𝑋 and 𝛿 − 𝐻𝑀𝑋, along with gaseous product HCN at 11.6 

µs is shown in Figure 3-9. For this higher shock strength of V0=800 𝑚/𝑠, initiation of 

chemical reaction takes place in the nanoseconds time range and diffusion is unable to 

quench the chemical heat release from the hotspot leading to initiation of the material. 

Based on the observations from the shock simulations of an isolated void with the 

two shock strengths defined by V0= 500 𝑚/𝑠 and 800 𝑚/𝑠 , it can be deduced that a 

critical shock strength for initiation could lie between the two values investigated. Hence, 

to establish an ignition criterion for the current problem of void size of 10 µ𝑚 diameter, 

two intermediate shock strength values, i.e. V0 of 550 𝑚/𝑠 and 650 𝑚/𝑠 were simulated. 



61  
 

The value of shock strength for which initiation occurs yields a criticality condition or a 

go/no-go criterion for the specified void size. 

To identify whether ignition occurs for a particular shock strength the total 

normalized specific internal energy, ∆E in the domain (shown in Figure 3-10) was recorded 

at each time instant and is used as a threshold measure for ignition characterization. This 

value is computed as follows: 

 
∆𝐸 = 

𝑒𝑡 − 𝑒∞
𝑒∞

 
(3.58) 

where, 𝑒𝑡 is the total specific internal energy in the domain given as: 

 
𝑒𝑡 = 

∫ 𝜌𝑒 𝑑𝑉
𝑉

∫ 𝜌 𝑑𝑉
𝑉

 
(3.59) 

𝜌 is density, e is specific internal energy and V is the total volume of the domain. 

𝑒∞ is the total specific internal energy of the domain at ambient temperature of  𝑇∞ =

298 𝐾 and given as: 

 
𝑒∞ = 

∫ 𝜌𝐶𝑣𝑇∞ 𝑑𝑉𝑉

∫ 𝜌 𝑑𝑉
𝑉

 
(3.60) 

𝐶𝑣 is specific heat at constant volume.   Therefore, ∆E is a measure of the excess specific 

internal energy in the domain due to the imposition of the load. The variation of ∆E with 

time is shown in Figure 3-10.  It can be seen that for V0 values of 500 𝑚/𝑠 and 550 𝑚/𝑠 

, the hot spot is diffused and the value of the internal energy eventually settles down to the 

bulk value of the domain, i.e. corresponding to that of a homogeneous material. However, 

for higher shock strengths V0 =of 650𝑚/𝑠 and 800 𝑚/𝑠, the hot spot temperature is high 

enough to initiate chemical reaction leading to ignition in a few nanoseconds and diffusion 

does not play a significant role in removing energy from the hot spot. The above 

simulations therefore establish a threshold for initiation of HMX in the vicinity of a void. 
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3.2.7 Effect of void-void interactions on shock initiation 

In the case of a single void, it was observed that when the void collapses under the 

shock load, a secondary wave emanates from the collapsed zone as shown in Figure 3-6(d). 

In heterogeneous explosives, due to the presence of multiple voids in the domain, this 

secondary wave from the collapse of one void can affect the collapse of the surrounding 

voids by interacting with the incident shock or the secondary waves from the other voids; 

These effects were studied in the case of void collapse in an inert material in previous 

work[58]. It was observed that relative positioning of voids with respect to each other can 

affect the collapse temperatures of downstream voids. For example, in the case when voids 

are arranged in tandem fashion with respect to the incident shock wave, the void which is 

downstream experiences “shielding” from the void present in front of it, and for the offset 

arrangement of voids the collapse of the front void sets off a secondary shock wave upon 

collapse that causes “reinforcement” of the incident shock and leads to higher collapse 

temperature of the downstream void[58]. Thus, it is likely that the presence of voids in the 

neighborhood can shift the criticality condition for initiation in a heterogeneous energetic 

material.  To examine this possibility, the current numerical framework has been used to 

study the effect of void-void interactions on ignition and growth of chemical reaction. Two 

different void configurations have been considered, as shown in Figure 3-11. In the first 

arrangement (Figure 3-11(a)), two voids are positioned in-line with a horizontal gap of 

0.5D and in the second arrangement (Figure 3-11(b)) voids are offset, separated by a 

horizontal gap of 0.5D and vertical offset of 0.5D. The void sizes are the same, as in the 

single void simulations, i.e. D=10 µ𝑚. A shock with   V0=  550 𝑚/𝑠 is applied from the 

west face of the domain boundary and the shock pulse duration is 4 nanoseconds for all the 

void configurations. 
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3.2.7.1 Tandem voids 

Shock analysis on tandem voids (Figure 3-11(a)) is performed for loading with V0=   

550 𝑚/𝑠; the temperature contour plots at different time instants are shown Figure 12. It 

can be seen that shock loading leads to the collapse of both the voids and formation of hot 

spots. After the shock wave passes, the two hot spots persist in the domain for  2.6 µ𝑠 until 

diffusion smears out the local temperature zone leading to extinction. The diffused hot 

spots are shown in Figure 3-12(f-g). In this case the temperature of the hot spot or the local 

energy excess was not sufficient to initiate sustained chemical reactions.  

For the same shock loading of 550 𝑚/𝑠 and 4 nanosecond pulse duration for a 

single void of 10 µ𝑚 diameter no reaction and ignition was observed (Figure 3-10). Based 

on this observation, in the tandem void situation it is to be expected that the first void which 

interacts with the prescribed shock wave will not ignite. Also, if a void is downstream in 

the same line to the first void with respect to the shock wave, the downstream void 

experiences “shielding” from the void present in front of it and should not ignite as well.  

The shielding of shock wave strength for the secondary void can be seen from Figure 3-

12(c-d). The observations regarding tandem voids from the previous work[58] is consistent 

with the current analysis. 

3.2.7.2 Offset voids 

The configuration of the voids is now changed, so that the downstream void is 

arranged (Figure 3-11(b)) with 0.5D offset value and loaded with the same prescribed 

shock load corresponding to V0= 550 𝑚/𝑠 speed and 4 nanosecond pulse. The temperature 

contours are shown in Figure 3-13. In an offset void situation, the shock wave leads to the 

collapse of both the voids and formation of hot spots as in the tandem case. However, here 

the hot spot obtained from the collapse of the downstream void leads to initiation of 

chemical reaction and ignition in HMX. The hot spot strength of the downstream void is 

therefore sufficient for the initiation and growth of chemical reaction.  Note that for the 
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given void diameters and shock loading a single void or tandem void configuration did not 

lead to reaction initiation and ignition. This can also be seen in the current simulation from 

the interaction of the first (upstream) void with the incident shock wave, shown in Figure 

3-13(c). The shock load leads to the collapse of the void but no reaction is observed. 

However, collapse of the first void generates a secondary shock wave, as shown in Figure 

3-13(d). This secondary wave strengthens the incident shock wave on the downstream 

offset void. The strengthened shock wave interacts with the void present downstream 

leading to initiation of chemical reaction, ignition and reaction growth in the domain. Thus, 

the presence of multiple voids can initiate reactions where none exist in the presence of an 

isolated void provided the voids have a suitable relative arrangement. In fact, previous 

work [58] with inert voids indicated that there is an optimal relative arrangement of two 

voids that maximizes the likelihood of initiation. 

3.2.7.3 Ignition threshold criterion for void arrangements 

The above shock analysis of tandem and offset void arrangements shows the 

importance of relative positioning of voids on initiation of reaction and initiation in an 

energetic material. The strengthening of the incident shock wave causes the reaction 

initiation in 0.5D offset void arrangement. However, if the voids are offset by a large 

distance it is expected that the collapse of one void will not affect the other one in the 

domain. Therefore an optimal offset is likely to exist. To understand the effect of the offset 

on reaction initiation, a study is performed which is aimed to develop an ignition threshold 

criterion based on the offset value of the voids. Two other offset arrangements have been 

considered with different offset values of D and 2D.The horizontal gap of 0.5D has been 

used for all void arrangements and the shock loading is also same for all the simulations. 

The variation of ∆E (equation (2.1)) with time for different void arrangements with 

offset values of 0, 0.5D, D and 2D is shown in Figure 3-14. The zero offset value 

corresponds to the tandem void situation where no reaction was observed for the given 
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shock load. This can be seen from Figure 3-14, as the internal energy for the tandem void 

becomes constant after impact has ensued and the incident shock pulse has passed. The 

same behavior is observed for the situation when the voids are separated by the offset value 

of 2D. In this situation, the voids are too far apart and the collapse of the first void does not 

affect the collapse of the second offset void. For the offset values of 0.5D and D, the 

strengthening mechanism of the shock wave leads to reaction initiation. This can be seen 

from significant rise in internal energy as shown in Figure 3-14 for these two offset 

arrangement. These results therefore indicates a threshold criterion for ignition in HMX 

based on different void arrangements which can be present in an explosive microstructure. 

3.2.8 Shock initiation in HMX with void volume fraction of 

10% 

The microstructure of heterogeneous explosives contains various heterogeneities in 

the form of randomly distributed voids, microcracks etc. and void-void interaction can 

influence its shock sensitivity.  The insights provided by the void-interaction studies above 

can now be applied to understand the effect of porosity distribution in an idealized sample 

of void-containing energetic material. In order to study the effects of void-void interaction 

in heterogeneous explosives, shock analysis in HMX with 10% void volume fraction has 

been conducted in the following. Two different void distributions are considered, one with 

a regular distribution pattern and the other with a random distribution, both at 10% void 

fraction. 

3.2.8.1 Regular distribution 

The regular pattern of voids is shown in Figure 3-15 where the voids in the domain 

are numbered from 1-9. The domain size is 0.1 𝑚𝑚 × 0.1𝑚𝑚 and void volume fraction 

is 10%. The void diameter used in this analysis is 10 µ𝑚 as before. Shock loading of V0 = 

550 𝑚/𝑠 is applied from the west face of the domain for 4 nanoseconds duration. Figure 

3-16 Since the voids in this regular pattern are arranged in a tandem fashion, based on the 
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observations from void-void interactions the shielding effect is expected. The shielding is 

experienced most strongly by voids 7, 8 and 9 and for the applied shock load these voids 

do not collapse completely. The shock energy is attenuated by the collapse of voids 1, 2 

and 3. The attenuation of the incident shock leads to low collapse temperatures for voids 4 

and 6. It is interesting to note that void 5 also did not collapse; void 5 experiences shielding 

not only from void 2, but also from voids 1 and 3. The same is observed for void 8 and the 

deformation for void 8 is less than voids 7 and 9, although they are arranged in the same 

vertical line. Due to the presence of shielding, no ignition is observed in this case. 

3.2.8.2 Random distribution 

The above regular arrangement of voids in tandem fashion shows the pronounced 

effect of shielding and no ignition is obtained. It was observed in section 3.2.7 that when 

voids are arranged with some offset, reaction can be triggered. If voids are randomly 

distributed it may be expected that reaction can be triggered for the same shock strength as 

applied previously. Hence, the void volume fraction of 10% is randomly distributed in a 

HMX matrix with the initial configuration shown in Figure 3-17. The shock loading and 

void size is the same as for the regularly distributed voids case. In this randomly distributed 

configuration, void 1 and 2 are offset from each other. In the same way voids 2, 6 and 7 

are also offset from each other. The offset voids 2, 4, 6 and 7 can acts as potential sites to 

trigger ignition based on previous observations. However, Voids 3, 5 and 8 are arranged 

tandem and voids 5 and 8 can experience a shielding effect. The temperature contour plot 

obtained from the simulation is shown in Figure 3-18. From Figure 3-18(c), it can be seen 

that void 2 experiences secondary shock effect from void 1 which enhances the original 

shock wave and triggers the reaction and eventually ignition at the hotspot. The same 

applies for void 6 which experiences secondary wave effect from void 2 and reaction 

triggers at void 6 as shown in Figure 3-18(e). Void 4 shown in Figure 3-18(f) experiences 

secondary shock effects from both voids 2 and 3 and the hot spot temperature is sufficient 
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to initiate reaction. The reaction front grows from voids 2, 4 and 6. As the shock passes by 

void 1, it leads to the formation of a hot spot locally. However, the hot spot strength was 

not sufficient to ignite on its own. Once the reaction front from hotspot 2 grows and 

interacts with the hotspot at position 1, it increases the strength of the hot spot at void 1 

and void 1 ignites as well. This shows the growth of the reactive zone as the initial reaction 

front interacts with other hot spots in the domain. Note that Voids 5 and 8 experience 

shielding effects from void 2 as all three are arranged tandem and no reaction was observed 

at these locations. Thus, in order to predict the sensitivity of a heterogeneous energetic 

material the characterization of both void fraction field as well as relative location of void 

spaces in the material may be necessary. 

3.3.Conclusions 

The numerical framework is used to simulate the void collapse phenomenon 

leading to formation of hot spot and initiation of chemical reactions under the influence of 

shock loading. Three different physical processes are involved in the complete chain of 

events from void collapse to initiation of chemical reaction. First, the shock wave 

interaction with a void leads to its collapse and formation of hot spots; this is characterized 

as hydrodynamic regime; the time scale of this mechanism corresponds to the shock 

passage time i.e. nanoseconds. Following the formation of hot spots, chemical reaction 

may be initiated depending on the temperature of the hot spot; this phase is characterized 

as chemical reaction regime. The time scale for the chemical reaction varies from 

milliseconds to nanoseconds depending on the hot spot temperature. If the hot spot 

temperature is not sufficiently high, heat diffusion can extract energy from the hot spot and 

quench the hot spot. Since heat diffusion acts on times scales of milliseconds, for high hot 

spot temperatures chemical reactions may be initiated at too short a time scale to lead to 

quenching, i.e. the runaway chemical heat release may be well underway before diffusion 

can act. The interplay of the three processes at different time scales was shown in this work 
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to lead to a go/no-go criterion that can be predicted through simulations for HMX under 

shock loading.  

Simulations were performed to study the interactions amongst voids in a multiple 

void situation. It is shown that the relative positioning of voids with respect to each other 

can affect the post shock hot spot temperature and therefore reaction initiation. If the voids 

are arranged in tandem with respect to the incident shock, the void downstream of the shock 

experiences a shielding effect and lower collapse temperature. However, if the voids are 

present in offset arrangement and if the offset distance lies in a certain range, then the 

incident shock is strengthened by a secondary wave which emanates from the collapse of 

the first void which leads to high collapse temperature and initiation of chemical reaction 

at the downstream void. An ignition threshold was obtained for a given shock strength 

based on the arrangement of the voids.  

There are several limitations of the above presented study, including the restriction 

of void shapes to cylindrical geometries in a 2D setting. The modeling of the HMX material 

following ignition, i.e. when the hot spot consists of a gas-solid mixture or later in the 

reaction growth process when it is comprised primarily of gas, has not been rigorously 

performed; therefore, material behavior beyond ignition will require a full multiphase 

mixture treatment that is beyond the scope of this work. Therefore, the regime for which 

the current study applies consists mainly of the initiation phase of chemical reactions. The 

chemical kinetics model and material model for HMX are other elements that require more 

rigorous treatment and need to be improved once such models become available.  Despite 

these limitations, the study provided insights into the role of various time scales involved 

in the void collapse phenomena in energetic materials. The framework allowed for 

quantification of sensitivity as a function of shock speed and void fraction and 

demonstrated the characterization of a go/no-go criterion based on meso-scale simulation 

of a heterogeneous energetic material.  Furthermore, shock speeds and relative void 

positions in the sample were identified as important factors that contribute towards 
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increasing the sensitivity of energetic materials. However, there are other factors which 

can also contribute to the shock initiation in heterogeneous explosives such as shock pulse 

duration, void size, void shapes etc. The role of each of these factors in shock initiation is 

being examined in ongoing work. 
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Table 3-1: Parameters for the Johnson Cook Material Model[86] and Mie-
Grüneisen E.O.S.[86] for HMX. 

 
 

Material ρ0 
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Figure 3-1: Response of Henson-Smilowitz reaction model to an initial temperature of 

1100 K. (a) Variation of species concentration with time showing complete 

decomposition of solid HMX to gaseous products leading to ignition (b) Variation of 

temperature with time showing rise in temperature because of ignition. 
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Figure 3-2: Plot of variation of time to ignition predicted by the Henson-Smilowitz 
model for initial temperature range of 800 K – 1800 K. The time to ignition varies from 

milli-seconds to nanoseconds for the given temperature range. 
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Hydrodynamic Impact Chemical Reaction Heat Diffusion 

Time scale ≈ 10−8𝑠𝑒𝑐 Time scale ≈ 10−9−10−3𝑠𝑒𝑐 

  
Time scale ≈ 10−3 𝑠𝑒𝑐 

Void collapse leading to shock initiation in HMX 

Figure 3-3: Void collapse mechanism leading to initiation of chemical reaction in 
HMX involves three different physical processes hydrodynamic impact on voids, 

chemical reaction kinetics and ignition and heat diffusion. These processes operates at 
different time scales. 
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Figure 3-4: A cylindrical void of radius 5 µm embedded in an HMX matrix of size 30 
µm × 30 µm. Shock loading of strength 500 m/s is applied from the west boundary of 

the domain. 
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Figure 3-5: Grid convergence study of ignition time for a single void collapse with 
shock loading of 500 m/s. The results is shown for six different grid sizes of 0.1 

µm, 0.075 µm, 0.06 µm, 0.05 µm, 0.0375 µm  and 0.03 µm. 
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(a)  =  .     (b)  =  .     

     (c)   =  .          (d)   =       

     (e)   =            (f)   =  .      

Figure 3-6: Temperature (K) contours for different stages of void collapse 
phenomenon showing reaction at late stage (f) for a shock loading of 500 m/s. 

The domain size is 30 µm × 30 µm. 
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(a)  =  .     (b)  =  .     

(c)  =  .     (d)  =       

(e)  =       (f)  =  .  µ  

(g)  =   .  µ  

Figure 3-7: Temperature (K) contours for different stages of void collapse 
phenomenon with diffusion being modeled for a shock loading of 500 m/s. The 

domain size is 30 µm × 30 µm. 
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(a) 𝒕 = 𝟐.𝟏 𝒏𝒔 (b) 𝒕 = 𝟓.𝟑 𝒏𝒔 

(c) 𝒕 = 𝟔.𝟔 𝒏𝒔 (d) 𝒕 = 𝟗.𝟐 𝒏𝒔 

(e) 𝒕 = 𝟏𝟎 𝒏𝒔 (f) 𝒕 = 𝟏𝟏 𝒏𝒔 

(g) 𝒕 = 𝟏𝟏.𝟔 µ𝒔 

Figure 3-8: Temperature (K) contour for different stages of void collapse 
phenomenon for shock loading of 800 m/s. The domain size is 45 µm × 45 µm. 

Contours show the ignition and growth of chemical reaction in the domain. 



79  
 

 

  

  

  

 

(a) Temperature (b) β - HMX 

(c) δ - HMX (d) HCN 

Figure 3-9: Temperature (K) and species (𝑚𝑜𝑙 𝑚3)⁄  concentration at 11.6 µs  for 
shock loading of 800 m/s. Contours shows the ignition and growth of chemical 

reaction in the domain. 
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Figure 3-10: Variation of normalized total specific internal energy with time for 
shock speed of 550 m/s, 550 m/s, 650 m/s and 800 m/s showing ignition for the 

650 m/s and 800 m/s. 
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(b) Offset Voids 

(a) Inline Voids 

Figure 3-11: Domain set up showing two voids of 10 µm diameter embedded in HMX  
matrix of size 50 µm × 30 µm  (a) Voids separated by a horizontal gap are named as 
inline voids (b) Voids separated by both horizontal gap and vertical offset  are named 

as offset voids. 
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(a) 𝒕 = 𝟐.𝟔 𝒏𝒔 (b) 𝒕 = 𝟗.𝟑 𝒏𝒔 

(c) 𝒕 = 𝟏𝟏.𝟓 𝒏𝒔 (d) 𝒕 = 𝟏𝟓.𝟑 𝒏𝒔 

(e) 𝒕 = 𝟒𝟖.𝟐 𝒏𝒔 (f) 𝒕 = 𝟐.𝟔 µ𝒔 

(g) 𝒕 = 𝟏𝟖.𝟔 µ𝒔 

Figure 3-12: Temperature (K) contours at different stages showing collapse of inline 
voids leading to no reaction and ignition because of shielding effect on downstream 

void. 
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Figure 3-13: Temperature (K) contours at different stages showing collapse of voids 
with offset 0.5D leading to reaction and ignition at the hot spot formed at the 

downstream void collapse. 

 
 
 

 

 
 
 

 
 

  

 
 
 

 

 

(a) 𝒕 = 𝟐.𝟔 𝒏𝒔 (b) 𝒕 = 𝟔.𝟗 𝒏𝒔 

(c) 𝒕 = 𝟗.𝟑 𝒏𝒔 (d) 𝒕 = 𝟏𝟑.𝟐 𝒏𝒔 

(e) 𝒕 = 𝟏𝟒.𝟓 𝒏𝒔 (f) 𝒕 = 𝟏𝟓.𝟗 𝑛𝒔 

(g) 𝒕 = 𝟏𝟗.𝟒 𝒏𝒔 
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Figure 3-14: Variation of normalized total specific internal energy with time for 
shock speed of 550 m/s for different offset values showing ignition for 

offset D and 0.5D. 
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Figure 3-15: Heterogeneous HMX domain of size of 0.1 mm × 0.1 mm with 10% 
void volume fraction (void diameter of 10 µm). The voids are distributed in a 

regular order and being numbered from 1-9. 
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Figure 3-16: Temperature (K) contours at different times showing void collapse and 
void-void interaction for regularly distributed voids in HMX. 

 

  

  

  

 

 

 

 

 

 

 

(a) 𝒕 = 𝟓.𝟐 𝒏𝒔 (b) 𝒕 = 𝟏𝟎.𝟓 𝒏𝒔 

     (c)  𝒕 = 𝟏𝟓 𝒏𝒔 
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     (d)  𝒕 = 𝟏𝟗.𝟓 𝒏𝒔 
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     (e)  𝒕 = 𝟐𝟔 𝒏𝒔 
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     (f)  𝒕 = 𝟖𝟎 𝒏𝒔 
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Figure 3-17: Heterogeneous HMX domain of size of 0.1 mm × 0.1 mm with 10% 
void volume fraction (void diameter of 10 µm). The voids are distributed 

randomly.  
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Figure 3-18: Temperature (K) contour plots at different times showing void 
collapse and void-void interaction for randomly distributed voids. 
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CHAPTER 4 

PRESSED ENERGETIC MATERIALS UNDER SHOCK LOADING 

4.1.Introduction 

The chapter is aimed at the study of effects of microstructural characteristics of 

heterogeneous explosives on their shock initiation behavior. This is shown by performing 

mesoscale simulations on two different samples of HMX based pressed energetic materials, 

called Class III and Class V. These samples vary from each other in terms of the 

morphological characteristics of their microstructure. In general Class III consists of large 

grains of HMX with large variance in the size distribution while Class V consists of small 

grains with small variance of grain size.  A detailed description of the morphological 

features of Class III and Class V samples are discussed in the work of Welle et. al.[5] 

Embedded within the current numerical framework are image processing algorithms[76] 

to obtain the level set representation of the imaged microstructure of the explosives.  The 

image processing algorithms are applied to the SEM image samples of Class III and Class 

V explosives. The image processing framework is discussed in detail in chapter 2. Hence, 

the overall framework allows to perform mesoscale numerical simulations on the real 

geometries rather than idealized shapes. 

In order to study the shock initiation behavior, the reaction initiation mechanism 

for HMX is modeled using Henson Smilowitz chemical kinetic law[77]. The effect of heat 

diffusion is also considered in this analysis. It is shown that the shock initiation behavior 

of Class III and Class V samples vary from each other for the same applied shock load. In 

the Class III sample, under the applied shock load, initiation and growth of chemical 

sample is observed. However, Class V sample does not ignite. The current analysis is 

further extended to understand the reason behind this difference in shock initiation 

behavior of the two samples. It is found that orientation of voids with respect to the incident 

shock wave direction plays a crucial role in the determination of sensitivity of the samples. 
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Hence, numerical experiments are performed to study the void orientation effects on 

initiation behavior. It is shown that there exists a range of critical angles for which reaction 

initiation is imminent. 

4.2.Results 

It is mentioned previously that the current analysis is focused towards study the 

effects of microstructural geometry on shock initiation behavior of pressed explosives. 

Two different types of pressed explosives, Class III and Class V are considered; SEM 

images of these two types of pressed explosives were obtained and segmented to obtain 

computational microstructures. Class III explosives have a microstructure that displays 

relatively large HMX crystals (Figure 4-4(a)). On the other hand, Class V explosives have 

a relatively uniform microstructure consisting of small HMX crystals[5] (Figure 4-1(a)). 

Following the analysis of the microstructural response, numerical experiments are 

performed to provide insights into the factors responsible for differences in shock initiation 

behavior of these explosive microstructures.  

4.2.1 Shock initiation and ignition analysis of Class V 

pressed explosive 

Class V explosives are fine-grain explosives in which HMX crystals are small and 

grain sizes are of the order of tens of microns. Heterogeneities in Class V explosives are 

present in the form of small voids.  A two-dimensional sample of a Class V explosive is 

shown in Figure 4-1(a) and its microstructural details are discussed in the work of Welle 

et. al[5]. Figure 4-1(a) shows that the given sample of Class V explosive contains randomly 

distributed voids of different sizes. Shock loading of the given sample may lead to collapse 

of these voids and formation of hot spots in the mesoscale sample leading to initiation if 

the hot spots satisfy criticality conditions, i.e. depending on the size and the temperature of 

the hot spots, chemical reactions may initiate.  For a specific loading condition the hot spot 

temperature depends on the morphological characteristics of the voids such as the size and 
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shape. Hence the realistic estimation of the hot spot temperature demands explicit modeling 

of the voids and crystals geometry. In the current work, the explicit modeling of the 

microstructure is performed using an image-to -computation approach as explained in 

chapter 2. The image processing approach is applied to the image intensity field obtained 

from SEM image of Class V image having 1024 ×690 pixels as shown in Figure 4-1(a). 

The size of the given Class V sample is 25 µm ×16 µm. The image processing algorithm 

generates the level set field representing the microstructure. The level set field thus 

obtained is superimposed on the original SEM image of Class V explosive as shown in 

Figure 4-1(b). Figure 4-1(b) shows that image processing algorithms are able to represent 

the microstructural details with desirable accuracy.  

In the current analysis, a grid size of   is used corresponding to 1024 ×690 grid 

points. The number of grid points have been kept the same as the image resolution of 1024 

×690 pixels. The microstructure is “shock loaded” by imposing a top-hat shaped pulse at 

the left edge of the computational domain. The pulse produces a particle velocity of 1000 

m/s for a 0.01 µs duration and is applied as shown in Figure 4-1(c). The shock analysis is 

performed with chemical decomposition of HMX modeled using Henson-Smilowitz 

chemical kinetics model[77]. Heat conduction effects have been considered in the current 

analysis.  Therefore the initiation of the shock-loaded sample takes place under the 

combined effects of hydrodynamic collapse of voids, plastic deformation and resulting 

heating of the crystals, chemical reactions and thermal diffusion of heat away from 

hotspots. The pressure contour plots from the shock analysis are shown in Figure 4-2.  

Figure 4-2 shows that the small pores of the Class V explosive have collapsed under 

the influence of the prescribed shock load. The void collapse generates localized hot spots 

over a range of temperatures. The temperature range of the hot spots generated varies from 

700 K-1200K and depends on void size, location and the relative position of the void in a 

cluster of voids. This is due to the effects of shielding and reinforcement that occurs due to 

void-void interactions, as shown in previous work[58]. However, this hot spot temperature 
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range is not sufficient in the present case to trigger chemical reactions. Therefore, 

eventually the hot spots cool down due to diffusion of heat to the surrounding material and 

no reaction is observed. The contour plots of solid β-HMX are shown in Figure 4-3. It can 

be observed that decomposition of solid β-HMX takes place at the hot spot locations. 

However no gaseous products are observed. Solid β-HMX is transformed to solid δ-HMX 

through an endothermic reversible reaction. The hot spots created therefore are non-critical 

and initiation does not occur in this Class V sample. 

4.2.2 Shock initiation and ignition analysis of a Class III 

pressed explosive 

In contrast to Class V explosives, Class III explosives are categorized as coarse-

grained explosives where the size of the HMX crystals are greater than 100 µ𝑚. The 

heterogeneities in Class III explosives are present in the form of elongated voids, created 

because of extended cracks which separates large HMX crystals. A 2D SEM image sample 

of the Class III explosive is shown in Figure 4-4(a) and its microstructural details are 

discussed in the work of Welle et. al.[5].  

The 2D SEM image is characterized by 1024 × 690 pixels and the corresponding 

physical dimension is 25 µ𝑚 × 16 µ𝑚. The grid size of 𝛥𝑥 = 0.025µ𝑚 corresponding to 

1024 × 690  grid points has been used in the current analysis. The same shock loading 

used above for the Class V explosive, i.e. 1000 𝑚/𝑠 speed and 0.01 µ𝑠 duration is used in 

the current analysis. The shock load is applied from the west face of the domain boundary 

as shown in Figure 4-4(c). The temperature and pressure contour plots from the shock 

analysis are shown in Figure 4-5 and Figure 4-6 respectively. 

For the given shock loading, initiation of chemical reactions and ignition is 

observed for the Class III explosive sample. From the temperature plots shown in Figure 

4-5(b), it can be observed that the collapse of the rather elongated voids in the Class III 

microstructure leads to the formation of extensive hot spots. Chemical reactions trigger at 
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some of these hotspots depending on the local temperature as shown in Figure 4-5(b-f). 

The chemical reactions grow from its original location into the surrounding material. This 

growth is strengthened by other hot spots lying in the vicinity of the reaction front. In fact, 

the reaction and ignition starts at multiple locations and the reaction front from these hot 

spots grows and combines to form a strong front as shown in Figure 4-5(f).  The shock 

wave loads the explosive as shown by the pressure contour in Figure 4-6 and leaves behind 

the reacting zones in the domain. The chemical decomposition of HMX and the production 

of gaseous species have been demonstrated by plotting the contour plots of 𝛽 − 𝐻𝑀𝑋 and 

one gas phase species (𝐻𝐶𝑁). It can be seen from Figure 4-7 that the 𝛽 −

𝐻𝑀𝑋 transformation takes place at the void collapse regions. In the regions where the 

exothermic gas phase chemical reactions are initiated 𝛽 − 𝐻𝑀𝑋 transforms completely to 

the gaseous products such as 𝐻𝐶𝑁,𝑁𝑂2 etc. as shown in Figure 4-7(c,e) indicating possible 

full-fledged ignition. 

4.2.3 Comparison of shock initiation behavior of Class III 

and Class V samples 

Shock loading analysis of Class III and Class V samples indicates that the 

morphology of voids in the microstructure can significantly affect the shock initiation 

behavior of the explosives. For the same prescribed loading, ignition is seen to take place 

at localized hot spots in Class III explosives, but not in the Class V explosive. One 

hypothesis for this difference in initiation response is the effect of shape, size and 

orientation of the voids in the two materials because it is easily seen that the microstructural 

geometries of Class III and Class V vary significantly from each other in all of these 

respects. In Class V explosives, the voids are small and short in comparison to Class III 

explosives where voids are large and elongated.  For the loading condition specified the 

small voids in the Class V explosive do not create hot spots with sufficient strength to 

ignite on their own, while the elongated voids in Class III explosive collapse at sufficiently 



94  
 

high temperatures leading to initiation of chemical reactions. However, reactions are 

triggered at only some of the elongated voids in Class III explosive microstructure. The 

elongated voids where reactions initiate can be seen in Figure 4-5(c) and Figure 4-5(d). It 

can be observed that both the elongated voids at which reactions are initiated are oriented 

at a similar angle with respect to the incident shock. The first elongated void where 

reactions initiate as shown in Figure 4-5(c) is oriented at approximately 45° with respect 

to the incident shock and the second elongated voids shown in Figure 4-5(d) is oriented at 

approximately 50°. This indicates the possibility of the dependency of shock initiation in 

explosives on the orientation of elongated voids. Such effects of elongated voids and their 

orientation have also been suggested in the work of Levesque et. al.[60]. Here it is shown 

that these effects can provide a plausible physical explanation for the sensitivity of the 

Class III sample for the tested conditions. 

4.2.4 Numerical experiments on elongated voids at 

different orientations 

It was shown in the previous section that the orientation of elongated voids in the 

microstructure can affect the sensitivity of the sample to shock loading. Hence, this section 

is focused on the determination of the way in which the orientation of the elongated voids 

influence the initiation response in a given sample of pressed energetic material. 

The elongated void used in the analysis is 10 µ𝑚 long 0.5 µ𝑚 thick. As in the case 

of the imaged microstructure experiments presented above shock loading with 1000 𝑚/𝑠 

speed and 0.01 µ𝑠 duration is applied from the west face of the domain. Six different 

orientations starting from 0° to 90° of elongated void have been used in the current 

analysis. The grid size used in the analysis is ∆𝑥 = 0.025 µ𝑚, which is also the same as 

for the previous cases. 

The shock analysis on elongated voids with 45° and 90° angle with respect to the 

incident shock is discussed in this section. The initial configuration of the elongated void 
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for 90° orientation angle is shown in Figure 4-8. The temperature and pressure contour 

plots obtained from the shock analysis are shown in Figure 4-9 and Figure 4-10. It can be 

seen from Figure 4-9 that a hot spot is formed due to the collapse of the elongated void 

with the 90° orientation. The hot spot temperature in this case however is not sufficient to 

initiate chemical reactions in the time duration of the supplied shock pulse. It can be 

observed from the pressure plot (Figure 4-10) that the imposed shock wave interacts with 

the upstream void surface and generates a rarefaction wave following shock reflection from 

the void surface. The interaction of the rarefaction wave (which results in the lowering of 

temperature in the vicinity of the void) with the incipient hot spot leads to reduction in the 

intensity of the hot spot as shown in temperature plots in Figure 4-9(c,e). Hence, shock 

loading on the 90° -orientation elongated void causes no initiation of reactions. It can be 

expected that the effects of the rarefaction waves can be different with different orientations 

of the elongated void. This is because the rarefaction wave is expected to be strongest when 

it meets a larger area of free surface as in the 90° -orientation void above. For voids that 

are not oriented normal to the shock the surface area exposed to the incident shock will be 

lower. To explore whether this expectation indeed holds, the elongated void is placed at 

various orientations with respect to the incident shock.  First, shock loading on an elongated 

void at an 45° angle with respect to the incident shock is performed. The initial 

configuration is shown in Figure 4-11. The temperature and pressure plots obtained from 

the computations are shown in Figure 4-12 and Figure 4-13 respectively. Figure 4-12 

shows that for this orientation angle of 45° with respect to the incident shock reactions are 

triggered and grow in the domain, causing ignition. In this case, it can be observed from 

the pressure plot, Figure 4-13, that when the incident shock interacts with the void surface, 

two processes come into play. First, a rarefaction wave is generated due to the shock 

reflection at the free surface. Second, collapse of the elongated void takes place 

successively, progressing along the length of the inclined void as the incident shock arrives 

at these locations. Each successive collapse leads to the formation of a system of blast 
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waves that emanate from the collapse locations. Similar to the case of a series of voids 

offset24 from each other the blast wave generated from one collapse reinforces the collapse 

of the void downstream.  Due to this successive collapse and reinforcement, the rarefaction 

wave does not succeed in lowering the hot spot temperature significantly in this case as 

compared to the previous  90° orientation case. The species decomposition for the 

45°inclined void can be seen in the 𝛽 − 𝐻𝑀𝑋  (solid) and 𝐻𝐶𝑁 (gaseous species) 

concentration plots shown in Figure 4-14 and Figure 4-15 respectively. The solid 𝛽 −

𝐻𝑀𝑋 transforms completely to the gaseous products during the ignition process.  

To develop further the hypothesis of the dependence of initiation at elongated voids 

on the void orientation, the above experiment is repeated for four other angles, i.e. for voids 

oriented at 0°,   15°,  30°  and 60° to obtain the range of orientation angles for which 

reaction will initiate. The maximum temperature obtained in the domain during the 

simulation can be used as a parameter to indicate the possibility of ignition. The maximum 

temperature variation with orientation angle is shown in Figure 4-16. It can be observed 

that elongated voids with orientation angle lying between 30° − 50° are more sensitive to 

ignition as compared to other angles. This is because, for that range of angles, the effect of 

repeated collapse of segments of the void along the length of the elongated void causes 

strong enough hot spots to overwhelm the cooling effect caused by the rarefaction wave 

that comes off the void surface.  

From the above numerical studies of the response of elongated voids, it can be seen 

that orientation of the elongated voids with respect to the incident shock plays a crucial 

role in generating hot spot of sufficient strength to initiate chemical reaction. More 

specifically, it is the competing effects of rarefaction waves (due to unloading from 

compression at the void surface) and the compressive waves generated due to the 

(successive) void collapse that determines whether chemical reaction and ignition will take 

place.  This explains why, in the case of the Class III sample, the presence of elongated 

voids at close to 45° orientation led to the initiation of reactions in that microstructure. 
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Thus, the insights obtained from the study of idealized elongated voids provide an 

explanation for the observed initiation behavior of the Class III and Class V samples 

investigated in Sections 4.2.1 and 4.2.2. 

4.3.Conclusions 

The microstructures of Class III and Class V samples vary in terms of their grain 

and void sizes. Class III is a coarse grained sample whereas Class V is a fine grained 

explosive. The voids present in Class III sample are elongated and present in the form of 

extended cracks. On the other hand, the voids in the Class V sample are small in size. Shock 

loading analysis is performed using on both samples with shock speed of 1000 m/s and 

pulse duration of 0.01 µs. Shock load leads to the formation of hot spots due to void 

collapse in both the samples. However, because of microstructural differences, shock 

initiation behavior of both samples varies a lot. Class III samples leads to initiation and 

ignition at certain localized hot spot locations. However, for the same shock load hot spot 

formed in Class V sample did not lead to ignition. The hot spot strength was not sufficient 

to start chemical reaction in Class V sample.  

The current analysis is extended further to understand the reason behind shock 

initiation at only certain locations in Class III sample. After careful observation, it was 

observed that initiation of chemical reactions started at locations where the elongated voids 

are present at roughly 45° - 50° angle with respect to the incident shock. This led to the 

design of numerical experiments on elongated voids oriented at an angle with respect to 

the shock load. Six different angles ranging from 0° - 90° is considered in this study. The 

numerical experiments show that there lies a range of critical orientation angles which leads 

to initiation of chemical reaction in the explosive sample. The critical angle lies in between 

30° - 50° range. It is observed that, the collapse of elongated voids involves two counter 

acting physical processes i.e rarefaction waves generated due to shock reflection from the 

void free surface and formation of compressive blast waves generated due to the void 
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collapse. It is the competition between these two effects which decides whether an 

elongated void will go critical or not. 

The current study demonstrates that the shock initiation behavior of energetic 

materials is highly sensitive to the microstructure. Hence, it is very important to represent 

the microstructure accurately and perform shock analysis on real samples. This study also 

shows the orientation of elongated voids is an important factor effecting the initiation 

behavior of the explosives. 
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Figure 4-1: Microstructural geometry of Class V pressed explosive obtained by 
applying active contour image segmentation algorithm on the 2D SEM image.  

 

 

 

 

 

   

(a) SEM image of 2D section of Class V pressed explosive showing 

image intensity field with 6901024  pixels 

(b) Level set representation of the crystal boundaries obtained after active contour 

segmentation 

 

(c) Computational domain with 6901024  grid points 
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Figure 4-2: Pressure (Pa) contour plots at different time obtained from the shock 
analysis on Class V pressed explosive microstructure with 1000 𝑚/𝑠 

shock pulse and 0.01 µ𝑠 duration.  

 

     
 

 

 

 
 
 

 

 
 
 

 
 
 

(a) 𝑡 = 0.37 𝑛𝑠 (b) 𝑡 = 1.76 𝑛𝑠 

(c) 𝑡 = 2.6 𝑛𝑠 (d) 𝑡 = 3.97 𝑛𝑠 

(e) 𝑡 = 4.57 𝑛𝑠 (f) 𝑡 = 5.84 𝑛𝑠 
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(a) 𝑡 = 0.37 𝑛𝑠 (b) 𝑡 = 1.76 𝑛𝑠 

(c) 𝑡 = 2.6 𝑛𝑠 (d) 𝑡 = 3.97 𝑛𝑠 

(e) 𝑡 = 5.84 𝑛𝑠 

Figure 4-3: 𝛽 − 𝐻𝑀𝑋 concentration(𝑚𝑜𝑙 𝑚3⁄ ) contour plots obtained from the shock 
analysis on Class V pressed explosive microstructure with 1000 𝑚/𝑠 shock pulse and 
0.01 µ𝑠 duration. The plot shows the decomposition of solid 𝛽 − 𝐻𝑀𝑋 to solid 𝛿 −

𝐻𝑀𝑋 at the hot spot.  
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Figure 4-4: Microstructural geometry of Class III pressed explosive obtained by 
applying active contour image segmentation algorithm on the 2D SEM image section.  

 

 

 

 

 

   

(a) SEM image of 2D section of Class III pressed explosive showing image 

intensity field with 6901024  pixels 

(b) Level set representation of the crystal boundaries obtained after active contour 

segmentation 

(c) Computational domain with 6901024  grid points 

 



103  
 

 

 

  

 

      
 

 

 

 
 
 

 

 
 
 

 
 
 

(a) 𝑡 = 0.37 𝑛𝑠 (b) 𝑡 = 1.76 𝑛𝑠 

(c) 𝑡 = 2.6 𝑛𝑠 (d) 𝑡 = 3.97 𝑛𝑠 

(e) 𝑡 = 4.57 𝑛𝑠 (f) 𝑡 = 5.84 𝑛𝑠 

Figure 4-5: Temperature (K) contour plots obtained from the shock analysis on Class 
III pressed explosive microstructure with 1000 𝑚/𝑠 shock speed and 0.01 µ𝑠 

duration. The plot shows shock propagation and formation of hot spots due to the 
collapse of extended cracks. The hot spots formed lead to initiate chemical reaction 

and ignition in HMX at different locations of the domain. 
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Figure 4-6: Pressure (Pa) contour plots at different times obtained from the shock 
analysis on Class III pressed explosive microstructure with 1000 𝑚/𝑠 shock speed 

and 0.01 µ𝑠 duration. Plots show shock loading on the microstructure leaving behind 
the field of hot spots. 

 

      
 

 

 

 
 
 

 

 
 
 

 
 
 

(a) 𝑡 = 0.37 𝑛𝑠 (b) 𝑡 = 1.76 𝑛𝑠 

(c) 𝑡 = 2.6 𝑛𝑠 (d) 𝑡 = 3.97 𝑛𝑠 

(e) 𝑡 = 4.57 𝑛𝑠 (f) 𝑡 = 5.84 𝑛𝑠 
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(a) β-HMX concentration at 𝑡 = 0.37 𝑛𝑠 (b) HCN concentration at 𝑡 = 0.37 𝑛𝑠 

(c) β-HMX concentration at 𝑡 = 3.38 𝑛𝑠 (d) HCN concentration at 𝑡 = 3.38 𝑛𝑠 

(e) β-HMX concentration at 𝑡 = 5.84 𝑛𝑠 (f) HCN concentration at 𝑡 = 5.84 𝑛𝑠 

Figure 4-7: 𝛽 − 𝐻𝑀𝑋 and HCN concentration(𝑚𝑜𝑙 𝑚3)⁄  contour plots obtained from 
the shock analysis on Class III pressed explosive microstructure with 1000 𝑚/𝑠 shock 
pulse and 0.01 µ𝑠 duration. The plot shows the complete decomposition of solid 𝛽 −
𝐻𝑀𝑋 to various gaseous products like HCN at the hot spots where ignition takes 

place. 
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Figure 4-8: Initial configuration of elongated void in HMX aligned at an angle of 90° 
with respect to the incident shock loading of 1000 𝑚/𝑠 shock speed of 0.01 µ𝑠 pulse 

duration. 

HMX 

Shock pulse, 

1000 𝑚/𝑠 
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(a) 𝑡 = 0.78 𝑛𝑠 (b) 𝑡 = 1.93 𝑛𝑠 

(c) 𝑡 = 2.24 𝑛𝑠 (d) 𝑡 = 2.49 𝑛𝑠 

(e) 𝑡 = 4.72 𝑛𝑠 

Figure 4-9: Temperature (K) contour plots obtained from the shock analysis on the 
elongated void in HMX with 1000 𝑚/𝑠 shock speed and 0.01 µ𝑠 duration. The 

elongated void is aligned 90° with respect to the incident shock. The plots show shock 
propagation and formation of hot spot due to the collapse of the elongated voids. The 

hot spot strength was not sufficient to initiate chemical reactions. 
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(a) 𝑡 = 0.78 𝑛𝑠 (b) 𝑡 = 1.93 𝑛𝑠 

(c) 𝑡 = 2.24 𝑛𝑠 (d) 𝑡 = 2.49 𝑛𝑠 

(e) 𝑡 = 4.72 𝑛𝑠 

Figure 4-10: Pressure (Pa) contour plots obtained from the shock analysis on the 
elongated void in HMX with 1000 𝑚/𝑠 shock speed and 0.01 µ𝑠 duration. The 

elongated void is aligned 90° with respect to the incident shock. The plot shows shock 
propagation and formation of rarefaction wave due to the shock reflection at the free 

surface of the voids.  
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HMX 

Shock pulse, 

1000 𝑚/𝑠 

  

Figure 4-11: Initial configuration of elongated void in HMX aligned at an angle of 45° 
with respect to the incident shock loading of 1000 𝑚/𝑠 shock speed of 0.01 µ𝑠 pulse 

duration. 
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(a) 𝑡 = 0.78 𝑛𝑠 (b) 𝑡 = 2.43 𝑛𝑠 

(c) 𝑡 = 2.78 𝑛𝑠 (d) 𝑡 = 3.145 𝑛𝑠 

(e) 𝑡 = 5.078 𝑛𝑠 

Figure 4-12: Temperature (K) contour plots obtained from the shock analysis on the 
elongated void in HMX with 1000 𝑚/𝑠 shock speed and 0.01 µ𝑠 duration. The 

elongated void is aligned 45° with respect to the incident shock. The plot shows shock 
propagation and formation of hot spot due to successive collapse of the elongated void 

leading to initiation and ignition of chemical reaction in the domain. 
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(a) 𝑡 = 0.78 𝑛𝑠 (b) 𝑡 = 2.43 𝑛𝑠 

(c) 𝑡 = 2.78 𝑛𝑠 (d) 𝑡 = 3.145 𝑛𝑠 

(e) 𝑡 = 5.078 𝑛𝑠 

Figure 4-13: Pressure (Pa) contour plots obtained from the shock analysis on the 
elongated void in HMX with 1000 𝑚/𝑠 shock speed and 0.01 µ𝑠 duration. The 

elongated void is aligned 45° with respect to the incident shock.  
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(a) 𝑡 = 0.0 𝑛𝑠 (b) 𝑡 = 2.43 𝑛𝑠 

(c) 𝑡 = 2.78 𝑛𝑠 (d) 𝑡 = 3.145 𝑛𝑠 

Figure 4-14: 𝛽 − 𝐻𝑀𝑋 concentration(𝑚𝑜𝑙 𝑚3)⁄  contour plots obtained from shock 
analysis on the elongated void in HMX with 1000 𝑚/𝑠 shock speed and 0.01 µ𝑠 

duration. The elongated void is aligned 45° with respect to the incident shock.  The 
plots show the complete decomposition of solid 𝛽 − 𝐻𝑀𝑋 to gaseous products at the 

hot spots where ignition takes place. 
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Figure 4-15: HCN concentration(𝑚𝑜𝑙 𝑚3)⁄  contour plots obtained from shock 
analysis on the elongated void in HMX with 1000 𝑚/𝑠 shock speed and 0.01 µ𝑠 

duration. The elongated void is aligned 45° with respect to the incident shock.  The 
plot shows the complete decomposition of solid 𝛽 − 𝐻𝑀𝑋 to gaseous products like 

HCN at the hot spots where ignition takes place. 

 

      
 

  

 
 

 

 
 
 

 

 
 

(a) 𝑡 = 0.0 𝑛𝑠 (b) 𝑡 = 2.43 𝑛𝑠 

(c) 𝑡 = 2.78 𝑛𝑠 (d) 𝑡 = 3.145 𝑛𝑠 



114  
 

 

 

 

  

500

1000

1500

2000

2500

3000

0 15 30 45 60 75 90

M
ax

im
u
m

 T
em

p
er

at
u
re

 (
K

)

Orientation Angle (Degrees)

Figure 4-16: Variation of maximum temperature obtained in simulation with 
orientation angle of the elongated void. The orientation angle of the elongated void 
is measured with respect to the incident shock direction. The elongated voids with 

orientation angle lying between 30° − 50° are lying in the critical zone where 
reaction can initiate. 
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CHAPTER 5 

SHOCK LOAD ANALYSIS ON PLASTIC BONDED EXPLOSIVES 

5.1.Introduction 

The presence of heterogeneities in energetic materials like PBX, mock sugar 

explosives etc. can influence its sensitivity towards shock initiation and ignition. Shock 

interaction with these heterogeneities leads to the formation of local high temperature 

zones also known as hot spots. It is important to estimate the geometrical feature of these 

heterogeneities for the accurate estimation of the hot spots which can effect the ignition 

threshold of energetic material. The current framework uses the image processing approach 

discussed in chapter 2 for representation of the microstructure geometry. In this work, 

shock analysis on the image derived geometry of the mock sugar explosive is studied in 

both two and three dimensions. The shock analysis is purely inert and chemical reactions 

are not considered in the present calculations for the sake of simplicity of the problem. 

Three different problems has been considered here, 

1. Shock analysis on 2D mock sugar explosive under shock load of 500 𝑚/𝑠 

2. 2D shock analysis on mock sugar explosives under 1000 𝑚/𝑠 shock load 

3. Shock analysis on three dimensional mock explosive geometry under 500 𝑚/𝑠 

shock load. 

5.2.Two dimensional shock analysis on mock sugar 

explosive sample 

A 2D section of the mock sugar explosive image is considered in the current 

analysis to perform shock analysis. The image intensity field is shown in Figure 5-1(a) and 

it is characterized by 1024 ×512 pixels. The image processing framework developed in the 

current work is used for the level set representation of the mock sugar microstructure 

geometry containing HMX crystals embedded in Estane binder.  
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Firstly, image denoising algorithm i.e. SRAD[92] in the current framework is 

applied on the 2D image section. SRAD removes the speckle noise present in the image 

and gives a smoother image as shown in Figure 5-1(b). The active contour image 

segmentation method[93] is then applied on the denoised image to generate the level set 

representation of the geometry.  The level set boundary is superimposed on the original 

image to represent the accuracy of the geometry representation and is shown in Figure 5-

1(c). However, the level set field obtained from active contour segmentation is not a signed 

distance function as it is a function of the image intensity field. Hence, reinitialization 

algorithm with subcell fix[94] is applied on the active contour level set field to obtain a 

signed distance field.   

The physical dimension of the mock sugar geometry is 4mm×2mm. The grid 

spacing, Δx used for the shock analysis is 0.004 mm. The level set field generated in the 

image domain is mapped to the computational domain with 1000 ×500 grid points using 

the bilinear interpolation algorithm. A shock pulse of 500 m/s speed and 0.04 µs duration 

is passed from the west of the domain boundary of the computational domain shown in 

Figure 5-1(d). 

The density, pressure and temperature contour for shock pulse of 500 m/s is shown 

in Figure 5-2-Figure 5-4. It can be seen from Figure 5-2, that as shock passes through the 

material there is increase in the density for both HMX and estane binder due to the shock 

compression which leads to the shock heating of the crystals and rise in temperature as 

shown in Figure 5-3.  

In order to demonstrate the capability of the current numerical framework of 

handling large deformation and high strain rate, shock pulse loading of 1000 m/s of 

duration 0.04 µs is applied from the west boundary of mock sugar explosive of Figure 5-

1(d). The density, temperature and pressure variation plot for the analysis is shown in 

Figure 5-5Figure 5-7 . For 1000 m/s shock speed, the deformation of the crystal is large 

and the temperature rise is high due to strong compression. Also, there is localization of 
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energy near the HMX- estane interface which manifests in high temperature at those 

regions and can be seen in Figure 5-6. These regions can act as a potential site for hot spot 

formation and triggering chemical reactions. 

5.3.Three dimensional shock analysis on mock sugar 

explosive sample 

Shock analysis on a 3D geometry of mock sugar explosive is performed. The 3D 

sample is obtained by stacking 2D image sections of the mock sugar geometry in the 

physical space. The geometrical representation of mock sugar explosive is shown in Figure 

5-8(a). The 3D sample is characterized by 64 pixels in each directions. The image 

processing algorithms are applied on the sample to obtain the level set representation. The 

sample consists of speckle noises and it requires noise reduction. SRAD[92] algorithm as 

discussed in chapter 2 is applied on the 3D sample of mock sugar explosive for noise 

reduction. The results from SRAD is shown in Figure 5-8(b). It can be seen that significant 

noise reduction is obtained while preserving the edges of the objects present in the sample. 

After noise reduction, active contour algorithm[93] is used to segment the 3D geometry for 

level set geometrical representation. The level set field obtained after segmentation is 

reinitialized and mapped to the physical domain of the explosive sample. The physical 

dimension of the sample is 1𝑚𝑚 × 1𝑚𝑚 × 1𝑚𝑚 as shown in Figure 5-8(c). The grid 

spacing for the computation is 0.01 mm to generate 100 grid points per dimensions. Shock 

wave of speed 500 𝑚/𝑠 is applied from the west face of the domain. The velocity is held 

constant at the west boundary. The density and temperature contour plots from the shock 

analysis is shown in Figure 5-9 and Figure 5-10.  

Figure 5-9 shows that as shock wave load the material, there is density increase due 

to compression in both HMX and binder. The HMX crystals undergoes plastic deformation 

and performs plastic work. The temperature contour (Figure 5-10) shows the bulk increase 

in temperature of both HMX and binder due to compression work. However, the 



118  
 

temperature rise of the HMX crystals is more than binder because of plastic work involved 

in the deformation of the crystals. Although, there is increase in temperature in the material 

i.e. around 400-500 K, there are no hot spot formation involved which can creates a 

localized high temperature zone. It is more likely from this simulation, chemical reaction 

will not initiate.  

From both 2D and 3D simulations, it was observed that shock loading leads to bulk 

heating of both HMX crystals and binder, however there are not hot spots formed. Also, 

even increasing the shock strength, there is not significant rise in temperature which could 

cause initiation of chemical reactions. This is not a consistent observation for 

heterogeneous energetic materials. The current inconsistent behavior prediction is related 

to the way image processing algorithm models the real microstructure of the geometry. The 

image processing algorithm is modeling the explosive samples as a two phase material, 

however, in the real microstructure there are voids presents too. It was observed previously, 

presence of voids can increase the sensitivity of the materials. Hence, the current 

framework needs to be improvised in order to handle 3 phase material representation using 

level sets.   
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(a) Intensity field of 2D image section of 

mock sugar explosive 

(b) Intensity field obtained after SRAD 

with parameter 𝜆 = 1.0 

(c) Level set representation of the crystal 

boundaries obtained after active contour segmentation 

 

(d) Computational domain level set field obtained after bilinear 

mapping from the image domain level set field 

 

Figure 5-1: Two dimensional section of the mock sugar explosive microstructure 
containing HMX crystals embedded in the Estane matrix represented by level set field 

obtained by applying SRAD, active contour segmentation and reinitialization with 
subcell fix algorithm on the image intensity field. The level set field is mapped back to 

the computational domain of size 4𝑚𝑚 × 2𝑚𝑚 and shock pulse is applied from the 
west domain boundary. 
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(a) 𝑡 = 0.5 µ𝑠 

(b) 𝑡 = 1.15 µ𝑠 

(c) 𝑡 = 1.9 µ𝑠 

(d) 𝑡 = 2.7 µ𝑠 

Figure 5-2: Density(𝑘𝑔 𝑚3)⁄  variation plot at different time for the shock pulse 
loading of 500 𝑚/𝑠 on mock sugar explosive sample. 
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Figure 5-3: Temperature (K) variation plots at different times for the shock 
pulse loading of 500 𝑚/𝑠 on mock sugar explosive sample. 

 

 
 

 
 

 
 

 
 
 

 

(a) 𝑡 = 0.5 µ𝑠 

(b) 𝑡 = 1.15 µ𝑠 

(c) 𝑡 = 1.9 µ𝑠 

(d) 𝑡 = 2.7 µ𝑠 
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(a) 𝑡 = 0.5 µ𝑠 

(b) 𝑡 = 1.15 µ𝑠 

(c) 𝑡 = 1.9 µ𝑠 

(d) 𝑡 = 2.7 µ𝑠 

Figure 5-4: Pressure (Pa) variation plot at different time for the shock pulse loading 
of 500 𝑚/𝑠 on mock sugar explosive sample. 
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(a) 𝑡 = 0.17 µ𝑠 

(b) 𝑡 = 0.48 µ𝑠 

(c) 𝑡 = 0.8 µ𝑠 

(d) 𝑡 = 1.53 µ𝑠 

Figure 5-5: Density(𝑘𝑔 𝑚3)⁄  variation plot at different times for the shock pulse 
loading of 1000 𝑚/𝑠 on mock sugar explosive sample. 



124  
 

 

 

  

 

 
 

 
 

 
 

 
 
 
 

(a) 𝑡 = 0.17 µ𝑠 

(b) 𝑡 = 0.48 µ𝑠 

(c) 𝑡 = 0.8 µ𝑠 

(d) 𝑡 = 1.53 µ𝑠 

Figure 5-6: Temperature (K) variation plot at different times for the shock pulse 
loading of 1000 𝑚/𝑠 on mock sugar explosive sample. 
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(a) 𝑡 = 0.17 µ𝑠 

(b) 𝑡 = 0.48 µ𝑠 

(c) 𝑡 = 0.8 µ𝑠 

(d) 𝑡 = 1.53 µ𝑠 

Figure 5-7: Pressure (Pa) variation plot at different times for the shock pulse loading 
of 1000 𝑚/𝑠 on sugar mock explosive sample. 
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Figure 5-8: Three dimensional geometry of the mock sugar explosive microstructure 
containing HMX crystals embedded in the Estane matrix represented by level set field 

obtained by applying SRAD, active contour segmentation and reinitialization with 
subcell fix algorithm on the image intensity field. The level set field is mapped back to 

the computational domain of size 1𝑚𝑚 × 1𝑚𝑚 × 1𝑚𝑚 and shock pulse is applied 
from the west domain boundary. 

 

 

 

 

 

 

 

 

(a) Intensity field of 3D mock sugar 

explosive sample 

(b) Intensity field obtained after SRAD 

with parameter 𝜆 = 1.0 

(c) Level set representation of the crystal 

boundaries obtained after active contour segmentation 
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(a) 𝑡 = 0.0 µ𝑠 (b) 𝑡 = 0.38 µ𝑠 

(c) 𝑡 = 1.04 µ𝑠 (d) 𝑡 = 1.38 µ𝑠 

(e) 𝑡 = 1.71 µ𝑠 

Figure 5-9: Density(𝑘𝑔 𝑚3)⁄  variation plot at different time from 3D shock analysis 
with shock loading of 500 𝑚/𝑠 on mock sugar explosive sample. 
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(a) 𝑡 = 0.38 µ𝑠 (b) 𝑡 = 0.71 µ𝑠 

(c) 𝑡 = 1.04 µ𝑠 (d) 𝑡 = 1.38 µ𝑠 

(e) 𝑡 = 1.71 µ𝑠 

Figure 5-10: Temperature (K) variation plot at different time from 3D shock 
analysis with shock loading of 500 𝑚/𝑠 on mock sugar explosive sample. 
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CHAPTER 6 

MULTIMATERIAL CONTACT IMPACT PROBLEMS 

6.1.Introduction 

High speed impact leading to large deformation, penetration  and fragmentation 

arises in many applications including munition-target interaction[98, 99], geological 

impact dynamics[100, 101], shock-processing of powders[102, 103] etc. In these situations 

large deformations of materials are produced due to the propagation of nonlinear elasto-

plastic shock waves generated due to the impact. Numerical simulation of impact problems 

involving multimaterial interactions demands accurate implementation of interfacial 

conditions at the region of impact. In Eulerian multimaterial impact formulations[104] 

material interface treatments assume an artificial bonding between the impacting interfaces 

of the adjacent materials because of the presence of a continuous normal velocity field at 

material interfaces. Due to this, problems in which impact, separation and sliding of 

materials play an important role in the dynamics are not well handled in Eulerian methods. 

On the other hand, Lagrangian methods handle contact and separation rather naturally 

because of: a) explicit tracking of interfaces, b) the presence of independent velocity fields 

in the interacting materials and c) the kinematic contact constraints which couple the 

independent fields at the impacting surface.  However, in Lagrangian techniques detecting 

contact between surfaces can pose challenges and maintaining “good” meshes in the course 

of large material deformations can be onerous. Because Eulerian methods operate on fixed 

meshes while the materials flow through the fixed (typically Cartesian) meshes, these 

aforementioned difficulties with Lagrangian techniques are mitigated. Therefore, an 

approach that combines the desirable features of Eulerian and Lagrangian methods for 

handling multimaterial interactions involving contact and separation would be highly 

useful. This paper describes such an approach in a sharp interface Eulerian framework [72, 

89, 105] that avoids problems associated with Lagrangian mesh management while clearly 



130  
 

delineating interacting material interfaces and applying local contact-separation 

conditions. 

 To handle the problem of large deformations, an Eulerian formulation is an 

appealing choice compared to a Lagrangian approach as problems related to mesh 

distortion and remeshing of the domain can be avoided in the Eulerian setting. However, 

both the formulations suffer from their own strengths and weaknesses in high strain rate 

problems. The relative advantages and disadvantages of both the formulations have been 

discussed by Anderson[106]. In the field of contact mechanics, much work has been done 

in the Lagrangian when compared to the Eulerian framework. In the regime of  high speed 

impact, a two-dimensional finite contact algorithm developed by Taylor and Flanagan[107] 

for the PRONTO2D explicit dynamics code is a common starting point. This algorithm has 

the capability to handle impact and separation of materials for frictionless as well as 

frictional contact. The algorithm uses the master-slave approach to designate impacting 

bodies. It is a two-step method in which first a predictor step predicts the nodal positions, 

velocities and acceleration of the master body and then the corrector step calculates the 

force required to prevent the penetration of master body into the slave body. This model 

has been used in the regime of high strain rate problems as in the work of Camacho and 

Ortiz[108]. The Lagrangian contact algorithm by Benson and Hallquist[109] developed for 

DYNA2D ( a nonlinear explicit finite element software) is also well known for its 

capabilities to handle mechanical interaction of two bodies or self-contact in the same 

body. This contact algorithm has been used in the work of Batra and Stevens[110]. Also, 

Belytchko et. al.[111] proposed a new contact detection algorithm in the Lagrangian 

framework based on the moment method in meshfree discretization that can handle general 

contact situations.  

 In Eulerian multimaterial impact computations the treatment of contact, separation 

and sliding is not as well developed as in the Lagrangian case. One of the notable works 

by Benson[112, 113] to handle both frictionless and frictional contact in an Eulerian 
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framework using a mixture theory approach shows the capability of handling impact and 

separation of materials. The mixture theory has been used to calculate the mean stress at 

the interface between the interacting materials. The nonlinear contact constraint equations 

have been solved to impose the constraints for friction, frictionless sliding and separation. 

Mixture theory based approaches hinge on the proper physical treatment of the materials 

residing in the mixed cells and on ascribing suitable continuum models for the mixed 

materials. Assumptions of local equilibrium in the mixed cells must be invoked, and the 

problems of coexisting materials of vastly different impedances inside one element must 

be addressed. The work of Vitali and Benson[114-116] using extended finite element 

method (X-FEM) in arbitrary Eulerian Lagrangian (ALE) formulations overcomes 

problems associated with mixture theories in handling sliding and separation and shows 

the capability of handling friction and frictionless contact. In these works, the limitation of 

mixture theory vis-à-vis the prediction of spurious stresses in mixed material elements has 

been overcome by creating independent velocity fields for the impacting materials in an X-

FEM framework which allows local enrichment in the mixed material elements. Frictional 

and frictionless sliding has been handled by obtaining independent velocity and 

acceleration fields in the individual interacting materials at the region of impact. Separation 

between the different materials has been handled by introducing void material between the 

impacting materials once the mean stress at the interface becomes tensile. Also, the work 

by Vitali et. al.[117] to impose interfacial contact conditions using extended Eulerian 

formulation (XEM) shows the capability of handling frictionless sliding with separation in 

Godunov formulations.  

 The approach taken in this work is different from that in Vitali and Benson in that the 

current formulation is purely Eulerian, i.e. no Lagrangian phase (as in ALE) is involved. 

The interfaces are tracked using level sets[90, 91], which means that they can be maintained 

in a sharp fashion, i.e. this is effectively an interface tracking approach rather than an 

interface reconstruction based on volume fractions. No mixture of materials at any stage of 
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material-material interactions is involved as the sharp interface approach maintains the 

materials as separate entities delineated by two individually tracked level set functions. The 

use of level set distance function for the representation of interfaces also simplifies the 

collision detection algorithm since information on distances between potentially 

interacting boundaries is implicitly and always available from the level set fields. Boundary 

conditions on the sharply separated and interacting sub-grid interfaces are incorporated 

implicitly using a modified ghost fluid method (MGFM)[95, 118, 119]. Since boundary 

conditions at the interface are satisfied implicitly using ghost fluid method (GFM), there is 

no need to solve additional non-linear equations to impose the contact constraints. The use 

of GFM to handle boundary conditions helps to create independent velocity fields in each 

material and frictionless sliding can be handled by coupling these fields at the interacting 

interfaces. In this framework, much like in the explicitly tracked Lagrangian contact 

formulations, separation between the materials occurs as a natural process of deformation, 

i.e. separation is not enforced by introducing a void phase in a mixed material but occurs 

simply as the consequence of evolving the sharp interfaces. This algorithm is purely local 

in implementation and can be used in a parallel computing framework[120] and can be 

easily extended to three dimensions. 

In previous works [72, 73, 75, 89] simulation of multi-material impact problems 

involving collision between the materials followed by large deformation, penetration and 

fragmentation were performed. However the contact treatment was rudimentary in that 

once materials impacted they remained in contact in the course of further interaction. This 

enforced prolonged contact of the materials leads to physically unrealistic results in certain 

type of problems where separation between the materials plays an important role. For 

example, in a flyer plate impact simulation separation between the plates plays an 

important role in the wave physics[121]. Also, in the ricochet of a projectile from a target 

separation and sliding of the projectile plays a crucial role in the dynamics of both the 

projectile and the target[122]. Hence, to model these situations accurately appropriate 
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boundary conditions need to be applied along with the contact conditions at the interacting 

interfaces. The contact model is tested on different types of multimaterial impact problems 

which involves impact and separation of materials at high strain rate. 

6.2.Results 

The performance of the contact algorithm is tested for different situations involving 

planar and oblique impact. Three problems where the collision and separation of the 

materials are involved have been shown in the current work, viz;     

1. Planar impact between two deformable bodies which is shown by simulating the flyer 

plate impact problem. 

2. Planar impact between a deformable body and a rigid body which can be seen in the 

simulation of a Taylor Bar problem. 

3. Oblique impact at 10 degree angle of attack between a projectile and a target leading to 

ricochet of the projectile.  

6.2.1 Flyer plate simulation 

The numerical simulation of a plate impact experiment has been used in the past to 

study the phenomenon of spall fracture [121, 123-125].  A complete description along with 

the experimental results for spall fracture has been given by Antoun et. al.[123]. Plate 

impact simulation for the study of spall fracture involves the planar impact and separation 

of the flyer and the target plates and hence a contact model plays an important role in 

capturing the wave physics accurately. In this work the flyer plate simulation has been 

performed without including the spall phenomenon and is therefore realistic only up to the 

point of incipient spall at the lower surface. The simulation is performed with the proposed 

contact model for three different cases in order to validate the wave propagation 

phenomena in the interacting materials in the period prior to and following separation of 

the impactor from the target. In the first case, the acoustic impedance of the flyer plate is 

less than that of target plate; in the second case the flyer plate is of higher acoustic 
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impedance and in the third case the acoustic impedance of the flyer and the target plates 

are the same. The interaction of the shock waves in these three cases has been discussed in 

the following. 

6.2.1.1 Acoustic impedance of the flyer plate is less than target plate 

In this case the acoustic impedance of the flyer plate (Aluminum) is less than the 

target plate (Copper). The details regarding the plate’s geometric configuration , material 

properties and the flyer plate velocity have been taken to simulate experimental 

data(experiment B-61)[126]. The plates are cylindrical in shape as shown in Figure 4-1(a); 

this allows use of the axisymmetric computational geometry as shown in Figure 4-1(b). 

The simulation duration is10 µ𝑠. The dimensions of the plates along with the impact 

velocity are tabulated in Table 6-1.  

As shown by theoretical analysis of the wave propagation phenomena in flyer plate 

impact[123] , after the impact takes place shock waves of equal magnitude are generated 

in both plates. The shock wave in the flyer plate travels into the impactor and interacts with 

its free surface; due to this interaction, reflection of the wave at the free surface of the flyer 

takes place which gives rise to the formation of a returning rarefaction wave. This 

rarefaction wave passes through the flyer plate and interacts with the impacted surface 

which leads to the formation of tensile stress conditions at the impact interface. Due to this 

tensile state at the impacted interface the separation of flyer from target plate takes place 

as seen in Figure 6-2(b). The configurations of the plates before and after the simulation 

are seen in Figure 6-2 which shows that the contact model was able to handle the impact 

and separation of the materials.                       

To validate the results obtained from the simulation, the bottom free surface 

velocity at a point which is 10 𝑚𝑚 from the center of the target plate is compared with 

available experimental results. The plot is shown in Figure 6-3. The peak velocity at the 

bottom free surface of the target plate matches well with the experimental data. The graph 
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has been plotted till 𝑡 =  0.3 µ𝑠 because after this the effect of spall fracture comes into 

play. Since we are not using a damage model to study spall fracture in this work the free 

surface velocity profile obtained from the current work deviate from the experimental 

results after 𝑡 =  0.3 µ𝑠. Grid convergence study has been performed using four different 

grid sizes viz.,∆𝑥 = 0.2𝑚𝑚, 0.1𝑚𝑚 0.05 𝑚𝑚 and 0.03 𝑚𝑚 respectively. The bottom 

free surface velocity for the grid sizes of ∆𝑥 = 0.1𝑚𝑚, 0.05 𝑚𝑚 and 0.03 𝑚𝑚  at a point 

10 𝑚𝑚 from the center of the plate has been shown in Figure 6-4 along with the 

experimental results. This shows the convergence of the contact model as the grid is 

refined. Also, the peak velocity at the bottom free surface has been considered to calculate 

an error measure for the four different grid sizes. The error measure is defined as 
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(6.61) 

where, coarseV  is the peak velocity at the bottom free surface for the coarse grid and 
fineV  is 

the peak velocity of the finest grid with a grid spacing of 0.03 𝑚𝑚 in this case. The four 

different grid sizes of ∆𝑥 = 0.2𝑚𝑚, 0.1 𝑚𝑚, 0.05 𝑚𝑚 and 0.03 𝑚𝑚 have been 

considered. The error measure plot with different grid sizes has been shown in Figure 6-5. 

As seen in the figure the error in calculated bottom surface velocity converges with grid 

refinement with a near second-order convergence behavior.  

6.2.1.2 Acoustic impedance of the flyer plate is greater than target plate  

The contact treatment is tested next for the case where the acoustic impedance of 

the flyer plate is greater than the target plate. The impact velocity and plate dimensions 

remain same as the previous case, but now the flyer plate is Copper and the target plate is 

Aluminum. The stress-velocity diagram [123] shows  that in this case the impacting 

interface maintains a compressive state throughout the impact and hence both plates should   

remain in contact and no separation of target and flyer plate is expected. The wave physics 
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involved in this situation is different from the previous one and thus the ability of the 

present algorithm to accurately portray expected physical behavior is demonstrated through 

this case. 

After the impact takes place an initial shock wave of equal magnitude is generated 

in both target and projectile in order to maintain the stress and velocity continuity at the 

impacted interface and denoted as shocks S(Cu) and S(Al) in Figure 6-6(a). As the 

thickness of the flyer plate is less than the target material, the shock wave in the projectile, 

i.e. S (Cu), travels upward and interacts with the free boundary of the flyer plate where it 

is then reflected as a release wave. This release wave returns to the impact surface and 

interacts with the target again to generate a shock wave in the flyer plate and a rarefaction 

wave in the Aluminum target plate as shown in the Figure 6-6(b). The wave reflection at 

the free surface of the Copper flyer plate and its interaction with the impacted surface leads 

to the generation of successive rarefaction waves in the target, i.e.  R2, R3 etc. shown in 

Figure 6-6(c) and Figure 6-6(d). These rarefaction waves eventually unload the target 

material to equilibrium. During the course of these interactions the flyer and target never 

separate, as expected from the physics of the problem[123]. 

6.2.1.3 Acoustic impedance of the flyer plate is equal to target plate 

Previous studies of attenuation of shock waves in solids have been conducted for 

flyer plate impact[127, 128] with the use of the same material for the flyer and the target 

plates. In this situation, first a shock wave is produced in both flyer and target due to the 

impact which is the same as in the previous two situations. Once the shock wave propagates 

into the flyer plate and reaches the rear free surface of the flyer, it reflects as a rarefaction 

wave which propagates towards the target and unloads the flyer plate to zero stress state. 

Once this rarefaction wave reaches the impacted interface, it passes through the interface 

completely because both the materials are of equal impedance. Now, the rarefaction wave 
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moves through the shock compressed portion in the target plate and it eventually overtakes 

the initial shock front and leads to the attenuation of the shock wave.  

In order to capture this wave physics of attenuation of shock waves, numerical 

simulation has been performed for the impact between Aluminum-Aluminum plates. The 

dimension and impact velocity is taken from the work by Fowles[129] in order to compare 

the simulation results. The variation of peak pressure with the target plate location is shown 

together with the numerical results from[129] in Figure 6-7. As can be seen in the figure 

the computed and theoretical values are in good agreement through the wave interaction 

process. 

It is evident from the results above that the shock wave attenuates while traveling 

in the target plate. The attenuation begins after the wave has travelled a certain distance 

inside the material. This is in agreement with the expected physics since the attenuation is 

caused by the rarefaction wave which returns from the free surface of the flyer plate and 

catches up with the shock wave in the target plate. This case demonstrates that the contact 

algorithm is able to handle wave interactions at the interfaces accurately. 

6.2.2 Taylor bar impact simulation 

The simulation of Taylor bar impact is performed in order to assess the performance 

of the proposed contact model in the situation where a deformable body collides with a 

rigid body. The bar is made of Tungsten heavy alloy and the test configuration and 

dimension of the bar is shown in Figure 6-8. The dimension and impact speed of the bar as 

shown in Figure 6-8 have been taken from the work by Batra and Stevens[110]. The grid 

spacing of ∆𝑥 = 0.1 𝑚𝑚 has been used for this problem in both the directions; this grid 

spacing has been used to yield a grid independent solution for the current simulation. 

The Taylor bar impact simulation results in the deformed configuration shown in 

Figure 6-9; contours of effective plastic strain are also shown in the figures. It is evident 

that due to the development of tensile stress conditions and upward velocity at the bottom 
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of the bar along the outer periphery, the ends of the bar lift off the rigid target and curl 

upward. The bar radius at the foot and maximum equivalent plastic strain at time 10 µs and 

50 µs for present calculation have been compared with the solutions obtained from Batra 

and Stevens[110] and is shown in Table 6-2. Also, the contours of effective plastic strain 

at time 50 µs for current simulation and solutions obtained from Batra and Stevens[110] is 

shown in Figure 6-10. The numerical results are in good agreement. This shows the 

capability of the proposed contact model to handle the collision and separation of a 

deformable body over a rigid surface. 

6.2.3 Oblique impact between two deformable bodies 

The problem involving an oblique impact of two bodies is important in practical 

applications. The phenomenon of ricochet of a projectile over the target has been analyzed 

in the past to simulate the oblique impact problem[122, 130]. When ricochet results in the 

situation depicted in Figure 6-11, there is a sustained interaction between the projectile and 

the target throughout which the projectile is deflected away and separates from the target.  

Thus, this case is a stringent test of the ability of the current contact scheme to effect 

contact-separation behavior in the present sharp interface Eulerian setting. In order to 

assess the ability of the contact algorithm to handle oblique impact situations and to capture 

ricochet phenomena, a high strength steel projectile is impacted on a Tungsten heavy alloy 

(WHA) target. The angle of impact is 10° and the impact velocity is1000 𝑚/𝑠. The length 

to width  ratio for the projectile is 10.7 as used in previous work [122]. The grid spacing 

is 0.2 mm for this simulation. The configuration for the simulation is shown in Figure 6-

11. The deformation of the projectile at different times is shown in Figure 6-12. 

In this case the contact model is able to predict the sliding between the projectile 

and the target and the lift-off of the projectile from the target. From Figure 6-13 it can be 

seen that there is only a modest change in the horizontal velocity during the entire process 

which explains why momentum loss of the projectile in this case is not significant.  The 
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vertical velocities developed due to the impact and ricochet interaction are small compared 

to the horizontal velocity. Also, the angle with which projectile leaves the target surface is 

found out to be approximately 9° for the present angle of incidence of 10°. Hence, the angle 

with which projectile impacts the target is almost the same with which it leaves, which 

shows the capability of the contact model to handle impact, sliding and separation in the 

case of inclined impact. 

6.3.Conclusions 

A frictionless contact algorithm for a well-established sharp-interface Eulerian high 

speed multi-material solver is implemented to handle impact and separation of materials. 

The advantage of the model lies in its ease of implementation; in contrast to Lagrangian 

contact treatments search operations for detecting collisions are simplified by the use of 

level sets and no local constraints to prevent interpenetration through penalty-type force 

application is necessary to separate interfaces. Since the framework is Eulerian difficulties 

associated with carrying meshes through the material interactions, managing meshes to 

retain solution accuracy and stability and detecting contact between interacting surfaces 

are circumvented. The contact conditions are handled by implicitly satisfying the 

interfacial conditions on the parts of the interacting material interfaces that are in contact 

using a modified Ghost Fluid Method. Use of a sharp interface treatment obviates the need 

to develop special treatments for materials that coexist within a grid cell. Such subgrid 

material pairs are always maintained as distinct entities separated by sharp interfaces. The 

results obtained from our numerical simulations match well with experimental data where 

available and with other numerical simulations. Using the contact model, it is demonstrated 

that the wave physics involved in flyer plate impact cases have been captured accurately 

for material pairs of various impedances. The contact algorithm is shown to handle contact 

with rigid solids in the case of a Taylor bar impact. Finally, oblique impact of a projectile 

on a target at an 10° angle of impact has been studied using the present contact algorithm 
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and its capability for handling sliding and separation has been shown. The study of ricochet 

of a projectile obliquely impact a target plate is the subject of ongoing work along with the 

extension of the algorithm in a three-dimensional parallel computing framework. 

. 
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Table 6-1: Material, dimensions and impact velocity of the flyer and target plates[126]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Plate Material Diameter 

 (mm) 

Thickness  

(mm) 

Impact 

Velocity  

(m/s) 

Flyer plate Aluminum 120 𝑡1 = 2 450 

Target plate Copper 120 𝑡2 =15 - 
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Table 6-2: Comparison of deformed bar radius and maximum equivalent plastic strain at 
time 10 µs and 50 µs. 

 

 

Time  Current Simulation Batra and 

Stevens[110] 

 

 

𝑡 = 10 𝜇𝑠 

Taylor Bar 

Deformed Radius 

(mm) 

 

6.2 6.1 

Maximum 

Equivalent Plastic 

Strain 

 

0.50 0.49 

 

 

𝑡 = 50 𝜇𝑠 

Taylor Bar 

Deformed Radius 

(mm) 

 

8.3 8.1 

 

Maximum 

Equivalent Plastic 

Strain 

 

2.27 2.20 
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Figure 6-1: (a) Geometrical sketch of the plate impact experiment, (b) Computational 
geometry over which simulation is performed.  
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Figure 6-2: Separation of flyer and target plates after the impact due to the 
development of tensile stress state at the impacted interface. 

(a) 𝑡 = 0 µ𝑠 

(b)  𝑡 = 7 µ𝑠 
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Figure 6-3: Free surface velocity plots of the target plate vs. time from numerical 
simulation and experimental results[126]. 
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Figure 6-4: Free surface velocity plots of the target plate vs. time from numerical 
simulation for three different grid sizes of 0.1 𝑚𝑚, 0.05 𝑚𝑚 and 0.03 𝑚𝑚 along with 

the experimental results. 
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Figure 6-5: Error measure plot of the peak bottom surface velocity of the target plate with 

four different grid sizes of 0.2 𝑚𝑚, 0.1 𝑚𝑚, 0.05 𝑚𝑚  and 0.03 𝑚𝑚 with the second 
order error estimate plot. 
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(a) Impact between Copper flyer plate 

and Aluminum target plate produces 

shock wave S(Cu) and S(Al) at  𝑡 =

0.5 𝜇𝑠

(b) Shock wave S(Cu) after reflection from its 

top free surface interacts at the impacted 

surface and produces the first rarefaction R1 

in the Aluminum plate at   𝑡 = 1.5 𝜇𝑠 

(

𝑡 =

(

𝑡 =

Figure 6-6: Wave interaction inside the target plate when impacted by a hard impactor 
plate at a speed of 450 𝑚/𝑠, shows gradual decrease in the magnitude of pressure 

wave while travelling inside the target plate after the impact which leads to unloading 
of the target plate. 

(c) The impacted surface maintains a 

compressive stress state which leads to 

the successive generation of second 

rarefaction wave R2 inside the 

Aluminum plate at 𝑡 = 2.5 𝜇𝑠 

(d) The interaction of the wave in the 

Copper flyer plate with its free 

surface and the impacted surface 

produces successive rarefaction 

wave R3 which unloads the 

Aluminum target plate at 𝑡 =

3.5 𝜇𝑠
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Figure 6-7: Variation of peak pressure at the shock front as a function of the distance 
travelled by the shock wave in the target plate. 
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Figure 6-8: Initial configuration for the simulation of Taylor bar impact problem on a 
rigid block with a speed of 150 𝑚/𝑠. 
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(a) Bar Deformation at  = 10 µ  (b) Effective Plastic Strain at  = 10 µ  

(c) Bar Deformation at  = 25 µ  (d) Effective Plastic Strain at  = 25 µ  

(e) Bar Deformation at  = 50 µ  (f) Effective Plastic Strain at  = 50 µ  

Figure 6-9: Taylor bar deformation profile and effective plastic strain at different 
time intervals for the axisymmetric impact of Tungsten bar on a rigid block at a 

speed of 150 𝑚/𝑠. 
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(a) Current Simulation (b) Batra and Stevens[110] 

Figure 6-10: Comparison plot of contours of effective plastic strain at 𝑡 = 50 𝜇𝑠 with 
the work of Batra and Stevens. 
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Figure 6-11: Configuration for the simulation of oblique impact of projectile over 
the target at 10° angle of attack. 

 
Target 

 

𝐿𝑡 

𝑏𝑡 

𝐿𝑝 = 14.98 𝑚𝑚, 𝑏𝑝 = 1.4𝑚𝑚, 𝐿𝑝 𝑏𝑝⁄ = 10.7  

𝐿𝑡 = 35 𝑚𝑚 , 𝑏𝑡 = 6.25 𝑚𝑚,𝜃 = 10°, 𝑉 = 1000 𝑚/𝑠 
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(a) 𝑡 = 0 µ𝑠 

 

 
(b) 𝑡 = 4 µ𝑠 

(c)  𝑡 = 8 µ𝑠 

 

 
(𝑑) 𝑡 = 12 µ𝑠 

(e) 𝑡 = 16 µ𝑠 (f)  𝑡 = 20 µ𝑠 

 

Figure 6-12: Ricochet of high strength steel projectile over a tungsten target at 10° 
angle of attack with a speed of 1000 m/s. 
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Figure 6-13: Variation of steel projectile head velocity with time of high 

strength steel projectile. 
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CHAPTER 7 

FLYER PLATE LOAD ANALYSIS ON PRESSED 

ENERGETIC MATERIALS 

7.1.Introduction 

In chapter 4, shock analysis on two different samples of HMX based pressed 

energetic material (Class III and Class V) is performed. The previous analysis was aimed 

towards understanding the effects of microstructure on initiation behavior of pressed 

explosives. For the Class III and Class V samples, experimental results are available from 

the work of Welle et. al.[5] and the results are shown with James threshold initiation curve. 

The current work is aimed to compare the numerical results obtained from the shock 

analysis of pressed energetic samples using current framework with the experimental 

results of Welle et. al.[5]. For direct numerical comparison with the experiments, it is 

important that computational modeling should reflect the experimental set up. The 

experiments performed using Welle et. al.[5] uses flyer plate experiments to apply shock 

load on the explosive material. Hence, computation model for shock analysis should 

include flyer plate impact experiments on the pressed explosives. 

The frictionless contact and separation algorithm developed in chapter 6 is used to 

model the flyer plate experiments for pressed energetic samples.  

7.2.Flyer plate simulation for Class III sample 

Shock analysis using flyer plate impact is performed for Class III pressed 

explosives. The microstructure of the Class III sample is represented using level set method 

as discussed in chapter 4. Image processing algorithm are employed on the SEM image of 

Class III sample. The methods to obtain the level set geometry of microstructure is same 

as it was discussed in chapter 4.  The Class III sample is the target material in the current 

simulation which is impacted using a flyer plate made of kapton material. The material 



157  
 

properties for kapton is obtained from the work of Tarver et. al.[131]. The flyer speed for 

the current simulation is 3 𝑘𝑚/𝑠. The dimension of the Class III sample used in the 

previous analysis was  25 µ𝑚 × 16µ𝑚. The dimension of the target plate is selected to be 

more than the Class III sample original dimension in order to avoid boundary effects arises 

due to free surface. The dimension for Class III target plate are 25 µ𝑚 × 20µ𝑚 and flyer 

plate dimensions is 8 µ𝑚 × 20µ𝑚. The current analysis includes reactive capability for 

HMX using the Henson Smilowitz model[77].  

Figure 7-1 shows the temperature contour obtained from the flyer plate simulation 

of class III sample. It can be seen kapton flyer impacts the Class III sample and it leads to 

shock wave propagation in the target (Class III) material. As shock wave propagates in the 

explosive sample, its interaction with the voids leads to collapse and formation of hot spots. 

The hot spot temperature is sufficient to initiate chemical reaction at different location as 

shown in Figure 7-1. For 3 𝑘𝑚/𝑠 flyer speed, Class III sample leads to initiation and 

growth of chemical reaction. 

7.3.Flyer plate simulation for Class V sample 

Flyer plate load analysis is performed on Class V sample. The flyer plate is made 

of kapton material. The microstructural geometry of Class V sample is represented using 

level set field. The level set field is obtained using the image processing algorithm applied 

on the SEM image of Class V sample. The dimensions of the flyer plate are 8 µ𝑚 × 20µ𝑚. 

The target plate dimensions are 25 µ𝑚 × 20 µ𝑚. The flyer speed is 3 𝑘𝑚/𝑠. 

The temperature contour obtained from the flyer plate analysis on Class V sample 

is shown in Figure 7-2. It can be seen that, flyer plate impact on the target material loads 

the target material. The shock wave propagation in the Class V sample, leads to collapse 

of voids present in the microstructure and eventually formation of hot spots. The hot spots 

thus formed are not able to initiate chemical reactions in the material. 
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(a) 𝑡 = 0 𝑛𝑠 (b) 𝑡 = 1.03 𝑛𝑠 

(c) 𝑡 = 1.475 𝑛𝑠 (d) 𝑡 = 2.973 𝑛𝑠 

(e) 𝑡 = 4.59 𝑛𝑠 (f) 𝑡 = 5.85 𝑛𝑠 

Figure 7-1: Temperature (K) contours obtained from flyer plate load analysis of 
Class III pressed energetic sample. The flyer speed is 3 𝑘𝑚/𝑠. Class III sample leads 

to initiation of chemical reaction in the material. 
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(a) 𝑡 = 0 𝑛𝑠 (b) 𝑡 = 1.0 𝑛𝑠 

(c) 𝑡 = 2.31 𝑛𝑠 (d) 𝑡 = 4.39 𝑛𝑠 

(e) 𝑡 = 4.91 𝑛𝑠 (f) 𝑡 = 5.95 𝑛𝑠 

Figure 7-2: Temperature (K) contours obtained from flyer plate load analysis of 
Class V pressed energetic sample. The flyer speed is 3 𝑘𝑚/𝑠. 
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CHAPTER 8 

CONCLUSIONS AND FUTURE WORK 

8.1.Contribution of the thesis 

A numerical framework for mesoscale computation on heterogeneous energetic 

materials like plastic bonded explosives (PBX), pressed explosives etc. has been 

developed. The numerical framework is based on Eulerian Cartesian grid-based massively 

three dimensional solver combined with a level set based image processing machinery to 

characterize the real microstructure of the explosives.  In past, the numerical framework 

has been shown to be efficient in capturing shock propagation and handling large 

deformation, collapse and fragmentation arising in multimaterial impact situation. This 

work advances the numerical framework used in the past work to develop a numerical 

framework for performing mesoscale simulations on heterogeneous energetic materials by 

addressing the following challenges:  

1. This work identifies various reasons that can lead to the initiation of chemical reactions 

and ignition in heterogeneous energetic materials in the high shock load regime. The 

reasons considered in this work are void collapse, shock heating of the HMX crystals and 

plastic deformation of HMX. The importance of each of these factors on shock initiation 

in energetic materials are discussed in detail by performing reactive mesoscale simulations. 

2. The development of a general image processing framework to characterize the real 

geometry of the explosive material and generating level set fields consistent with the flow 

solver to describe the microstructural details of the explosive geometry is one of the 

challenging tasks of this work. The image processing framework is applied on various 

samples of explosives and is tested on various types of image formats. The image to 

computation approach for mesoscale simulation on explosives allows for accurate 

prediction of hot spot location and its strength. This framework is developed independently 

so that it can be merged with any flow solver which utilizes level set to describe the 
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geometries. One of the potential application areas is handling of medical images to perform 

computations on them directly.  

3. The seven step chemical kinetic law for HMX decomposition given by Henson-

Smilowitz is incorporated in mesoscale computation of HMX based explosives for the 

shock initiation and ignition study. The chemical kinetic equations are solved using 5th 

order Runge Kutta Fehlberg method and the chemical species are advected with the flow 

using Strang splitting approach. The chemical reaction model is parallelized in the current 

framework using MPI libraries. The chemical kinetic law with the current numerical 

framework is able to predict the ignition sites in the domain based on the local hot spot 

conditions. 

4. An algorithm for the treatment of contact and separation of material interfaces is being 

developed in the current work. The advantage of the model lies in its ease of 

implementation; in contrast to Lagrangian contact treatments, search operations for 

detecting collisions are simplified by the use of level sets and no local constraint conditions 

to prevent interpenetration through penalty-type force application is necessary to separate 

interfaces. Because the framework is Eulerian difficulties associated with carrying meshes 

through the material interactions, managing meshes to retain solution accuracy and stability 

and detecting contact between interacting surfaces are circumvented. The contact 

conditions are handled by implicitly satisfying the interfacial conditions on the parts of the 

interacting material interfaces that are in contact using a modified Ghost Fluid Method. 

Use of a sharp interface treatment obviates the need to develop special treatments for 

materials that coexist within a grid cell. Such subgrid material pairs are always maintained 

as distinct entities separated by sharp interfaces. The results obtained from numerical 

simulations form various multimaterial impact problems considered matches well with 

experimental data and with other numerical simulations. In shock initiation study of 

energetic materials, it has been seen that the intergranular friction between the HMX 

crystals due to impact can lead to the formation of hot spots which in turn can lead to 
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ignition. Hence, the modeling of such events for energetic materials can be handled using 

this contact model with addition of frictional law. 

5. Void collapse is considered as a predominant reason for shock initiation and ignition in 

heterogeneous energetic materials. This work characterizes shock initiation and ignition 

criterion in HMX due to void collapse using the Henson-Smilowitz chemical 

decomposition law. Various factors such as shock strength and void volume fraction in the 

heterogeneous HMX has been identified that can significantly affect shock initiation and 

ignition behavior of the explosive. Also, this study is able to develop an internal energy 

based ignition threshold criterion for HMX which depends on shock speed and void 

positioning. 

6. The framework developed is also used to study the shock initiation behavior of plastic 

bonded explosive and two categories of pressed explosives i.e. Class III and Class IV. The 

shock analysis is performed on the real microstructures by performing image processing 

algorithms on the microstructural images obtained from Chris Molek and Eric Welle from 

EGLIN AFB, Florida. The current framework is able to predict the imitation of chemical 

reaction and ignition in these explosives. Apart from the simulation on the real geometries, 

in order to understand the behavior of the pressed explosives, numerical experiments on 

elongated voids are designed. The numerical experiments point out that the orientation of 

the elongated voids with respect to the incident shock plays an important role in 

determination of which location in the pressed explosives can be critical to the shock 

loading. 

8.1.Future work and extensions 

The framework developed in this work can be used to explore many directions. 

The work here can be extended in following ways: 

1. The image processing framework used in the current work is shown to be verified for 

many geometries in the past work[76]. However, the image framework is capable of 
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modeling only two phase materials. For example, it was shown that for PBX 

microstructure, HMX crystals and polymeric binder can be represented accurately using 

the current approach.  This framework cannot be used to characterize materials with more 

than two phase which is required for PBX type materials where HXM crystals, polymeric 

binders and voids are present in the microstructure. Hence, the current image processing 

algorithm needs to be improvised for characterizing materials having more than two 

phases. 

2. The Henson-Smilowitz chemical kinetic law for HMX decomposition used in the current 

work is the most recent and sophisticated model available in HMX literature. However, it 

is observed in the current work that this model does not conserving the enthalpy of the 

reacting system and this gives rise to predicting unrealistically high temperature when 

ignition takes place. Hence, other existing decomposition laws i.e. Tarver’s four equation 

decomposition law needs to be implemented in the current framework which can leads to 

physical realistic temperatures after ignition. Also, due to the lack of experimental data on 

shock initiation and ignition, it would be interesting to compare shock initiation results 

obtained from various decomposition laws of HMX.  

3. It is known that inter-granular friction between HMX crystals can acts as important 

mechanism in the formation of hot spots and hence it is important to model the interfacial 

condition arises due to frictional contact. The frictionless contact and separation algorithm 

developed in current work needs to extended to include frictional model which handle 

inter-granular frictional contact of HMX crystals. 

4. The numerical framework developed has been shown to be validated and verified for 

various multimaterial contact and impact problems[72, 89] and inert void collapse 

simulations[58] in past using the available experimental data and other numerical 

simulations. However, due to the lack of shock initiation experimental data on 

heterogeneous energetic materials the simulation results from mesoscale computation on 
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PBX and pressed explosives in the current work has not been validated. Hence, gathering 

experimental data and validating existing results is one of the works in progress. 
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