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ABSTRACT

This thesis focuses mainly on the consequences that single mutations have

on structural, functional and energetic aspects of the protein cyanovirin-N. In order

to estimate the free energy of single mutations, we have applied thermodynamics

integration and Bennett acceptance ratio techniques. Replica exchange molecular

dynamics has been applied to accelerate simulations for complicated scenarios. Our

studies suggest that certain single mutations may be promising to improve binding

affinity to Manα1→2Manα but we also learned that the simplistic view of a strong

hydrogen bond correlating to a high binding affinity may not always be correct.

Finally, we explored in detail the widely used mutation P51G for its impact on protein

rigidity at the very important hinge region as well as for its possible effect on glycan

binding.
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CHAPTER 1
INTRODUCTION

Cyanovirin-N (CVN), a stable potent virucidal protein against human immun-

odeficiency virus (HIV), was first discovered from the extract of the cyanobacterium

Nostoc ellipsosporum in 1997.[28] The 11-kDa protein consists of 101 amino acids

with a significant extent of internal sequence duplication including 13 conserved and

16 identical amino acid residues. [28, 48] The two domains (domain A and domain B)

in CVN are similar in terms of both the sequences and structure. Figure 1.1[17] shows

how one can define two different domains as well as two different repeats. Notice that

domains and repeats do not coincide in sequence. Each of the two domains contains

aminoacids belonging to both repeats. Inspection of Figure 1.1 reveals that there is

no terminus in domain B. Both the N-terminus and C-terminus are in domain A. This

results in a domain A that is more flexible than domain B and may be associated

with an asymmetry in the binding affinity of the two domains for their corresponding

substrate.[19, 67] Interestingly, it is found that under physiological conditions a small

fraction of the protein can be found as a domain-swapped dimer.[26, 98] As shown

in Figure 1.2, each of the two amino acid chains appears in all four domains of the

dimer.

Research by Boyd et. al.[28] has discovered that CVN is active against HIV

because of its interactions with the viral surface envelop glycoprotein. The binding of

glycoprotein gp120 of HIV to CD4, which leads to conformational changes of gp120

that facilitate the subsequent binding of gp41 to chemokine receptors, plays an im-



2

Figure 1.1: Two repeats are colored with red (repeat 1) and blue (repeat 2) to the

left; two domains are colored with green (domain A) and yellow (domain B) to the

right.
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Figure 1.2: (PDB ID: 1L5B) The two amino acid chains of the dimer are colored with

green (green and light green) and blue (dark blue and blue). The sequence repeats

from the same amino acid chain are colored with same type of color but with slightly

different contrast. The two hinge regions in two chains are highlighted with orange

and cyan.
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portant role in the entry of the virus. [32] The high binding affinity of CVN against

gp120 is crucial for its potent antiviral activity. This is because the binding to virion-

associated gp120 will impair the binding of virion-associated gp120 to cell-associated

CD4, which is essential to the fusion of viral and cell membranes.[75, 38, 37, 77] In

addition to HIV, CVN also inhibits the infectivity of Ebola virus because of its ability

to interact with surface envelope glycoproteins.[10]

In the case of gp120 on the surface of HIV, the 24 N-linked oligosaccharides, in-

cluding 11 high mannose or hybrid type, account for half of its molecular mass.[47, 66]

The carbohydrates, especially Man9GlcNAc2 (Figure 1.3), can be recognized by CVN;

Manα1→2Manα (dimannose, Figure 1.3), the common terminal of high mannose

oligosaccharides Man9, is essential for high affinity binding.[19] As shown in Figure

1.4, CVN contains two carbohydrate binding sites with different binding affinities

located in each domain at the end of the protein. The high binding affinity site is lo-

cated in domain B with 10-fold higher affinity compared to its counterpart in domain

A.[19, 67] Original work by Bewley and Otero-Quintero[19] reported that the binding

dissociation constants (Kd) of domain A and domain B to dimannose for wt-CVN

determined by isothermal titration calorimetry were about 1.47 µM and 0.14 µM,

respectively. More recent work[67] suggests instead that the Kd of domain A and do-

main B are 410 µM and 16 µM, respectively. Whereas these two experimental results

are different, they both highlight that domain B binds dimannose more strongly than

domain A does.

The binding affinity of CVN for dimannose is key to the antiviral activity.
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Figure 1.3: Structures of oligosaccharide Mannose 9 with the common terminal

Mannose 2 highlighted in red boxes
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Figure 1.4: The CVN bound to two dimannose. Domain A is colored blue and

Domain B is colored yellow.
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Part of the work in this thesis is associated with the study of different mutations

with the goal of possibly enhancing this binding affinity. In chapter 2 we first discuss

a charged residue (Glu41) that at the high affinity binding site prior experimental

studies[15, 42, 41] and computational studies[70, 44, 43] on wt-CVN have highlighted

as likely important. In particular, chapter 2 addresses whether the presence of charge

at the high affinity binding site, which is associated strong interactions with the

glycan, is also fundamentally important for the free energetics of binding. In other

words, does a large binding energy also imply a large binding free energy? To answer

this question we use an alchemical mutation approach. This same approach is applied

in chapter 3 where we discuss several other possible mutations. In both of these

chapters, we work with the P51G-m4-CVN[42] mutant instead of wild type. There

are several reasons for this, including that this protein favors the monomeric form

and that only the high affinity binding site is active.

Of the different mutations we have tried, chapter 3 will highlight that Thr57Ser

has the potential to increase binding affinity to the glycan. The system appears to

prefer a Ser57 with an uncharged hydroxyl group instead of normal hydroxyl group.

This is even though a prior study[96] has shown that the hydroxyl group preserves

the hydrogen bonding network in the binding pocket. This chapter also discusses

four other single mutations including Glu41Gln, Val43Ala, Glu56Asp and Ser52Thr.

These were chosen because the locations either interact directly with the ligand or can

potentially affect the interaction of other residues with the ligand. In performing these

studies, we encountered important difficulties with sampling of conformers along the
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chosen alchemical paths. These may very likely impact the accuracy of computed free

energies but nonetheless were useful to better understand issues related to structural

aspects of the high affinity binding site. In particular the 52 location associated with

our Ser52Thr mutation study is in the hinge region, which chapter 4 will highlight as

complex and flexible section of the protein important both to the binding affinity of

wild type as well as the transformation to domain-swapped dimer.

In chapter 4 we discuss the effect that the very commonly used Pro51Gly mu-

tation has on the flexibility of the hinge region and the effect of this on structural

aspects of the high affinity binding pocket. In particular we will argue that the mu-

tation is detrimental to binding. Comparison between our findings and experiments

are discussed.
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CHAPTER 2
ROLE PLAYED BY GLU41 OF P51G-M4-CVN

2.1 Introduction

The structure of wild-type CVN (wt-CVN) was first obtained using NMR

spectroscopy and was determined to be in the monomeric form.[17] CVN has two

domains that are pseudosymmetric. Domain A spans residues 1-38 and 90-101, while

residues 39-89 form domain B.[17] More than ten different NMR or X-ray published

structures of CVN and its mutants exist, some of them in the monomeric state and

some others in a domain-swapped dimeric state.[7, 14, 16, 58, 68, 73, 98, 25, 26, 42, 41].

A significant number of important computational studies addressing different aspects

of these systems have also been published.[70, 44, 95, 96, 43] It is believed[41, 6] that

conversion of monomer to domain-swapped dimer occurs due to strain caused by the

proline residue at 51 position (Pro51). Recent computational findings support this

idea.[43]

Residue 51 is not the only one that determines the form of the protein.

Whereas the mutation Pro51Gly stabilizes the monomeric state as well as a set of

different possible oligomeric states,[62] the mutation Ser52Pro also in the hinge re-

gion appears to render it exclusively in domain-swapped dimeric form.[49] Each of

the two domains in CVN can bind Manα1-2Man which is the terminal part of the

*A portion of this chapter is reproduced from Biochemistry, vol. 53(9), page 1477,
year 2014 by S. K. Ramadugu, Z. Li, H. K. Kashyap, and C. J. Margulis. DOI:
10.1021/bi4014159. Copyright - Appendix C.1
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high mannose oligosaccharides (Man9). Bewley et. al. have shown that dimannose

binds to domain B with high affinity and to domain A with low affinity .[19] In a later

article, Bewley et. al. mapped the binding site residues that appear to contribute the

most to the binding at the high-affinity site (domain B) and at the low-affinity site

(domain A). At the high-affinity site, Bewley identifies Glu41, Ser52, Asn53, Glu56,

Thr57, Lys74, Thr75, Arg76 and Gln78 as key residues for binding. These residues

interact either via hydrogen bonds and/or electrostatic interactions.[15] Key residues

in the low-affinity site are identified as Lys3, Gln6, Thr7, Glu23 and Thr25.[15]

Molecular dynamics (MD) simulations of dimannose bound to the low- and

high-affinity sites of wild type CVN have shown that, at the high affinity site, Glu41

and Arg76 appear to be important for binding due to their strong electrostatic in-

teractions with Manα1-2Manα [70]. Margulis also predicted a gating or trapping

mechanism in which Arg76 caps dimannose. The role of Arg76 in conformational

gating was later confirmed by Fromme et. al. in their X-ray crystal studies as they

found two distinct distributions of Arg76 in the closed and open conformations with

reference to dimannose at the binding pocket.[41] Important studies on the binding

and discrimination of trisaccharides at the high and low affinity binding sites are also

available for wild type CVN.[18]

Fujimoto et. al. have used MD simulations coupled with a molecular me-

chanics Poisson-Boltzmann surface area (MM/PBSA) approach to study the binding

affinity of Manα1-2Manα and Manα1-2Manα1-2Man at the high and low affinity

binding sites of wild type CVN. Using this MD/MM/PBSA approach they computed
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the difference in binding affinities[44] at the two protein sites and found in accor-

dance to experiment[19, 18] that binding to the high affinity was significantly more

important than that at the low affinity site.

Botos et. al. have shown in their crystal structural studies[27] that oligoman-

noses, Man9 and Man6 bind to the low affinity site of CVN as a domain-swapped

dimer. Sandstrom et. al. applied saturation transfer difference NMR spectroscopy in

the solution phase to show that both high and low affinity sites of domain swapped

dimer bind di- and trisaccharides. Saturation transfer was observed for H2, H3 and

H4 of the non-reducing end of dimannose. [84] Similar observations were made by

Shenoy et. al. using a synthetic analogue of Man9 and Man8 [86].

To determine whether the high-affinity site or the low affinity site are required

for anti-viral activity, Barrientos et. al. engineered a new set of mutants, CV NmutDA,

CV NmutDB and P51G-CVN.[9] Their conclusions were that an intact high-affinity

site (domain B) was required for significant binding but domain A was important

for cross linking oligosaccharides on the surface of viral glycoproteins. Later, it was

demonstrated that the existence of any two binding domains, irrespective of their

identities, was sufficient to retain antiviral activity.[42, 69]

Fromme et. al. engineered yet a new mutant, P51G-m4-CVN.[42] The purpose

for this was to enforce the monomeric structure (P51G mutation) and to abolish the

activity of the low affinity site (m4). The four mutations at the low affinity site

in this case are K3N, T7A, E23I and N93A. The structure of P51G-m4-CVN was

solved using X-ray crystallography. As expected, the protein was found to be in the
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monomer form and binds dimannose only at the high-affinity site.[42] Vorontsov et.

al. carried out the first computational studies[95, 96] on the P51G-m4-CVN mutant

coupled to dimannose and a set of di-deoxy mannose ligands. Their MM/PBSA study

shows that 3’OH and 4’OH of dimannose establish hydrogen-bonds with high-affinity

site residues which are abolished in the case of the di-deoxy dimannose analogues.

This results in much lower affinity of the di-deoxy dimannose analogues. In the first

study, key residues at the high-affinity were identified as Asn42, Asp44, Ser52, Asn53,

Thr57, Lys74 and Thr75 [95] and in the free energy calculation using MM/(GB)PBSA

approach, Asn42 and Thr57 were highlighted as important for preserving hydrogen

bonding network.[96] Interestingly Arg76, but more importantly Glu41 perceived as

key to binding in experimental studies[15, 42, 41] and computational studies[70, 44,

43] on wild type CVN did not appear to be so in these studies.[95, 96] The authors

proposed a possible force field dependence on this result.[95]

In this chapter, we first evaluated the suitability of two popular force field

combinations (Amber ff99SB[52] for proteins coupled with Glycam06[59] for carbo-

hydrates and OPLS-AA for proteins[55, 56] and carbohydrates [34]) for the sim-

ulation of interactions between CVN and dimannose. In particular we focus on

the interactions between Glu41 and 2’OH of the sugar. With this information we

then proceed to alchemically mutate residue Glu41 to Ala and Gly. This is done

in order to probe if the strong Coulombic interactions between Glu41 and the gly-

can can be associated or not with an significant contribution to the free energy of

binding.[15, 42, 41, 70, 44, 43, 95, 96] Ala and Gly are chosen because they are un-
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charged and they permit a discussion not only of the effect of Coulomb interactions

but also of dispersion interactions as a function of residue size.

2.2 Methods

2.2.1 System Preparation

The coordinates of the P51G-m4-CVN protein developed in the Ghirlanda

lab[41] (PDB ID 2RDK) bound to Manα1-2Man were downloaded from the protein

data bank site www.pdb.org. In the present study two mutants of P51G-m4-CVN,

namely E41A-P51G-m4-CVN and E41G-P51G-m4-CVN were generated by deleting

the additional atoms in the Glu41 residue and renaming this residue to Ala41 or

Gly41. P51G-m4-CVN, E41A-P51G-m4-CVN, and E41G-P51G-m4-CVN in complex

with dimannose were solvated in a TIP3P [54] water box containing 15103 solvent

molecules resulting in a cubic box of dimensions 78 X 78 X 78 Å3. The OPLS-AA force

field for proteins[55, 56] combined with the OPLS force field for carbohydrates [34]

was used to simulate the protein-sugar complexes using Gromacs version 4.5.x [50].

Because the OPLS-AA for carbohydrates provides parameters only for hexopyranoses,

small modifications to the partial charges in the glycosidic bond region were necessary

to yield the disaccharide neutral. All dimannose force field parameters are listed in

Appendix A. P51G-m4-CVN has a charge of -3 electron units. Therefore 3 K+

ions were added to maintain electroneutrality of the system. For the mutants E41A-

P51G-m4-CVN and E41G-P51G-m4-CVN, 3 K+ were also added to keep the number

of counterions the same across our thermodynamic cycle.
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Initially, all the protein-sugar complexes were energy minimized using a steepest-

descent protocol for 5000 steps. After the initial 3000 steps, the potential energy

remained nearly constant for the rest of the minimization steps. Following mini-

mization, 100 ps were run in the NVT (constant number of particles N, volume V,

and temperature T=300 K) ensemble followed by at least 5 ns of further equilibra-

tion in the NPT ensemble (constant number of particles N, pressure P=1 bar, and

temperature T=300 K).

All subsequent simulations were also carried out at 300K and used the particle-

mesh Ewald (PME)[35] protocol with a real space cutoff of 10 Å grid size of 1 Å and

PME order of 6 to properly describe the electrostatic interactions. From the last 1

ns of the NPT equilibration, three snapshots separated by at least 250 ps were saved

as the initial coordinates for free energy calculations.

Simulations in the absence of dimannose use the same force field parameters,

simulation protocols, and include the same number of water molecules and counteri-

ons.

Whereas all our free energy calculations are carried out using the OPLS-AA

force field, in order to address issues related to the force field dependence of certain

results, we have also run some simulations using the Amber ff99SB[52] force field

coupled with Glycam06[59] as implemented in the Amber code.[31] P51G-m4-CVN

was solvated in a 68 X 64 X 71 Å3 box by 10012 SPC water molecules and three Na+

counterions. For equilibrium processes, we conducted a 2500 step steepest descent

energy minimization, a 2500 step conjugate gradient energy minimization, and a 20
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ps NVT simulation at 300 K using the Langevin piston method (collision frequency

1 ps−1) sequentially. Following the equilibration, there was a 4 ns production run

in NPT ensemble. Langevin piston with collision frequency of 1 ps−1 was used to

maintain the temperature of the system at 300 K, and isotropic position scaling was

applied to maintain the pressure at 1 bar. Default PME parameters were used to

account for electrostatic interactions.

2.2.2 Free Energy Simulations

The objective of our free energy calculations is to computationally estimate

the difference in binding free energy between dimannose bound to P51G-m4-CVN

and dimannose bound to each of the two mutants.

We sought the quantity ∆G3 − ∆G4 in Figure 2.1 which is equal to ∆G1 −

∆G2. Whereas thermodynamically either one of these two free energy subtractions is

equivalent, ∆G1−∆G2 is computationally more tractable because it does not involve

the removal of the ligand. ∆G1 − ∆G2 requires the alchemical mutation of E41 to

A41 or G41 in the presence (∆G1) and in the absence (∆G2) of dimannose.

∆G1 and ∆G2 were further split into three processes, namely the Coulombic

discharging of E41, the transformation of the Lennard-Jones interactions of E41 into

those of A41 or G41, and the charging of A41 or G41. We conducted the mutation

in three steps because studies[1, 82] show that turning off charges and Lennard-Jones

interactions at the same time can lead to simulation instabilities. In our calculations,

we computed the free energy of charging of A41 and G41 as the negative of the free
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Figure 2.1: Thermodynamic cycle to compute the binding free energy difference for

the mutation E41A(G)

energy of discharging.

We utilized the single topology approach [81] in which simulations with λ = 0

utilize the force field parameters of the glutamate side chain and in which simulations

with λ = 1 utilize the force field parameters of alanine or glycine. The extra atoms

from glutamate are converted into dummy atoms as a series of simulations transform

λ from 0 to 1. For the Lennard-Jones (LJ) portion of the transformation we employed

the soft-core potential approach[13, 89] as coded in Gromacs with parameters α = 0.5,

n=1 and m=1. Such settings have been previously shown to produce less error[87]
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and are default values in GROMACS version 4.5.x. For a more in depth description

of the implementation of the soft core potential see the GROMACS manual[93] and

references therein.

Because in the case of the Coulombic discharge 〈∂V/∂λ〉, the quantity to

be integrated to obtain free energy changes is fairly smooth[87, 74], we used only

11 equally spaced λ values from 0 to 1. Instead, to reduce integration noise, for

the Lennard-Jones transformation we split the calculation into three parts. In the

λ interval from 0 to 0.1 and 0.9 to 1 we run calculations with λ increments of 0.02.

Instead, we used 0.1 increments in the intermediate region between λ=0.1 and λ=0.9.

For each λ production run the protocol was as follows; first we performed a

minimization of 5000 steps followed by equilibration of 100 ps in the NVT ensem-

ble, then we further equilibrated in the NPT ensemble for another 200 ps to finally

generate a production run of 2 ns in the NPT ensemble.

Three repetitions with different initial conditions of the three-step approach

in the presence and absence of dimannose resulted in a total of 0.85 µs of combined

simulation for the E41A and E41G mutations.

For the analysis of our free energy data and the estimation of errors, we uti-

lized the g bar program in which the Bennett Acceptance Ratio (BAR) method was

implemented [11] as coded in Gromacs 4.5.x. This provides independent estimations

of the error for each of the three steps of each of the three independent trials. How-

ever, we found that in some cases errors from the BAR method were smaller than the

differences in average free energy values across trials. Therefore, having three trials
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was very important to accurately represent our results.

2.3 Results and Discussion

In prior NMR studies, Bewley and coworkers found that Glu41 appeared to

strongly hydrogen bond to the second hydroxyl group (2’OH) of the first dimannose

ring[15]. This is also the case in the analysis of the P51G-m4-CVN mutant structure

obtained by Fromme et. al.. [41]

Careful scrutiny of all published monomeric and domain-swapped dimeric

forms of CVN and its mutants shows that the χ1 dihedral angle of Glu41 has two

populations. In monomeric structures of CVN, whether in presence or absence of di-

mannose, χ1 is reported to be in the trans conformation (with a value in the vicinity of

180◦). [17, 15, 42, 41] Interestingly, in almost all domain-swapped dimeric structures

χ1 is in the gauche configuration with angle range from 45◦ to 75◦. [33, 7, 26, 27]

This is not a minor detail because the trans conformation puts Glu41 in inti-

mate contact with the sugar, whereas the gauche conformation puts the carboxylate

part of the side chain away from the sugar unable to participate in hydrogen bonding

(see Figure 2.2).

As shown in Figures 2.3 and 2.4, in the presence of dimannose, the Amber

ff99SB[52] force field appears to favor the gauche conformation of χ1, whereas the

OPLS-AA force field appears to favor the trans conformation of χ1.

This force field difference plays an important role during molecular dynamics

simulations. Figure 2.3 shows distances between oxygen atoms in the side chain of
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Figure 2.2: (a) χ1 of Glu 41 is in the Trans conformation centered around 180◦ and

the side chain of Glu41 is able to establish strong hydrogen bonding with 2’OH of

the non-reducing end of dimannose.(b) χ1 of Glu41 is in the gauche conformation

centered around 60◦ and its side chain is unable to establish hydrogen bonds with

2’OH of the non-reducing end of dimannose. In both figures, the protein backbone is

represented with a large green arrow.
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Glu41 and 2’ hydroxyl of the non-reducing end of dimannose as function of time

during MD simulation when using ff99SB coupled with the Glycam06 force field for

sugars. It is clear that except in a few instances no oxygen comes in hydrogen bonding

contact with 2’OH. This is in contrast to what one finds in a simulation based on the

OPLS-AA force field where all the time there is hydrogen bonding contact. This can

be seen in Figure 2.4. This supports the idea put forth by Vorontsov and coworkers

about the force field dependence of this result.[95]

Because in the monomeric form of CVN and its mutants χ1 of Glu41 has been

shown experimentally to be almost exclusively in the trans conformation and because

the results presented in Figure 2.3 and 2.4 indicate that of the two force fields probed

only OPLS-AA force field[55, 56] reproduced this important experimental result, we

have chosen to use only this force field to perform a set of detailed thermodynamic cy-

cles to unravel the difference in free energy of binding between dimannose in complex

with P51G-m4-CVN as compared to E41A as well as E41G mutants.

We used the BAR approach in order to estimate the relative binding free energy

difference of dimannose when P51G-m4-CVN is mutated at position 41 to Ala or Gly.

Whereas these numbers can be experimentally obtained, our goal is to also develop

important intuition regarding the relevance of structurally derived information such

as hydrogen bonding to the ligand in the bound state. Furthermore, this approach

will allow us to dissect free energetic information into different interaction components

such as charge and dispersion forces. The relevance of this type of analysis has been

highlighted repeatedly since the early work by Karplus and collaborators.[24]
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We performed three trials for this mutational analysis as stated in the Methods

section, and as shown in Figure 2.1, each trial has three steps, each of the steps in

presence of dimannose and absence of dimannose. Further each step has λ ranging

from 0 to 1. For the E41A mutation, we have 82 simulations for each trial and each λ

simulation runs for 2 ns resulting in 492 ns for all the trials. Because the Coulombic

discharge of Glu41 is a common step in the thermodynamic cycle of both studied

mutations, for the E41G mutation, we only needed 60 extra simulations for each

trial, resulting in a total of 360 ns. Tables 2.1 and 2.2 summarize the results obtained

for each step in the presence and absence of dimannose for both mutations. The

dimannose is noted as Man2 in the Tables 2.1 and 2.2; in the case of data, the error

values in the parentheses are those obtained from the g bar utility available in the

Gromacs package version 4.5.x which uses the Bennett Acceptance Ratio Method[11]

to obtain the free energies. The errors reported for average ∆ G are either derived

from the g bar analysis or the standard deviation of the three trials, whichever is

larger.
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Table 2.1: BAR analysis for relative binding free energies for the Glu41Ala mutation

Discharging
of Glu41

(kcal/mol)

LJ
Transformation

(kcal/mol)

Negative of
Discharging

of Ala41
(kcal/mol)

Total ∆G
(kcal/mol)

I in presence Man2 177.15 (0.18) -2.35 (0.17) -65.77 (0.03)
II in presence Man2 177.60 (0.17) -2.83 (0.19) -65.71 (0.05)
III in presence Man2 177.28 (0.08) -2.72 (0.10) -65.70 (0.03)

AVG ∆G 177.34 [0.23] -2.64 [0.25] -65.73 [0.04] 108.98 [0.34]

I in absence Man2 175.24 (0.17) -1.14 (0.08) -65.23 (0.06)
II in absence Man2 175.22 (0.16) -0.98 (0.15) -65.38 (0.08)
III in absence Man2 175.22 (0.27) -0.81 (0.11) -65.24 (0.06)

AVG ∆G 175.23 [0.21] -0.98 [0.17] -65.29 [0.08] 108.96 [0.28]

∆ ∆G 2.12 [0.31] -1.66 [0.30] -0.44 [0.09] 0.02 [0.44]

Table 2.2: BAR analysis for relative binding free energies for the Glu41Gly mutation

Discharging
of Glu41

(kcal/mol)

LJ
Transformation

(kcal/mol)

Negative of
Discharging

of Gly41
(kcal/mol)

Total ∆G
(kcal/mol)

I in presence Man2 177.15 (0.18) -12.90 (0.13) -64.97 (0.04)
II in presence Man2 177.60 (0.17) -12.91 (0.27) -65.03 (0.04)
III in presence Man2 177.28 (0.08) -13.24 (0.15) -64.93 (0.07)

AVG∆G 177.34 [0.23] -13.02 [0.22] -64.98 [0.05] 99.35 [0.32]

I in absence Man2 175.24 (0.17) -10.98 (0.29) -64.33 (0.03)
II in absence Man2 175.22 (0.16) -10.88 (0.21) -64.24 (0.01)
III in absence Man2 175.22 (0.27) -10.83 (0.31) -64.32 (0.02)

AVG∆G 175.23 [0.21] -10.90 [0.27] -64.29 [0.05] 100.04 [0.35]

∆ ∆G 2.12 [0.31] -2.12 [0.35] -0.68 [0.07] -0.69 [0.47]

One could predict, and this is indeed the case from simulation results shown in

Tables 2.1 and 2.2, that a very large free energetic penalty is incurred upon Coulombic

discharging of Glu41, a surface charged residue in intimate contact with dimannose.

This penalty, which is on the order of 177 kcal/mol, is the result of interactions lost
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with the sugar and the environment. The reader is cautioned against directly compar-

ing the absolute discharging free energy in the case of Ala41 or Gly41 against that of

Glu41 while using PME. Because the overall charge (protein plus ions) of our system

is different in the case of P51G-m4-CVN and the two mutants, such direct comparison

is problematic. There is no problem, however, when using a thermodynamic cycle

because the same overall charge exists in each case for simulations in the presence

and absence of ligand. With this caveat in mind, it is still clear that the discharge

of Ala or Gly in the presence of dimannose results in a penalty that is much smaller

than required to discharge Glu. It is therefore quite reasonable to expect NMR and

x-ray experiments as well as simulations to display strong hydrogen bonding between

Glu41 and the 2OH’ of dimannose non-reducing end. However, what is often missed in

the type of qualitative analysis that focuses only on interactions in the ligand-bound

state is that the relative binding free energy is not only indicative of the strength of

interactions in the ligand-bound state but also of the free energetics of the ligand-free

transformation. What we mean by this is that whereas the charge transformation

portion of ∆G1 (the free energy of discharging Glu41 in the presence of dimannose)

is a large positive number so is the discharging portion of ∆G2 (the same process but

in the absence of ligand). The discharging of Glu41 is very unfavorable as this is a

surface charged residue exposed either to the ligand or in the absence of ligand to

the solvent. Whereas Coulomb interactions between Glu41 and 2OH’ can indeed be

very strong in the bound state[70], so are the interactions of Glu41 and its solvent

environment in the absence of ligand, and this is the cause of large cancellations when
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computing ∆ ∆G.

It is therefore very important that experimental hydrogen bonding contacts

between dimannose and the binding site be considered relevant for free energetics

only after careful scrutiny of the same type of interactions in the absence of ligand.

Our study predicts that the difference in free energy penalties for the discharge

Glu41 in the presence and absence of dimannose is on the order of 2.1 kcal/mol. To be

more specific, whereas it costs about 177 kcal/mol to discharge Glu41 in the presence

of the sugar, it only costs about 175 kcal/mol to do this in the absence of ligand (see

table 2.1 and Figures 2.5a and 2.6a).

Furthermore, the overall Coulomb portion of (∆G1 −∆G2) is on the order of

1.7 kcal/mol in the case of the E41A mutation and 1.4 kcal/mol in the case of the

E41G mutation (see tables 2.1 and 2.2). This is because the difference in discharging

free energies for Ala41 or Gly41 in the presence and in the absence of sugar are on

the order of 0.4 and 0.7 kcal/mol, respectively. Because the Coulombic ∆ ∆G for the

discharging of Glu41 in the presence and absence of dimannose is significantly larger

than the same free energy difference in the case of Ala and Gly, we conclude that

Glu41 stabilizes the ligand from a Coulomb perspective.

What one learns from this portion of the analysis is that in the case of the mu-

tation of the charged surface amino acid Glu41 to Ala41 or to Gly41, the Coulombic

portion of the relative free energy of binding arises mostly due to the extra stabiliza-

tion of Glu41 in the presence of the disaccharide as compared to Glu41 in the presence

of solvent at the binding site. This is demonstrated in Figures 2.5a, 2.5c , 2.6a, 2.6c,
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trial III (green diamonds). Discharging of Glutamate (a), LJ transformation (b) and

discharging of Alanine (c).
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Figure 2.6: Three-step approach for thermodynamic integration simulations for

Glu41Ala in absence of dimannose, trial I (black circles), trial II (red squares) and

trial III (green diamonds). Discharging of Glutamate (a), LJ transformation (b) and

discharging of Alanine (c).
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Figure 2.7: Three-step approach for Thermodynamic Integration simulations for

Glu41Gly in the presence of dimannose, trial I (black circles), trial II (red squares)

and trial III (green diamonds). LJ transformation (a) and discharging of Glycine (b).

2.7b, and 2.8b as well as in Tables 2.1 and 2.2. If 1.7 kcal/mol was the binding free

energy difference between the protein and dimannose when Glu41 is mutated to Ala

or Gly, this would be quite significant. However further cancellations occur due to

dispersion interactions stabilization. A Gly side chain is smaller than an Ala side

chain which in turn is smaller than a Glu side chain. In the particular case of binding

to dimannose, the mutation of Glu41 into smaller residues appears to be free energeti-

cally favorable with respect to dispersion interactions. We find that from a dispersion

interaction perspective Gly is better than Ala which in turns is better than Glu. This

can be appreciated from Figures 2.5b, 2.6b, 2.7a and 2.8a and Tables 2.1 and 2.2. In

the case of the E41A mutation, the dispersion contributions significantly diminish the
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Figure 2.8: Three-step approach for thermodynamic integration simulations for

Glu41Gly in the absence of Dimannose, trial I (black circles), trial II (red squares)

and trial III (green diamonds). LJ transformation (a) and discharging of Glycine (b).
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energetic cost of the mutation and make the mutation E41G slightly favorable. This

result could be seen as somewhat unexpected based purely on structural experimental

conjectures or in light of previous molecular dynamics simulations[70] showing very

large electrostatic interaction between Glu41 in wild type and the disaccharide but

it is not. This is because for the interpretation of free energetics one should also

consider the interactions with solvent in the ligand-free state.

Recently, the Ghirlanda group has studied the binding affinity of these mu-

tations experimentally.[22] Along with the recent experimental data for the binding

affinity of P51G-m4-CVN[67], the free energy changes of E41A and E41G of P51G-

m4-CVN determined by experiments are 0.78 and 0.59 kcal/mol at room temperature,

respectively. These results indicated that E41G binds tighter than E41A, which is in

agreement with our simulation results. Even though the trend in our computational

results is correct, the free energy for mutations E41A and E41G are 0.02 and -0.69

kcal/mol respectively indicating a shift of about 1 kcal/mol in the computational

results as compared to experiments. This renders the result for E41G negative as

opposed to the experimental value which is positive. There are many factors that can

contribute to this energy shift including the accuracy of the force field. In general,

differences on the order of 1 kcal/mol in these type of calculations are expected and

considered acceptable.
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2.4 Conclusions

This chapter describes a detailed analysis of the importance of Glu41 to the

relative binding free energy of dimannose to P51G-m4-CVN and two mutants at

position 41. Several interesting findings arise from this work. First, from a purely

technical perspective, there appears to be some force field dependence on the most

likely conformation of the χ1 angle of the side chain of Glu41 that impacts whether

this residue is in close proximity of 2’OH of the non-reducing end of dimannose.

Experimental evidence appears to indicate that, at least in the monomeric form, χ1

should be in most cases in the trans conformation. Second, we find that although

it is true that Glu41 strongly hydrogen bonds to 2’OH of the non-reducing end of

dimannose, this does not necessarily result in a very large relative free energy of

binding penalty for the mutation of Glu41 into Ala41 or Gly41. Coulomb interactions

of Glu41 in the presence of dimannose are very strong, but so are they in the absence

of ligand. Replacing the Coulombic iterations between dimannose and a charged

Glu41 costs on the order of 1.7 kcal/mol in the case of E41A and 1.4 kcal/mol in the

case of E41G. However, these numbers are greatly diminished by favorable dispersion

free energy changes. Briefly, the cost of losing hydrogen bond interactions between

the ligand and Glu41 is compensated by better dispersion interactions with Ala or

Gly.

In more general terms, we learn that it is perhaps unwise to assume that what

appears to be a strong hydrogen bond during molecular dynamics simulations, NMR

experiments or X-ray crystallography will necessarily translate into high importance
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interactions for relative free energetics of binding.
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CHAPTER 3
COMPUTATIONALLY DESIGNED MUTATIONS: AN ATTEMPT AT
IMPROVING THE BINDING AFFINITY OF CVN TO DIMANNOSE

3.1 Introduction

Computer-aided drug design techniques have become more sound because of

the improved efficiency and speed of MD simulation packages,[50, 83, 30, 29] the

development of force field, [55, 56, 34, 94, 60] and the accuracy of algorithms for

free energy estimation.[2, 53, 64, 65, 88, 97] Compared to less expensive but also less

accurate implicit solvent MD simulations,[40] and coarse-grained MD simulations,[71]

all-atom MD studies generate high-resolution trajectories where all components are

represented explicitly.[61]

Our interest is in CVN, which has potent activity against HIV because of

a significant binding affinity towards Manα1→2Manα moieties on the viral surface.

[37, 38, 77, 19] In order to improve the antiviral activity of CVN, one reasonable

approach is to increase its binding affinity against dimannose. Other approaches

may involve multivalency. As shown in Figure 3.1, experiments have identify Glu41,

Ser52, Asn53, Glu56, Thr57, Lys74, Thr75, Arg76, and Gln78 as important residues

for binding.[15] Therefore, these residues constitute a good starting pool for investi-

gation, as in binding they appear to directly interact with the ligand. We were also

initially interested in vicinal residues such as Val43 which, although may not directly

interact in binding, may have indirect structural influence with adjacent residues.

In order to better focus on the high affinity domain, we worked with the P51G-
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m4-CVN[42] mutant. Many mutations are possible considering the aforementioned

aminoacids. However carrying out all of these was prohibitive and we therefore fo-

cused on the Glu56Asp, Ser52Thr, and Thr57Ser mutations. Exploratory studies

were also carried out in the case of Val43Ala, Glu41Gln and a couple of dual muta-

tions but not all of these were fully completed. These exploratory studies revealed

significant complexity in the sampling of phase space particularly for discharged in-

termediate states. For example in the case of Val43Ala the discharge of Val43 could

not be easily converged. The reduced charge intermediate has two very different

possible conformations that cannot be properly sampled within the two nanoseconds

allocated to each intermediate simulation. Whereas a 2 ns run may not seem like a

large computational effort, a single trial of the full thermodynamic cycle requires an

effort two orders of magnitude larger. I expand on this point later in this chapter.

From an exploratory MD study of domain B in the presence of dimannose in which

Glu41 was replaced by Gln we also learned that the new residue could sample three

different conformers. Based on this I chose to abandon this particular mutation as

our protocol would fail at sampling such complex system. In the case of the dual

mutation Ser52Thr-Thr57Ser, a single full thermodynamic cycle was carried out but

the outcome did not match unpublished data from our collaborators and it is there-

fore not included in this chapter. Whereas it would be interesting to look at the

simulations in this chapter in the context of experiments, at the time of writing this

thesis, data collected by our collaborators in the group of Ghirlanda at Arizona State

University remain unpublished and will therefore not be introduced. I nonetheless
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Figure 3.1: Key residues of wt-CVN in domain B for binding to dimannose.

believe that the discussion based only on my computational results is self contained

and reveals important insights that can be useful for possible future studies.

3.2 Methods

3.2.1 System Preparation and Free Energy Calculation

The methods in this chapter are similar to those described in subsection 2.2.

The coordinates of the mutations in the presence and absence of dimannose, including

Glu56Asp, Ser52Thr and Thr57Ser, were generated from the P51G-m4-CVN bound
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state using Pymol.[36] The mutants were centered in a box of dimensions 78 X 78 X

78 Å3 along with 15103 TIP3P[54] explicit water molecules. The OPLS-AA force field

for proteins [55, 56] and OPLS force field for carbohydrates[34] with modifications (see

Appendix A) were used in simulations with the software Gromacs version 4.5.5.[50]

As none of the mutations had a net charge change, 3 K+ ions were used to counter

balance the protein charge.

The systems both in the presence and absence of dimannose were first mini-

mized for 5000 steps using the steepest-descent algorithm followed by a 100 ps NVT

run and a 5 ns NPT equilibration at 300 K. In the case of the end state for the

E41Q mutation an extra 15 ns were run to better understand the conformational

variability of Gln. Long-range electrostatic interactions were calculated using the

PME protocol[35] (cutoff 10 Å , grid size 1 Å , and order of 6).

A thermodynamic cycle was used to estimate the binding free energy change

as previously described in subsection 2.2 using the single topology approach.[81] The

same λ distribution was used because the plots of 〈∂V/∂λ〉 appeared appropriately

converged. There were 11 λ Coulombic discharge steps allocated evenly from 0 to 1.

For the LJ transformation there were 6 evenly distributed λ values from 0 to 0.1, 7

evenly distributed λ values between 0.2 to 0.8, and 6 evenly distributed λ values from

0.9 to 1 respectively. In order to minimize the number of transformations required

and to attempt an optimal convergence, the Coulombic discharging pathway and

LJ transformation pathway were taken to be different compared to the approach in

chapter 2. The current approach only discharges the side chain of the target residue;
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whereas in chapter 2 we discharged the entire residue including the backbone of that

residue. In terms of the LJ transformation, we assigned the dihedrals of the dummy

particles to zero for Thr57Ser and Ser52Thr mutations, however, in chapter 2 and

the case of Glu56Asp mutation, the dihedrals of dummy particles were kept as those

in the original system. Because we worked with a full thermodynamic cycle, the

final free energy change is still comparable but the energy change for each step is

not comparable due to the different strategies. Moreover, the discharging energies in

this chapter should be smaller than that in chapter 2 because the backbones were

kept intact. If a mutation required changing a smaller amino acid into a bigger one,

we avoided doing so by conducting the reverse LJ transformation. As an example,

in the case of Ser52Thr, although the final state is Thr52, we instead conducted the

LJ transformation from Thr52 to Ser. Because the free energy is a state function,

the free energy of transforming Ser52 to Thr should be the negative of transforming

Thr52 to Ser. We avoid growing new atoms in the system and conduct reverse LJ

transformation because growing new atoms may lead to clashes due to the overlap of

atoms.

For each λ simulation, the equilibration processes included a 5000-step energy

minimization, a 100 ps NVT run, and a 200 ps NPT run. After equilibration, a 2 ns

NPT production simulation was then generated. Because the goal in this chapter was

exploratory and not the actual computation of highly accurate free energy changes we

only conducted two trials of the thermodynamic cycle in the case of Thr57Ser and one

for all other systems. The Bennett Acceptance Ratio method [11] and thermodynamic
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integration[90, 91] were utilized to analyze the data.

3.2.2 Replica Exchange Molecular Dynamics

In cases, when conformations were harder to sample, such as at position 52, the

more powerful and more expensive Replica Exchange Molecular Dynamics (REMD)

technique was used.[92] One particularly problematic issue that we wanted to sur-

mount was associated with the conformational sampling during Coulombic discharge

of Thr52 in the presence of dimannose.

REMD enhances the sampling of a system at a given temperature by allowing

exchanges of configurations with replicas sampled at higher temperature. We used

12 temperature replicas for each λ during the Coulombic discharging process. The

highest temperature was chosen to be about 330 K because it is known[7] that around

this temperature the likelihood of large conformational changes resulting in the for-

mation of domain swapped dimer is significant in the case of CVN. Even though

this is much less likely for the P51G-m4-CVN mutant, we did not want to introduce

large conformational fluctuations in our study. The temperatures for replica exchange

were then chosen to be 300.00, 302.55, 305.15, 307.73, 310.31, 312.91, 315.54, 318.17,

320.82, 323.48, 326.15, and 328.87 K. These temperatures were generated by the on-

line temperature generator for REMD-simulations[79] based on the size of the system

and exchange probability between replicas, which was set to 0.01. To see how such

exchanges take place during simulation please see Figure 3.9.
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3.3 Results

3.3.1 Thr57Ser

We first discuss the Thr57Ser mutation for which sampling issues are minor

compared to other cases. In chapter 2 we noticed that a shorter side chain results in

a free energy benefit from dispersion interactions. If this observation was to hold in

the current case, the Thr57Ser mutation should be beneficial in terms of binding to

dimannose.

The results from calculations are shown in Figure 3.6 and Figure 3.7. A

summary is also provided in Table 3.1. One can see from Figure 3.6a and Figure 3.6c

that there is a sharp drop when λ gets close to 1. This sharp drop is likely related to

the loss of hydrogen bonding ability of the hydroxyl function group of the side chain

of residue 57. This discharged hydroxyl group breaks the hydrogen bonding network,

which was reported to be mainly preserved by Thr57.[96] When λ equals 1, the partial

charge of the side chain of residue 57 was set to zero, and the electrostatic interactions

between the side chain of residue 57 and vicinal residues including dimannose was

completely abolished. As can be seen in Figure 3.2, the charge in Thr57 is very

important to maintain the hydrogen bonding network. Figure 3.3 shows a plot of

hydrogen bond distance between Thr57 and dimannose (as depicted in Figure 3.2)

against λ . The drop in free energy in Figure 3.6a matches the increase of the H-bond

length in Figures 3.3. The same type of behavior is observed in the case of Ser57 in

the presence of sugar. We therefore conclude that the fast free energy drop in the last

few λ points can be ascribed to a penalty for the disruption of the hydrogen bond
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Figure 3.2: (a) Thr57 forming hydrogen bonds with vicinal residues including di-

mannose and Asn42 in the presence of dimannose. (b) Discharged Thr57 side chain

resulting in a broken hydrogen bonding network.

network.

As shown in Table 3.1, the negative of Coulombic discharging Ser57 in the

absence of dimannose is a positive quantity. In other words, the partial charge of

the side chain of Ser57 is not preferred by the system in the absence of dimannose.

Interestingly, different from Ser57, the energy for discharging Thr57 is positive and one

can therefore conclude that the partial charge of Thr57 stabilizes the system. Because

the only structural difference between Thr and Ser is the β-methyl group, the flipping

sign in the free energy for discharging of Thr57 and Ser57 requires more analysis and

discussion. One plausible explanation has to do with interactions between the binding

pocket and the explicit solvent as shown in Figure 3.4. In Figure 3.5b, when there
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Figure 3.3: Hydrogen bond length between Thr57 and dimannose as a function of λ

when discharging the side chain of Thr57.
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is a methyl group, the hydroxyl group will always be close to the internal portion

of the binding pocket and block water molecules from forming hydrogen bonds with

neighboring residues regardless of the partial charge of the hydroxyl group. Instead,

in the case of Ser57 shown in Figure 3.5a, when partial charge is diminished, the

hydrogen bonds of Ser57 break followed by water molecules pushing the uncharged

hydroxyl group away and forming hydrogen bonds with the binding pocket. Therefore,

in the case of Ser57, the system prefers Serine without partial charges; whereas in

the case of Thr57, the partial charge of Threonine is energetically preferable. As one

can see in Table 3.1, the dispersion contributions diminish the energetic cost of the

mutation, which is the same as what we observed in the mutation of Glu41Gly and

Glu41Ala in chapter 2.

Table 3.1: BAR analysis for relative binding free energies for the Thr57Ser mutation

Discharging
of Thr57

(kcal/mol)

LJ
Transformation

(kcal/mol)

Negative of
Discharging

of Ser57
(kcal/mol)

Total ∆G
(kcal/mol)

I in presence Man2 7.00 (0.05) -1.69 (0.15) -3.79 (0.03)
II in presence Man2 7.04 (0.06) -2.09 (0.23) -3.78 (0.07)

AVG ∆G 7.02 [0.08] -1.89 [0.27] -3.78 [0.08] 1.35 [0.29]

I in absence Man2 3.11 (0.05) 0.09 (0.15) 1.42 (0.22)
II in absence Man2 3.06 (0.06) 0.24 (0.09) 1.64 (0.24)

AVG ∆G 3.08 [0.08] 0.16 [0.17] 1.53 [0.33] 4.77 [0.38]

∆ ∆G 3.94 [0.11] -2.05 [0.32] -5.31 [0.34] -3.42 [0.48]

The 〈∂V/∂λ〉 results are shown in Figure 3.6 and 3.7, and the data is sum-

marized in Table 3.1. As one can see from Table 3.1, the final predicted free energy

change for the mutation Thr57Ser is -3.42 kcal/mol which implies a 300 fold improve-
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Figure 3.4: Hydrogen bond between Ser57 and Asn42.
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Figure 3.5: (a) Binding pocket with discharged Ser57 in the absence of dimannose

(b) Binding pocket with discharged Thr57 in the absence of dimannose. The green

boxes highlight the side chain of the residue 57, and the Asn42 is represented by ball

and stick model.
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Figure 3.6: Three-step approach for thermodynamic integration simulations for

Thr57Ser in presence of dimannose. Trial I (black circles), trial II (red squares).

Discharging of Threonine (a), LJ transformation (b) and discharging of Serine (c).
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Figure 3.7: Three-step approach for thermodynamic integration simulations for

Thr57Ser in absence of dimannose. Trial I (black circles) and trial II (red squares).

Discharging of Threonine (a), LJ transformation (b) and discharging of Serine (c).
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ment in the binding affinity of P51G-m4-CVN against dimannose. Even if this large

enhancement in binding ability resulting from a single mutation may be questionable,

the trend is certainly encouraging.

3.3.2 Ser52Thr

We mutated Ser52 to Thr. The thought was that because the backbone car-

bonyl oxygen of residue 52 forms hydrogen bond with dimannose, the interaction

between solvent molecules and the hydrophobic methyl group of Thr, which points

away from the binding pocket, may push the carbonyl oxygen towards the binding

pocket, and therefore enhance hydrogen bonds between the carbonyl oxygen and di-

mannose. (See Figure 3.8) From the 〈∂V/∂λ〉 graph depicted in Figure 3.10 using the

simple MD approach we conclude that convergence of Ser52Thr free energy calculation

is questionable and requires improvement. This is because in the discharged state,

Thr52 has two different conformations. When discharging Thr52 in the presence of

dimannose (Figure 3.10c), the simple MD protocol fails to converge but results from

the REMD procedure appear to be significantly improved. As one can appreciate

from Figure 3.9, sufficient exchange between replicas is observed.

The sampling problem is believed to be relevant to conformational changes

of the mutated amino acid in this case. The discharge of Thr52 in the presence

of diammnose (λ = 1), results in the sampling of two different values for ∂V/∂λ.

This can be seen from Figure 3.12. The value of -5 kcal/mol of ∂V/∂λ corresponds

to the methyl group pointing down in Figure 3.13a, and the value of -10 kcal/mol
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Figure 3.8: Hydrogen bond formed between Thr52 and dimannose
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Figure 3.9: Replica exchange rate in the temperature space for each λ starting

at 300 K when discharging Thr52 in the presence of dimannose. Replica exchange

rates starting at other temperatures are not shown for clarity and the exchanges are

sufficient. The lowest temperature is 300.00 K and the highest is 328.87 K. There are

10 more temperatures (302.55, 305.15, 307.73, 310.31, 312.91, 315.54, 318.17, 320.82,

323.48, and 326.15 K) in between these two.
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Figure 3.10: Three-step approach for thermodynamic integration simulations for

Ser52Thr in presence of dimannose. Discharging of Serine (a), LJ transformation

(b) and discharging of Threonine (c) without REMD (black circles) and with REMD

(red squares).
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Figure 3.11: Three-step approach for thermodynamic integration simulations for

Ser52Thr in absence of dimannose. Discharging of Serine (a), LJ transformation

(b) and discharging of Threonine (c).
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Figure 3.12: ∂V/∂λ for λ = 1.0 when discharging Thr52 in the presence of dimannose.

corresponds to the same methyl group pointing up as shown in Figure 3.13b.

Table 3.2: BAR analysis for relative binding free energies for the Ser52Thr mutation

Discharging
of Ser52

(kcal/mol)

Negative of LJ
Transformation

(kcal/mol)

Negative of
Discharging

of Thr52
(kcal/mol)

Total ∆G
(kcal/mol)

I in presence Man2 -4.73 (0.17) 0.38 (0.05) 0.31 (0.19) -4.04 [0.26]

I in absence Man2 -5.34 (0.28) 0.54 (0.01) 4.46 (0.04) -0.34 [0.28]

∆ ∆G 0.61 [0.33] -0.16 [0.05] -4.15 [0.19] -3.70 [0.38]

As we can see from Table 3.2, the computed free energy for the Ser52Thr

mutation using the REMD protocol was -3.7 kcal/mol. Even though the REMD
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Figure 3.13: Two conformations of fully discharged Thr52 in the presence of diman-

nose. (a) the methyl group pointing down (b) the methyl group pointing up.
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procedure improves sampling significantly, we will learn from chapter 4 that position

52 is in the very mobile hinge region. Simulations of 2 ns in duration even under

the REMD protocol are highly unlikely to properly capture all necessary fluctuation

in this region for the P51G-m4-CVN mutant. In fact, Ser52 has been linked to the

structural stability of CVN. The S52P renders the protein uniquely in the dimeric

form.[7]

3.3.3 Glu41Gln

Glu41 is a residue we already discussed in chapter 2. However, in chapter 2,

we mutated Glu41 to Ala and Gly, which shorten the residue and abolish the charge

on the side chain. In this chapter, we explored the change of position 41 to Gln. This

change maintains the length of the side chain. However, a simple MD study of 20

ns for domain B with Gln in position 41 in the presence of dimannose revealed that

there are at least three different conformations for this residue as shown in Figure

3.14. The first two conformations would be equivalent if the residue was Glu41, but

are very different in the case of Gln41 as carbonyl oxygen is very different from amide

nitrogen. In addition, a new conformation (c) was found for Gln41 when the amide

group is pointing away from the dimannose. In this last conformation it is possible for

the amide hydrogen to form hydrogen bonds with the backbone carbonyl oxygen of

Trp49. The existence of these three conformations precludes the accurate calculation

of free energies using the current protocol.
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Figure 3.14: Three different conformations for Gln41.
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Figure 3.15: Discharging of Val43 for mutation Val43Ala in the absence of dimannose.

The 〈∂V/∂λ〉 is not converged because of the peak at λ equals 0.1.

3.3.4 Val43Ala

Val43 is a residue that dwells in the binding pocket but does not form hydrogen

bonds with dimannose because of its hydrophobic nature. However, the position it

holds is very important because it is in the vicinity of Asn42 and Glu41 that do

interact directly with the sugar. The idea was to convert it to Ala, which is shorter

than Val and does not introduce new functional groups. However, when discharging

Val43 in the absence of dimannose, we encountered sampling problems as can be

observed from the 〈∂V/∂λ〉 curve in Figure 3.15. Similar to what happened in the

case of Ser52Thr, there are two different values for ∂V/∂λ when λ equals 0.10 as

shown in Figure 3.16. The -4 kcal/mol and -3 kcal/mol values of ∂V/∂λ correspond
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Figure 3.16: ∂V/∂λ for lambda = 0.10 when discharging Val43 in the absence of

dimannose.
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Figure 3.17: Two conformations of partially discharged Val43 (λ = 0.10) in the

absence of dimannose. (a) the β-hydrogen pointing down corresponds to ∂V/∂λ = -4

kcal/mol (b) the β-hydrogen pointing up corresponds to ∂V/∂λ = -3 kcal/mol.
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to the two conformations of Val43 depicted in Figures 3.17 a and b, respectively. This

mutation was therefore not pursued any further.

3.3.5 Glu56Asp

If one can generate a mutation that improves the enthalpy of interaction in

the bound state but not between water and the binding pocket in the absence of

ligand this would be beneficial. This was the thought behind the proposed Glu56Asp

mutation. As one can see from Figure 3.18 a and b, the carboxyl functional group of

Asp56 is closer to dimannose compared to that of Glu56 and the expectation was that

this would enhance this interaction. The expectation was also that both functional

groups would interact with water in a similar manner as water is small and should

have access to both types of residues. Therefore we expected an improvement in the

interaction with ligand but not necessarily with water in the absence of ligand.

Figure 3.19 clearly demonstrates that the average distance between carboxyl

groups in Glu56 and dimannose is 7 Å , whereas it is 5 Å in the case of Asp56 which

should result in stronger interactions in the case of the latter. The three-step free

energy calculation was then conducted to estimated the overall free energy for this

mutation.
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Figure 3.18: An illustration of the interaction between residue 56 and dimannose. (a)

residue 56 is Glu and the carboxyl oxygens are far away from dimannose (b) residue

56 is Asp and the carboxyl oxygens are close to dimannose.
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Figure 3.19: The hydrogen bond length between residue 56 and dimannose over a 20

ns NPT simulation. The distance is measured between the carboxyl oxygen of residue

56 and 1’OH of dimannose. The bond lengths between oxygen atoms of Glu56 and

dimannose are colored with black and brown; whereas the bond lengths between the

oxygen atoms in Asp56 and dimannose are colored with blue and cyan. A running

average of 1 ns was conducted for clarity. The average distance between carboxyl

group of Glu56 and dimannose is 7 Å , whereas it is 5 Å for Asp56.
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Figure 3.20: Three-step approach for thermodynamic integration simulations of the

Glu56Asp mutation in presence of dimannose. Discharging of Glutamate (a), LJ

transformation (b) and discharging of Aspartate (c).
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Figure 3.21: Three-step approach for thermodynamic integration simulations of the

Glu56Asp mutation in absence of dimannose. Discharging of Glutamate (a), LJ

transformation (b) and discharging of Aspartate (c).
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Table 3.3: BAR analysis for relative binding free energies for the Glu56Asp mutation

Discharging
of Glu56

(kcal/mol)

LJ
Transformation

(kcal/mol)

Negative of
Discharging

of Asp56
(kcal/mol)

Total ∆G
(kcal/mol)

I in presence Man2 113.39 (0.08) 2.81 (0.07) -108.64 (0.22) 7.56 [0.24]

I in absence Man2 113.33 (0.04) 2.76 (0.07) -110.15 (0.21) 5.94 [0.22]

∆ ∆G 0.06 [0.09] 0.05 [0.10] 1.51 [0.30] 1.62 [0.32]

The 〈∂V/∂λ〉 curves are shown in Figure 3.20 and 3.21. The free energy

estimated by the BAR method has been summarized in Table 3.3. From this table,

one can see that the free energy for discharging Glu56 both in the presence and

absence of glycan are very similar as the difference is only 0.06 kcal/mol; in addition,

the LJ transformation also makes a small contribution (0.05 kcal/mol) to the overall

free energy of binding. This is expected as the carboxyl group of Glu 56 is fairly

far away from the ligand as was described above. According to our expectation,

Asp56 should instead favor the binding of ligand since it is closer (see Figure 3.19).

However, the ∆ ∆ G of mutating Glu56 to Asp56 is 1.6 kcal/mol, which is positive.

This indicates that the mutation Glu56Asp is detrimental. The positive ∆ ∆ G is

a result of a large free energy penalty for the discharge of Asp56 in the absence of

dimannose when compared to that in its presence.

3.4 Conclusion

In this chapter, we discussed several single mutations, including Thr57Ser,

Ser52Thr and Glu56Asp. In the case of Thr57Ser, the binding ability was improved
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by the fact that the partial charge of Ser57 is not preferred when dimannose is ab-

sent. Instead, discharging the partial charge of the Thr57 in the absence of dimannose

causes a free energy penalty. For Ser52Thr, the partial charge of Thr52 played an

important role by contributing -4.15 kcal/mol to the overall ∆ ∆ G. However, while

estimating the free energy for the Ser52Thr mutation we encountered important sam-

pling problems. This was particularly the case for the discharge of Thr52 in the

presence of dimannose. Although, the Replica Exchange method improved sampling

there are still likely important shortcomings as this residue is in the flexible hinge

region. The mutation Glu56Asp is detrimental to binding as opposed to our expecta-

tion. The free energy penalties for discharging Glu56 are similar both in the presence

and absence of dimannose. The free energy change caused by dispersion interaction

appears to be negligible for the mutation. However, the partial charge of Asp56 ap-

pears to be favored by water to a larger extent than by dimannose, which results in

an unfavorable mutation.

The studies of several other possible changes at the binding site were also

discussed in the context of conformational sampling. The conclusion is that signifi-

cantly more costly sampling procedures will be required if these are to be properly

converged.
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CHAPTER 4
OPEN AND CLOSED BINDING POCKET IN DOMAIN B

AFFECTING THE BINDING ABILITY OF CVN TO DIMANNOSE

4.1 Introduction

As shown by screening of a glycan array,[80] CVN is highly specific as it exclu-

sively binds oligomannosides containing a minimal dimannose unit (Manα1→2Manα)

with affinity in the low nanomolar range. CVN comprises two quasi-symmetric do-

mains, A (residues 1-38 and 90-101) and B (residues 39-89), each defining a carbo-

hydrate binding pocket (Figure 4.1A). Despite a low degree of sequence homology of

only 30 %, the two domains are strikingly similar, possessing three interstrand loops

as well as five β-sheet elements. The protein can form a domain-swapped dimer by

extension of a hinge region centered around Pro51.[98, 7] The dimeric form of CVN

was initially found in the crystal structure[98]; it is a metastable form and converts to

a monomer by partial unfolding.[7] However, its presence has been implicated in the

mechanism of action of CVN because it allows multivalent binding to gp120.[69, 57]

Whereas both domains bind oligomannose glycans,[75, 38, 25, 10, 23, 5, 85,

42, 15, 72, 44, 19, 27, 70, 95, 41] the higher-affinity domain B has dissociation con-

stants in the low micromolar range.[69, 57, 42, 72, 19, 41, 73, 18, 86] A number

of structural studies of the wild type and mutants both in dimmanose and apo

*A portion of this chapter is reproduced from Biochemistry, vol. 54(46), page 6951,
year 2015 by Z. Li, A. Bolia, J. D. Maxwell, A. A. Bobkov, G. Ghirlanda, S. B. Ozkan,
and C. J. Margulis. DOI: 10.1021/acs.biochem.5b00635. Copyright - Appendix C.2. Part
of the content has also appeared in the thesis of another coauthor. A. Bolia, Modeling
Protein Ligand Interactions Using Multi-Scale Computational Approaches, Arizona State
University, 2015.
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forms[80, 42, 15, 19, 27, 41, 86, 63] have significantly contributed to our understanding

of glycan recognition. The structural data have been complemented by computational

studies that helped dissect the origins of the unusual specificity of CVN for its glycan

target. MD simulations and MM/PBSA (molecular mechanics/Poisson-Boltzmann

surface area) analysis were used to assess the relative binding free energies for the

two binding sites of CVN. These studies highlighted the role of backbone hydrogen

bond interactions[80, 44, 70, 95, 43, 96] and conformational gating of the binding

site by Arg76.[70] In addition, MD simulations provided two possible ways of reliev-

ing the clash between the amide protons of Ser52 and Asn53 observed in the NMR

structures (PDB entries 2EZM and 1IIY): a crank-shaft motion that involves the

backbone of Ser52 and Asn53 or a cis peptide bond isomerization between Pro51

and Ser52. The latter was observed only once during a 3 µs molecular dynamics

simulation.[43] Individual contributions to binding affinity by residues in the pocket

of domain B were predicted by BP-Dock analysis and validated experimentally.[22]

The Ozkan and Atilgan groups have recently computationally explored the role that

conformational dynamics may play in protein binding[3, 4, 45, 20, 21, 46] and have

found intriguing connections between motions, sometimes far removed from the bind-

ing site, that modulate interactions at the ligand-binding location. In the case of

CVN and its mutants, this is important because the hinge region in the vicinity of

Pro51 is directly associated with the protein’s ability to access the domain-swapped

dimer form. While a Ser52Pro mutation will result in almost exclusively dimeric pro-

tein, Pro51Gly locks CVN in the monomeric form.[7] This mutation also results in
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increased folding stability of the monomeric form.[7] Thus, the rigidity in the hinge

region provided by proline facilitates the formation of the dimer, whereas more flex-

ible residues at position 51 favor the monomeric form. Because the hinge region is

a constituent part of the high-affinity binding site in domain B (see Figure 4.1B), it

is reasonable to question what structural effects dynamical flexibility or lack thereof

may have on binding. To better address this problem, we focus on the comparison

between wt-CVN and P51G-m4-CVN,[42] which contains the Pro51Gly mutation as

well as four others that abolish dimannose binding at domain A.

In addition to the hinge region, we found that another key dynamic element at

the high-affinity binding site is the hairpin where Asn42 is located (see Figure 4.1B).

Our computational results indicate that Asn42, at the hairpin, in combination with

Asn53, at the hinge region, is critical for the opening and closing of the binding site at

domain B, which in turn is crucial for glycan binding. On the basis of our results, the

following question arises: Is there a backbone structural flexibility origin to the higher

or lower binding affinity for dimmanose and, possibly, other more complex glycans

by wild-type CVN as compared to mutants that has been so far overlooked? We

conjecture that the rigidity in the hinge region provided by Pro51 is absent when this

residue is mutated to glycine, and this accomplishes two very important goals. (1) It

favors the formation of the dimer, therefore conferring a higher degree of multivalency,

and (2) in the case of the monomeric form, it enhances the binding affinity at the

high-affinity site; these advantages are absent when this residue is mutated to glycine.
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Figure 4.1: (A) NMR structure of cyanovirin bound to two molecules of dimannose

(PDB entry 1IIY). (B) Crystal structure (PDB entry 2RDK) of P51G-m4-CVN where

dimannose is colored blue. The hinge and the hairpin regions involved in the opening

and closing of the high-affinity binding site in domain B are colored red.
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4.2 Methods

To improve our understanding of the role of flexibility at the high-affinity

binding site of wt-CVN and the P51G-m4-CVN mutant at 300 and 330 K, four long

production molecular dynamics simulations of 200 ns each were conducted in the

isothermal and isobaric (NPT) ensemble using the OPLS-AA force field.[55, 56] This

resulted in an overall run time of 800 ns for each system and for each temperature.

Protein structures were initially derived from NMR studies in the case of wild-type

CVN (PDB entry 2EZM) and crystallography in the case of the P51G-m4-CVN (PDB

entry 2Z21) mutant. These PDB structures were first energy minimized in the pres-

ence of 15103 TIP3P water molecules[54] and three K+ counterions that were intro-

duced to preserve electroneutrality. Subsequently, the two systems were equilibrated

using the Berendsen method[12] for 100 ps in the constant volume, temperature, and

number of particles ensemble (NVT) at the two respective temperatures. Following

this, we conducted further equilibration in the constant number of particles, pres-

sure, and temperature ensemble (NPT) for 200 ps using the Berendsen method. In

all cases, periodic boundary conditions and the particle mesh Ewald[35] method were

deployed with parameters (order = 4, Ewald rtol = 10−5 , and Fourier spacing =

0.12) as coded in Gromacs version 4.5.5.[50, 83] The real part of the electrostatic

interactions and dispersion interactions were cut off at 1.2 nm. NPT production tra-

jectories used the Nose-Hoover[76, 39, 51] and Parrinello-Rahman[78] temperature

and pressure coupling methods with frequency parameters of 0.5 and 5 ps, respec-

tively. The first 10 ns of our 200 ns runs were used as further equilibration and not
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considered in our data analysis. We found that the amide clashes observed in the

starting NMR structures were relieved after at most 3.1 ns (in most cases in a few

picoseconds) through a crank-shaft motion that involves a concerted rotation of the

ϕ dihedral angle of Ser52 and the ψ dihedral angle of Asn53 similar to that observed

by Fujimoto and Green.[43]

In addition to the work presented in this chapter, our collaborators from Ari-

zona State University in the Ozkan group and the Ghirlanda group have carried

out bioinformatics studies as well as isothermal titration calorimetry (ITC) experi-

ments that support our findings. The experimental results will be discussed later in

this chapter in the context of our simulations and the bioinformatics findings can be

found in a recently published paper.[67]

4.3 Results

We will attempt to make the case that stiffness of the hinge region controls gly-

can binding by modulating the structure of the binding pocket with subtle backbone

conformational changes strongly correlating with observed binding affinity. We will

show that stiffness of the hinge region promotes an open domain B pocket whereas

mutations that render the hinge more flexible promote changes in the conformation of

Asn53 that hinder binding. Direct interaction between Asn53 and Asn42 in the hinge

and hairpin regions depicted in Figure 4.1B results in an obstruction that should

severely impede binding. We qualitatively represent this concept in Figure 4.2, where

scenarios corresponding to the open and closed conformation of the binding site in
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Figure 4.2: (A) Wire frame representation of the P51G-m4-CVN-binding site in

domain B with bound dimannose (PDB entry 2RDK). (B) Apo form of wt-CVN

from molecular dynamics simulations in explicit solvent. (C) Apo form of P51G-m4-

CVN from simulations in explicit solvent. Dimannose is superposed for visualization

purposes in panels B and C. In solution, because of rigidity in the hinge region, wt-

CVN (B) preserves the separation between the backbone carbonyl oxygen of Asn53

(red sphere) and the amide nitrogen of Asn42 (blue sphere), rendering the pocket

open for binding. There is no clash with the hydroxyl of the ligand (red sphere).

Instead, the Pro51Gly mutation enhances the flexibility at the hinge region, and a

close interaction between the backbone amide nitrogen of Asn42 and the backbone

carbonyl oxygen of Asn53 closes the pocket and blocks binding as a clash with the

hydroxyl oxygen (red sphere) from the glycan would occur (C).
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domain B of wt-CVN and the P51G-m4-CVN mutant are displayed.

Figure 4.2A shows in a wire frame representation the experimental configu-

ration of dimannose in the binding pocket of P51G-m4-CVN; depicted as balls and

sticks are residues Asn53 and Asn42. Highlighted as van der Waals spheres are the

amide nitrogen of Asn42 and the carbonyl oxygen of Asn53 as well as a relevant hy-

droxyl oxygen from the ligand. Panels B and C of Figure 4.2 show structures of the

apo form of wt-CVN and P51G-m4-CVN from molecular dynamics simulations where

the ligand has been superposed for the sake of visual clarity. In cases A and B, the

binding pocket is open, but in case C, one can see from the clash of van de Waals

spheres that interactions between Asn53 and Asn42 are inconsistent with glycan bind-

ing. We predict that the close conformation depicted in Figure 4.2C is ubiquitous

when the Pro51Gly mutation is present, particularly at higher temperatures.

4.3.1 Flexibility in the Loop Region

Panels A and B of Figure 4.3 show a comparison of alignments at two different

temperatures (four at 300 K and another four at 330 K) of wild-type CVN and the

mutant, respectively. The eight trajectory-averaged structures are shown color-coded

to quantify individual residue root-mean-square fluctuations. It is clear from Figure

4.3A that the average pocket structure is almost identical across simulations in the

case of wt-CVN at 300 K and at 330 K. This is in contrast to the case of the mutant

in Figure 4.3B where the average structure changes more pronouncedly across the

same temperature trajectories and across different temperatures. In other words, the
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hinge region of wt-CVN is significantly more rigid. Resilience to changes in the hinge

region in the case of the wild type can also be expected upon perturbations induced

by forces associated with approaching ligands. On the other hand, the Pro51Gly

mutation provides extra flexibility to the region, and our analysis discussed below

shows that this flexibility favors conformational changes in the vicinity of Asn53 that

are detrimental for binding.

Another interesting aspect of this analysis is that the mobility of the hairpin

in the vicinity of Asn42 can significantly increase at higher temperatures. In our

trajectories, we see this most prominently in the case of the mutant. We will show

that the combined effect of a flexible hinge and a motionally activated hairpin often

leads to interactions between Asn53 (in the hinge) and Asn42 (in the hairpin) that

should hinder binding as depicted in Figure 4.2C.

4.3.2 Dynamics of Hinge and Hairpin Regions Define Open and Closed States of

the High-Affinity Binding Pocket

It is instructive to define the distance between the carbonyl oxygen in Asn53

and the amide hydrogen in Asn42 as an order parameter that we will call Dpocket.

When Dpocket is smaller than a certain distance, the binding pocket is closed and

does not support glycan binding. On the other hand, when Dpocket is larger, the

binding pocket is open and binding is allowed. A combination of data from all our

simulations was used to generate statistics for the probability of observing different

values of Dpocket at different temperatures for wt-CVN and the mutant. This is shown
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Figure 4.3: Alignment of eight trajectory-averaged structures color-coded on the basis

of the root-mean-square fluctuation (rmsf) with respect to the average structure of

each individual amino acid (four structures at 300 K and four structures at 330 K) in

the case of (A) wt-CVN and (B) the P51G- m4-CVN mutant. At both temperatures,

the average structure of the hinge region is almost unchanged in the case of wt-CVN.

The opposite is true in the case of the mutant where the hinge takes on different

conformations. We notice that the hairpin in the vicinity of Asn42 appears also to be

more mobile at high temperatures in the case of the mutant. The lowest and highest

rmsf values were 0.38 and 1.63 Å , respectively.
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in Figure 4.4. The convergence of this histogram is analyzed as shown in Appendix

B Figure B.1.

In all cases, three clear regions can be defined from the maxima in Figure

4.4: one at a Dpocket value slightly above 4 Å one centered slightly above 3.5 Å and

one between 2 and 3 Å . When Dpocket is at a value of ≥ 4 Å (peaks to the right),

one can consider the pocket to be open. A significant fraction of the population

of the intermediate peak is characteristic of a situation in which Asn53 blocks the

pocket but the hairpin where Asn42 is located is not motionally activated and does

not block the pocket. Instead, peaks close to the left in Figure 4.4 are typical of the

case in which the hairpin is activated (mainly at residue 43) and close interactions

between Asn53 and Asn42 can be detected. Dynamical changes giving rise to these

different peaks occur on a time scale on the order of ≥ 50 ns; therefore, it is possible

that prohibitively expensive simulations on the order of many microseconds may be

needed to guarantee the most accurate convergence of these distribution functions.

However, analysis over our extensive 760 ns simulations at the two temperatures

shows that the probability (sum of frequencies in Figure 4.4) of finding the pocket

open for binding ( Dpocket ≥ 4 Å ) decreases in the following order: wt-CVN at 330

K > wt-CVN at 300 K > P51G-m4-CVN at 300 K > P51G-m4-CVN at 330 K. We

see that at higher temperatures little change is observed in the case of wild-type

CVN; however, the mutant has significant probability in the region around a Dpocket

of 2.5 Å that is the fully blocked configuration where changes in the overall hinge

shape as well as coupling between Asn53 and Asn42 should make binding highly
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Figure 4.4: Probability of the distance between the carbonyl oxygen of Asn53 and

the amide hydrogen of Asn42 (Dpocket) in the case of wt-CVN and the P51G-m4-

CVN mutant at 300 and 330 K from 760 ns MD simulations. Three conformations

with Dpocket close to 5, 3.5, and 2.5 Å are detected. On the right-hand side, time-

averaged (over a period of at least 10 consecutive nanoseconds) Asn53 and Asn42

structures consistent with each of the three conformations (peaks in the graph) are

depicted alongside idealized representations of hinge behavior (light blue) and hairpin

behavior (light green).
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Figure 4.5: Probability distribution as a function of the ψ dihedral angle of residue

53 (in the hinge region) and ϕ dihedral angle of residue 42 (in the hairpin region)

in the case of the P51G-m4-CVN mutant at 330 K. We see from this plot that a

deactivated hairpin is consistent with two different conformations of residue 53 (open

pocket at about 40◦ and closed pocket at about 140◦). Instead, an activated hairpin

appears to favor the conformation where Asn53 and Asn42 are in the proximity of

each other. In this case, both residues contribute to a closed pocket and the open

conformation of Asn53 is rarely observed.
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unlikely. One can conclude from Figure 4.4 that in the monomeric form, rigidity in

the hinge region protects the structure of the high-affinity binding site of wt-CVN and

that the Pro51Gly mutation should be detrimental to binding as can be appreciated

pictorially from Figure 4.2C. However, this additional interaction may explain the

increased folding stability observed experimentally for CVN variants containing the

Pro51Gly mutation. [7, 42]

In the case of the mutant at room temperature, blocking of the binding site

is mostly accomplished by Asn53. At higher temperatures, we also see important

participation by Asn42 in the hairpin region. It is reasonable to ask whether these

motions are correlated. Figure 4.5 attempts to address these questions for the P51G-

m4-CVN mutant at 330 K.

We first notice that when the hairpin is not activated, there are two possible

conformers corresponding to two different orientations of the ψ angle of residue 53 (top

part of Figure 4.5). One of these has a maximum at 40◦ and the other a maximum at

140◦. The first corresponds to the fully open pocket (peak to the right in Figure 4.4)

where binding is most likely, and the other corresponds to the situation in which Asn53

blocks the pocket (intermediate peak in Figure 4.4). When the hairpin is activated,

our 760 ns simulations appear to indicate that conformations at 40◦ become of low

probability (bottom portion of Figure 4.5). In other words, an activated hairpin at

residue 42 tends to correlate with a blocking Asn53. The region where both residues

53 and 42 block the pocket is seen on the bottom right-hand side of Figure 4.5.
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Table 4.1: Enthalpies, entropies, and Kd values for a set of cyanovirin-related proteins

protein
enthalpy (∆H)

(kcal/mol)
entropy (T∆S)

(kcal/mol) Kd (µM)

wt -12.5 ± 0.3 -6.0 ± 0.1
16 ± 1; site A,

410 ± 20
P51G -7.74 ± 0.04 -2.87 ± 0.01 213 ± 9 (two sites)

m4 (m) -6.9 ± 0.1 0.0631 ± 0.001 7.2 ± 0.5
m4 (dimer) 1.12 ± 0.05 7.1 ± 0.3 40 ± 4
P51G-m4 -11 ± 1 -5.9 ± 0.5 141 ± 9

Results presented here are supported by bioinformatics studies reported in

a recent paper[67] as well as by experimental isothermal calorimetry measurements

presented in Table 4.1 from the Ghirlanda group.[67] Analysis of these results re-

veals that proteins containing a native proline at position 51 in the hinge region,

e.g., wt-CVN and m4, display binding constants (Kd) in the low micromolar range

at the high-affinity site, identified as domain B. In sharp contrast, the presence of

glycine at position 51 results in a dramatic loss of affinity, with binding constant of

approximately 212.8 µM at this site.[67]

4.4 Conclusion

The computational studies presented here have provided significant evidence

that the Pro51Gly mutation enhances the flexibility of the hinge region in a way

that is detrimental to glycan binding. These findings are fully supported by ITC

measurements[67] on a set of CVN-related proteins with and without the mutation

conducted by our collaborators from Arizona State University. Asn53 is a main culprit

as motion of the hinge region results in this residue blocking the high-affinity binding
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site. Instead, the rigidity of the hinge region due to Pro51 in the case of wt-CVN

alters the position of Asn53, preventing it from blocking the binding site. Such rigidity

maintains the binding pocket in an open conformation a large fraction of the time.

The hairpin including Asn42 can become activated and also contribute to blocking

the binding pocket. This is seen most prominently in the case of the mutant at higher

temperatures. Notably, a full survey of published structures of CVN and engineered

mutants reveals that almost in all cases when glycan binding is observed the distance

between Asn53 and Asn42 is larger than 4 Å , indicating an open pocket, and in cases

when binding is abolished the distance between these residues is small, suggesting a

closed pocket blocking binding.[7, 72, 63, 17, 8] We think that this mechanism of

temporarily blocking the binding site by Asn53 or a symmetrically located residue in

domain A may be pervasive. The fraction of the time this reversible blocking occurs

should be statistically correlated with the higher or lower binding affinity of wt-CVN

and its analogues.
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CHAPTER 5
SUMMARY AND FUTURE DIRECTIONS

The focus of this thesis has been on CVN and related mutants because of

their potent antiviral activity against HIV. A primary goal was to understand what

controls affinity and flexibility at the high affinity pocket in CVN and its mutants.

Mutations that can potentially enhance affinity may affect flexibility as well, and

flexibility is directly connected with major changes in the protein structure that lead

to the formation of a dimeric form.

The first question we attempted to address was if the strong Coulombic inter-

actions with Glu41, a charged residue in direct contact with the glycan ligand, would

translate into a fundamentally important contribution to the free energy of binding.

Our results from free energy alchemical mutations that changed Glu41 into Ala and

Gly appear to contradict this hypothesis as the free energy changes were found to be

0.02 kcal/mol and -0.69 kcal/mol respectively. From these initial studies we learned

that strong interactions at the binding site do not always necessarily translate into

strong contributions to the free energy of binding. This is because one always must

consider the interactions that may occur between protein surface residues in the ab-

sence of ligand and the solvent as well as other neighboring residues. The binding sites

of CVN are at the protein surface and water has access to these when the glycan is

absent. Mutating a residue that strongly interacts with the ligand also significantly

impacts interactions with the solvent in the absence of ligand. These two effects

compensate in ways that are not easily predictable without expensive calculations or
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experiments. Even though experimental results follow a similar trend (a mutation

to Ala is worse than a mutation to Gly), they do not fully support the finding that

Glu41 is unimportant when the free energy of binding is considered. Both mutations

are unfavorable (0.78 and 0.59 kcal/mol for Glu41Ala and Glu41Gly respectively).

This discrepancy between simulations and experiment can be ascribed to force field

inaccuracies and other cummulative errors. Discrepancies on the order of 1 kcal/mol

are considered to be within the accuracy of the alchemical method.

Following this initial study, several other residues were considered as possible

targets for mutations that could enhance binding affinity. Whereas many of these

studies were unsuccessful for sampling reasons, each taught us about different aspects

of protein-sugar interactions, issues of conformational variability and local protein

flexibility. These studies focused not on wild type CVN but instead on the P51G-

m4-CVN mutant. The rationale behind this choice was that the mutant favors the

monomeric form of the protein and that the low affinity binding site is abolished.

In these studies the Thr57Ser mutation emerged as a potentially good candidate for

enhancing the free energy of binding. A possible explanation for this appears to be

associated with an asymmetry in the behavior of the side chain of the two residues

in the absence of ligand. The methyl group of Thr57 sterically hinders access of

water molecules no matter if partial charges are on or off during the alchemical cycle.

Instead, the lack of a methyl group allows for reorientation of the OH group and

interactions with the solvent appear to be different when partial charges are on or off

during the alchemical cycle.
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We originally thought that Ser52Thr could be a good candidate for mutation.

The idea was that interactions between water and the methyl group of residue 52 could

push the backbone carbonyl oxygen closer to dimannose to form stronger hydrogen

bonds. However, we encountered problems sampling Thr52 as this residue appears to

have two distinct conformations that must be thoroughly sampled particularly in the

presence of dimannose. Although the Replica Exchange method significantly helped

with sampling, the fact that position 52 is at the hinge region and is key to locking

the protein either in the monomeric or dimeric form is problematic. The hinge region

is associated with protein conformational motions that occur on a time scale orders

or magnitude larger than we are able to sample. Ultimately only experiments can tell

if such mutation is favorable as fully atomistic computational studies are inadequate

to sample large scale motions in this region of significant flexiblity.

Val at position 43 has two conformations with the β-hydrogen pointing in two

opposite directions. These two conformations lead to two different values for ∂V/∂λ

causing poor convergence of the 〈∂V/∂λ〉 curve. Similarly an exploratory study for

Gln at position 41 revealed several different conformations for this residue particularly

in its interaction with the backbone of residue 49. A general lesson learned from all of

these alchemical mutation studies is that the most problematic portion is the behavior

of aminoacids upon discharge. This is because upon discharge these could adopt many

conformations that are unfavorable for the same residue in realistic situations. The

occurrence of many conformations with similar probability resulted in severe sampling

problems.



86

A particularly interesting study was the Glu56Asp mutation. Free energy

analysis based on the three steps method shows that discharging of the partial charge

of Glu56 is independent of whether it is done in the presence or absence of dimannose

as ∆ ∆ G for discharging is 0.06 kcal/mol. Additionally, the ∆ ∆ G for dispersion

was found to be 0.05 kcal/mol. In other words, the success of this change completely

hinges on the ability of Asp to be a better residue in relation to the ligand than it

would be in its absence and not on any property of the original Glu56. The overall free

energy is therefore mainly determined by the alchemical step involving the discharging

of Asp56 in the presence and absence of sugar. Because a hydrogen bond distance

analysis indicated that the carboxyl group of Asp56 should be closer to dimannose,

we expected this mutation to be favorable. However, we found the opposite result

to be correct. In very simple terms, both water and the ligand prefer a charged

Asp56, but water likes it more. In spite of the fact that this particular attempt at

alchemically mutating position 56 was not successful, it opened the opportunity for

future studies. This is because one only needs to worry about finding a replacement

for Glu56 that prefers the sugar over the solvent. The portion of the cycle associated

with the disappearance of Glu is unimportant and this simplifies matters significantly.

As discussed previously, most of our mutation studies were done on the P51G-

m4-CVN mutant. It is important to realize that whereas the Pro51Gly mutation may

be important in the stabilization of the monomeric form of the protein, it may not be

innocent in the context of the free energetics of binding. In our studies, the flexibility

of P51G-m4-CVN was compared to that of wt-CVN. Our simulations and bioinfor-
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matic studies from the Ozkan group show that the hinge region of wt-CVN resists

the mobility associated with an increase of temperature, whereas the hinge region

of P51G-m4-CVN fluctuates significantly more when temperature is increased. Until

recently the effect of this mutation on binding was not well understood. Our simula-

tions alongside with the experimental ITC results from the Ghirlanda laboratory in

collaboration with Andrey Bobkov at the Sanford Burnham Medical Research Insti-

tute as well as bioinformatics work in the Ozkan lab found that the Pro51Gly change

impedes binding by enhancing the occlusion of the high affinity binding pocket. This

occlusion is intimately related to the behavior of residue 53 in the flexible hinge region

and its interaction with residue 42 in a hairpin on the opposite side of the binding

pocket that can get activated upon a temperature increase.

Many aspects of this protein and its mutants require further work. To enhance

the binding affinity of the protein for dimannose, multi-mutation studies should be

undertaken. However, such studies are expensive and their accuracy may be question-

able. Furthermore, alchemical studies only probe local changes but multi-mutations

may result in folding issues or important protein conformational changes. Research

on the folding mechanism of CVN is also important as it will provide a more nuanced

understanding of the hinge region linked to the formation of domain swapped dimer.

It may be that focusing on enhancing the binding affinity at domain B of CVN is

not necessarily the best route to better overall antiviral activity. Perhaps a more

fruitful approach has to do with enhancing the multivalency of engineered protein

constructs. The issue of multivalency should be better understood because it is well
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appreciated that it plays an important role in antiviral activity. The exact mechanism

of how CVN inhibits HIV infectivity is still elusive but it is now widely accepted that

multivalency is very important.
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APPENDIX A
FORCE FIELD PARAMETERS FOR DIMANNOSE

The parameters of dimannose in the format of OPLS-AA are listed below. The

O8 is the oxygen we have modified based on the OPLS force field for carbohydrates[34]

due to the fact that the OPLS-AA for carbohydrates provides parameters only for

hexopyranoses.

Table A.1: Atomic parameters for dimannose in the format of OPLS-AA

Name Charge Sigma Epsilon
C1 0.365 0.350 0.276
C2 0.205 0.350 0.276
C3 0.205 0.350 0.276
C4 0.205 0.350 0.276
C5 0.170 0.350 0.276
C6 0.145 0.350 0.276
O7 -0.700 0.307 0.711
O8 -0.465 0.290 0.586
O9 -0.700 0.307 0.711
O10 -0.700 0.307 0.711
O11 -0.400 0.290 0.586
O12 -0.683 0.312 0.711
H13 0.100 0.250 0.126
H14 0.060 0.250 0.126
H15 0.060 0.250 0.126
H16 0.060 0.250 0.126
H17 0.030 0.250 0.126
H18 0.060 0.250 0.126
H19 0.060 0.250 0.126

HO20 0.435 0.000 0.000
HO21 0.435 0.000 0.000
HO22 0.435 0.000 0.000
HO23 0.418 0.000 0.000

Continued on Next Page. . .

*A portion of this chapter is reproduced from Biochemistry, vol. 53(9), page 1477,
year 2014 by S. K. Ramadugu, Z. Li, H. K. Kashyap, and C. J. Margulis. DOI:
10.1021/bi4014159. Copyright - Appendix C.1
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Table A.1 – Continued

Name Charge Sigma Epsilon
C24 0.300 0.350 0.276
C25 0.205 0.350 0.276
C26 0.205 0.350 0.276
C27 0.205 0.350 0.276
C28 0.170 0.350 0.276
C29 0.145 0.350 0.276
O30 -0.700 0.307 0.711
O31 -0.700 0.307 0.711
O32 -0.700 0.307 0.711
O33 -0.400 0.290 0.586
O34 -0.683 0.312 0.711
H35 0.100 0.250 0.126
H36 0.060 0.250 0.126
H37 0.060 0.250 0.126
H38 0.060 0.250 0.126
H39 0.030 0.250 0.126
H40 0.060 0.250 0.126
H41 0.060 0.250 0.126

HO42 0.435 0.000 0.000
HO43 0.435 0.000 0.000
HO44 0.435 0.000 0.000
HO45 0.418 0.000 0.000

Table A.2: Bond parameters for dimannose in the format of OPLS-AA

Atom i Atom j Func b0 kb
C1 C2 1 0.1529 224262.4
C1 O7 1 0.1380 267776.0
C1 O11 1 0.1380 267776.0
C1 H13 1 0.1090 284512.0
C2 C3 1 0.1529 224262.4
C2 O8 1 0.1410 267776.0
C2 H14 1 0.1090 284512.0
C3 C4 1 0.1529 224262.4
C3 O9 1 0.1410 267776.0
C3 H15 1 0.1090 284512.0
C4 C5 1 0.1529 224262.4
C4 O10 1 0.1410 267776.0
C4 H16 1 0.1090 284512.0
C5 C6 1 0.1529 224262.4
C5 O11 1 0.1410 267776.0

Continued on Next Page. . .
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Table A.2 – Continued

Atom i Atom j Func b0 kb
C5 H17 1 0.1090 284512.0
C6 O12 1 0.1410 267776.0
C6 H18 1 0.1090 284512.0
C6 H19 1 0.1090 284512.0
O7 HO20 1 0.0945 462750.4
O8 C24 1 0.1380 267776.0
O9 HO21 1 0.0945 462750.4
O10 HO22 1 0.0945 462750.4
O11 HO23 1 0.0945 462750.4
C24 C25 1 0.1529 224262.4
C24 O33 1 0.1380 267776.0
C24 H35 1 0.1090 284512.0
C25 C26 1 0.1529 224262.4
C25 O30 1 0.1410 267776.0
C25 H36 1 0.1090 284512.0
C26 C27 1 0.1529 224262.4
C26 O31 1 0.1410 267776.0
C26 H37 1 0.1090 284512.0
C27 C28 1 0.1529 224262.4
C27 O32 1 0.1410 267776.0
C27 H38 1 0.1090 284512.0
C28 C29 1 0.1529 224262.4
C28 O33 1 0.1410 267776.0
C28 H39 1 0.1090 284512.0
C29 O34 1 0.1410 267776.0
C29 H40 1 0.1090 284512.0
C29 H41 1 0.1090 284512.0
O30 HO42 1 0.0945 462750.4
O31 HO43 1 0.0945 462750.4
O32 HO44 1 0.0945 462750.4
O33 HO45 1 0.0945 462750.4

Table A.3: Bending parameters for dimannose in the format of OPLS-AA

Atom i Atom j Atom k Func Angle Const
C2 C1 O7 1 109.50 418.40
C2 C1 O11 1 109.50 418.40
C2 C1 H13 1 110.70 313.80
O7 C1 O11 1 111.55 774.88
O7 C1 H13 1 109.50 292.88
O11 C1 H13 1 109.50 292.88

Continued on Next Page. . .
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Table A.3 – Continued

Atom i Atom j Atom k Func Angle Const
C1 C2 C3 1 112.70 488.27
C1 C2 O8 1 109.50 418.40
C1 C2 H14 1 110.70 313.80
C3 C2 O8 1 109.50 418.40
C3 C2 H14 1 110.70 313.80
O8 C2 H14 1 109.50 292.88
C2 C3 C4 1 112.70 488.27
C2 C3 O9 1 109.50 418.40
C2 C3 H15 1 110.70 313.80
C4 C3 O9 1 109.50 418.40
C4 C3 H15 1 110.70 313.80
O9 C3 H15 1 109.50 292.88
C3 C4 C5 1 112.70 488.27
C3 C4 O10 1 109.50 418.40
C3 C4 H16 1 110.70 313.80
C5 C4 O10 1 109.50 418.40
C5 C4 H16 1 110.70 313.80
O10 C4 H16 1 109.50 292.88
C4 C5 C6 1 112.70 488.27
C4 C5 O11 1 109.50 418.40
C4 C5 H17 1 110.70 313.80
C6 C5 O11 1 109.50 418.40
C6 C5 H17 1 110.70 313.80
O11 C5 H17 1 109.50 292.88
C5 C6 O12 1 109.50 418.40
C5 C6 H18 1 110.70 313.80
C5 C6 H19 1 110.70 313.80
O12 C6 H18 1 109.50 292.88
O12 C6 H19 1 109.50 292.88
H18 C6 H19 1 107.80 276.14
C1 O7 HO20 1 108.50 460.24
C2 O8 C24 1 109.50 502.08
C3 O9 HO21 1 108.50 460.24
C4 O10 HO22 1 108.50 460.24
C1 O11 C5 1 109.50 502.08
C6 O12 HO23 1 108.50 460.24
O8 C24 C25 1 109.50 418.40
O8 C24 O33 1 111.55 774.88
O8 C24 H35 1 109.50 292.88
C25 C24 O33 1 109.50 418.40
C25 C24 H35 1 110.70 313.80

Continued on Next Page. . .
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Table A.3 – Continued

Atom i Atom j Atom k Func Angle Const
O33 C24 H35 1 109.50 292.88
C24 C25 C26 1 112.70 488.27
C24 C25 O30 1 109.50 418.40
C24 C25 H36 1 110.70 313.80
C26 C25 O30 1 109.50 418.40
C26 C25 H36 1 110.70 313.80
O30 C25 H36 1 109.50 292.88
C25 C26 C27 1 112.70 488.27
C25 C26 O31 1 109.50 418.40
C25 C26 H37 1 110.70 313.80
C27 C26 O31 1 109.50 418.40
C27 C26 H37 1 110.70 313.80
O31 C26 H37 1 109.50 292.88
C26 C27 C28 1 112.70 488.27
C26 C27 O32 1 109.50 418.40
C26 C27 H38 1 110.70 313.80
C28 C27 O32 1 109.50 418.40
C28 C27 H38 1 110.70 313.80
O32 C27 H38 1 109.50 292.88
C27 C28 C29 1 112.70 488.27
C27 C28 O33 1 109.50 418.40
C27 C28 H39 1 110.70 313.80
C29 C28 O33 1 109.50 418.40
C29 C28 H39 1 110.70 313.80
O33 C28 H39 1 109.50 292.88
C28 C29 O34 1 109.50 418.40
C28 C29 H40 1 110.70 313.80
C28 C29 H41 1 110.70 313.80
O34 C29 H40 1 109.50 292.88
O34 C29 H41 1 109.50 292.88
H40 C29 H41 1 107.80 276.14
C25 O30 HO42 1 108.50 460.24
C26 O31 HO43 1 108.50 460.24
C27 O32 HO44 1 108.50 460.24
C24 O33 C28 1 109.50 502.08
C29 O34 HO45 1 108.50 460.24
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Table A.4: Dihedral parameters for dimannose in the format of OPLS-AA.The last
two columns are all 0.000000, for the purpose of simplicity, the last two columns are
not listed.

i j k l Func c1 c2 c3 c4
O7 C1 C2 C3 3 -2.794912 2.794912 0.000000 0.000000
O7 C1 C2 O8 3 9.035348 -9.035348 0.000000 0.000000
O7 C1 C2 H14 3 0.979056 2.937168 0.000000 -3.916224
O11 C1 C2 C3 3 -2.794912 2.794912 0.000000 0.000000
O11 C1 C2 O8 3 9.035348 -9.035348 0.000000 0.000000
O11 C1 C2 H14 3 0.979056 2.937168 0.000000 -3.916224
H13 C1 C2 C3 3 0.765672 2.297016 0.000000 -3.062688
H13 C1 C2 O8 3 0.979056 2.937168 0.000000 -3.916224
H13 C1 C2 H14 3 0.665256 1.995768 0.000000 -2.661024
C2 C1 O7 HO20 3 -4.322072 0.845168 12.062472 -8.585568

O11 C1 O7 HO20 3 -10.179672 2.648472 7.556304 -0.025104
H13 C1 O7 HO20 3 0.941400 2.824200 0.000000 -3.765600
C2 C1 O11 C5 3 1.715440 2.845120 1.046000 -5.606560
O7 C1 O11 C5 3 -6.458004 0.809604 5.681872 -0.033472
H13 C1 O11 C5 3 1.589920 4.769760 0.000000 -6.359680
C1 C2 C3 C4 3 3.566860 -1.889076 0.656888 -2.334672
C1 C2 C3 O9 3 -2.794912 2.794912 0.000000 0.000000
C1 C2 C3 H15 3 0.765672 2.297016 0.000000 -3.062688
O8 C2 C3 C4 3 -2.794912 2.794912 0.000000 0.000000
O8 C2 C3 O9 3 9.035348 -9.035348 0.000000 0.000000
O8 C2 C3 H15 3 0.979056 2.937168 0.000000 -3.916224
H14 C2 C3 C4 3 0.765672 2.297016 0.000000 -3.062688
H14 C2 C3 O9 3 0.979056 2.937168 0.000000 -3.916224
H14 C2 C3 H15 3 0.665256 1.995768 0.000000 -2.661024
C1 C2 O8 C24 3 1.715440 2.845120 1.046000 -5.606560
C3 C2 O8 C24 3 1.715440 2.845120 1.046000 -5.606560
H14 C2 O8 C24 3 1.589920 4.769760 0.000000 -6.359680
C2 C3 C4 C5 3 3.566860 -1.889076 0.656888 -2.334672
C2 C3 C4 O10 3 -2.794912 2.794912 0.000000 0.000000
C2 C3 C4 H16 3 0.765672 2.297016 0.000000 -3.062688
O9 C3 C4 C5 3 -2.794912 2.794912 0.000000 0.000000
O9 C3 C4 O10 3 18.966072 -18.966072 0.000000 0.000000
O9 C3 C4 H16 3 0.979056 2.937168 0.000000 -3.916224
H15 C3 C4 C5 3 0.765672 2.297016 0.000000 -3.062688
H15 C3 C4 O10 3 0.979056 2.937168 0.000000 -3.916224
H15 C3 C4 H16 3 0.665256 1.995768 0.000000 -2.661024
C2 C3 O9 HO21 3 -4.322072 0.845168 12.062472 -8.585568
C4 C3 O9 HO21 3 -4.322072 0.845168 12.062472 -8.585568

Continued on Next Page. . .
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Table A.4 – Continued

i j k l Func c1 c2 c3 c4
H15 C3 O9 HO21 3 0.941400 2.824200 0.000000 -3.765600
C3 C4 C5 C6 3 3.566860 -1.889076 0.656888 -2.334672
C3 C4 C5 O11 3 -2.794912 2.794912 0.000000 0.000000
C3 C4 C5 H17 3 0.765672 2.297016 0.000000 -3.062688

O10 C4 C5 C6 3 -2.794912 2.794912 0.000000 0.000000
O10 C4 C5 O11 3 9.035348 -9.035348 0.000000 0.000000
O10 C4 C5 H17 3 0.979056 2.937168 0.000000 -3.916224
H16 C4 C5 C6 3 0.765672 2.297016 0.000000 -3.062688
H16 C4 C5 O11 3 0.979056 2.937168 0.000000 -3.916224
H16 C4 C5 H17 3 0.665256 1.995768 0.000000 -2.661024
C3 C4 O10 HO22 3 -4.322072 0.845168 12.062472 -8.585568
C5 C4 O10 HO22 3 -4.322072 0.845168 12.062472 -8.585568
H16 C4 O10 HO22 3 0.941400 2.824200 0.000000 -3.765600
C4 C5 C6 O12 3 -2.794912 2.794912 0.000000 0.000000
C4 C5 C6 H18 3 0.765672 2.297016 0.000000 -3.062688
C4 C5 C6 H19 3 0.765672 2.297016 0.000000 -3.062688

O11 C5 C6 O12 3 9.035348 -9.035348 0.000000 0.000000
O11 C5 C6 H18 3 0.979056 2.937168 0.000000 -3.916224
O11 C5 C6 H19 3 0.979056 2.937168 0.000000 -3.916224
H17 C5 C6 O12 3 0.979056 2.937168 0.000000 -3.916224
H17 C5 C6 H18 3 0.665256 1.995768 0.000000 -2.661024
H17 C5 C6 H19 3 0.665256 1.995768 0.000000 -2.661024
C4 C5 O11 C1 3 1.715440 2.845120 1.046000 -5.606560
C6 C5 O11 C1 3 1.715440 2.845120 1.046000 -5.606560
H17 C5 O11 C1 3 1.589920 4.769760 0.000000 -6.359680
C5 C6 O12 HO23 3 -4.322072 0.845168 12.062472 -8.585568
H18 C6 O12 HO23 3 0.941400 2.824200 0.000000 -3.765600
H19 C6 O12 HO23 3 0.941400 2.824200 0.000000 -3.765600
C2 O8 C24 C25 3 1.715440 2.845120 1.046000 -5.606560
C2 O8 C24 O33 3 -6.458004 0.809604 5.681872 -0.033472
C2 O8 C24 H35 3 1.589920 4.769760 0.000000 -6.359680
O8 C24 C25 C26 3 -2.794912 2.794912 0.000000 0.000000
O8 C24 C25 O30 3 9.035348 -9.035348 0.000000 0.000000
O8 C24 C25 H36 3 0.979056 2.937168 0.000000 -3.916224
O33 C24 C25 C26 3 -2.794912 2.794912 0.000000 0.000000
O33 C24 C25 O30 3 9.035348 -9.035348 0.000000 0.000000
O33 C24 C25 H36 3 0.979056 2.937168 0.000000 -3.916224
H35 C24 C25 C26 3 0.765672 2.297016 0.000000 -3.062688
H35 C24 C25 O30 3 0.979056 2.937168 0.000000 -3.916224
H35 C24 C25 H36 3 0.665256 1.995768 0.000000 -2.661024
O8 C24 O33 C28 3 -6.458004 0.809604 5.681872 -0.033472

Continued on Next Page. . .
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Table A.4 – Continued

i j k l Func c1 c2 c3 c4
C25 C24 O33 C28 3 1.715440 2.845120 1.046000 -5.606560
H35 C24 O33 C28 3 1.589920 4.769760 0.000000 -6.359680
C24 C25 C26 C27 3 3.566860 -1.889076 0.656888 -2.334672
C24 C25 C26 O31 3 -2.794912 2.794912 0.000000 0.000000
C24 C25 C26 H37 3 0.765672 2.297016 0.000000 -3.062688
O30 C25 C26 C27 3 -2.794912 2.794912 0.000000 0.000000
O30 C25 C26 O31 3 18.966072 -18.966072 0.000000 0.000000
O30 C25 C26 H37 3 0.979056 2.937168 0.000000 -3.916224
H36 C25 C26 C27 3 0.765672 2.297016 0.000000 -3.062688
H36 C25 C26 O31 3 0.979056 2.937168 0.000000 -3.916224
H36 C25 C26 H37 3 0.665256 1.995768 0.000000 -2.661024
C24 C25 O30 HO42 3 -4.322072 0.845168 12.062472 -8.585568
C26 C25 O30 HO42 3 -4.322072 0.845168 12.062472 -8.585568
H36 C25 O30 HO42 3 0.941400 2.824200 0.000000 -3.765600
C25 C26 C27 C28 3 3.566860 -1.889076 0.656888 -2.334672
C25 C26 C27 O32 3 -2.794912 2.794912 0.000000 0.000000
C25 C26 C27 H38 3 0.765672 2.297016 0.000000 -3.062688
O31 C26 C27 C28 3 -2.794912 2.794912 0.000000 0.000000
O31 C26 C27 O32 3 18.966072 -18.966072 0.000000 0.000000
O31 C26 C27 H38 3 0.979056 2.937168 0.000000 -3.916224
H37 C26 C27 C28 3 0.765672 2.297016 0.000000 -3.062688
H37 C26 C27 O32 3 0.979056 2.937168 0.000000 -3.916224
H37 C26 C27 H38 3 0.665256 1.995768 0.000000 -2.661024
C25 C26 O31 HO43 3 -4.322072 0.845168 12.062472 -8.585568
C27 C26 O31 HO43 3 -4.322072 0.845168 12.062472 -8.585568
H37 C26 O31 HO43 3 0.941400 2.824200 0.000000 -3.765600
C26 C27 C28 C29 3 3.566860 -1.889076 0.656888 -2.334672
C26 C27 C28 O33 3 -2.794912 2.794912 0.000000 0.000000
C26 C27 C28 H39 3 0.765672 2.297016 0.000000 -3.062688
O32 C27 C28 C29 3 -2.794912 2.794912 0.000000 0.000000
O32 C27 C28 O33 3 9.035348 -9.035348 0.000000 0.000000
O32 C27 C28 H39 3 0.979056 2.937168 0.000000 -3.916224
H38 C27 C28 C29 3 0.765672 2.297016 0.000000 -3.062688
H38 C27 C28 O33 3 0.979056 2.937168 0.000000 -3.916224
H38 C27 C28 H39 3 0.665256 1.995768 0.000000 -2.661024
C26 C27 O32 HO44 3 -4.322072 0.845168 12.062472 -8.585568
C28 C27 O32 HO44 3 -4.322072 0.845168 12.062472 -8.585568
H38 C27 O32 HO44 3 0.941400 2.824200 0.000000 -3.765600
C27 C28 C29 O34 3 -2.794912 2.794912 0.000000 0.000000
C27 C28 C29 H40 3 0.765672 2.297016 0.000000 -3.062688
C27 C28 C29 H41 3 0.765672 2.297016 0.000000 -3.062688
Continued on Next Page. . .
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Table A.4 – Continued

i j k l Func c1 c2 c3 c4
O33 C28 C29 O34 3 9.035348 -9.035348 0.000000 0.000000
O33 C28 C29 H40 3 0.979056 2.937168 0.000000 -3.916224
O33 C28 C29 H41 3 0.979056 2.937168 0.000000 -3.916224
H39 C28 C29 O34 3 0.979056 2.937168 0.000000 -3.916224
H39 C28 C29 H40 3 0.665256 1.995768 0.000000 -2.661024
H39 C28 C29 H41 3 0.665256 1.995768 0.000000 -2.661024
C27 C28 O33 C24 3 1.715440 2.845120 1.046000 -5.606560
C29 C28 O33 C24 3 1.715440 2.845120 1.046000 -5.606560
H39 C28 O33 C24 3 1.589920 4.769760 0.000000 -6.359680
C28 C29 O34 HO45 3 -4.322072 0.845168 12.062472 -8.585568
H40 C29 O34 HO45 3 0.941400 2.824200 0.000000 -3.765600
H41 C29 O34 HO45 3 0.941400 2.824200 0.000000 -3.765600
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APPENDIX B
CONVERGENCE ANALYSIS FOR OPEN AND CLOSED STATE

SIMULATIONS

Convergence analysis of the distribution function in Figure 4.4. We analyzed

the data in 50 ns, 100 ns, 150 ns, and 200 ns of each molecular dynamics simula-

tion (see Figure B.1) discussed in Chapter 4 in order to determine the change of

distribution along simulation time.

*A portion of this chapter is reproduced from Biochemistry, vol. 54(46), page 6951,
year 2015 by Z. Li, A. Bolia, J. D. Maxwell, A. A. Bobkov, G. Ghirlanda, S. B. Ozkan, and
C. J. Margulis. DOI: 10.1021/acs.biochem.5b00635. Copyright - Appendix C.2
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Figure B.1: Convergence analysis of distribution in figure 4.4 of the main text. This

same plot is computed at 50, 100, 150 and 200 ns. We see that all features are captured

at 50 ns however it is only at times longer than 100 ns that differences between graphs

become insignificant for practical analysis. A plot of cumulative differences is also

provided.
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APPENDIX C
COPYRIGHT

Reprinted with permission from Ramadugu, S. K., Li, Z., Kashyap, H. K.,

Margulis, C. J. (2014). The Role of Glu41 in the Binding of Dimannose to P51G-m4-

CVN. Biochemistry, 53(9), 1477-1484. Copyright 2014, American Chemical Society.

Reprinted with permission from Li, Z., Bolia, A., Maxwell, J. D., Bobkov,

A. A., Ghirlanda, G., Ozkan, S. B., Margulis, C. J. (2015). A Rigid Hinge Region

Is Necessary for High-Affinity Binding of Dimannose to Cyanovirin and Associated

Constructs. Biochemistry, 54(46), 6951-6960. Copyright 2015, American Chemical

Society.
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Figure C.1: Copyright permission from The American Chemical Society for the

article by S. K. Ramadugu, Z. Li, H. K. Kashyap, and C. J. Margulis, Biochemistry,

2014, 53(9), 1477-1484.
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Figure C.2: Copyright permission from The American Chemical Society for the

article by Z. Li, A. Bolia, J. D. Maxwell, A. A. Bobkov, G. Ghirlanda, S. B. Ozkan,

and C. J. Margulis, Biochemistry, 2015, 54(46), 6951-6960.
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