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ABSTRACT 

 Currently, almost all new vehicles are equipped with airbags. A common type of 

airbag inflator is the Heated Gas Inflator (HGI).  These inflators are cylindrical shaped 

canisters that are filled to very high pressures with a gaseous mixture of fuel and air. The 

mixture is ignited from one or both ends of the cylinder. The resulting high temperatures 

from combustion heat the excess air, which is then used to inflate the airbag.  Once the 

mixture is ignited large pressure waves form, traveling along the length of the tube. These 

waves, inherent to the design of the inflator, do not allow the use of a volume averaged 

assumption for the combustion chamber. Therefore, it is necessary to use a 

Computational Fluid Dynamics (CFD) code to model the dynamic nature of the inflator. 

Commercial CFD codes are readily available that could be used to model the HGI. These 

codes use the Ideal Gas Law to calculate the properties of the mixture. The high pressures 

in an HGI do allow for the use of an ideal gas assumption.  Instead, a Real Gas equation 

of state must be used.  

 An existing Airbag Inflator Model that was capable of Real Gas equation of state 

calculations had been previously created to simulate solid propellant inflators. In order to 

properly model the wave dynamics in an HGI and include Real Gas calculations, a CFD 

model has been added to the Airbag Inflator Model. The CFD model must be capable of 

handling multiple species of gases and be able to properly model the sharp gradients 

associated with large pressure waves and changes in chemical species. Therefore, a high-

resolution shock capturing technique is used to handle the homogeneous part of the 

governing equations. The non-homogeneous terms of the governing equations are solved 

using an ordinary differential equations solver. In order to combine the solutions, a time 
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splitting technique is used to combine the solutions from the homogeneous and non-

homogeneous parts of the governing equations. 

 The addition of the CFD model to an Airbag Inflator Model with Real Gas 

equation of state capabilities provides a very useful tool in the design of HGIs. The model 

can be used to ensure that a design does not produce unexpected large magnitude 

pressure waves that could possibly cause dangerous mechanical failures. Later models of 

HGIs have ignitors at each end of the cylinder. The secondary ignitor can be delayed to 

vary the production rate of the exhaust gasses, depending on the severity of the crash. 

This time delay is an additional parameter that can have an effect on the wave dynamics 

in the HGI. The addition of the CFD model to the Airbag Inflator Model provides a fast 

and economical way to predict the outcome of any change in the design parameters of an 

HGI. 
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CHAPTER 1 

INTRODUCTION 

1.1 Background 

 

All new vehicles sold in the United States are equipped, at a minimum, with both 

driver- and passenger-side airbags. Airbags are part of a comprehensive vehicle safety 

system that can include such features as: anti-lock and smart braking systems, crash 

detection sensors, active occupant restraint devices, whiplash protection, driver sleep 

detection, roll-over prevention, and pedestrian impact protection. All components of the 

vehicle‟s safety system must conform to performance and reliability standards mandated 

by the Federal government. With respect to airbag systems, this includes tight 

performance specifications over a wide range of ambient operating conditions (-30 C 

through +65 C) for the primary bag inflation parameters, i.e., rate of inflation and peak 

airbag pressure. In addition, the chemical composition of the inflator effluent gas is 

controlled by Federal emission standards since it eventually is vented from the airbag into 

the cabin air. 

1.2 Airbag Inflator 

 

At the core of an airbag occupant system is the so-called “inflator,” or “gas 

generator.” The inflator is a device designed to deliver gas to the airbag at a specified 

flow rate, composition and temperature. Over the years, a number of different inflator 

designs have been developed that satisfy the performance requirements. While the 

different inflator designs serve the same general purpose (i.e., rapidly produce gas to 

inflate an airbag), the method used to generate and deliver the gas varies. Most vehicles 

in service today have airbag inflators that can be categorized based on their gas-
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generation method as one of the following: i) pyrotechnic inflator, ii) hybrid pyrotechnic 

inflator, and iii) combustible gas inflators, also referred to as a heated gas inflator (HGI). 

1.3 Pyrotechnic Inflators 

In the first commercially viable airbag systems, the inflator relied entirely on the 

combustion of solid propellant for gas generation. Figure 1.1 presents a cutaway view of 

a typical passenger-side pyrotechnic inflator. The equivalent driver-side pyrotechnic 

inflator would have the same basic elements but would be disk shaped rather than 

cylindrical in order to conform to the steering column installation requirements. In a 

pyrotechnic inflator, the propellant (Item A, Fig. 1.1) is packed at high solids-loading in a 

thick-walled combustion chamber (Item D, Fig. 1.1). The propellant and igniter (Item B, 

Fig. 1.1) are sealed from the external environment by a hermetically sealed rupture film 

(Item C, Fig. 1.1). The rupture film acts to keep the propellant dry throughout its 

expected 20-30 year lifetime. It also serves to confine the propellant product gases for the 

first few milliseconds following ignition, resulting in rapid pressurization and fast flame 

spread throughout the propellant bed. Surrounding the propellant is a multi-layered mesh 

screen (Item E, Fig. 1.1). Discharge orifices (Item F, Fig. 1.1) pass though the exterior 

wall of the vessel allowing the plenum gas to discharge into the adjacent airbag. 

 

 

Figure 1.1 Cutaway view of a passenger-side pyrotechnic inflator. 

 



3 

 

 

The most common propellant used in the earliest pyrotechnic inflators was 

sodium azide (NaN3) mixed with metal-oxides (e.g., CuO or Fe2O3), flame accelerants 

(e.g., NaNO3) and small amounts of inert binders (e.g., SiO2). The mixture of fuel, 

oxidizer and binder is consolidated into milligram-sized “grains” or larger tablets using a 

mechanical press. The grains shown in Fig. 1.1 are large, multi-perforated disks. Azide-

based propellants were initially selected because of their relatively low combustion 

temperature and high yield of nitrogen in the product mixture. However, azide-based 

propellants produce a significant amount of condensed-phase products of combustion 

(Berger and Butler, 1995). For example, a typical mixture of sodium azide and iron oxide 

produces gaseous nitrogen and condensed-phase slag (Na2O(s), Fe(s), FeO(s)) on 

approximately a 1:1 mass ratio at an adiabatic flame temperature of approximately 1,300 

K. The high percentage of slag requires the filter screen (Item E, Fig. 1.1) to remove it 

from the gaseous products. 

A typical sequence of events for a pyrotechnic inflator is as follows: (Butler et al., 

1993) upon detection of impact by the vehicle‟s collision sensors, an electrical signal 

initiates a small, high-energy pyrotechnic igniter located inside the combustion chamber. 

While the exact composition of the igniter varies depending on the manufacturer, it 

typically generates a very hot gas mixed with molten metallic particles. Heat flux from 

the igniter‟s products of combustion to the propellant surface results in ignition. To 

promote a rapid ignition sequence of all propellant grains, the propellant surface is often 

coated with a flame accelerant. Ignition spreads across the surface of all propellant grains 

and, within a few milliseconds, the combustion chamber pressure reaches the burst 

pressure of the rupture film, resulting in discharge of the products from the combustion 
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chamber. As the high-pressure products leave the combustion chamber they follow a 

tortuous path through a filter mechanism which acts to cool the gas and capture the 

molten and solid products of combustion. In most designs, the filter is made of a multi-

layered steel mesh to introduce high surface area for heat transfer and small passages to 

capture the solid residue. Figure 1.2 illustrates typical pressure-time profiles for the 

combustion chamber (Fig. 1.2, Part a) and a standard discharge test tank (Fig. 1.2, Part b). 

Key inflator performance parameters are shown on the figures. It should be noted that the 

inflator pressure is spatially uniform throughout the combustion chamber because the  

 

 

Figure 1.2 Typical pressure profiles for a pyrotechnic inflator. 
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These inflators work well, but have several major drawbacks including: i) variable 

performance at high and low ambient conditions due to temperature-dependent surface 

burn characteristics, ii) the potential for grain fracture and corresponding increased 

surface area from vehicle vibration/shock over extended periods of time, iii) disposal of 

un-burnt propellant at the vehicle‟s end-of-life, and iv) toxicity levels of trace products of 

combustion (Na, Na2). In addition, the manufacturing process requires handling and 

compressive tableting of reactive powdered ingredients used in the production of the 

propellant grains. 

1.4 Hybrid Pyrotechnic Inflators 

A design variation of the pyrotechnic inflator is the “hybrid pyrotechnic” inflator. 

Figure 1.3 illustrates the major components of a passenger-side hybrid pyrotechnic 

inflator. In brief, it is similar to the pyrotechnic inflator described in the previous section, 

with the addition of pressurized, inert gas in a plenum (Item A, Fig. 1.3) adjacent to the 

combustion chamber (Item B, Fig. 1.3). The stored gas serves to augment and dilute the 

propellant products of combustion, and consequently there is a corresponding reduction 

in the required amount of propellant to achieve an equivalent discharge as a pure 

pyrotechnic inflator of greater propellant mass.  

The inert gas in a hybrid pyrotechnic inflator is stored at ambient temperature and 

is mixed with the products of combustion before being discharged into the airbag.  Pre-

pressurized pyrotechnic inflators demonstrate several advantages over conventional 

pyrotechnic inflators including: i) reduced propellant mass requirements due to the mass 

of inert gas stored in the unit, ii) a lower discharge temperature of the gas 
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Figure 1.3 Cutaway view of a typical passenger-side hybrid pyrotechnic inflator. 

 

mixture discharged into the airbag (i.e., hot propellant products gas are mixed with 

ambient temperature stored gas), iii) dilution of unwanted gaseous species produced by 

the propellant, and iv) the possibility of more uniform performance under “off-design” 

operating conditions (Schmitt et al., 1997). Nevertheless, the unit still produces unwanted 

product species and is difficult to manufacture since it combines propellant handling 

requirements with equipment and procedures for filling high-pressure inflator canisters.  

1.5 Heated Gas Inflators 

To avoid the propellant-specific disadvantages of pyrotechnic and hybrid 

pyrotechnic inflators, a third design has been developed that excludes completely the use 

of solid propellant. These inflators are cylindrical in shape and are initially filled to very 

high pressure (200 – 500 bar) with a gaseous mixture of fuel and oxidizer. This particular 

design is referred to as a Heated Gas Inflator (HGI). A more descriptive label would be a 

Combustible Gas Inflator (CGI) since the “heating” is the result of gas-phase combustion 

at high pressure. A cutaway view of a typical HGI is shown in Fig. 1.4. In this example, 

the HGI has an igniter on each end of the canister. The most common fuel is hydrogen, 
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and the remaining gas is a mixture of oxygen and nitrogen. Trace amounts of helium can 

also be introduced in the mixture to serve as a detection method for leaks in the canister 

seals. In the case of a hydrogen-oxygen-nitrogen HGI, the major products of combustion 

are water vapor, nitrogen and oxygen. Also, the amount of hydrogen is maintained 

slightly above the lean limit for combustion, yet below lean limit for detonation. 

 The sequence of events for an HGI is as follows: an HGI is initially filled with a 

lean mixture of fuel and air to a pressure between 200 and 500 bars. When the inflator is 

triggered by exceeding the threshold deceleration of the vehicle, the igniter initiates 

combustion of the fuel and air mixture in the gas molecules adjacent to the igniter. 

Because the inflator is a cylindrical tube at high initial pressure, the igniter(s) must be 

mounted in the end walls for structural integrity. Due to the initial conditions of the 

gaseous mixture, it takes approximately 0.01 seconds for the flame front to propagate the 

length of the combustion chamber. It should be noted that, in some cases, a second igniter 

is included on the opposing wall (see, Figure 1.3). At a pre-defined pressure, a burst disk  

 

Figure 1.4 Cutaway view of a typical passenger-side heated gas inflator (HGI). 

 

at one end of the inflator breaks and allows the gas to exit to a small diffuser plenum 

where the gas is vented through orifices into the airbag. These vents are oriented in a 

radial fashion so that there is no net force exerted on the HGI.  
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A unique characteristic of an HGI is that in order to produce enough volume of 

gas, the inflator has a very high initial pressure. The initial pressure can be as high as 500 

bar, and during combustion the bottle pressure can exceed 1,500 bar. At such high 

pressures the ideal gas assumption, which neglects non-ideal attractive and repulsive 

forces that the gas particles experience, is no longer valid.  Another feature of the HGI is 

that flame spread through the combustible gas yields pressure waves that propagate at the 

local speed of sound the length of the tube. These waves, which are inherent to the 

cylindrical design of the inflator, couple with the flame propagation rate, local pressure 

oscillations, and gas discharge rate through the nozzle. For example, peak-to-peak 

pressure excursions have been observed in some test cases to exceed 100 bar. From a 

design perspective, this creates unique challenges not present in the other inflator designs 

that exhibit more spatially uniform release of energy during the combustion process. 

1.6 Research Objectives 

The overall objective of this research is to develop numerical simulation tools 

capable of modeling the heated gas inflator‟s temporal and spatial evolution of properties 

throughout the ignition, combustion and discharge sequence of events (0 < t < 50 ms). In 

order to accomplish this, it is necessary to develop the appropriate governing 

conservation equations and constitutive relations, implement a suitable numerical 

scheme, and validate the model. As stated in the previous section, the HGI presents 

unique challenges. Specifically, the major challenges include: inclusion of real-gas 

thermodynamics, modeling combustion in a pressure regime with limited/no 

experimental data, and capturing near-detonation wave dynamics driven by the 

competing events of combustion and sonic venting. The development of such a 
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simulation capability will be the first of its kind and therefore contribute to the overall 

understanding of the HGI functioning and lead to improved designs. 

Specific research objectives are: 

1) Quantify real-gas thermodynamic states over a range of typical HGI initial conditions. 

2) Develop an appropriate form of the field equations and constitutive relations capable 

of capturing relevant events in HGI functioning. 

3) Select and implement a numerical scheme capable of solving the resulting equations 

in an efficient manner 

4) Validate the code by comparing the predicted results for ideal cases with known 

analytic solutions. 

5) Simulate the HGI ballistic cycle for typical operating conditions. 
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CHAPTER 2 

MATHEMATICAL FORMULATION 

2.1 Introduction 

Accurately simulating the complete HGI ballistic cycle from the moment of 

ignition through combustion and eventual discharge of all inflator gas into the airbag is a 

complex process that includes a number of coupled, non-ideal processes. For the research 

presented herein, the following assumptions were applied in the development of the 

governing equations and constitutive relations: 

1) Gravity forces are neglected. 

2) Species mass and thermal diffusion are neglected. 

3) Flow is highly compressible. 

4) Viscosity is neglected. 

5) Thermodynamic states can be non-ideal. 

6) The combustion canister is axisymmetric. 

7) The gas is a mixture of different chemical species, each with temperature-

dependent specific heat. 

Given these assumptions, governing conservation equations and corresponding 

constitute relations were developed for a continuum field representing the interior of the 

inflator canister. The following sections outline the resulting mathematical formulations. 

The numerical solution method is described in the following chapter. 
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2.2 Gas-Phase Flow Field 

Shown below are the forms of the Euler form of the conservation equations 

(Ramadan and Butler, 2003) used in this work. 

Continuity Equation: 

 ( V) 0
t





 


 (2.1) 

Momentum Equation: 

 0)PVV(
t

)V(





ρ


 (2.2) 

Energy Equation: 

 [( ) ] 0
E

E P V
t


  


  (2.3) 

Species Conservation Equation: 

 
( )

( )k
k k

Y
Y V

t


 


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
  (2.4) 

In the above equations, the mixture total energy E is given by: 

 
1

2
E u V V     (2.5) 

where u is defined as the mixture specific internal energy, that does not include chemical 

energy. In Eq. (2.4) Yk and ωk are the mass-fraction and mass production rate of the k-th 

species, respectively. Species and mixture properties are related through standard mass-, 

or molar-based mixing rules.  

The above conservation equations are rewritten for an axisymmetric coordinate 

system.  
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Equations (2.6) through (2.10) can be rewritten in vector form as: 
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where U represents the array of conservative variables, F(U) and G(U) represent the flux 

terms in the axial and radial direction, and S(U) represents the source terms.  
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The additional terms appearing in the vector S(U) represent the geometric source 

terms that result from converting the system of equations from Cartesian to an 

axisymmetric coordinate system. 

 

2.3 Species Production Rates 

The present work incorporates a real-gas adaptation (Schmitt and Butler, 1995a) 

of standard elementary reaction modeling with Arrhenius kinetics (Kee et al., 1980). In 

order to calculate the production rate ωk of the k-th species appearing in the governing 

equations, it is first necessary to define the nomenclature and form of a general set of 

elementary reactions as: 

' ''

1 1

KK KK

ki k ki k

k k

   
 

 
              

(i=1,…II)  (2.13) 

where ki  represents the i-th reaction‟s stoichiometric coefficient and k  represents the 

chemical symbol for the k-th species. Knowing the form of the reaction set being 

considered, one can express the production rate of the k-th species as: 

 '' '

1

II

k k ki ki i

i

W q  


    (2.14) 

The rate of progress variable, qi, for the i-th reaction is given by the difference of 

the forward and reverse rates as, 

   

' ''

1 1

ki kiKK KK

i fi k rii k

k k

q k X k X

 

 

     (2.15) 

Here, the forward reaction rate constant is calculated using a standard Arrhenius 

form: 

)/exp( TRETAk ciifi
i 


  (2.16) 
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In Eq. (2.16) the constants Ai, βi and Ei are respectively, the pre-exponential factor, the 

temperature exponent, and the activation energy. These are usually determined 

experimentally at low pressure and therefore are possibly in error when used at the 

extreme high pressures experienced in HGIs.  

 In order to achieve the thermodynamically correct equilibrium state under non-

ideal conditions, the reverse rate kri is determined using the forward rate kfi and a form of 

the equilibrium constant that is consistent with the chosen form of the non-ideal equation 

of state: 

fi

ci

ri

k
K

k
   (2.17) 

The details of how this equilibrium constant is calculated are beyond the scope of this 

research, but can be found in detail in Schmitt (1994). 

2.4 Mass Discharge Rate 

 Depending on the pressure differential across the plane of the exit orifices, mass 

flow rates leaving the inflator can be either subsonic or sonic. This is done by checking 

the ratio of the pressures on either side of the nozzle to determine if the ratio exceeds the 

critical choked flow condition (Zucrow and Hoffman, 1976). This critical ratio is 

calculated as: 

 
1

1

2 


















crP    (2.18) 

 Once the flow condition is determined, the correct function for the mass flow rate 

can be used. If the flow is subsonic the mass flow rate is calculated using: 

  


 /1/2

1

2 

 


 PPPAm flow
   (2.19) 
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where P±=P+/P-, and P+ and P- are respectively the high and low pressures of the gas on 

nozzle‟s interior and exterior.  

 If the flow is found to be sonic, the properties of the gas leaving the inflator are 

independent of the exterior state (i.e., airbag interior).  Given a sonic exit condition, the 

following equation is used to find the stagnation temperature of the fluid at the exit plane: 

 






 
 2

111
2

1
1 MTTo


   (2.20) 

where T1 is the local static temperature, and Mach number is calculated as: 

 
c

VV
M

yx

22


  (2.21) 

with u, v, and c being respectively, the x-velocity, y-velocity, and the speed of sound of 

the gas at the exit plane. Knowing the stagnation temperature, it is possible to determine 

the static temperature at the nozzle exit location. Seeing as the Mach number at the exit is 

always unity, and that To,nozzle = To1, the equation for Tnozzle becomes: 

 






 
 2

1
2

1
1 nozzleonozzle MTT


  (2.22) 

Combining Eqs. (2.19) and (2.22) and setting Mnozzle = 1 gives: 
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 Similar calculations can be performed for pressure and density. Equations for 

Pnozzle and ρnozzle can be seen below. 
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Now that the density at the nozzle is known, the mass flow rate out of the continuum can 

be calculated as: 

 o nozzle nozzlem A c    (2.26) 

Once Tnozzle and Pnozzle are known, it is possible to calculate the energy leaving the system 

as: 

 )5.0( 2chmhm nozzleooo      (2.27) 

2.5 Real Gas Equations of State 

 Based on the high pressure states expected in HGI simulations, the perfect gas 

assumption (PV = mRT) fails to accurately represent the system‟s thermodynamic states. 

In fact, the initial conditions for an HGI initially pressurized to 400 bar is in error by as 

much as 25% if the perfect gas assumption is assumed. Furthermore, during the firing 

cycle the peak inflator pressure can reach as high as 2,000 – 3,000 bar. Therefore, it is 

necessary to develop the system of governing equations using non-ideal (or, “real-gas”) 

thermodynamics. The form of a real gas equation of state is similar to that of the ideal gas 

equation, except that it includes a compressibility term Z, shown in the equation below: 

mRTZPV    (2.28) 

 The compressibility factor is a complex function that is added to adjust the state 

calculations to include non-ideal attractive and repulsive forces that particles experience 

at high temperatures and pressures. A non-unity compressibility factor also affects the 
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form of other thermodynamic properties. For example, the enthalpy of an ideal gas is 

independent of pressure (i.e., H = H(T)), whereas the enthalpy of non-ideal gases depends 

on both temperature and pressure (i.e., H = H(T, P)). 

 The compressibility function of a non-ideal gas must accurately represent the 

entire operating regime of the species contained in the mixture. The real gas equations of 

state proposed by van der Waals, Redlich-Kwong, Soave, and Peng-Robinson (Bergan, 

1991) have been shown to work well for reactive mixtures similar in composition to HGI 

mixtures. All of these equations of state take the form of a cubic equation with 

compressibility as the independent variable. The basic form of a cubic equation of state 

is, 

 Z
3
-(1+B

*
-uB

*
)Z

2
+(A

*
+wB

*2
-uB

*
-uB

*2
)Z-A

*
B

*
-wB

*2
-wB

*3
=0     (2.29) 

Where the non-dimensional attraction term is: 
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*

TR

Pa
A m    (2.30) 

And, the non-dimensional repulsive term is: 

RT

Pb*B m    (2.31) 

Mixing rules are used to find am and bm, and are given as 
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X
i
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1i 1j

 

    (2.32) 

and 

 
i

b
i

Xb
KK

m

1i



    (2.33) 

The remaining constants for the various forms of the cubic equations of state can be 

found in Table 2.1. 
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Table 2.1 Constants for Cubic Equations of State 

 

 

 

2.6 Species Thermodynamic Data at Standard State 

 To calculate specific enthalpy and internal energy, specific heat at standard state 

(P = 1 bar) of species k is calculated using, 
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k3k2k1

o
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TaTaTaTaa
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C
    (2.34) 

where all ank coefficients are from standard JANNAF thermodynamic data. The 

corresponding enthalpy at standard state of species k is calculated using the basic 

thermodynamic expression, 

   dTTCTH

T

0

o

pk

o

k     (2.35) 

Because of the polynomial form of Eq. (2.34), the non-dimensional species enthalpy can 

be rewritten in the form, 
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For reference, the product of a6k and R yield the enthalpy of formation at standard state.  

The mixture enthalpy at the reference state can be expressed by standard mixing rules as: 

  
1

, ,
KK

o o

o k k

k

H T P X X H


    (2.37) 

 

2.7 Mixture Properties at Non-Ideal States 

The gaseous mixture properties are computed in the software package Chemkin 

Real Gas (Schmitt and Butler, 1995b) with reference to the species properties at standard 

state (see, previous section) and a cubic form of the non-ideal equation of state. The 

deviation from ideal state is often referred to as the departure function or non-ideal 

residual. Using the previously defined cubic form of the equation of state (Eq. (2.29)), the 

mixture departure functions for enthalpy take the following forms (Butler and Schmitt)  

van der Walls; 

     )1(,,,, 


 ZRT
ZRT

Pa
XPTHXPTH m

o

o
   (2.38) 

Redlich-Kwong, Soave, and Peng-Robinson; 
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    (2.39) 

Once the real-gas mixture enthalpy is known, the real-gas mixture internal energy can be 

found using: 

 RTZHU     (2.40) 
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CHAPTER 3 

NUMERICAL SOLUTION METHOD 

3.1 General Solution Method 

 The numerical method used in this research was originally developed by (Toro, 

1999) and later adapted by (Ramadan, 2002) for his work on modeling pulsed detonation 

thermal spray devices. In order to accurately handle the sharp change in species at the 

combustion front and shock waves propagating through the inflator‟s combustion 

chamber, a high resolution shock capturing technique was needed. The method used in 

this research was developed specifically to solve the conservation form of the governing 

equations for flows with shock waves. Using a numerical scheme that is capable of 

handling the sharp discontinuities of shock waves will also give the code the ability to 

properly solve the steep gradients in composition that appear at the 

combustion/detonation front.  

The homogeneous part of the governing equations is solved by a Flux Vector 

Splitting technique and a total variation diminishing (TVD) property (Toro, 1999 and 

Hirsch, 1989).  Since the governing partial differential equations for this model are non-

homogeneous, the homogeneous and non-homogeneous parts of the equations are solved 

separately by mathematically “splitting” the equations into two distinct sets of idealized 

equations. The solutions from each sub-solution are then coupled using a time splitting 

method to complete a single step forward in time. The non-homogeneous part of the 

equations becomes a set of ordinary differential equations (ODEs) that can be solved 

using a standard ODE algorithm. The ODE solver used in this research is the Livermore 

Solver for Ordinary Differential Equations (LSODE).  
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3.2 The Time Splitting Method 

 The general vector form of the governing equations are written as: 
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Where U, F(U), G(U) and S(U) are: 
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Dropping the source terms gives the homogeneous form of the equations, 
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     (3.3) 

which is solved using the flux vector splitting technique. The remaining non-

homogeneous terms are written as follows: 

 )(US
t

U





 (3.4) 

and is solved using the ODE solver LSODE. 

 The procedure used in this research has second-order accuracy in time. With the 

initial condition nn UtyxU ),,( the solution 
1nU is found using: 

 )()2/()()2/(1 ntttn UCSCU    (3.5) 
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where the C (i.e., “convective”) and S  (i.e., “source”) operators appearing in Equation 

(3.5) represent the solution of Eqs. (3.3) and (3.4), respectively.  

In Equation (3.5), the solution methodology is best understood by interpreting the 

layered expression from right to left. That is, the solution sequence proceeds as follows: 

 1 ( /2) ( )step t nU C U    (3.5a) 

 2 ( ) 1( )step t stepU S U    (3.5b) 

 1 ( /2) 2( )n t stepU C U     (3.5c) 

 

3.3 Flux Vector Splitting 

 The Flux Vector Splitting technique used in this research is the same as used by 

Ramadan (2002) in his research on Detonation Thermal Spraying. The basic form of a 

one-dimensional Flux Vector Splitting scheme (Steger and Warming, 1981) is written as: 

 0
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
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

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x

F

x

F

t

U
  (3.6) 

where 
F is the flux calculated with a rearward difference scheme and uses only 

information upstream of the location. Similarly,
F is calculated using a forward 

difference scheme and uses only downstream information. The Flux Vector Splitting 

method used in this research uses advanced techniques to properly solve the fluxes for 

flows with shock waves. A description of the detailed step-by-step equations for Flux 

Vector Splitting method in two-dimensions can be found in Appendix A. The equations 

shown in Appendix A represent the exact form of the solution algorithm employed in this 

research. 
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3.4 The Runge-Kutta TVD Scheme 

 Equation (A.63), developed using the Flux Vector Splitting technique described in 

detail in Appendix A, is solved using a second-order Runge-Kutta scheme (Shu and 

Osher, 1988). This scheme is developed to be Total Variation Diminishing (TVD). 

Equations of the form: 

 0









x

f

t

u
  (3.7) 

have the property that xu  /  integrated over the entire domain will not increase with 

time.  Setting )(UL equal to the right hand side of Eq. (A.63), the second order Runge-

Kutta scheme is solved as: 

 )( nn ULtUU       (3.8) 

 )(
2

1
)(

2

11 ULtUUU nn 
     (3.9) 

The time step t for stability reasons is determined by using the Courant-Friedrichs-

Lewy (CFL) condition. The CFL condition is calculated as follows: 

 
tt

t

uc

x
t




 )(    (3.10) 

where u and c are the local velocity and speed of sound, respectively. The CFL condition 

is calculated by using the highest value of uc   in both the axial and radial direction 

over the time step. This method produces a time step that will produce a stable solution 

for flows with shock waves. In order to guarantee that the solution will be stable and that 

the time step is small enough for the source terms solved in the ODE solver, the time step 

used in this research is conservatively chosen as one half of the CFL condition. 
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3.5 Boundary Conditions 

 Figure 3.1 is a representation of the continuum model created for the combustion 

chamber of an HGI. Since the problem is symmetric only half of the domain is 

considered. 

.  

Figure 3.1 Schematic of the computational domain 

 

 

 Only one type of boundary condition is needed for the HGI inflator cylindrical 

geometry. All of the walls (AB, BC, and CD) and the center line (AD) will be treated as 

reflective boundary conditions. In order to achieve this condition it is necessary to have a 

zero velocity in the normal direction at the boundary. To achieve the zero velocity 

condition it is necessary to force the fluxes at each boundary to be zero. This is done by 

using the following conditions for two fictitious points outside of each boundary: 

  

Continuity:  ρ(3) = ρ(0),  ρ(2) = ρ(1) 

 X - Momentum: Vx(3) = -Vx (0),  Vx (2) = -Vx (1) 

 Y - Momentum: Vy (3) = Vy (0),  Vy (2) = Vy (1) 

Energy:  E(3) = E(0),  E(2) = E(1) 

Species:  ρYk(3) = ρYk(0), ρYk(2) = ρYk(1) 
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A depiction of the fictitious cells can be seen below in Figure 3.2. 

 

Figure 3.2 Cell depiction at boundaries 
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3.6 Overall Numerical Procedure 

 In summary, the overall numerical procedure for the solution of the governing 

equations is as follows: 

(1) The code first determines the proper t for this time step by solving Eq. (3.10) in 

both the axial and radial direction. The homogeneous part of the governing 

equations is then solved for half a time step using the two step Runge-Kutta 

method described in Section 3.4. This solution yields an intermediate solution of 

the conserved variables. From the conserved variables the density, velocity, 

internal energy, and mass fraction for each cell are determined from the 

constitutive relations. Using these primitive variables it is then possible to 

calculate the gas temperature and pressure using the chosen real gas equation of 

state.  

(2) The remaining non-homogeneous parts of the governing equations include the 

combustion, venting, and geometric source terms. These are solved for a complete 

time step using the ODE solver LSODE. The initial conditions for the solver 

come from the solution of the two step Runge-Kutta scheme in step (1). The 

temperature, pressure and other gas properties are again calculated as described in 

step (1). 

(3) Eq. (3.10) is solved again for a half step using the Runge-Kutta method in step 

one. This time the initial conditions are the output from step (2). The output from 

this step is then stored as the solution for one complete time step. 
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CHAPTER 4 

VALIDATION 

4.1 Introduction 

 This chapter presents results for four unique test cases used to validate the 

governing equations and the numerical method chosen to simulate the HGI ballistic 

cycle. The four test cases are as follows: 

1. Test Case 1 - Shock Tube: This case provides a test of the Euler form of the 

governing equations as well as the numerical solution algorithm in resolving a 

shock discontinuity as it propagates through the HGI domain. Assuming the fluid 

is an ideal gas with constant specific heat, an exact theoretical solution exists and 

can be used for direct comparison with the code‟s numerical solution. In addition 

to matching the theoretical wave speeds, the HGI code must also resolve the 

shock thickness to an acceptable level. 

2. Test Case 2 - Constant Volume Explosion: Here, the form of the real-gas equation 

of state, mass-production rate, and conservation of energy equations are tested 

using a constant-volume reaction case where the reactants undergo transformation 

through a set of elementary reactions to final equilibrium products. Again, a 

theoretical solution exists from equilibrium theory that can be used for 

comparison with the numerical solution. 

3. Test Case 3 - Isentropic Venting: This test case compares the theoretical rate of 

sonic venting from a well-mixed chamber with the solution generated from the 

HGI simulation code. Again, under ideal assumptions an exact theoretical solution 

is obtainable. 

4. Test Case 4 - Detonation: Replicating the theoretical solution for a steady-state 

gaseous detonation by solving the time-dependent form of the conservation 

equations presents a unique test of several features of the solution methodology. 

The simulation must accurately reproduce the dynamics (i.e., wave speed) as well 

as the shock thickness and thermodynamic states of the products.  
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4.2 Test Case 1 - Shock Tube 

 The shock tube problem is a common case that is often used to determine a CFD 

code‟s ability to handle shock waves. A shock tube consists of a closed, elongated tube 

that is divided into high and low pressure regions by a diaphragm. In Fig. 4.1, the high-

pressure region is designated as 4, whereas the low-pressure region is designated as 1.  

 

Figure 4.1 Illustration of Test Case 1 - Shock Tube. 
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At time t = 0, the diaphragm separating the high- and low-pressure regions is broken and 

an initial pressure discontinuity (P2/P1) propagates left-to-right into the low-pressure 

region. The wave travels at supersonic speed. This wave can be seen in Fig. 4.1 labeled as 

„a‟. At the same time, an expansion wave moves right-to-left into the high-pressure 

region. The head wave „d‟ and tail wave „c‟ both move at the local speeds of sound of 

region 4 and region 3, respectively. For a full description of the analytical solution to the 

perfect-gas, constant specific heat shock tube case, see Appendix B. 

 For this validation study, the shock tube is filled with argon with a constant 

specific heat ratio of γ = 1.66. This test case was selected in order to compare with the 

analytic solution which also assumes a constant specific heat. For the test case, the high-

pressure region has the initial conditions of p = 163.68 atm and T = 1,900 K. The low 

pressure side has p = 1 atm and T = 300 K. The numerical grid size used in this study was 

Δx = 0.25 mm. 

 The results for the study are compared at t = 0.1 ms in Figs. 4.2 - 4.7. The 

pressure profiles in Figs. 4.2 and 4.3 illustrate that the shock wave discontinuity is 

captured in approximately 6 grid points, or 1.5mm. The closer view seen in Fig. 4.3 

displays that the magnitude of the shock is predicted very accurately. The contact 

discontinuity, seen only in the density and temperature plots, appears to have quite a bit 

of smearing. Despite the smearing, the position and magnitude of the contact 

discontinuity match the theoretical solution very well. The plots also show that the 

expansion region, the head expansion wave, and tail expansion wave all compare very 

well with the theoretical solution. 
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Figure 4.2 Shock Tube: Absolute pressure at t = 0.1 ms. 

 

 

 

Figure 4.3 Shock Tube: Enlarged view of absolute pressure at t = 0.1 ms. 
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Figure 4.4 Shock Tube: Density at t = 0.1 ms. 

 

 

 

Figure 4.5 Shock Tube: Enlarged view of density at t = 0.1 ms. 
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Figure 4.6 Shock Tube: Temperature at t = 0.1 ms. 

 

 

 

Figure 4.7 Shock Tube: Velocity at t = 0.1 ms. 
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4.3 Test Case 2 – Constant-volume Explosion 

 The constant-volume explosion study was done to check the HGI simulation 

code‟s ability to accurately predict the final equilibrium state for a reactive mixture 

undergoing a change in chemical composition in an adiabatic, constant-volume process. 

The initial conditions for this study are listed in Table 4.1. 

Table 4.1 Test Case 2: Initial conditions 

Temperature (K) 300 

Pressure (atm) 400 

Mass % -H2 0.01297 

Mass % - O2 0.23000 

Mass % - N2 0.75700 

Mass % - H2O 0.00000 

Mass % - OH 0.00000 

 

The study was performed using both the ideal and real gas equations of state. The 

predicted final state for each equation of state is given in Tables 4.2 - 4.5. The data from 

each of the cases shows that the HGI code was able to accurately reproduce the final state 

predicted by equilibrium theory (RGEQUIL). 

Table 4.2 Constant-volume Explosion: Final state - Ideal Gas EOS 

 
Theory Model 

Temperature (K) 1875.2 1875.2 

Pressure (atm) 2302.4 2302.4 

Mass % -H2 8.7004E-08 8.6993E-08 

Mass % - O2 1.2697E-01 1.2697E-01 

Mass % - N2 7.5705E-01 7.5705E-01 

Mass % - H2O 1.1587E-01 1.1587E-01 

Mass % - OH 1.1060E-04 1.1060E-04 
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Table 4.3 Constant-volume Explosion: Final state - Nobel-Abel EOS 

 
Theory Model 

Temperature (K) 1875.2 1875.2 

Pressure (atm) 2302.4 2302.4 

Mass % -H2 8.7004E-08 8.6994E-08 

Mass % - O2 1.2697E-01 1.2697E-01 

Mass % - N2 7.5705E-01 7.5705E-01 

Mass % - H2O 1.1587E-01 1.1587E-01 

Mass % - OH 1.1060E-04 1.1060E-04 

 

 

Table 4.4 Constant-volume Explosion: Final state - van der Waals EOS 

 
Theory Model 

Temperature (K) 1896.8 1896.8 

Pressure (atm) 3001.1 3001.1 

Mass % -H2 5.2517E-08 5.2535E-08 

Mass % - O2 1.2697E-01 1.2697E-01 

Mass % - N2 7.5705E-01 7.5705E-01 

Mass % - H2O 1.1587E-01 1.1588E-01 

Mass % - OH 1.1003E-04 1.1003E-04 

 

 

Table 4.5 Constant-volume Explosion: Final state - Redlich-Kwong EOS 

 
Theory Model 

Temperature (K) 1864.9 1864.9 

Pressure (atm) 2702.5 2702.5 

Mass % -H2 5.3548E-08 5.3137E-08 

Mass % - O2 1.2697E-01 1.2697E-01 

Mass % - N2 7.5705E-01 7.5705E-01 

Mass % - H2O 1.1588E-01 1.1588E-01 

Mass % - OH 9.5393E-05 9.5399E-05 
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4.4 Test Case 3 - Isentropic Venting 

 In order to isolate a test case on the nozzle outflow source term, a case was run to 

compare the HGI simulation against theory for an isentropic discharge of a thermally 

perfect gas through a sonic nozzle. Here, the ideal solution assumes that the gas contained 

within the high-pressure chamber maintains spatially uniform pressure as the gas 

discharges. That is, it is assumed that pressure disturbances created by the outflow of gas 

travel at an infinite speed of sound and therefore the chamber pressure equilibrates 

instantaneously. Given these assumptions, the analytic solution for the isentropic blow-

down was calculated using (Saad, 1993): 
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Equations (4.1) and (4.2) assume constant specific heat ratio. The HGI numerical 

solution calculates the specific heats as a function of temperature. Therefore, argon is 

used so that the specific heat ratio is constant for both solutions. The 241.8cc chamber is 

filled to an initial pressure of 10 atm and an initial temperature of 1,000 K. For the first 

case the grid in the numerical solution is reduced to (1 x 1) in order to neglect wave 

effects. The results from this initial test can be seen in Fig. 4.8.  The graph shows that the 

code, using the method described in Section 2.3, produces results that are very close to 

the analytical case. 

 Next, to include wave effects, the same test was performed with a more realistic 

one-dimensional grid. The source term for the nozzle outflow was located in the first 
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computational cell on the left side of the inflator‟s chamber. The results from four cases 

that use progressively finer meshes can be seen in Fig. 4.9. It is clear from the results that 

there is a significant effect on the results due to the wave action. The solution oscillates 

around the analytical result as the pressure wave, formed by the initial pressure drop in 

the venting cell, moves along the length of the tube. The numerical solution does seem to 

under-predict the time to vent all of the gas when compared to the analytical result. This 

is due to a pressure and temperature drop that occurs near the nozzle. As the temperature 

drops, the speed of sound at the nozzle decreases and the density increases. Both of these 

have an effect on the nozzle outflow, explaining the difference in the solution.  

 

 

Figure 4.8 Isentropic Discharge: Volume-averaged pressure decay. 
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Figure 4.9 Isentropic venting: Pressure profiles assuming 1D continuum 

 

 

 

4.5 Test Case 4 - Detonation 

 The final validation cases run for the HGI code is a test of its ability to reproduce 

the characteristic features of a theoretical, steady-state detonation wave. Since the HGI 

conservation equations derived in Chapter 2 are cast in the generalized transient form, 

this implies that the solution to the HGI equations must demonstrate transition to a 

steady-state detonation propagating through space. This type of validation study provides 

a means to test the code‟s ability to converge on a theoretical, steady-state solution to a 

very complex shock-driven, supersonic reaction, starting from an initial non-detonation 

state. The process of transitioning from a slow burning, subsonic reaction wave to a 

supersonic detonation wave is referred to as Deflagration to Detonation Transition. 
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Detonation waves are driven by a non-reactive shock waves traveling through a 

reactive gas mixture. When the shock wave compresses the unburned gas, it causes an 

almost instantaneous increase in the temperature and pressure. If the fluid is assumed to 

be inviscid, the change in thermodynamic state is instantaneous. Moving in a reference 

frame travelling with the shock front, the “instantaneous increase” can be interpreted as a 

zero-thickness shock discontinuity. If the shock strength is large enough, this rapid 

increase in temperature can cause the gas following the wave to chemically react. This 

chemical reaction sustains the shock wave and propels it at supersonic speed relative to 

the oncoming fluid. The reaction zone is defined as the region from the state immediately 

behind the shock front to the location where the reaction is complete and the products of 

combustion are moving at the sonic velocity relative to the shock front. By definition, this 

state is referred to as the Chapman-Jouguet (CJ) point (Kuo, 1986) and the CJ properties 

are uniquely defined for a given reactive mixture. Knowing the initial state of a reactive 

mixture, CJ theory can be used to predict the speed at which the wave moves, Dcj, and the 

properties of the products (Tcj, Pcj, and composition). It should be noted that CJ theory 

does not predict anything about the structure of the reaction front. For that, one must 

solve the time evolving reaction equations. Thus, the challenge in this validation study is 

to reproduce both the correct CJ detonation properties as well as the approximate reaction 

zone thickness in HGI.  

The initial conditions for the detonation test case are listed in Table 4.6. This 

represents a stoichiometric H2/O2 mixture at elevated initial pressure and ambient 

temperature. 
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Table 4.6  Detonation wave test case initial conditions 

Temperature (K) 300 

Pressure (atm) 100 

Mole % -H2 0.6667 

Mole% - O2 0.3333 

 

For the initial conditions given in Table 4.6, the steady state detonation wave properties 

predicted by CJ theory are given in Table 4.7 

Table 4.7  Theoretical CJ detonation state properties. 

  C-J STATE   

D 326553.5 (cm/s) 

U 139086.5 (cm/s) 

P-CJ 2197.8 (atm) 

T-CJ 4683.69 (K) 

RHO-mix 8.15E-02 [g/cc] 

 

A high pressure reaction mechanism used by (Schmitt and Butler,1995a) was be 

used in the HGI code to most accurately reproduce the theoretical results. This reaction 

file is shown in Table 4.8. 

Table 4.8 High Pressure, Hydrogen-Oxygen Reaction Mechanism 

  REACTIONS   Ai βi Ei 

1 H+O2 = OH+O 1.91E+14 0 1.64E+04 

2 H2+O = H+OH 5.13E+04 2.67 6.29E+03 

3 OH+H2 = H+H2O 2.14E+08 1.51 3.43E+03 

4 OH+OH = O+H2O 5.63E+11 0.31 1425 

5 H2+M = H+H+M 8.51E+19 -1.1 1.04E+05 

6 H+OH+M = H2O+M 1.38E+23 -2 0.00E+00 

7 H+O2 = HO2 4.79E+13 0 -384.8 

8 H+HO2 = OH+OH 1.70E+14 0 8.70E+02 

9 H+HO2 = H2+O2 6.61E+13 0 2.13E+03 

10 HO2+O = O2+OH 1.74E+13 0 -399.1 

11 OH+HO2 = H2O+O2 1.45E+16 -1 0 

12 H2O2+OH = H2O+HO2 1.75E+12 0 318 

13 HO2+HO2 = H2O2+O2 1.70E+13 0 4211.28 
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14 OH+OH = H2O2 7.59E+13 -0.37 0 

15 H2O2+H = HO2+H2 4.79E+13 0 7.95E+03 

16 H2O2+H = H2O+OH 1.00E+13 0 3.59E+03 

17 O+H+M = OH+M 4.68E+18 -1 0 

18 O+O+M = O2+M 3.98E+14 0 -1.79E+03 

19 H2O2+O = OH+HO2 9.55E+06 2 3.97E+03 

 

The reaction constants appearing in Table 4.8 are defined in Eq. (2.16), the expression for 

an Arrhenius forward reaction. In order to start the detonation wave in the HGI code, a 

small number of computational cells on the left side of the domain were initialized with 

the final properties of a constant volume explosion and a velocity of 3,000 m/s. In order 

to determine the appropriate grid size to accurately predict the CJ conditions, it was 

necessary to determine what the width of the reaction zone would be. Using Figure 4.10, 

found in Schmitt and Butler (1996), the approximate width of the combustion zone for an 

initial pressure of 100 atm was estimated to be around 5μm. Therefore, in order to 

accurately predict the results in HGI, the grid size would have to be less than 5μm. In 

order to reach such a small grid size and still maintain a reasonable total number of grid 

points and total computational time, the length of the domain was set to 2 cm. A series of 

cases was run in order to determine the appropriate grid size needed to properly resolve 

the combustion zone. These cases used grid sizes that varied from 20 μm to 0.5 μm. The 

best results for the CJ condition were found by locating the point where 95% of the 

reaction had been completed. The results from these runs can be seen below as Figs. 4.11 

– 4.15. 
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Figure 4.10  Reaction zone length as a function of initial pressure, taken from Schmitt 

(1994) 

   

 

 

Figure 4.11  CJ – Temperature (K) 
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Figure 4.12  CJ – Pressure (atm) 

 

 

 

Figure 4.13  CJ – Density (g/cm
3
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Figure 4.14  Gas velocity behind the wave (m/s) 

 

 

Figure 4.15  Detonation wave velocity (m/s) 
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As demonstrated in Figs. 4.11 – 4.15, the solution for the detonation wave case 

changed until the grid size was reduced to less than the width of the combustion zone. 

This displays that in order to properly resolve the combustion zone which was around 

5μm that there needed to be at least 5-10 points in the zone. Looking at Fig. 4.11, the 

temperature is higher than predicted by theory. Further investigation of the higher 

temperature showed that the majority of the reaction took place quickly inside the 5 μm 

combustion zone, but some of the reactions for the minor species continued far behind 

the reaction zone. This also explains why the results were best if taken when the reaction 

was 95% complete. If the reaction mechanism was modified to increase the speed of 

these minor reactions the results for the temperature should improve. The output for the 

rest of the variables examined was very close to the output predicted by theory. This 

proves the codes ability to predict the gas dynamics, handle large magnitude shock 

waves, and accurately calculate the appropriate heat release required to reach the 

theoretical detonation wave speed. 
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CHAPTER 5 

RESULTS 

5.1 Background – HGI State Calculations 

 

Assembling an HGI requires precise control over the quantities of fuel, oxidizer, 

and air that are introduced into the inflator canister. This is necessary to ensure that the 

HGI has the prescribed initial state (pressure, density, chemical composition), and 

therefore functions exactly as designed. For example, a 1% error in the amount of 

hydrogen changes the stoichiometry enough to fail the prescribed performance 

specifications.  Because of the extreme fill pressure of an HGI, the ideal gas assumption 

cannot be used to calculate state properties. Instead, it is necessary to use a real gas 

equation of state to reduce the error caused by neglecting the intermolecular forces that 

are more significant at high pressures and temperatures. In this chapter, state calculations 

are made using real gas equations of state that have been previously shown to represent 

the HGI non-ideal states. In all cases examined in this work, the inflator is filled with a 

13% hydrogen (by volume) and 87% air mixture that is initially pressurized to 

approximately 42 MPa (6,000 psi).  

Testing and qualification of an HGI is different from the actual in-vehicle 

functioning. When testing an HGI in the laboratory the inflator is placed in a rigid test 

chamber so that the properties of the combustion products can be recorded in a well-

controlled environment. The difference between normal in-vehicle inflator operation and 

laboratory qualification testing is illustrated in Fig. 5.1. As illustrated in the figure, the 

volume of an airbag changes dramatically during deployment (top-half of Fig. 5.1). The 

volume initially increases due to the venting of the inflator, but then decreases as the  
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Figure 5.1  Illustration of HGI inflating vehicle airbags (top)  

and typical constant-volume test apparatus (bottom). 

                     

occupant comes in contact with the bag. During this process, the bag maintains a 

relatively constant pressure. For comparison, the standard “tank test” used for inflator 

qualification is a process that fills a tank of constant volume (bottom-half of Fig. 5.1). 

Therefore, as the products of combustion vent into the tank, the pressure increases. The 

analysis performed herein will focus on the tank test. A number of relevant states during 

the filling and deployment were chosen for the analysis. They are: 

State A (Fig. 5.2): Inflator - Ambient conditions prior to filling. 

State B (Fig. 5.3): Inflator – After hydrogen has been added. 

State C (Fig. 5.4): Inflator – Immediately after Air/He has been added. 

State D (Fig. 5.5): Inflator – After State C has thermally equilibrated with ambient 

temperature (300 K) 

State E (Fig. 5.6): Tank – Ambient conditions prior to inflator discharge. 
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Figure 5.2 State A – Ambient state before filling begins. 

 

 

Figure 5.3 State B - After hydrogen is added. 

 

 

Figure 5.4 State C - After Air-He is added. 

 

 

Figure 5.5 State D - Completely filled inflator cooled to 300 K. 
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Figure 5.6 State E – Initial state in tank at 300 K. 

 

 

Figure 5.7 State F - Inflator after combustion. 

 

 

Figure 5.8 State G - Inflator after venting. 

 

 

 

Figure 5. 9 State H - Tank after venting. 
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State F (Fig. 5.7): Inflator – After combustion, prior to discharge. 

State G (Fig. 5.8): Inflator – After discharge to tank. 

State H (Fig. 5.9): Tank – After inflator discharges into tank. 

 

In Fig. 5.2, the ambient air that is present in the inflator and tank is represented by 

the blue particles. In Fig. 5.3, red dots are used to represent the hydrogen that was added 

to the system. The increase in pressure also causes an increase in the temperature in the 

inflator, which is represented by its pink background. In Fig. 5.4, the additional blue dots 

represent the additional air added to the system. The darker background shade of red 

represents the increase in temperature associated with the increase in mass and pressure. 

For a typical HGI the pressure at State D (after cooling to ambient temperature) is 

approximately 400 atm. 

From the combustion of the hydrogen gas, the temperature and pressure in the 

inflator increase dramatically, reaching approximately 1,600 K and 2,000 atm (Fig. 5.7). 

In Fig. 5.7, the red dots, which previously represented hydrogen, have been replaced with 

green dots to represent the formation of water vapor. The color of the background in the 

inflator has changed to a bright red to represent the extremely high temperature and 

pressure in the inflator. The last two states that are calculated are the final states for the 

inflator (State G) and the tank (State H).  

5.2 Results – HGI State Calculations 

 The mass of inflator gas at State D is a critical design target for HGIs and will be 

presented as the independent variable in the following discussion. For the calculations 

performed here, the volume of the canister is fixed at Vi = 283.5 cc, and the tank volume 
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is Vt = 60 L. In addition, the Redlich-Kwong form of the cubic equation of state was 

chosen for these calculations since it has been shown to accurately represent hydrogen-air 

mixtures at the states being considered. The analysis focuses on States D, G and H, where 

error in the pressure can affect energy-release and mass-flow rates.  

Figure 5.10 displays the relationship between inflator gas mass and pressure at 

State D, illustrating how the error in the ideal gas model becomes non-negligible as initial 

pressure increases above 300 - 350 atm, typical minimum fill pressures for HGIs. 

Likewise, Fig. 5.11 illustrates the post-combustion, pre-discharge condition (State F). 

During discharge, sonic nozzle flow from the inflator to the tank is linearly dependent on 

the inflator pressure. If the pressure is calculated incorrectly, it will translate into an 

incorrect mass-flow rate.  

 

Figure 5.10 State D - Inflator pressure after cooling to ambient temperature calculated 

using Redlich-Kwong (RED) and Ideal Gas (IGA) equations of state. 
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Figure 5.11 State F - Inflator pressure after combustion and before discharge. 

 

 

Figures 5.12 and 5.13 illustrate how neglecting the compressibility factor throughout the 

process can affect the final tank state (State H), even though the compressibility factor at 

State H is close to 1.0. Finally, Table 5.1 displays the relative error involved with use of 

the ideal gas law relative to the real gas calculations made with the Redlich-Kwong 

equation of state. The highlighted row in Table 2 is representative of a common fill level 

in an HGI. When typical HGI cases were examined, it was found that many of the higher 

pressure states had approximately 20% error relative to the same case evaluated with the 

Redlich-Kwong Real Gas equation of state. Thus, it is suggested that a Real Gas equation 

of state be used when computing state properties for the current HGI designs. 
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Figure 5.12 State H - Tank pressure after inflator discharge. 

 

Figure 5.13 State H - Tank temperature after discharge. 
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Table 5.1 Relative error between ideal gas and real gas equations of state for HGI. 

 

 

5.3 Results – HGI Transient Simulations 

 The previous section presented results for HGI state calculations using both the 

ideal gas and real gas equations of state. In this section, results are presented for HGI 

transient 1D simulations. The code has 2D capabilities, but since flow in the axial 

direction dominates and to decrease the run time of the simulation these initial test cases 

were performed using a 1D grid. Test cases are run using both the ideal gas and real gas 

equations of state. Again, the real gas equation of state that is used for all of the cases is 

the Redlich-Kwong. For both cases, the HGI combustion canister is initialized with the 

same initial mass, gaseous composition, and temperature. The volume of the bottle is 

241.8 cc and the canister is 25cm in length. The cylinder has igniters on both ends, and 

for this test they will be triggered simultaneously. The ignition process is simulated by 

artificially raising the temperature for the species production equations in the first few 

centimeters on each end of the canister. To accomplish this, velocity and burn depth are 
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prescribed for both igniters. Using time and velocity, the position of the end of the igniter 

„jet‟ is calculated. As the jet enters a new cell the temperature is increased in a linear 

fashion from just below the auto-ignition temperature of hydrogen to a value of 1,200 K. 

Once the jet has moved through a cell, the temperature remains at 1,200 K until the jet 

reaches the maximum burn depth. If the temperature of any of the cells in the ignition 

zone reaches a temperature above the ignition temperature calculated for the cell, the 

combustion subroutine is given the higher value. Once the jet reaches its prescribed burn 

depth the ignition is shut off and the combustion calculations return to using the actual 

cell temperature. It should be emphasized that this particular method of simulating the 

igniter reproduces the transient ignition process through a prescriptive algorithm, and is 

non-physical. Future models should incorporate a more physical-based ignition model. 

 In actual gas inflator tests the product gasses exit into a diffuser section and then 

into nozzles oriented in a radial fashion in order to produce no net force on the combustor 

(see, Fig. 1.4). The combustion chamber and the diffuser are separated by a burst disk 

that opens when the pressure inside the combustion chamber reaches a prescribed value. 

During a typical inflator ballistic cycle, the burst disk opens well before combustion of 

the canister gas is complete. In order to make the results of the test easier to examine, the 

simulation will be split into two parts: a combustion portion and a venting portion. In the 

combustion portion of this simulation the combustor burns completely. Then, after the 

combustion is complete, the vents open and the gas vents into a 60 L discharge tank. The 

prescribed time for the vents to open is t = 20 ms for all cases. The initial state for both 

cases is given in Table 5.2. 
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Table 5.2 HGI initial conditions 

Initial Conditions 

Mass (g)  96.6 

Temperature (K)  300 

Mass % H2 15.83 

Mass % O2 17.68 

Mass % N2 66.49 

Mass % H2O  0.000 

 

 The results from both the ideal gas and real gas simulations are shown in Figs. 

5.14 – 5.17. Both cases use a reduced reaction chemical kinetics set created by the author. 

This set was created due to the lack of reliable reaction sets developed for pressures as 

high as 400 atm. This was done using a known characteristic burn time, for this style of 

inflator, of around 10 ms. Since the grid size necessary to run this test would be affected 

by the reaction file (i.e. the width of the reaction zone is affected by the reaction 

mechanism), a grid size slightly smaller than that used in the shock tube validation test is 

used. A grid of 1,600 cells was selected to discretize the 25 cm tube, which produces to a 

grid size of 156.25 μm. Using the reaction set it was found that the reaction zone was 

around 1 cm. This means that there are approximately 64 grid points within the reaction 

zone at any time. Given the number of cells in the combustion zone and that the grid is 

much smaller than necessary to accurately predict the gas dynamics, a grid analysis was 

not performed. Given that the main goal of this analysis is to compare the use of ideal and 

real gas equations of state and not to compare against actual test runs, it is believed that 

this is a reasonable assumption. 
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Figure 5.14 HGI Pressure at nozzle end of the inflator. 

 

Figure 5.14 displays results for the two cases considered.  The first feature to 

notice is the initial inflator pressure. Given that the specified initial conditions maintain 

the mass and temperature of the gas inside the inflator constant, a different initial 

pressure is calculated for each equation of state. After 1 ms the ignition process is 

complete and the gas begins to deflagrate from the igniters towards the centerline. The 

combustion continues until each run reaches its peak pressure. For the ideal gas and real 

gas equations of state this time is 14.5 ms and 8.54 ms, respectively. Peak pressures for 

both of the cases differ as well. The ideal case reaches a maximum pressure at the 

diffuser end just above 5,440 atm (80,000 psi), where the real gas case reaches a 

maximum pressure of around 7,480 atm (110,000 psi).  
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Figure 5.15 HGI Combustor pressure at the nozzle end of inflator, Redlich-Kwong EOS, 

enlarged view of pressure oscillations before venting, 18-20 ms 

 

Another obvious feature for both cases is the longitudinal pressure oscillations in 

the inflator. After combustion is terminated, and before the nozzles open at 20ms, the 

frequencies of the oscillations in both cases become very clear. It is clear that the real gas 

case has a much higher frequency that that of the ideal case. Closer measurement of the 

data reveals that the average period of each pressure cycle is around 0.1656 ms (6,036 

Hz) for the real gas case and 0.2636 ms (3,794 Hz) for the ideal gas case. The wave for 

each of these cycles is traveling 12.5 cm from the igniter to the middle of the canister 

where, due to the symmetry of the dual ignitor setup, the wave is reflected back and 
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m/s for the real and ideal cases, respectively. These are close to the speed of sounds of 

863 and 1371 m/s predicted by theory. Figure 5.15 displays that the magnitude of the 

pressure oscillations for the Redlich-Kwong EOS after combustion, is around 18.9 MPa 

(2740 psi). These destructive pressure waves fluctuate around the constant volume final 

pressure of 362 MPa (52527 psi) predicted by theory. 

The next stage of the simulation examines how the gas assumption affects the gas 

discharge into the 60 L test tank. Figure 5.16 demonstrates that the final inflator pressure 

(i.e., pre-discharge) for the real gas case is much higher than that of the ideal gas case. 

These profiles are for the nozzle end of the inflator. This difference in pressure causes the 

nozzle outflow for the real case to be much higher than that of the ideal case. This is 

because sonic nozzle flow is linearly dependent on the inflator pressure as shown in Eq. 

(2.19). This higher outflow results in a faster increase in tank pressure during the first few 

milliseconds of discharge. Accurately predicting the discharge tank pressure-rise rate is 

important since it is one of the design specifications controlled by Federal requirements. 

On the contrary, Fig. 5.17 shows that there is little difference in the predicted final tank 

pressure. 
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Figure 5.16 HGI Combustor pressure at the nozzle end of inflator, with venting 
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Figure 5.17 Pressure data for the 60L test tank 

 

 Since many of these key design parameters are greatly affected by the type of gas 

assumption used, it is clear why the use of the more accurate real gas assumption is 

necessary. For example, if the combustor is designed using the ideal gas assumption the 

higher peak pressure predicted by the real gas equation of state means that it is possible 

that the combustor bottle could unexpectedly rupture during operation. The total time 

taken to react and vent the products is a very important design parameter for an 

automotive airbag inflator.  If this time is overestimated by assuming ideal gas the 

inflator may perform outside of its design constraints.  
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CHAPTER 6 

CONCLUSIONS AND RECOMMENDATIONS 

 In order to properly model the wave dynamics seen in Heated Gas Inflators, a 

CFD model was added to an existing Airbag Inflator Model capable of performing real 

gas equation of state calculations. A high resolution shock capturing technique was used 

in order to handle the sharp discontinuities from pressure waves and in the species 

equations at the combustion front. The code was validated using well-documented tests 

with known analytical or theoretical solutions. The error associated with using the ideal 

gas assumption for volume averaged state calculations was quantified in Table 5.1. To 

determine the effect the equation of state has on the final state properties, combustion, 

wave dynamics, and nozzle outflow, two test cases were run using both the ideal gas 

assumption and the Redlich-Kwong real gas equation of state. From these test cases it 

was determined that the need for real gas equations of state was significant. The chosen 

equation of state had a considerable effect on key design parameters such as the initial 

pressure, flame propagation, peak combustor pressures, and mass flow rate into the test 

tank. The total combustion time for the ideal gas case was over 40% slower than that of 

the real gas simulation. The peak pressure in the combustor was much higher for the real 

gas case, around 38% higher than that calculated using ideal gas. When comparing the 

mass flow at the output nozzle it was found that the real gas case, due to its higher 

pressure, had a much higher flow rate than that of the ideal case, resulting in a faster rise 

in pressure in the 60 L test tank. These are just some of the key design parameters that are 

affected by the state calculations inside the combustion chamber. If ideal gas is assumed 
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at these high pressures not only will the calculations for the design parameters be 

incorrect, the performance of this safety device could be compromised. 

 In the future, the Airbag Inflator Model can be used to determine the effects of 

other design parameters such as ignition delay times or the outcome of using different gas 

compositions. Other parameters such different initial temperatures, found in extremely 

hot or cold environments, have been known to cause significant effects on inflator 

performance. The studies performed in this analysis were done in one dimension. Further 

investigations could be done using the codes already existing 2D axisymmetric 

capabilities to more accurately model the inflator process. Implementing the 2D abilities 

allows the use of more realistic nozzle outflow calculations and ignition methods. One 

common ignition method that could be used is to inject very hot nonreactive gas at the 

center cells on each end of the cylinder. This would more closely simulate the hot 

products that are shot into the inflator by the ignitors. 

 More investigation should be done on finding an accurate way of simulating the 

chemical kinetics at these high pressures. Once an accurate reaction mechanism is 

developed, a grid analysis should be performed to determine the appropriate grid size for 

the new reaction mechanism. Once this is done, the model could be compared to actual 

inflator experimental data. After the simulations accurately reproduce the results from the 

experimental data, the code could be used for initial design modifications. This could 

reduce the number of prototypes that need to be manufactured and tested, reducing the 

total cost of the inflator design.  
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APPENDIX A 

 

NUMERICAL SOLUTION METHOD 

 

A.1 Time Splitting Method 
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Figure A.1 Cell interfaces in two dimensional space 
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APPENDIX B 

SHOCK TUBE ANALYTICAL SOLUTION 

B.1 Shock Tube Solution 

 The velocity of the shock is: 
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The velocity of the gas in region 2 is: 
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and: 

 23 VV              (B.3) 

The density ratio across the shock is: 
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The temperature in region 3 is calculated using: 
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where 

 23 pp              (B.6) 

With T3 known it is possible to calculate the c3. The velocity of the tail wave in the 

expansion region is: 
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The velocity of the head wave in the expansion region is calculated as: 

 4cVhead              (B.8) 

In order to determine the pressure curve in the expansion wave, the linear velocity profile 

was used to calculate the velocity at any point in the expansion wave. Knowing the 

velocity it is possible to calculate the pressure curve in the expansion region using: 
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All other state calculations properties were found using the ideal gas equation of state. 
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