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ABSTRACT

With the rapid adoption of automatic guidance systems, automated path planning has
great potential to further optimize field operations. Field operations should be done in a
manner that minimizes time, travel over field surfaces and is coordinatedpeitific field
operations, machine characteristics and topographical features ef laratd. To reach this
goal, intelligent coverage path planning algorithm is key. This dissertatiomants our

innovative research in optimal field coverage path planning on both 2D and 3D surfaces.

To determine the full coverage pattern of a given 2D planar field by using
boustrophedon paths, it is necessary to know whether to and how to decompose a field into
sub-regions and how to determine the travel direction within each sub-region. A geomet
model was developed to represent this coverage path planning problem, and a path planning
algorithm was developed based on this geometric model. The search mechanism of the
algorithm was guided by a customized cost function resulting from thesaafydifferent
headland turning types and implemented with a divide-and-conquer strategy. Thexitympl
of the algorithm was analyzed, and methods for reducing the computationaldmme w
discussed. Field examples with complexity ranging from a simple convex shape t
irregular polygonal shape that has multiple obstacles within its interier tested with this
algorithm. The results were compared with other reported approaches asfacheal
driving patterns. These results indicated the proposed algorithm was effegireelucing

optimal field decomposition and coverage path direction in each sub-region.

In real world, a great proportion of farms have rolling terrains, which have
considerable influences to the design of coverage paths. Coverage path plannisgac&D
has a great potential to further optimize field operations. To design optimahgeveaths
on 3D terrain surfaces, there were five important steps: terrain modeting@resentation,
topography impacts analysis, terrain decomposition and classification, gewast analysis
and the development of optimal path searching algorithm. Each of the topics wagateest
in this dissertation research. The developed algorithms and methods wessfsligce
implemented in software and tested with practical 3D terrain farm figttisvarious

topographical features. Each field was decomposed into sub-regions basedron terra
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features. An optimal “seed curve” was found for each sub-region and paralldgepaths

were generated by offsetting the “seed curve” sideways until the wholegah-veas

completely covered. Compared with the 2D planning results, the experimeuts o¢SD
coverage path planning showed its superiority in reducing both headland turning cost and soil

erosion cost.



CHAPTER 1. GENERAL INTRODUCTION
1.1 Introduction

In 2004, in the United States, there were 2,107,925 farms of 990,724,750 acres in
total (Economic Research Service/lUSDA, 2007) and 3,223,017 annual person equivalents of
labor (6,446,034,000 hours of labor per year) spent on various in-field farming operations.
With these operations, there were also huge consumptions of fuel, machine maintenance
chemicals and fertilizer. The development of technologies for improving tbeefieciency
is therefore of great significance. With the rapid adoption of automatic guidgsteens in
agriculture, automated path planning has potential to further optimize field operadti the
meantime, with the trend towards larger farms and corporate farming, tb&laseskilled
or contracted labor is ever increasing, making automatic path planning gihastiduable.

Field operations should be done in a manner that minimizes time, travels over ftésur
and is coordinated with specific field operations, machine characteristids@ographical
features of arable lands. In this way, the effective field efficiencyfigrdnt field operations
can be maximized. Current uses of automatically guided field equipment onlg®tiabl
machine to follow parallel straight or contour paths that provide a completedietrage,
but little operational optimization has been taken into account, especially wherairtess
of field boundaries and slopes are presented. To improve field efficiency andjaalagrto
fully utilize the advantages provided by automatically guided farming equipnmeoptianal

coverage path planner is of great importance.

Former research on coverage path planning has been reported, but no complete
solution under the context of arable farming has been provided. Fabret et al. (2001)
approached the coverage path planning problem by formulating it as a Tr&8aksgnan
Problem (TSP). A “steering edge” was used to provide the guiding dimfoti the
successive swaths. Yang et al. (2004) applied neural networks for coveragapaitgpl
The model was proposed for generating collision-free complete covelagepaths.
Coverage costs, such as the cost of turnings at the edges, were not investitjasechbgel,

thus making it not necessarily applicable for farm field coverage plgnnin



For agricultural field operations, boustrophedon paths (straight parallel p#ths wi
alternate directions) represent the most straight forward approachitegaean be easily
followed by agricultural equipment. Given a field, once an optimal coverage diresti
determined, the whole field can usually be covered by boustrophedon paths guided by this
direction. Therefore, the most important component in coverage path planning is to
determine the best direction of paths, so that the coverage cost can be minimized. The
simplest method is to follow the longest edge of the field (Fabre et al., 2001)isbonly
suitable for fields with simple convex shapes such as a rectangular tehvE a generic
solution for coverage path planning, irregularities of field boundaries and slope® l&ve t
considered. One attempt of incorporating field boundary irregularity in path planagg
made by Oksanen et al. (2007) who used a search algorithm to find a field splioigpdir
between 0 and 180 degrees. This splitting direction was then adopted to guideghe path

However, optimized decomposition could not be guaranteed in their approach.

The searching mechanism for optimal paths must be driven by a coverage cost
function. Among the various coverage costs for 2D planar fields, coveragenefyicseof
the highest concern, which is inversely related to the total operationahtiime field. While
operating along those straight sections of the boustrophedon paths in the intefieldpf a
the speed and the total travelling distance (which can be closely appexiasatihe field
area divided by the swath width) are almost constant. Therefore, the cheststratght path
sections in the interior of the field is almost constant and the total coverage tbes
primarily determined by the cost of headland turning part of the paths. In ondeiuice the
total turning cost, the number of turns needs to be minimized. Besides, those tarns wit
relatively high operational costs need to be avoided. Fields of irregular steeyges
inefficiencies related to headland turns when headlands are at an anglghtnanravel
(Hunt, 2001). For an angled turn, the total travel time in the headland can be datiynatic
longer compared with the case when the headland is orthogonal to the machin&hese

angled turns should be discouraged in order to save the costs of operator effort.

When designing an optimal coverage path planner that can cope with field boundary
irregularities, field decomposition has a potential to further improve tlieefiiciency of

farming equipment before determining the best path direction of a given fieth &2D



planar field boundary, the whole field can be decomposed into several sub-regiaas tha
reduce the overall cost in terms of time required for a field equipment to dwiéy the

entire operational surfaces. This field decomposition process has to take miatansously
with the path direction searching process. So far the only field decompositioodmet
adopted in coverage path planning is the trapezoidal decomposition method. Trapezoidal
decomposition is a popular method for subdividing a field (Berg et al., 2000). Chaket et
(1997) and Oksanen et al. (2007) adopted the trapezoidal decomposition method for coverage
path planning. However, their work did not include detailed discussions of how to ideterm
the direction of the trapezoidal decomposition lines, and there was little ewitheti¢chese
parallel lines could provide the best decomposition of a given field with regarditairing

the coverage costs. A new field decomposition method for the purpose of coverage cost

minimization is needed.

The 2D coverage path planning algorithms assume that the fields are flahared ig
elevation changes, making them only proper for flat farm fields. A large propaiftfarms
have rolling terrains, which have considerable influences on the design of covatiagie
Only 47% of cropland in the United States is on less than 2% slopes; 48% of the cropland is
on slopes between 2% and 10%. In lowa, 9.5% of cropland has slopes in the 10-15% range
(National Resources Inventory, USDA, 1992). Applying planimetric field tsodeuld
cause problems on some of those terrain fields. For example, there would badkips a
overlaps between adjacent furrows, which in turn would have economic impacts. Stombaugh
et al. (2009) figured out that on higher slopes, the surface area differencerbetwee
planimetric and topographic models becomes significant, so that skips and ovexaenbe
furrows occur. Koostra et al. (2006) showed that the error between planimetric and
topographic surface areas could be as much as 5% in some typical farm fidtas etCal.
(2006) demonstrated the economic impact of the area discrepancies betweratptaand

topographic models.

Soil erosion is another major concern when planning paths on terrain surfaces. Van
Doren (1950) indicated that runoff from contoured fields was often less thanotiafiétds
tilled up and down the slope. Ignoring the slopes on the terrain and executiruggaroje

straight parallel paths on terrain fields would cause severe sobreqm@siblem. Wendt



(1997) found out that tillage and planting operations performed on the contour were very
effective in reducing erosion from storms of low to moderate intensity. Whagetiks

oriented along the contour, the ridges or oriented roughness will partially oreteypl
redirect the runoff, thereby modifying the flow pattern. High ridges frdag#lon the

contour cause runoff to flow around the hill slope rather than directly down slope,
significantly reducing the grade along the flow path and reducing the fitéshment and
transport capacity. Developing an algorithm which plans the paths to be ladoogntour
directions on the slope to the best extent would be effective in reducing soil erosion cos

No former research on 3D terrain field coverage path planning was reported.
However, research on 3D surface coverage path planning has been reported for other
applications. Kim and Sarma (2003) used vector fields to generate coverag®ties on a
class of simple surfaces and discussed a possible formulation of surface aigmbased
on a principle that minimized cycle time. Sheng et al. (2003) developed prozéduhire
segmented the projection of a 3D surface on planar surface to optimize the pyoleess c
time. Vincze et al. (2003) presented an approach to generating tragdtorautomated
spray painting. Elementary surface geometries were extractedfsomace and each region
was then painted with a specific painting strategy related to the eBygebmetry. Atkar
et al. (2005) adopted a hierarchical procedure to segment a complex automotoeiatwfa
simple components for trajectory planning in automotive spray-paintingt #ie surface
decomposition, Atkar generated trajectories by selecting a seed cuerejidang a speed
profile along each pass, and selecting the optimal spacing between sgcpasses.
However, the objectives of the above applications are different from thatrofiéhd
coverage path planning. For instance the main objective of painting traje@omng is to
ensure uniform paint deposition on the surface, which is not a concern in farm fieldyeovera
Besides, segmenting the surface into patches of simple shapes was seanigdelpful for
farm field coverage, which might cause over-dividing of the field and thus indtease
headland turning costs. Thus, developing a new 3D terrain coverage path planmnitignalg
is desired to further optimize field operations on terrain field surfaces.



1.2 Resear ch Objectives

The overall objective of this research was to better understand how an optimal
coverage path planner could minimize the operational cost of agriculturaldigjcheent to
cover a field. The research project reported in this dissertation has twa:ghase optimal
field coverage path planning for 2D planar farm fields; 2) the optildl ¢overage path
planning for 3D terrain farm fields. Both the 2D and 3D path planning research had the

following specific objectives:

1) To formulate the coverage path planning problem as an optimization problem;

2) To investigate various costs of the field operations, thus to determine the cost
function for the optimization problem;

3) To investigate a search algorithm for finding the optimal field decompositid
path pattern which minimizes the coverage cost;

4) To evaluate the effectiveness of the developed optimal coverage path planner.
1.3 Dissertation Overview

This dissertation contains two main parts: optimal 2D planar field coverage path
planning (Chapter 2) and optimal 3D terrain field coverage path planning (Chapter 3).
Chapter 1, the general introduction to the research is presented. In Chapter 2pldneniiiy
research is described. A geometric model is first introduced to repreisetti\thrage path
planning problem. Then based on the coverage cost analysis, the newly develofagsearc
algorithm for the optimal field segmentation and optimal coverage pathioiirést
described. The experimental results are listed at last. In Chapter 3, thenBihglresearch
is described. The various topography impacts to the coverage of 3D tedchardi@nalyzed
first and the different coverage costs on 3D terrain surfaces are qulntiemethod for
terrain decomposition and the searching algorithm for optimal 3D coverage soletion ar
described. The results of the 3D terrain field coverage path planning experameents
provided finally. In Chapter 4, the research work is concluded and recommendations for the

future work are suggested.
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CHAPTER 2. OPTIMAL 2D PLANAR FIELD COVERAGE PATH PLANNING
2.1 Abstract

With the rapid adoption of automatic guidance systems, automated path planning has
great potential to further optimize field operations. Field operations should be done in a
manner that minimizes time, travel over field surfaces and is coordinatedpeitific field
operations, machine characteristics and topographical features ef laratd. To reach this
goal, intelligent coverage path planning algorithm is the key. To determinelthevietage
pattern of a given field by using boustrophedon paths, it is necessary to know i einer
how to decompose a field into sub-regions and how to determine the travel direction withi
each sub-region. A geometric model was developed to represent this coveragarnaiig pl
problem, and a path planning algorithm was developed based on this geometric model. The
search mechanism of the algorithm was guided by a customized cost fuastitimg from
the analysis of different headland turning types and implemented with a dndessaquer
strategy. The complexity of the algorithm was analyzed, and methodsltwing the
computational time were discussed. Field examples with complexity gafigm a simple
convex shape to an irregular polygonal shape that has multiple obstacles witligriibs i
were tested with this algorithm. The results were compared with other kepppeaches or
farmers’ actual driving patterns. These results indicated the proposeithagwas effective
in producing optimal field decomposition and coverage path direction in each sub-region.

2.2 Introduction

In 2004, in the United States, there were 2,107,925 farms of 990,724,750 acres in
total (Economic Research Service/lUSDA, 2007) and 3,223,017 annual person equivalents of
labor (6,446,034,000 hours of labor per year) spent on various in-field farming operations.
With these operations, there were also huge consumptions on fuel, machine maintenance,
chemicals, fertilizer and so on. The development of technologies for improvinglthe f
efficiency is therefore of great significance. With the rapid adopti@utmimatic guidance
systems in agriculture, automated path planning has potential to further ogiaitize
operations. In the meantime, with the trend towards larger farms and corporatefdhe

use of low-skilled or contracted labor is ever increasing, making automdtiplpahing



practically valuable. Field operations should be done in a manner that minimizegéivels
over field surfaces and is coordinated with specific field operations, machineteniates
and topographical features of arable lands. In this way, the effective fieerdfy of
different field operations can be maximized. Current uses of automatioalkdifield
equipment only enables the machine to follow parallel straight or contour pdtpsoide a
complete field coverage, but little operational optimization has been taken intogcc
especially when irregularities of field boundaries are presented. To imprheffieiency
and in particular to fully utilize the advantages provided by the automatgratlgd farming

equipment, an optimal coverage path planner is of great importance.

Some coverage path planning research has been reported, but there has been no
complete solution under the context of arable farming. Fabret et al. (2001) approached th
coverage path planning problem by formulating it as a Traveling Saleswialer® (TSP).

In their approach, a “steering edge” of the field was chosen which provided theditec

guide the successive swaths. Then a series of “characteristic poittie’headland of the

field was collected and an “associated graph” was constructed usingsolV8Pto connect
those points by the lines in the steering direction. Yang et al. (2004) appliedmetwraitks

for coverage path planning. The simulation results from their work showed that the gropose
model was capable of planning collision-free complete coverage robot pathsvétothe
collision-free requirement is not a priority in coverage planning fdrl@farming. Coverage
costs, such as the cost of turnings at the edges, were not investigated by thishmedel

making it not necessarily applicable for farm field coverage planning.

When designing an optimal coverage path planner that can cope with field boundary
irregularities, field decomposition has a potential to further improve tliedfiiciency of
farming equipment before determining the best path direction of a given figld.whole
field can be decomposed into several sub-regions that can reduce the overallecost of t
time required for a field equipment to fully cover the entire operationalcas;fehen a
proper field decomposition process has to take place simultaneously with the patbrdire
searching process. So far the only field decomposition method adopted in coverage path
planning is the trapezoidal decomposition method. Trapezoidal decomposition is a popular

method for subdividing a field (Berg et al., 2000). During the decomposition process, a
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direction was chosen, and a set of parallel lines in this direction through all ticessef the

field boundary was drawn. The field was then divided by these lines into a trapezgidal ma
Choset et al. (1997) and Oksanen et al. (2007) adopted the trapezoidal decomposition method
for coverage path planning. However, their work did not include detailed discusSions

to determine the direction of the trapezoidal decomposition lines; and therélwas |

evidence that these parallel lines could provide the best decomposition of agjovevith

regard to minimizing the coverage costs.

The most important component in coverage path planning is to determine the best
direction of paths. For agricultural field operations, boustrophedon paths (straidlei para
paths with alternate directions) represent the most straight forward epsioae they can
be easily followed by agricultural equipment. Given a field, once an optimal ceverag
direction is determined, the whole field can usually be covered by boustrophedon paths
guided by this direction. There have been several choices for finding the opditimal
direction. The simplest method is to follow the longest edge of the field (Radre2001),
but following the longest edge direction is only suitable for fields with simple gshapes
such as a rectangular field. To have a generic solution for coverage path planning,
irregularities of field boundaries have to be considered. One such attenfpsivasde by
Oksanen et al. (2007) who used a search algorithm to find an optimal trapezoidadysplitt
direction (same as the path direction) between 0 and 180 degrees according to afedginspec
cost function. In each round of the algorithm, the field was first split into trapdzasésl on
the chosen direction, and the trapezoids were merged into larger blocks. Then thedarges
most efficient driving block of the field was selected using certairrieritecluding the area
and the route length of the block and driving efficiency. Once the trapezoidal block was
selected, it was covered along the splitting direction and removed from theabfigid. The
same algorithm was then applied iteratively for the rest of the field hatpaths of the
whole field path were computed. However, the optimized decomposition could not be
guaranteed in this approach, leading to a splitting direction that was not néc#dssanost
efficient path direction. For the purpose of searching for an optimal coverage gratingl
solution, the decomposition and direction search algorithm for minimizing headlangyturni

cost based on an accurate computational model is desired.
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The overall objective of this research was to better understand how a 2D optimal
coverage path planner could minimize the operational time of an agriculaldagduipment
to cover a field. This research had the following specific objectives: 1) frufate the
coverage path planning problem as an optimization problem and to investigate a search
algorithm for finding the optimal field decomposition and path directions; 2) Tioaeahe
effectiveness of the developed optimal coverage path planner. The following ghrss of
chapter describe the details of the developed 2D optimal coverage path planmiodsmiet
2.3.1, a geometric model was developed to represent this coverage path planning problem.
Section 2.3.2 describes a field boundary simplification algorithm which retheé&sundary
data without undermining the planning algorithm while maintaining an acceptable
resemblance to the actual field shape. The coverage cost analysis is provided in 2.3.3,
including the cost analysis of different headland turning types as well agethed of
selecting the optimal headland turning type. Section 2.3.4 discusses the seagdhitigral
for the optimal field segmentation method. Section 2.3.5 describes the recursitingearc
algorithm of 2D optimal coverage path planning. Section 2.3.6 discusses the possible
transition between neighboring sub-regions which may further reduce thegmeest. The
time complexity of the algorithm is analyzed in 2.3.7. Methods for reducing thelexty

are provided too. The experimental results are listed in 2.4.

2.3 Methods

The algorithm developed for optimal coverage path planning for arable farming on
2D surfaces contained several steps. First, a geometric representdtie field shape was
adopted for the formulation of the 2D path planning problem. Second, the optimal path
direction and the optimal field decomposition were searched to solve the problem.cho sear
for the optimal path direction, the cost function of the angled turns was definegl&ult
headland turning types might be available and the turning cost depended on the adopted
headland turning type at each field edge. The costs of several most commonlgadiaddh
turning types were analyzed and the method for selecting the most suitallg type was

developed. To search for the optimal decomposition, a topological undirected graph was
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built for finding all possible dividing lines. The details of these steps are bleddrelow and

the general algorithm is summarized.

2.3.1 Problem Modeling

To develop an optimal coverage path planner, a geometric model for defining the
inputs and outputs of the planning algorithm needed to be developed. A field had only one
outside boundary which commonly contained straight edges. If a field boundaryednta
curves, they could always be approximated by chains of line segments contiexting
sampled points on the curves. The more points were sampled, the more accurate the curve
was approximated. Therefore, the outside contour of a field could always bentgdess a
polygon. There might also be obstacles within the field from which farming equipvasnt
prohibited, such as ponds, trees and water ways. Similarly, these obstacles could be
represented by polygonal holes within the polygonal outside boundary of a field. As a result,
a farm field could be represented as one outside boundary polygon and probably a number of
smaller inside polygons that represented obstacles. For a 2D field, this vaasma pl
subdivision that could be represented by a data structure called Doubly-ConneysddsEd
(DCEL) (Muller et al., 1977).

For farm field coverage path planning, it was critical to find out the bestavay
decompose a field into multiple sub-regions and the corresponding best path digection f
each region, such that the total cost of covering these regions with boustrophedon paths coul
be minimized. To summarize, the input of a farm field coverage path planning probdean wa
planar subdivision representing the field as well as some other parametersthigch as
operation width, vehicle’s minimum turning radius and headland width, while the output was
a list of planar subdivisions with each representing a divided sub-region that waseded m

with the best path direction.

2.3.2 Field Boundary Simplification

The field boundary information was the main input to the 2D planar field coverage
path planning algorithm. Mostly the boundary information was obtained frorelthefata
collection with GPS equipped vehicles. As a result, the boundary information was cdmpose

of a collection of points on the boundary in the form of polylines. The obtained boundary
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polylines often had too high resolution, especially at those smoother boundary sections
where a large set of points were densely distributed along smooth lines. Thisregaut in
an unnecessarily complicated field model, which would greatly increase tipei@tional
complexity for the path planning algorithm. Therefore, it's necessarylt@weghe number of
vertices on the polylines to only the essential ones that suffice the i@saliithe coverage

planning application.

The objective here was to develop an adaptive filtering algorithm for field boesda
such that the boundary data was reduced without undermining the planning algorithm while
maintaining an acceptable resemblance to the actual field shape. Fathedsrhad been
reported and utilized for field boundary simplification, such as Vertex Reduicti
Perpendicular Distance Algorithm, Douglas Peucker Algorithm, Haoiee® Detection and
other corner detection methods. Vertex reduction is the brute-force algdoitipmlyline
simplification. Successive vertices that are clustered too closehgduced to a single
vertex. Perpendicular Distance Algorithm, reported by Jenks (1989), calcukates t
perpendicular distance from a line connecting two points to an intermediate point. The
intermediate point is retained only if the length of this perpendiculae&erthan the
tolerance. Given a curve composed of line segments, the Douglas Peuck#rmalg
(Douglas et al., 1973) finds a similar curve with fewer points: It works frortofhdown by
starting with a crude initial guess at a simplified polyline, namelyitiggesedge joining the
first and last vertices of the original polyline. The algorithm theansevely divides the line
with the point farthest from each edge, and this process continues for each #hegeunfent
guess until all vertices on the original polyline are within displacerméarance of the
simplification. Since the vertices at the corners on the boundary are oftantehatic
points of the shape, they can be detected and adopted for the simplified boundasy. Harri
Corner Detection algorithm (Harris et al., 1988) calculates two convolutbmces with the
input image and the derivative masks in both x and y directions, creatingahe im
derivatives with the same dimension as the input image. The output image id usade
the “Harris” measure, with the locations of the corners indicated as blursedrddie
image. Thresholding this image yields all the corners in the images @hemany other

corner detectors such as Rosenfeld and Johnston RJ73, Rosenfeld and Weszka RW75,
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Freeman and Davis FD77 and Beus and Tiu BT87 (Liu et al., 1990). There are two common
main steps for all these algorithms: First, a measure of cornertbt(ecmynerity') is

assigned to each point; Second, the corner points are selected based orstinis. mea

Among the former boundary simplification methods introduced above, Vertex
Reduction is the fastest and least complicated algorithm, but gives thestoassét. The
objective of Douglas Peucker algorithm is to obtain a “Least Set” ti€gsmwhich 1) meet
the “distance threshold” requirement; and 2) the requirement will not be metueeey is
removed from the set. For most of the cases, given a curve composed ofriieatsethere
would be multiple such “Least Sets” existing. The resulting Least Seteisrdeed by the
sequence of adding points, which in turn is determined by the algorithm. The Douglas
Peucker algorithm has a short running time (it is proven as one of the $astesting
algorithm for such a Least Set), but it does not guarantee to find the “leest’ $et. For
example, for some of the Least Sets, the remaining points often do not includenteepoi
the boundary corners, resulted in minor shape distortions. Another drawback of Douglas
Peucker is that it only has the control over the “distance error”, while for tddbtandary
representation, there may be other criteria such as the “edge direatich@rere are also
limitations with the corner detection algorithms. All corner detectioaralgns focus only
on the local curvature in order to detect the corner points. This may lead to sirgrofghe
global shape characteristics. Consider the boundary of a big circle as gilegxancorner
points will be detected by these algorithms. For the field boundary simgdifica “global

view” is critical when deciding which points are to be reserved.

For the 2D coverage path planning application, a new algorithm for field boundary

simplification was developed. The algorithm was composed of three steps:
Step 1, Wavelet low-pass filter for de-noising purpose.

This was an optional step. It's particularly useful when the collected bouddaizry
contained much noise. Since wavelet analysis was able to break down a sigdidilargnt
resolution levels, it's particularly suitable for the de-noising of field bouasafihe X-
coordinates and Y-coordinates of the points went through the wavelet low-peasdilfitr



15

“haar”, level 4, soft thresholding, using the heuristic variant of Stein’s Unbiaskdafthe

threshold selection rule) separately.

Step 2, Thresholds for “integrated direction error” and “integrated distance error”
were defined. The algorithm checked through the points with a window containing n
consecutive points. The window moved forward by one point each time. The last point in the

window was retained if either of the two integrals was about to exceed the threshold.

The coverage path planning project required the accurate representation of both
boundary positions and boundary directions. Therefore, instead of only focusing on the
distance error, the algorithm checked both distance and direction erracdeBasstead of
checking the errors of one single point, the algorithm checked the integrate of a
sequence of points by using a moving window. This equipped the algorithm with a “global

view” when simplifying the boundaries.

Step 3, Each retained point was selected at the best position (such as at the turning
corners with the maximum local curvature, and so on), which was not necessarily the last

point when a threshold was broken.

The third step was a modification to the second step, but was of key effect. The
advantages of the “preference to the points with higher curvature valugiasa in the test

results (section 2.4.1) in comparison with the results of Douglas Peuckethagori

2.3.3 Coverage Cost Analysis

2.3.3.1 General Description of the Cost Function
For coverage path planning, coverage efficiency was of the highest concern.
Coverage efficiency was inversely related to the total operational Yhile operating
along those straight sections of the boustrophedon paths in the interior of a field, with 2D
coverage path planning, the speed and the total travelling distance (whidmesistae
field area divided by the swath width) were almost constant. Therefore, thendbe
straight path sections in the interior of the field was almost constant and tleotetage
cost was then primarily determined by the cost of headland turning phe péths. In this

application, the cost function was defined as the sum of the headland turning cost, and the
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turning cost was calculated as the time required for accomplishing the turirege were
other costs such as the headland open-up cost and the cost of using high yield areas as
headland. The analysis of these costs was not included in this application aimedessa

future work.

In order to reduce the total turning cost, the number of turns needed to be minimized.
Besides, those turns with relatively high operational costs needed to bedhv&elds of
irregular shapes had inefficiencies related to headland turns when headtaedds an angle
to machine travel (Hunt, 2001). For an angled turn as shown in fig. 2.1, the tothal trave
distance in the headland was dramatically increased compared with theheasinev
headland was orthogonal to the machine travel. This extra travel distaiseel d@sses in

time and operator effort.

Headland

w/ tan(@ — ;)

Wh

Figure 2.1. lllustration of an angled turn. w was the swath widthas the swath direction

ande; was the edge direction.
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The number of turns, Ni, on th® &dge depended on the length of the edge and the

angle between the edge and the machine travel directiovas\calculated as:
N; = Lilsin(6 — ¢;)|/2w (2.1)

whereL; was the length of the edge; w was the swath whlthias the swath direction and

@; was the edge direction.

Assuming the turning cost in fig. 2.1 could be estimate@.as, , except for the
situation where the path and the edge were parallel or nearly patelebst on thé"iedge

was
Ci = Courn * Nj (2-2)

The total turning cost of covering a field with boustrophedon path along diréction
was thus the sum of costs on all edges, including the edges of the internal obrstheles

field. The total cost was then computed as:
C=X",C (2.3
where p was the number of field edges.

The objective of optimization was to minimize C by choosing a val8damf
0 € [0,180°).

The following sub-section is the detailed analysis of the turning €qst,” for

different headland turning types.

2.3.3.2 Cost Analysis of Different Headland Turning Types

As described above, the criterion was to have an accurate estimatigp,ofn fig.
2.1, it was assumed that a “U” turn (the trajectory A-B-C) could be made. Hqwieneto
restricted minimum turning radius of field equipment, predefined row width aneédimit
headland space, “U” turn might not be applicable in some situations. Sometimes even when
“U” turn was applicable, it was however not the most cost-effective turnathstéher

headland turning types such as “flat” turns, “bulb (keyhole)” turns, “hook (asymrbathy’
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turns and “fishtail” turns were more efficient. In the following, differe@adland turning

types were investigated and compared.

Case 1: “Flat” Turn

When the vehicle and implement turning radius was smaller than half the sw#th wi
(r <w/2), a*“flat” turn could be made instead of a conventional “U” turn with a larger
turning radius (as the dashed curve in fig. 2.2). When the center point of the imipleme
reached point “A”, part of the implement started to exit the interior of thke flowever in
order to completely finish the coverage of the current swath, the vehicle needed to keep
moving straight ahead until point “B” was reached. The vehicle then made theufffat
from “B” to “C”, and started to re-enter the field from “D”, until the entineltv of the
implement was inside the field from point “E”. This headland turning type would save

headland space and reduce the length of the total turning trajectory, thus redince tost

of turning.
—_ T T~
- S
7 ~ .
headland
7 F G\
\
implement \
starts turning r
N ‘
B w C implement
h re-enters field
al? p|

Himplement width

| —

inside the field

Figure 2.2. The “flat” turn made in headland when w/2. The dashed curve was a “U”

turn to be compared.

Assuming v was the turning speed, the time cost on this turn (from “B” to “D”) was

(1+cot0)+r(m—2)
Ceurn = - v = (2.4)
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This same turning speed v was also assumed for other headland turning cases.

Case 2: “U” Turn

“U” turn happened at the critical state of the “flat” turn whrea w/2 (fig. 2.3).
Similarly, the time cost on a “U” turn was

(m+2cotO)w
Ciurn =
2v

(2.5)

headland 7

implement
starts turning

T

H implement

| \\

inside the field

implement
re-enters field

Figure 2.3. The “U” turn made in headland whea w/2.

Case 3: “Bulb” Turn

Whenr > w/2, there was not enough space for the vehicle to make a “flat” turn or
“U” turn, and a “bulb” turn was needed. To make a “bulb” turn, the vehicle started bygurni
away to the opposite direction first to make enough turning space (E-F), then turned-back (F
G), and finally reversed the turning direction again (G-H) to enter the nakt ¢iig. 2.4).
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headland

implement
starts turning

A
h -5 D H r 8 B
Fimplement width \_ — implement
< w re-enters field
y |
inside the field

Figure 2.4. The “bulb” turn made in headland whenw /2.

In the case of “bulb” turn described in fig. 2.4, the vehicle started from tlkechél
point E, when the vehicle was still travelling in alignment with the swathtaired’'he
curve ended when the vehicle re-entered the field at point H, where the vehicleemus
heading along the direction of the swath again. Theoretically, to ultimatetyheadland
space and reduce the turning distance, the vehicle should always be turning mitiimum

turning radius, .

The headland width also imposed limitation to “bulb” turns. The headland provided

enough space for a “bulb” turn only if:

W, > r(1 + 2sinBsina + 2cosOcosa — cosB) +% (2.6)

whereW, was the headland width; r was the vehicle’s minimum turning ragdiws;s the
radius of section EF in fig. 2.8,was the angle between swath direction and the edge and w

was the operation width.
From geometric analysis of fig. 2.4, the following equations were derived:

h =w/tan® (2.7)
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a+ = acos (W + hiew? %) (2.8)

2r 8r2
Hence, the time cost on this “bulb” turn wég;., = r(a+ B +vy)/v (2.9)
Sincey = m + a + §3, from equations (2.7), (2.8) and (2.9), the cost function of the
bulb turn was obtained as:

w?(1+tan?@)
8r2tanZ0

—1/2))/v (2.10)

Ciurn = r(m + Zacos(% +

Case 4: "Hook” Turn (Asymmetric “Bulb” Turn)

Whenr > w/2, another headland turning type called “hook” turn could be applied
instead of the “bulb” turn. Rather than starting by turning away toward the tggdosiction
as the “bulb” turn did, “hook” turn started like a “U” turn. When reaching pointreyirsed

the turning direction and adjusted to the next adjacent swath (fig. 2.5).

headland

implement

starts turning
n a

n

I

D 2 f B
C "~ implement
re-enters field

f&—— implement

G \
inside the field

Figure 2.5. The “hook” turn made in headland whenw /2.
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The turning trajectory of a “hook” turn in the headland consisted of twassctF
and FC (fig. 2.5). Again, as in the case of “bulb” turn, theoretically thechkeeshould be
turning with its minimum turning radius for section EF to maximally save headigace
and reduce the turning distance. While for section FC, the turning radius needed tcebe chos
so that the vehicle would fit the next adjacent row when reaching point C, resulltiveg i

following equations:
rp=r (2.11)

where r was the minimum turning radius of the vehicle, and
r,>r; (2.12)

From geometric analysis of fig. 2.5, we could further derive the follawing

w? cot? 6+w2-2wr
r, = —ow (2.13)
B — sip—1 4rw cot 8—2w? cot 0 (2.14)

4r2 —4wr+w? cot? 0+w?2
Combining equations (2.12) and (2.13), the “hook” turn could be a feasible solution
only when
4r? <h? + w? (2.15)

or equivalently

w
~— 2sin0

(2.16)

In fig. 2.5, equation 2.16 actually means EC needed to be longer than 2r for a “hook”
turn to be feasible. This situation tended to happen Wheas larger. Besides, as in the case
of “bulb” turn, “hook” turn could face the problem of limited headland width too. A “hook”
turn required less turning space than a “bulb” turn and the headland provided enough space

for a “hook” turn only when:
W, > (1 + cos 0) +§ (2.17)
The time cost on this turn was:

Ciurn = (ri +12B)/v (2.18)
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Sincea = 8 + m, from equations (2.13), (2.14) and (2.18), the cost function of the

“hook” turn was:

4rZ—4wr+w? cot? 0+w? . _4 4rwcot8—2w?cot9

Ciurn = (rmt + sin )/v  (2.19)

4r—2w 4r2—4wr+w? cot? 0+w?2

Case 5: Headland Turning Types with Limited Headland Width

When headland width was smaller than the critical case shown in fig. 2.6, none of the

above headland turning types could be applied. The critical situation is expbeted

Wy, =r(1 + cos6) +¥(1 + sin 0 cos 8) (2.20)

WhenW,, < r(1 + cos0) + % the space of headland was too limited for the normal

headland turning types, and other types incorporating reversing were need®drfple,

“fishtail” turn (or switch-back turn) has been used in practice. Kisk €@2) created

switch-back turning paths by applying third-order Spline function based @oniséraints

including minimum turning radius and maximum steering speed. However, taeedtff

angled turns were not considered and the discussion was only based on the assumption when
the path direction was orthogonal to the field edge. Besides, other constramesshe

limited headland width were not included. The turning cost of those reverse typesimgs
depended largely on the vehicle’s motion characteristics, which could hardlgdrébdd

with a universal cost function as in the cases of other turning types. Thsisuoéffish-tail

turning cost remained as future work. Nevertheless, it can be expectdwtbast of turning

of reversed turns in limited headland space would be higher than that of other headland

turning types wheftVi, > r(1 + cos 0) + % (1 + sin 6 cos0) .
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headland
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starts turning
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\ &0 implement
J, re-enters field
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Pimplement witlthH\\\
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inside the field

Figure 2.6. The minimum headland width for all the turning types in case 1 thrasgi.c

2.3.3.3 Selection of Headland Turning Types
WhenW,, > r(1 + 2sinBsina + 2cosbcosa — cosd) + % (equation 2.6) and <

w
2sinB

costs of these two types of turns needed to be compared to make the choiceoTfie rati

(equation 2.16), both “bulb” turn and “hook” turn were applicable. The operational

turning cost of a “bulb” turn to a “hook” turn was calculated as a functionvoando (fig.

2.7). The upper-right flat “zero” area in fig. 2.7 is an invalid area sh% for those

points. For those valid points, the ratios were always less than 1, which ‘inedisurns
always have shorter turning distances than “hook” turns. However, “hook” turns had their
advantages too. First, "hook” turns required less headland width. It could bedverif
mathematically that equation 6 was a more restricted condition than eq2atioh Second,
since the turning radius of the FC section in fig. 2.5 was larger, it was fEadige vehicle to
adjust to the next adjacent swath before entering the field again. So the chwmenbet

“bulb” turn and a “hook” turn could still depend on farmers’ preference.
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Figure 2.7. The ratio of turning cost of a “bulb” turn to a “hook” turn as a fmatd swath
width (w), minimum turning radius (r), and angle between swath and edge.(ffeta
upper-right flat “zero” area is an invalid area where neither of tbéheadland turning types

is feasible.

Similar to the choice between “Bulb” turn and “Hook” turn, the choice among all the
five headland turning types above depended on the swath width, headland width, minimum
turning radius and the angle between swath and edge. The restrictions and comuditions f

each headland turning type were summarized in a decision tree below (Fig. 2.8).
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,r‘g.h:im Turn
r>w/
Reaching the Edge 4 (2sinf) 2
< (W — 2a— w/2)/ ’ N 4
4 (1 +cosB) Hook Turn
?
Y
r=w/2?
‘ . w| Bulb Turn
W, = r(1 + cos8) r<wy: B rw/ Yes
w -
+E(1+sin6cosﬂ) Y A Flat Turn (2sin®) 7
AT, N =
\Fwshtdwl Turn ’ 4 Bu\bo;ruvn
Hook Turn
4 U Turn

Figure 2.8. The decision tree for determining the most feasibleamebatirning type, where
r was the minimum turning radius of the vehideyas the angle between the swath and

headland boundary; w was swath width; Wh was the width of headiand(sinBsina +

cosBcosa — cosB) while a was the angle of arch EF in fig. 2.4 which was a function@f r,

and w.

2.3.4 Field Segmentation

Since the goal of this optimal path planning application was to output a list of planar
subdivisions that were also marked with the best path directions, all subdividelges:
needed to be found and evaluated. In this case, a topological undirected graph was
constructed as the tool for the searching task. The undirected graphstvgsrferated from
the planar subdivision representation of the field, which was the input of the algdigam
points and edges were then added to the graph: all the diagonals were added, aachfrom e
vertex (including the vertices on the internal holes), rays were drawn intoehsairdirea of
the field (fig. 2.9). Each ray must intersect with an edge of the original polygbastep
size for drawing the rays (the angle between two neighboring ragsjirdeéd how precisely
the optimal decomposition scheme could be constructed. The new undirected graph was built
subsequently, where the vertices in the planar subdivision and the new intenseictisn
corresponded to the vertices in the graph, while the edges in the planar subdnddioa a

newly drawn line segments corresponded to the edges in the graph.



Figure 2.9. Drawing rays from a vertex.

Once the graph was constructed, a depth-first search was conducted ipkhe gra
Each time it started by searching from a vertex on the outside boundary. Wheeesgarti
reached another vertex on the outside boundary or itself, a new dividing line was, formed
which was actually a chain of edges in the graph. Fig. 2.10 shows such a dividing line. It
could be proved that by the depth-first search, all such dividing lines would be found.

Figure 2.10. An example of a dividing line between two regions.
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2.3.5 Recursive Searching Algorithm

To design this optimal coverage path planning algorithm, a divide and conquer
strategy was adopted. Specifically, for a given field f, the algorithinsiéarched for the
optimal path direction d without any decomposition. The cost of this coverage was decorde
as C. Then, instead of covering f as a whole, the algorithm tried all possiblefwvays
decomposing f into two sub-regions. For each trial of decomposition, the coveragasos
then calculated for the two sub-regions by recursively applying thatalgdio each of
them. The sum of the two costs was recorded for the decomposition. This decomposition
process was carried out in a recursive fashion so that all possible solutiorexiaustively
investigated. If a summed cost of any decomposition was lower than the origin@a| tos
decomposition with the lowest summed cost was returned. Otherwise, if no decomposition
could provide a lower summed cost than covering the entire field as a whole, the original

results of d and C were returned as the output.

This Optimal Path Planning (OPP) algorithm is outlined as:

Algorithm OPP( f,w, r, W,)
Input: f (planar subdivision of the field with boundaenyth and direction information), w
(operation width), r (vehicle’s minimum turning iad), W, (headland width).
Output: A list of planar subdivisions representing the-sabions, a coverage path direction for
each region and the total coverage cost.
Step 1: Find the optimal covering path directiordatetermine the most suitable headland turning
type at each edge for the whole field f based ertulming cost function, where
d = the path direction
C = the cost of covering f with a boustrophedothpelong direction d
Step 2: Search for a collection of all possible svaffdecomposing f into two regions
Step 3: For each trial decomposition, say f1, f2 the two regions, apply OPP algorithm
recursively to f1 and f2 with returned coveragetsa$ C1 and C2, respectively. If C1 + C2 < C,
this decomposition case is recorded.
Step 4: If there is no more valid decompositiotyme the results of the Step 1, or else, return the
case having the minimum C1+C2.
End of algorithm

2.3.6 Transition between Neighboring Sub-regions

In the 2D coverage path planning algorithm described above, the output is “A list of
planar subdivisions (sub-regions), with a coverage direction for each region aoiithe t
coverage cost.” Consequently, the whole region is divided into several sub-regionghand ea
sub-region is covered with boustrophedon paths along one single direction. The next region

is not covered until the coverage of the current region is completed.



29

However, in some situations it may cost less for a vehicle to cover two or even more
regions in a continuous fashion that utilizes smooth transitions between sub-regtbes
example shown in figure 2.11, the region is divided into two sub-regions. The red line is the
dividing boundary of the sub-regions. In the original planning (fig. 2.11a), the two regions
are covered one after another. Each time a vehicle reaches the divigngt éarns 180
degrees back into the region again. This can be improved by adopting the planning shown in
fig. 2.11b. Instead of making the 180 degrees U-turn back, the vehicle can make a smooth
turn and enter the neighboring region, which essentially removed the dividing boundary
between two adjacent regions. In this example, the turning cost at the dividingaadme c

reduced by this change, and the headland area can be saved too.

(b)

Figure 2.11. An example of region transition: (a) An example of coveringegitns one-

by-one; (b) Transition between sub-regions can save turning cost and head land area
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Following is a general description of a conceptual algorithm for combining those

adjacent sub-regions for reducing turning cost during region transition.

In the original algorithm output, the edges of the boundaries of the sub-regions are
either the edges from the original outside field boundary or the newly added diltjas.
The first step of the algorithm is to find out all the newly added dividing esdgeh are

shared by two sub-regions.

Second, for each dividing edge shared by two sub-regions, it's checked if the tota
coverage cost can be reduced by combining the two regions. The decision of whether to
recombine the two sub-regions is made by checking the sign of the followingicosor:

Ft( 91, 92, Li, (pl) - Ci — E* CHl (221)

whereF, is the new smooth turning cost during the transition between sub-regions. It's a
function of several parametefs:and6, are the path directions in the two regions
seperatelyL; is the length of the dividing edge aggis the direction of the dividing edgg,.

is the original turning cost€H; is the saved area of the headland argdthe cost

coefficient. If (2.21) has a negative value, the dividing edge should be removed and the

regions should be combined.

The turning cost for the vehicle to transfer from one region to another can be
evaluated as the time for the vehicle to change its directi¢®,by 6,|, as shown in figure
2.12. Assuming a constant turning speed d, the time for each {@in+,|r/d, where r is

the turning radius. The number of turnings can be calculated as
min(Lj|cos(6; — @;)|/2w, Li|cos(6; — ¢;)|/2w) (2.22)

since the number of paths on the two sides of the dividing boundary may be different (more
details are discussed below).

As aresultF.( 084,05, L;, @;) can be calculated as
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Fi(84,0,,L;, @) = [8; — 0;|r - min(Li|cos(0; — @;)|/2w, Li|cos(0, — ¢;)|/2wd)
(2.23)

Figure 2.12. The smooth turning during transition.

Some modification to the cost function needs to be made based on the observation
that the numbers of rows on the two sides of the dividing edge may not be equal. Actually in
most of the cases these two numbers are un-equal unless the two path directidhstaee w
same angle to the dividing edge. Taking fig. 2.13 as an example, the right regmgtita
rows but the left region has only six rows.

Figure 2.13. One case with unequal numbers of rows on the two sides of the dividing line.

One simple way to solve this “unequal numbers of rows problem” is to plan the
sequence of covering these rows. The vehicle can simply go back and foredinst t
region, not entering the second region until the progress in the first regiadirsglat least

one row width ahead of that in the second region (fig. 2.14). However, the rows on the two
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sides are not exactly matched. There would always be some lateetd bsween the two
rows (such as the offset for the transition from row 7 to row 8 in fig. 2.14). An “S” shape
curve can be adopted to accomplish this minor lateral transition (fig. 2.15). Thgeavera
lateral transition distance is half the path width Bd®,, 6,, L;, ;) is modified as:

Fe( 01,05 Ly, @;) = tw - min(Li|cos(8; — ¢;)|/2w, Li|cos(6; — ¢;)|/2w) /4d
(2.24)

starting point

nm " 14 ending point

Figure 2.14. Planning the sequence of paths. The paths are labeled by the sequenge of b

covered.

e

|
|
==
|
|

Figure 2.15. Adjusting for the lateral offset between the two rows. Theui$é from A to
B is adopted to accomplish the lateral transition. The vehicle then turns ftor@ Bnd

enters the next region.
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However, the “S” curves in fig. 2.15 bring higher cost. Besides, gaps and overlaps
near the dividing boundaries are expected. Another option for solving this “unequal numbers
of rows problem” is illustrated in fig. 2.16. Instead of turning at the dividing boundery, t
vehicle keeps on moving into the next sub-region straight ahead, and makes tigevihien
meeting the next matched swath in the other sub-region. There would be sometlinpa
swaths in the regions with more swaths (paths 1and 4 in fig. 2.16a and paths 11and 14 in fig
2.16b). For those swaths, U turns are adopted when they hit the boundary as before. In this

way, the expensive “S” turns are replaced with easier turns.

There are two options for connecting the swaths in the two sub-regions. They can be
paired either starting from the outside corner (fig. 2.16a) or stdrbngthe inside corner
(fig. 2.16Db). In this project, the second approach was adopted because of potentialsproblem
of paring paths from outside. In fig. 2.16a, when the vehicle turns from path 13 to path 14, to
eliminate uncovered area, the vehicle would follow path13 as far as possible, andrthen t
path 14 with its minimum turning radius. However, when the vehicle transit frdniLfab
path 12, an even smaller turning radius is needed since this turning is in the innettséde of
turning from path 13 to 14, which is impossible to implement, or skipped areas between the
swaths will occur. This problem is common when generating side-by-siakepaurved
paths: while the most outside path is fixed, each subsequent path based on the outside path

will suffer from sharper turnings and the turning space is more and more Beliraiied.

starting point

W 11 14 ending point
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starting point

w M 14 ending point

(b)
Figure 2.16. Turning when meeting the next matched swath in the othexgsab:1(a) pair
the swaths from outside corner; (b) pair the swaths from inside corner. The mnnmaes

are highlighted with light-green lines to indicate the difference from the soluttifig. 2.14.

Based on the analysis above, concentric curves are adopted for the transiti@m betwe
the paired paths in fig. 2.16b. This method easily meets the vehicle’s minimum turning

radius limitations and eliminates gaps and overlaps between the adjacst swa
The cost functior¥; is then modified as
N ’
Fe(81,02,Li, @) = 16, — 8,|(r + =N+ ;" (2.25)

whereN = min (Lilcos(e1_¢’i)|’Lilcos(ez_(Pi)l

2w 2w

), C;' is the U turn costs between those unpaired

paths, such as paths 11 and 14 in fig. 2.16b, which can be calculated as for the headland

turnings.

There may be more than one dividing edges shared by two regions (fig. 2.17), and it's
possible some of them are removed for region combination and some of them are kept, since
the edges’ directions can be different. In this situation, the two sub-regessllacombined

as a new region.
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Figure 2.17. Regions sharing more than one dividing edges.

The region transition between neighboring sub-regions has been implemented and
incorporated into the whole 2D planning algorithm. The updated Optimal Path Planning

(OPP) algorithm can be summarized as follows:

Algorithm OPP( f,w, r, W,)
Input: f (planar subdivision of the field with boundaength and direction information), w
(operation width), r (vehicle’s minimum turning iad), W, (headland width).
Output: A list of planar subdivisions representing the-sabions, a coverage path direction for
each region and the total coverage cost.
Step 1: Find the optimal covering path directiordatetermine the most suitable headland turning
type at each edge for the whole field f based ertuming cost function, where
d = the path direction
C = the cost of covering f with a boustrophedothpelong direction d
Step 2: Search for a collection of all possible svaffdecomposing f into two regions
Step 3: For each trial decomposition, sgyffare the two regions, apply OPP algorithm
recursively to fand § with returned coverage costs of &d G, respectively. If ¢+ C, < C, this
decomposition case is recorded.
Step 4: If there is no more valid decompositiorpkihe results of the Step 1, or else, keep the cas
having the minimum @C..
Step 5, Find out the dividing lines which can bmoged to further reduce the turning costs by
checking the sign of cost functigp( 84, 6,, L;, ¢;) — C; — € x CH;.
Step 6, Modify the result in step 4 according ®résult in step 5.
End of algorithm.

2.3.7 Time Complexity Analysis and Running Time Reduction Methods
Except step 3 of the OPP algorithm described above, the time spent on searching for

the decompositions dominated the required computational time for the algorithm. éldr a fi
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with totally n edges, the time spent on the depth first searciigvas0(n?). In step 3, the
OPP algorithm was called recursively on the two sub-regions, which assumadldytotal of
n; and i edges. There were two restrictions for these parameteraprx=n + 2m + 2,
where m was the number of obstacles of the original field, and n >= 3(m+1) sircevére
at least three edges for each polygon. The total running time of the OPFhaigweas then
computed as:

Topp = O(n*log(n)) (2.26)

Modifications to the optimization algorithm were made to reduce the congmatiat
time. First, when constructing the undirected graph for the searching oVithegliines,
instead of drawing rays through each vertex to all directions, only thesadiad to new
edges belonging to one of the following three categories were drawn, rdiagadyals, line
segments through the vertex and parallel to an edge, and line segments throediexhe v
and vertical to an edge. Adopting other dividing lines out of these three categorild
mostly incur more angled turns and thus increase the total turning cost. pros@ément
not only reduced the computational time but also eliminated the errors causeddolyigsi
step size when drawing the rays.

The existence of obstacles significantly increased the running timetiSaséor
smaller obstacles, it was nearly unlikely for them to influence the decadiopastheme and
the general direction of paths. It was also almost unlikely for the opdiiding lines to go
through any vertex of small obstacles. Therefore a group of internal obstéblésvial
influence on the general coverage planning were filtered out. The obstacles'tirviis

group would not be considered in the algorithm when searching for the dividing lines.

None of these improvements above can change the form of asymptotic complexity

given in (2. 26). However, they could reduce the expected running time siddstanti

2.3.8 Performance Evaluation

The OPP algorithm was first implemented in Java J2SE 5.0 (Sun MicrosyStana
Clara, CA) and later transferred to Visual C++ 2005 (Microsoft, Redmond, WA). The
programs were tested on a computer with a 3.20GHz Pentium(R) 4 CPU and 1.50 GB of
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RAM. The programs were used to find the optimal decomposition and straightlparalle
coverage path directions for planar fields with various shapes. Some of the outjguts we
compared with both former researchers’ results and farmers’ actualgdpatterns. For

most of the tests it was assumed by default that the equipment turningwadis feet
(John Deere 7030 tractor), the swath width was 40 feet (16 rows of corn plants) and the
headland width was 80 feet (exactly two times of the swath width). Otheigsetiere also
assumed and adopted which are specified in this document. These settiresigdee

changed when real data is available.

2.4 Results

2.4.1 Field Boundary Simplification Results

The newly developed field boundary simplification algorithm has been tested on
practical farm fields. The test results on an example farm field witmglecated boundary
shape are shown below. The original field boundary was composed of 5930 vertices, which
were collected by GPS. In the first step, the wavelet low-pass fifterapplied to the
boundary. This resulted in a new boundary with only 505 vertices left. An overview of
wavelet filtered field boundary and a zoom-in portion of it are given in the figules.be

The original boundary is drawn in blue and the filtered boundary is drawn in red.
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Figure 2.18. An overview of wavelet filtered field boundary: (a) Entire Boundayy
Enlarged image of a rectangular region in (a). The original boundary is dndvue and
smoothed boundary is drawn in red. The X and Y axis labels are longitudes and latitudes

angles.

The smoothed boundary in fig. 2.18 was further simplified by applying step two and
step three of the new simplification algorithm. To be compared with the nevtlahgsr
result, Douglas Peucker’s simplification was applied to the same boundary dtor a f
comparison, the thresholds of both algorithms were set so that their results hgvthaea
same number of points (42 points for the new algorithm and 41 points for Douglas Peucker

algorithm).

The two algorithms performed nearly the same at the smoother boundary sections.
However they had different performances at the turning corners and thosedonahve

and convex sections, which were of primary concerns in path planning applications. For
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example, in the following figure the point pointed by ™ represents the sharp turning point
on the original boundary. The new algorithm accurately located this poim@nded it in

the result, while Douglas Peucker algorithm skipped it.
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Figure 2.19. Comparison of ISU algorithm and Douglas Peucker algoritampdx 1): (a)

result of ISU algorithm; (b) result of Douglas Peucker algorithm. Ih bases, the red

boundary is the original data and the blue boundary is the simplification result.
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Similarly, in the following example part, the new algorithm located therigrcorner
correctly, while Douglas Peucker algorithm turned “too early” befeaehing the turning

point.
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Figure 2.20. Comparison of ISU algorithm and Douglas Peucker algorittampdx 2): (a)
result of ISU algorithm; (b) result of Douglas Peucker algoritimibadth cases, the red

boundary is the original data and the blue boundary is the simplification result.
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The same situation happened in another boundary section in fig. 2.21.

In fig. 2.22, both the new algorithm and Douglas Peucker algorithm used 6 points to
represent the concave boundary section. However, the summed distance error of the new
algorithm’s result was only 37.9% of the Douglas Peucker’s result, whikuthened

direction error of the new algorithm were only 31.0% of the Douglas Pescksililt.
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Figure 2.21. Comparison of ISU algorithm and Douglas Peucker algorittampdx 3): (a)
result of ISU algorithm; (b) result of Douglas Peucker algorithm. In kebs; the red

boundary is the original data and the blue boundary is the simplification result.
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Figure 2.22. Comparison of ISU algorithm and Douglas Peucker algorittampdx 4): (a)
result of ISU algorithm; (b) result of Douglas Peucker algorithm. In ketbs; the red

boundary is the original data and the blue boundary is the simplification result.



44

2.4.2 Optimal Field Coverage Path Planning Results

For all tested fields with no more than 20 vertices and 5 interior obstdaesptimal
solutions were found by OPP software within 60 seconds. Unless spetiad, assumed
the default settings described in 2.3.8 were adopted for the equipment turning radius, the
headland width and the swath width. According to the turning type decision trez &g
under this default assumption, “flat” turns should be adopted in most of the casesr€heref
in the following displayed examples the selected turning types are not gpeailess any
turning types other than “flat” turns were adopted.

In fig. 2.23, for the L-shape, the best solution returned by the algorithm was to
decompose it into two rectangular shapes with coverage path directions altrgtre

edges.

Figure 2.23. Field decomposition and path planning for an L-shape field.

Donnell Hunt (2001) pointed out that because of the higher costs of angled turns,
when covering a right-angled triangle field, it's better for the covepagern to be parallel
to a perpendicular side rather than to the angled side. This was confirme® tsyr&flt
shown in fig. 2.24. Fig. 2.24(a) shows the result when the default assumptions of the
equipment turning radius, headland width and swath width were adopted. All turnimggs we
of “flat” type in this result. Fig. 2.24(b) shows the result when the swath wiashcivanged
to 20 feet (8 rows of corn plants). “Bulb” turns (or sometimes “hook turns”, assdisd in

2.3.3.3) were adopted in this result because of the limited turning space.



45

é "ﬂat”turﬂs

"flat” turns— .
__‘L
(@)
. _— bulb”turns or "hook" turns
"bulb" turns — e
=
(b)

Figure 2.24. Path planning for a right-angled triangular field: (a)eth@trwhen the
assumptions of the equipment turning radius (15 feet), headland width (80 feet) and swat
width (40 feet) were adopted; (b) the result when the swath width wasech&ng0 feet.

Farmers tend to choose the longest edge direction as the coverage path dirgction (f
2.25a). However, sometimes there exist better solutions than travelling aloaggéstl|
edge direction. In the following example (fig. 2.25b), OPP made good use of the parallel
relationship among three edges. According to the cost function described befere, whe
compared with the solution in fig. 2.25a, solution in fig 2.25b saved 5% on the number of

turns and 6% on the cost on the edges.
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(@) (b)

Figure 2.25. Comparisasf OPP withconventional approach: (apnventional approach

coveing along the longest edge; (b) OPP output.

The results from the OPP algorithm were comparel thie solutions generated
some pevious researchers. |. 2.26ais an example given by Oksanen et al. (2005). T
were lots of anigd turns in their solutic. The solution generated by the OPP algorithm
2.2@b) produced 4% more number of turns, but the cbteoangled turns w reduced,

resulting in a 15% reduction of turning cost on dages

(@)
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(b)

Figure 2.26. Comparison of OPP with others’ approach: (a) approach of Oksahe(bgt
OPP output.

Fig. 2.27a is an example given by Fabret et al. (2001). Fig. 2.27b shows the result of
OPP when the default assumptions of the equipment turning radius, headland width and
swath width were adopted. All turnings were in “flat” type in this resultofdiag to the
cost function described before, the result in fig. 2.27b saved16% on the number of turns and
12% on the turning cost on the edges. Fig. 2.27c shows the result when the swath width was
changed to 20 feet (8 rows of corn plants). Instead of being limited by using ordnalsg
as separation boundaries, OPP found a better dividing line that started at oneneevtes a
parallel to the bottom edge. “Bulb” turns (or sometimes “hook turns”, as discus86313.3)
were adopted in this result because of the limited turning space. ThendgulRi27c saved
9% on the number of turns and 14% on the turning cost on the edges compared with Fabret’'s
result in fig. 2.27(a).
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Figure 2.27. Comparison of OPP with others’ approach: (a) approach of Eahire(b)
OPP output when the assumptions of the equipment turning radius (15 feet), headland width
(80 feet) and swath width (40 feet) were adopted. All turnings were in t§lp€ in this
result; (c) OPP output when the swath width was changed to 20 feet.

The example given by Fabret et al. (2001) was studied further by adding two
obstacles into the field. The result is shown in fig. 2.28. If the former coverrpauttiy.
2.27¢c was not changed, the result would look as in fig. 2.28a. The OPP responded to the
addition of the obstacles and obtained a new solution of fig. 2.28b. The decomposition was
gone. Since the new obstacles brought some vertical edges into the field, hsombie to
cover the field by the vertical paths. According to the cost function descrifwré be
compared with the solution in fig. 2.28a, saving from OPP on the number of turns was 4%
and saving from OPP on the cost on the edges was 4%.
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Figure 2.28. Adding two obstacles to the example field of Fabret et aindaanged
approach of fig. 2.27(c); (b) new OPP output.
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An example of a complex field is shown in fig. 2.29. The three dividing lines were,
separately, a diagonal, the extension of one edge (at the same time a d@ganad a line

segment ending at one vertex and parallel to another edge.

Figure 2.29. Field decomposition and path planning for a complex field.

The algorithm for transition between neighboring sub-regions has been iempézim
and incorporated into the whole 2D planning algorithm. Fig. 2.30 is one example field test
result, in which concentric curves were adopted for the transition betweenrdtepgahs.

The new solution’s cost at the dividing boundary calculated by (2.25) was 44% lower than

the turning cost at the dividing boundary in the original solution (fig. 2.30a).

(@)
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(b)
Figure 2.30. Trantbns between neighboring s-regions: (a) originaDPPresult without
regional transitionThe red line is the dividing bound; (b) newOPP result with region:

transition.

Figure 2.31shows an example in whi OPP gavehe same output as the farr's
choice. The paths weret along the longest edge. Instead, the directfanother shorte

edge was adopted to redwsnggled tur costs.

(@)
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(b)

Figure 2.31. Comparison of OPP with farmer’s approach: (a) Harvexigragtion trajectory
on the yield map of a farm field 1 in Ohio; (b) OPP output.

Figure 2.32 shows an example in which OPP gave a different solution from the
farmer’'s. Compared with the farmer’s actual driving pattern, OPP’s @olb#d less number
of turns but more angled turns. According to the cost function, overall the saving fidm OP

on the number of turns was 9% and the saving from OPP on the turning cost on the edges
was 4%.
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Figure 2.32. Comparisasf OPP withfarmer’s approach: (&jarvesting operation trajecto
on the yield map of farm field 2 in Ol; (b) OPP output.
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Fig. 2.33 shows anther practici example in which OPP gavlee same output as t

farmer’s The field was divided into two s-regions in both solutions.
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Figure 2.33. Comparisasf OPP withfarmer’s approach: (a) Harvestingesgtion trajecton
on the yield rap of farm field 3 in Ohio; (b) OPP output.

Fig. 2.34 shows aomplicated practic example in whiclthe outside boundary wi
composed of curves and there were multiple obsaeihin thefield. In the farmer’s actu
driving pattern parallel curved paths along curved boundary sestivere adopted. OF
found a direction for straight parallel paths fooshof the field area, except for the |
corner. The cost function could not be L here to comp® the two solutions, sincurved
paths were involvedh the farmer’sdriving pattern However, OPP’s solution generated m
turns in this case, but tleeirved paths in the farmer’s solutiwerewith higher costs due 1
the higher operatital control requiremes (the cost from curved paths is discussed in r
details in Chapter 3)ncorporating curve paths inthe 2D path planninglgorithm will be

investigated as future work.



56

—~
0
N—r

Figure 2.34. Comparison of OPP with farmer’s approach: (a) Harvesgigrgtion trajectory

on the yield map of farm field 4 in Ohio; (b) OPP output.

The comparison between OPP’s results and other solutions in the examples above is

summarized in table 2.1.
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Table 2.1. Comparison between OPP’s results and other solutions.

Field Name OPP’s Save on OPP’s SaV(_e on
Number of Turns Headland Turning Cost

Designed Field (fig.2.25) 5% 6%

Oksanen'’s Field (fig. 2.26) -4% 15%

Fabret's Field 1 with Default Assumption(fig. 2.27) 16% 12%
Fabret's Field 1 with Adjusted Assumption(fig. 2)27 9% 14%
Fabret's Field 2 (fig. 2.28) 4% 4%

Ohio Field 1 (fig. 2.31) 0% 0%

Ohio Field 2 (fig. 2.32) 9% 4%

Ohio Field 3 (fig. 2.33) 0% 0%

2.5 Conclusions

The field boundary simplification algorithm has been developed. The reduction of
boundary segments will substantially decrease the computational time forithal @i
field coverage path planning. As demonstrated in the results, the newly deMetopelary
simplification algorithm showed superior performance in delineatingrigenal field
boundaries when compared with other popular simplification algorithms such aa®oug|
Peucker. In particular, the new simplification algorithm could accyriaielte the turning
corners on the boundary. Besides, the new algorithm’s result had not only lowecelist
error, but also lower direction error than former algorithm’s result. Thisperitant for
optimal coverage path planning, since the cost function can be greatgnedhli by the
direction of the boundaries. The OPP algorithm was developed to find the optimal solution
for decomposing the field into sub-regions and determining the coverageotingttin
each sub-region. The search mechanism of the algorithm was guided by a custostized c
function that was concerned with the cost of different types of angled tutims headland.
The complexity of the algorithm wa n3log (n)) for a field with n edges in total. Methods

for reducing the computational time have been investigated. Field examiieomplexity
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ranging from a simple convex shape to an irregular polygonal shape that hasemultipl
obstacles within its interior were tested with the OPP algorithm. Fasédd fields with no

more than 20 vertices and 5 interior obstacles, the program found optimal cowtuéiges

within 60 seconds on a computer with a 3.20GHz Pentium(R) 4 CPU and 1.50 GB of RAM.
The OPP’s results were compared with the results of former resesaoctiarmers’ actual

driving patterns. The results have depicted that in the most extreme caBesg\v@R up to

16% in number of turns and 15% in headland turning cost. There were no cases where OPP
outputted worse solutions than farmers’ solutions in terms of headland turning cost. These
results indicated that the OPP algorithm was effective in improving tldeciiglipment

efficiency on planar fields by producing optimal field decomposition and covesadige p

direction in each sub-region.

There are multiple ways the OPP algorithm can be further improved. In tleatcurr
solutions of the OPP algorithm the paths are all in the form of straight linesomrerfields
with curved boundaries, adopting curved paths may further improve the operati@neyfici
In the United States, a great proportion of farms are with rolling terrains, gnglganing
on 3D terrains has a great potential to further optimize field operations. Fott3D pa
planning, besides the headland turning cost, costs like soil erosion, speed control on slopes,
topography impacts on the paths and so on need to be carefully analyzed. The 3D terrain
optimal coverage path planning is discussed in Chapter 3. There can be various other
problems, such as how to incorporate the loading and unloading locations into the algorithm
and how to coordinate between the vehicles when there are multiple vehicles ildthe fie

Solving these problems remains as the future work.
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CHAPTER 3. OPTIMAL 3D TERRAIN FIELD COVERAGE PATH PLANNING
3.1 Abstract

Automated path planning is important for the optimization of field operations. Field
operations should be done in a manner that minimizes time, travels over the fiald anda
are coordinated with specific field operations and topographic land feantedbgént

algorithms are desired for both 2D and 3D terrain field coverage path planning.

The full coverage pattern for a given 2D planar field by using boustrophedon paths
has been investigated before. The 2D algorithm was developed to find the optimahsoluti
for decomposing the field into sub-regions and determining the coverageotinettin
each sub-region. However, in real world, a great proportion of farms have teliams,
which have a considerable influence to the design of coverage paths. Coverage path planni
in 3D space has a great potential to further optimize field operations. Towifglfive
research tasks are among those which are critical to accomplish thegaali:modeling
and representation, topography impacts analysis, terrain decomposition aifidatiass
coverage cost analysis and the development of optimal path searchinthalg&ach of the
topics has been investigated in this work. The developed algorithms and methods have been
successfully implemented in software and tested with practical 30ntéaren fields with
various topography features. Each field was decomposed into sub-regions basedon ter
features. The optimal “seed curve” was found for each sub-region and the garadielge
paths were generated by offsetting the “seed curve” sideways until the relgion was
completely covered. Compared with the 2D planning results, the experimeutis o¢SD
coverage path planning showed its superiority in reducing both headland turning cost and soil

erosion cost.
3.2 Introduction

Automated path planning is important for the optimization of field operations.
Currently, most coverage path planning algorithms are only capable of dedahri2Dwi
planar fields. In chapter 2, a core optimization algorithm was developed thaalhpti

decomposed a given planar field and planned an optimized operational pattern with
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boustrophedon pathways for each sub-region. Based on the test results, the algorithm
demonstrated a promising capability of finding a globally optimal fie@gposition and

coverage travel direction.

However, a great proportion of farms have rolling terrains, which have conselerabl
influences on the design of coverage paths: Only 47% of cropland in the UnitedsStates
less than 2% slopes; 48% of the cropland is on slopes between 2% and 10%. In lowa, 9.5%
of cropland has slopes in the 10-15% range (National Resources Inventory, USDA, 1992).
Therefore, coverage path planning for 3D terrain fields has a great pateftidher

optimize field operations.

For some of the 3D terrain surfaces, there could be problems to apply 2D coverage
path planning algorithms, which assume that the fields are flat and igeeati@h changes.
First, it may cause skips and overlaps between furrows, which in turn would have economi
impacts. Stombaugh et al. (2009) pointed out that most GPS-based devices determine
locations using only horizontal GPS coordinates (latitude and longitude). But on higher
slopes, the surface area difference between planimetric and topograpleis imecomes
significant, causing skips and overlaps between furrows. Koostra 20@6)(showed that
the error between planimetric and topographic surface areas could be as ®B#cima&®me
typical farm fields. Dillon et al. (2006) demonstrated the economic impact ofdhe a
discrepancies between planimetric and topographic models. In Dillon’s ther#ifferences
of the two models were compared for thirteen agricultural fields in Kentuckywarting
size and terrain. A production function of crop yield response to nutrient applicatied se
as a comparative focus. This allowed assessment of the magnitude of metdéterences
in economically optimal nutrient application rates versus the less acbutaetually used
planimetric technique. This study resulted in a mean loss of $0.24/ha ($0.10 parautg)
the thirteen fields, ranging from $0.01/ha (less than $0.01/ac) to $1.79/ha ($0.73/ac).

Another major problem of applying 2D path planning algorithm on 3D terrain is soill
erosion. Van Doren (1950) indicated that soil runoff from contoured fields islefis than
that from fields tilled up-and-down the slope. Ignoring the slopes on the temch@xacuting

projected straight parallel paths on terrain fields would cause sevieeeaston problems.
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Wendt (1997) reported that tillage and planting operations performed on the conteenyare
effective in reducing erosion from storms of low to moderate intensity thabamsmon in
many areas of the United States. When tillage is oriented along the coméaudges or
oriented roughness will partially or completely redirect the runoff, byengodifying the

flow pattern. When tillage leaves high ridges, runoff stays within the furromebetthe
ridges, and the flow direction is controlled by the tillage pattern. Highgitigen tillage on
the contour cause runoff to flow around the hillslope rather than directly downslope,
significantly reducing the grade along the flow path and reducing the flovgstadeent and
transport capacity. As a result, developing an algorithm which plans the painaltong the
contour directions on the slope to the best extent would be effective in reducing soi eros

cost.

No former research on 3D terrain field coverage path planning was reported.
However, research on 3D surface coverage path planning has been reported for other
applications. Kim and Sarma (2003) used vector fields to generate covejagjeries on a
class of simple surfaces and discussed a possible formulation of surface aigmbased
on a principle that minimized cycle time. However, they did not pursue the détsilsace
segmentation techniques. Sheng et al. (2003) developed procedures that segmented the
projection of a 3D surface on planar surface to optimize the process cycléltmever,
each segmented patch was stilled treated as 2D, and the costs were onjymaagiired.

For instance, the minimum altitude of a sub-polygon was simply used for the estiofat

the number of turnings a tool had to make. Such rough measurements made it diffibelt for t
method to achieve globally optimal coverage solutions. Vincze et al. (2003) presented
approach to generate trajectories for automated spray painting. Caediesgrwith

negative curvature), ribs (parallel narrow regions with high curvatame)elementary

surface geometries such as planes or cylinders were extracted freonfue. Each region

was then painted with generated trajectories using pre-defined stsafEugér procedure

was limited to surfaces that could be segmented into pre-defined parts sBdwdewest
painting cost could not be guaranteed by using only pre-defined traject@awynpatitkar et

al. (2005) adopted a hierarchical procedure to segment a complex automotive surface into

geometrically as well as topologically simple components. The purpose ofghisrs&ation
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was to automate trajectory planning for spray-painting in automotive indAstey the

surface decomposition, Atkar generated trajectories by selectimgl @$eve, determining a
speed profile along each pass, and selecting the optimal spacing betwessisagasses.
However, the main objective of this application was to insure uniform paint deposition on the
surface, which was not a concern in farm field coverage. Besides, sagnibatsurface

into geometrically and topologically simple patches was not necedsellful for farm field
coverage, which might cause over-dividing of the field and thus increase the headland

turning cost.

To accomplish the goal of optimal 3D terrain field coverage planning, multgge st
of different tasks were needed. Terrain modeling was the first step towaratiBPlanning.
Elevations of discrete points are used to represent the surfaces, namabjtdid@vation
Models (DEMs). Interpolating methods such as Kriging have been appliedtatesthe
elevation of any point based on the data points in DEMs (Aziz et al., 2006). However,
interpolation could only provide elevation information at specified points. Instealgtiaal
models were derived from DEM to better describe the topographic surfaces incéD Hpa
facilitated the task of terrain characterization as well as slope avaterg calculation,
which would be essential in the cost calculation for different 3D surfaceagw/patterns.
For the second step, quantitative analysis comparing between planimetric andgiopgogra
surface models was investigated too. The topography impacts to projected 2D ptemning
3D terrain must be quantified in order to decide whether 3D coverage path planning
algorithm was needed instead of the 2D planning algorithm. Third, terragificitson was
another important step before the coverage paths could be designed on the tecaieSi
topography of a terrain field might have high variance from an area to andghefteib
difficult to find one single coverage pattern for the whole field, and the divide@mgLer
strategy was needed. The terrain field could be classified and decomposebirggisns.
By applying different coverage planning patterns to the sub-regions, thegewst could
be further reduced. The fourth step was cost analysis for the coverage ofa®Dsierfaces.
As in 2D coverage path planning, headland turning cost was still one of the major costs.
However, there were some new costs for 3D coverage planning, such as tressmil @st

and cost from the curvature of the curved path. Each category of cost wadycarefiyized
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and calculated, and the goal of 3D coverage path planning was to find the optimal path in
order to minimize these costs. Finally, the searching algorithm for the ojpiatiedvas
developed. Since curved paths might be involved in 3D coverage path planning, the
searching space of the optimal path could be much larger than in the 2D planning cases.
Therefore the searching algorithm must be able to find out the optimal covehatyns

while keeping the computational complexity acceptable to modern computers.

The next part of this chapter addresses each of the five main steps above. In 3.3.1, the
B-Splines 3D terrain modeling with discrete elevation points is introduced. In 38.2, th
topography impacts to the coverage of 3D terrain field are analyzed. In 3.318:ttied for
terrain decomposition and classification is introduced. In 3.3.4, quantitative armdlysis
different coverage costs on 3D terrain surfaces is provided. In 3.3.5, the “Seed Curve”
searching algorithm for optimal 3D coverage solution is provided. The resutis studies

are provided in 3.4.

3.3 Methods

3.3.1 3D Terrain Modeling with Discrete Elevation Points

Terrain modeling was the first step toward 3D coverage path planning.i&tewht
discrete points was measured to represent the surface, namely theHegi#dion Models
(DEMSs). Interpolating methods such as Kriging were applied to estimagdetiation of any
point based on the data points in DEMs (Aziz et al., 2006). However, interpolation can only
provide elevation information at specified points. Instead, analytical modeleaderived
from discrete elevation model (DEM) to better describe the topographacssiih 3D space.
This facilitates the task of terrain characterization as welloge €ind curvature calculation,
which are essential in the cost calculation for different decomposition and coypataens.
There are some other advantages of analytical representation ofdiregarface: 1) The
field terrain surface can be described with a smaller number of coeicoempared with
an m-by-n grid representation; 2) Some noisy data in the DEM model can be nkljettie
analytical model and the analytical model always tend to provide a smooth desoighe
surface; 3) It is easier to calculate the relative position of any poime tetscribed surface;

4) It is faster to calculate the distance from this point to the surfacedb iftiee data set in
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DEM is well fit by the analytical model. Substantial amount of formeraresework can be

found in 3D surface modeling. Keren et al. (1994) stated that the advantages of using implic
polynomial for fitting curves and surfaces were its simplicity, the pdisgitn compute

algebraic invariants, and the ease of containment computations. Jia et al. (2006red a
polynomial fitting method that constructs a surface patch by sampling al@sgcibmcurrent
curves on the surface. Besides using polynomials, Forsey et al. (1995) considétiagthe

of tensor-product parametric spline surfaces to gridded data. However, alintes f

research was in other application fields such as pattern analysis or conngptecsy None

of them was designated for farm field terrain modeling. Research patiyidalgeted at the

farm field terrain modeling for coverage path planning purpose is stiledeed

To have a good representing model of the terrain field, selection of the model is the
key. Polynomials are the approximating functions of choice when a smooth function is to be
approximated locally. Polynomials have been recommended for curve or siitiagddr
several reasons. First, they are simple and do not require an excessive nurnéicaris
to describe. Second, they are mathematically easier to manipulate than other ock
the algorithm used for polynomial fitting is very robust to noise. Fourth, polynonaialslic
in missing data easily. However, if a function is to be approximated on a largeaintiee
degree of the approximating polynomial may have to be unacceptably large. Bezout's
theorem (Fulton, 1974) can help to decide whether an Nth-degree polynomial can describe a
given curve in 2D: “If Cm and Cn are zero sets of polynomials of degree m and n which do
not share a common component, they can intersect at most m*n points.” Suppose there is a
curve F, and observe that a line intersects F at five points. Because a line camibedleyg
a polynomial of degree one, the theorem implies that F can be described by a pdlghomia
at least degree five. For a wave-like curve, it can intersect with atlmany points. High
degree polynomials are needed to fit such curves. Therefore for 3D teriiald,aith many
ridges and valleys requires higher degree polynomial models. On the other hand, kv degr
polynomials are needed to avoid over-fitting. Runge’s phenomenon (Berrut et al., 2004)
states that between the interpolated points, the error between the real fumttibe a

interpolating polynomial gets worse for higher order polynomials. Rungef®ptenon also
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states that high-degree polynomial interpolation at equidistant points carylwamgerous.

Unfortunately, the DEM data sets are often equidistant points.

To avoid these problems of polynomial models, spline models can be used, which are
special functions defined piecewise by polynomials. Spline interpolatadteis preferred to
polynomial interpolation because it yields similar results, even when lasireg degrees,
while avoiding Runge's phenomenon for higher degrees. The pp-form and the B-form are
two commonly used ways to represent a spline. The B-form has become the staydard wa
represent a spline, since the B-form makes it easy to build in smoothness reopsiness
breaks. The smoothness of a B-form spline is controllable based on the rule "knot
multiplicity + condition multiplicity = order". Therefore, by adjustingetknot sequence and
spline order, not only the precision of fitting, but also the smoothness can be easdlfetbntr
for the B-form spline. More details of the B-Splines fitting method can be found in tke wor
of Cheng et al. (1989) and Forsey et al. (1995).

For the fitting of DEM data with B-form splines, the interpolation to gridded DEM
data was implemented by tensor product splines:

f(x,y) = XiZ1 Xj=1 BEIsi, -, Si4n) BEIt, -, tp) @ (3.1)
where s and t were the knot sequencesagnalas the corresponding coefficient array.

The gridded data (bivariate) were fitted with one variable at a time, tattuzgntage

of the fact that a univariate least-squares fit depended linearly on the baingditted.

3.3.2 Topography Impacts to Projected 2D Planning on 3D Terrain

Some new problems came up with 3D terrain coverage path planning, which didn’t
exist in 2D planning. Quantitative analysis comparing between planimetric and fapiogra
surface models was needed. The topography impacts to projected 2D plannisgre3adl
terrain surfaces must be quantified in order to decide whether 3D coverage pathgpla
algorithm was needed instead of the 2D planning algorithm. Following is thessiien of
two such impacts: the soil erosion impact and the skips between projected 2D planning

results on 3D terrain.
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3.3.2.1 Soil Erosion Impact

Soil erosion is one of the mostly concerned problems in 3D terrain field coverage.
Ignoring the slopes on the terrain and projecting straight parallel pathsan feids would
cause severe soil erosion problem. Tillage and planting operations performed ondbe cont
are very effective in reducing erosion. As a result, in order to reduce sodreoosit, the
paths need to be along or nearly along the contour directions on the slopes. The dbtails of
method for quantifying the effect of a particular coverage path pattern oncsadreare
described in 3.3.4.1.

3.3.2.2 Skips between Paths when Projecting 2D Planning Results on 3D Terrai

2D coverage planning assumes that the field is flat and ignores elevation changes.
While this assumption is valid in many flat agricultural fields, theresigificant portion of
agricultural production areas where topography has impacts on operationalspatteen
projecting 2D planning result to 3D terrain, the actual distance between patles on th
topographic surface increases, and there will be skips between adjacennphihslopes
(fig. 3.1). Former researchers figured out that this area discrepanaeogianimetric and

topographic models might result in economic impacts.

Stombaugh et al. (2009) calculated the width of the skip (or overlap) area between
two adjacent paths by:

E=w-——1"24T,-T, (3.2)

where E was the width of the skipped area; w was the machine widtlandw,, were the

effective implement widthsE; andT, were the lateral translations of implement.

In (3.2), the lateral translation of implemefifsandT, were another effect of
machine roll on the slope. As the machine rolls, if there was no measurement and
compensation of roll in the GPS position, the guidance system would attempt to keep the
antenna on the desired path instead of the centerline of the machine. This would cause the
machine implement to actually be translated to the side of the desired patlts. In thi
application, the skipped area caused by this lateral translation wastedggnce this

translation can now be compensated for by current GPS guidance systems.
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As a result, (3.2) was be simplified as

E=w-—"2 (33

The effective implement width was actually the implement width projected on the
horizontal plane (fig. 3.1):

we =w-cos(r) (3.4)
where r was the roll angel of the vehicle, which could be calculated as:

r=s-sin(@ —0) (3.5

where s was the vehicle slope (same as the terrain slope) defined as thbesslagd angle;
@ was the vehicle headin§;was the slope aspect. For b@tland6, the reference direction

was north.
From (3.3), (3.4) and (3.5), the width of skipped area could be calculated as:

B wcos(s;sin(@; — 04)) + wcos(s,sin(@, — 6,)) (3.6)

E=w

.-/-

Figure 3.1. The actual distance between paths on the topographic surfazsemevhen

projecting 2D planning result to 3D terrain.

For one 3D terrain field covered with N straight parallel paths, the total skipped a

could be integrated as:

N-1 g
skipped area = 2 f E(x)dx (3.7)
i=1 70

whereL; was the length of the ith path; E(x) was the skip width at position x of path h whic
could be calculated by (3.6).
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3.3.3 Terrain Decomposition

The elevation data of a terrain field may have high variance from area tét'area.
often difficult to find a single optimized coverage pattern for the whole fielan #gze 2D
coverage path planning, the divide-and-conquer strategy should be applied for 3D terrain
fields.

Before the coverage paths can be designed, terrain decomposition anctatessifi
are needed (fig. 3.2). A field should be decomposed into sub-regions based on fieldsttribute
such as terrain features (elevation variance, surface slope, etc.), ground reugpihes
conditions and so on. Besides consideration of the field attributes, in order to eliminate
increased turning costs, the field should be subdivided into sub-regions with comabarati
smooth boundaries. Sometimes, recombination of some adjacent sub-regions with
complementary shapes is needed so that coverage cost can be further reftierctck A
decomposition, the partitioned sub-regions are classified based on the terraielyge, v
attributes, user’s opinions and so on. The most appropriate path planning strate@g (suc
2D planning or 3D planning algorithms) should be applied to each region so as to achieve the

minimum coverage cost.

Terrain & Operation Data

[ Field | | |
' ' User's opinion
\ J , Y
s . S Apply Coverage
Decomposition ——® Recombination classification

Planning Strategies

Y

Coverage
Planning Result

Figure 3.2. Process steps of terrain coverage planning.

As described above, the field decomposition should be based on multiple criteria.

These criteria include (but not limited to): slope steepness (SS), leeatieh variance
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(EV), slope length (SL), curvature of terrain surface (K), ground roughn&ys £Gil

erodibility (SE) and so on. Among them, only the concerned criteria should be applied during
decomposition. It is not desired that the field is decomposed into too manycstisall

because of any trivial terrain feature criterion, since over-subalimagill create new

boundaries and thus increase the coverage cost. For instance, slope length, gghunegsou
and soil erodibility are all for the measurement of soil erosion. For thods fied owner

does not have much concern about the impact of operation to soil erosion rate, it's not
necessary to adopt these criteria in terrain decomposition. The selectaoptddacriteria

should be up to the operator.

The terrain decomposition should be made according to those adopted criteria with
different weights. When there are more than one criteria adopted, they needhé¢ohrzic
one by one for the decomposition. During each round, thresholds are set up by the operator
and each divided region of the field is further partitioned based on the curremrcritdne

weight of each criterion is reflected by how fine the thresholds are defined.

After decomposition, recombination of some adjacent sub-regions is needed. Since
there is no control of area and shape of the sub-regions in the former decomposgition ste
recombination is a necessary step to eliminate over-subdivision. Combiningygaris neith
small area with its adjacent regions can often reduce the complexidyerage planning.
Some regions should also be combined to eliminate isolated “holes” or “islands” in the
region. For instance, those small hill top areas are always with low slogpéisesy should be
combined with its surrounding high slope areas instead of being separatedres auiia
region, unless the area is large or there are other special reasons. Asaaystihare are two
circumstances when recombination takes place: First, those regions withreaslishould
be combined with the neighboring regions. Second, holes and concave shapes should be
eliminated, since dividing the field into geometrically simple and convex aistnelpful in

reducing the coverage cost.

The general terrain decomposition algorithm is given bellow, assumingaiteene

(n = 1) field attributes adopted as decomposition criteria.

Algorithm TERRAINDECOMPOSITION(f)
Input: Planar subdivision f representing a field.
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Output: A list of planar subdivisions, L, representing thi-regions
1. initialize L as containing f as the only item;
2. fori<1ton

3. for each item R in L

4 if (R should be divided according to the ith critajio

5. then remove R from L, and add the newly divided sub@esgiinto L;
6 end if

7. end for

8. endfor

9. search for all pairs of adjacent sub-regions

10.for each pair of adjacent sub-regions, R1 and R2

11. if (combining the pair reduce the coverage cost)

12. thenremove R1 and R2 from L, and add the newly combsdgregion into L;
13. €se goto line 10 to start over again;

14. endif

15.end for

16.returnL;

End of algorithm

After the decomposition and recombination, a coverage strategy needs tactezisele
for each sub-region. The sub-regions should be treated as either plana, $arfatich 2D
coverage planning algorithms is applied, or terrain surface, for which 3D cev@eaming
algorithms must be applied to eliminate coverage costs caused by the togogmagdts.
The decision on the adopted path planning strategy largely depends on the operator’s
concerns. For instance, for the same terrain field, different farmgriana different
emphasis on operating efficiency or soil erosion prevention. However, by icwjléetd and
related operation data, the operator should be able to get recommendations and suggestions
for deciding on the best coverage strategy. The data may include: slopsstitineature of
terrain surface, operation type, crop type, slope length, vehicle width, height of \&hicle’
center of gravity, annual rain storm intensity, soil erodibility factarugd roughness and so
on. After processing the data, the computer could provide the operator withatirrsuch
as the severity of soil erosion estimated by the RUSLE equation, differ¢wf tesadland
turnings from different coverage strategies, and so on. These results would helerttee
decide if the contours should be followed or not, and if 2D or 3D planning should be applied.

3.3.4 Coverage Cost Analysis
There are multiple categories of coverage costs in 3D terrain path planning. Among
them, headland turning cost, soil erosion cost and cost from the curvature of the paths are

three mostly concerned categories. The headland turning cost has beerycamafyiled in
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2D coverage path planning (Chapter 2), which is still valid in 3D planning. The analysis of
the erosion and curving costs is given in this part. The method for the integration of the

different cost categories is also discussed.

3.3.4.1 Soil Erosion Cost
In consideration of soil and water conservation, contours should be followed on slope
surfaces to eliminate soil erosion. The objective of the following discussiomjisgantify the

soil erosion from any practical tillage practice.

The Revised Universal Soil Loss Equation (RUSLE) is an erosion model designed to
predict the longtime average annual soil loss carried by runoff from spieeidi slopes in
specified cropping and management systems as well as from rangelandi (R883j.

RUSLE is in the form of:

A=R*K*L*S*C*P  (3.8)

where A is the estimated average soil loss in tons per acre per year,kgrid B, C and P
are the erosion factors: R is the rainfall-runoff erosivity factois e soil erodibility factor;
L is the slope length factor; S is the slope steepness factor; C is the coagremant factor;
P is the support practice factor.

Among the six factors, the “support practice factor” P is the ratio of seiWdh
contouring and/or strip-cropping to that with straight row farming up-and-daye sT his
factor is of interest for coverage planning on 3D terrains, because itatafcthe effect on
soil erosion amount from the coverage path patterns. “The relative effessvaine
contouring for controlling erosion on various slopes is shown by the conservationepractic
factor P” (Schwab et al., 1993). Since the coverage path pattern doesn’t influentethe ot
erosion factors in RUSLE except P, the P value can be used to indicate the sml @esi
brought by a particular coverage pattern for a particular field.

Wendt (1998) provided that the P factor values for contour furrowing on a slope with
a 10% gradient with high ridge heights can be as low as 0.35, which means the swil@rosi
exact on-grade contouring farming is only 35% of that when straight furrows up and dow

the slope are adopted. However, in most of the field cases, the furrow directiadhes nei
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exactly on-grade nor exactly following the slope, but with varying arigles the contour
direction. This is the so called “off-grade contouring”. Following is the introcluct a
method for calculating the P factor when a particular set of parallel (sataght or curved)
is adopted for the coverage of a terrain field so that off-grade contouringisdan the

slopes.

Experimental data showed that there was a rapid loss of effectivenessanirow
as grade along the furrows increased. Renard (1997) provided the following equation in
USDA Agriculture Handbook to estimate P-factor values for off-grade contouring:

S¢. 1
Py =P, + (1 — Po)(s—l)z (3.9)

whereP, is the P factor for off-grade contourirgy;is the P factor for on-grade contouring;

S¢ is the grade along the furrow (path) directidnis the local steepness of the land.

If a set of parallel paths (either straight or curved) is applied to cdeeraan field,

P, would have different values when calculated at different locatiorfs, §sandsS; vary
along the paths. In this project, the incurred soil erosion is estimated by agétagi

throughout the whole terrain surface:
dz\? dz\?
ffD Pg \/ 1+ (&) + (d—y) dx dy

ffD\/l + (%)2 + <g—;>2 dx dy

whereP,¢_graqe IS the estimated P factor of the particular off-grade contouring coverage

Poff—grade = (3.10)

pattern; D is the range of the field.

While the estimation di; andS, in different locations is straight forward, the value
of P, depends on the terrain features such as slope steepness and so on. In this project, we
adopted Renard (1997)’s equations for estimatind@fh@lue under base conditions (which

only consider field topographic features and effect of ridge height):

P, =a(Sym —S)® + Py Sc<Sm  (3.11)
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P, =c(Se—=Sm)¥+Pup Sc=S, (3.12)
P, =1 S¢>S. (3.13)

whereP, is theP, value under base conditiorss;is the local slope steepneSs; andS, are

dividing points on the slope axiB;;, is the minimum P value.

The three equations above describe the different sections of a “U” shaped curve,
which describes the changirigy value with slope. The coefficients a, b, ¢, d and the values
of S,y » Se , andP,, vary with ridge height. Renard (1997) provided suggested values for

these coefficients for different ridge heights.

(3.9) and (3.10) can be combined as:
dz\? dz)?
]J1 +(P) + (d—y) dx dy

ffD\/1 + (%)2 + (g—;)z dx dy

In this application, (3.14) is adopted as the model for the effect of off-grade

N

I[P + (1= ) (3)

Poff—grade = (3.14)

contouring parallel paths farming on soil erosion.

3.3.4.2 Curved Path Cost

Curved paths pose challenges to the operation of the vehicle. For 3D terrain coverage
path planning, curved paths are often required so that the paths can be nearly along the
direction of contour lines in order to reduce soil erosion. When curved paths are needed, the
whole set of parallel paths can be determined by a “seed curve” (fig. 3.3)atties when
the paths on the convex side of the “seed curve” are generated, since the curvataseslecr
along this direction. However, on the concave side of the “seed curve”, each subsequent path
suffers from a higher turning curvature. The curvature keeps incressmgthe subsequent
paths until the venhicle is unable to make the designed turn. Skip areas occur ingh@nsit
(fig. 3.4). The skipped area between paths A and B in fig. 3.4 can be minimized by adopting
the vehicle’s minimum turning radius for path B. However, this would generatbex

sharp turning for the next path, C, leaving a new skipped area between paths B and C.
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Similarly, the skipped areas would be generated between each pair afdivnt

subsequent paths until the boundary of the field is reached. If remaining uncovwesed, th
skipped areas would be a waste of land. Switch-back turns are sometimes used tacbover s
skipped areas in the turning corner to reduce the waste. However, switch back turns have
high cost in time and high operation requirement. In other cases, extra trave&lare m
particularly for the coverage of the skipped areas, but this would also careseast in time

as well as overlapped coverage. It remains as future work to find out the bextdeaying

with these skipped areas. In this application, the sum of the skipped areasl fesuitde

paths’ high curvatures was calculated and included into the coverage cost function.

concave side
convex side

Figure 3.3. Parallel paths (red) can be determined by offsetting@ceee” (gold).
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Figure 3.4. Skipped areas occur on the concave side of the “seed curve”.

The curvature of a curve is the rate of change of direction of the tanyeat bne
point with respect to the arc length (Rutter, 2000). In this project, theofimalit paths were
in the form of polylines, and the curvature along the polyline is represented thatigeof
directions between each adjacent two edges with respect to the lentithedges (fig. 3.5).
This curvature, or the change of direction, is limited by the minimum turning radiins of
vehicle. The critical situation happens when the vehicle needs to turn with its minimum
turning radius to drive through the three adjacent vertices along the polgatei(sD-E-F
in fig. 3.6). This maximum change of direction can be calculated as:

Afx = sin™ < (3.15)

where d is the distance between the first and third vertices, and r is tble’'gaininimum
turning radius (15 feet was assumed in the tests). In this application, the path pélgtpe

high resolutions and d < 2r for all adjacent three vertices.
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Figure 3.5. The curvature along the polyline is represented by the changectbdg
between each adjacent two edges with respect to the lengths of the edges

For all the polyline paths in the result, the change of direction at each vertextaong t
polylines is subject to the limitation in (3.15). For any change of direction highretll
maximum value, the vertex at which the change happens needs to be adjusted. This
adjustment may result in the situation in fig. 3.4 when skipped area happens between paths
Fig. 3.6 shows an example of a path polyline with high local curvature. It is asshahed t
order to be exactly parallel from the last swath, the vehicle needs¢bdtang the route A-
B-C-D-E-F-G-H-I. However, the arc D-E-F has a turning radius smallerttieavehicle’s
minimum turning radius. The best the vehicle can do is to keep turning with itsumnim
turning radius r along D-J-F. This adjustment (from E to J) results in a skipgsetetween
D-E-F and D-J-F. When the polyline resolution is high (with low enough distancesdretw
neighboring vertices), the shaded area in fig. 3.6 can be calculated to appedkenat
skipped area from the adjustment. Curve fittings for the polyline vertices saphraes
fittings are needed if the polyline resolution is low, so that the skipped andzeestimated
more accurately. Assuming d, d1, d2 are the distances between DF, DE, EF, r is te&svehic
minimum turning radiusA@ is the original change of direction at E, the skipped area can be
calculated as:

1

d?\?
d,d, sin(A9) —dr + d (rz — T)
2

(3.16)

In this application, all such skipped areas were summed together alonggahdrated

paths for the approximation of the cost from the high curvatures of the paths.
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Figure 3.6. An example of a path polyline with high local curvature. The vehicleotéde
able to make the sharp turning due to the restriction of its minimum turning radius, and

skipped area (shaded) may be caused around the corner.

Other Types of Costs from the Curved Paths

There could be various other types of costs from the curved paths. Following is the

discussion for some of them.
1) Operator Fatigue

When the vehicle is moving along a curve instead of a straight line, the operator has
to pay close attention to always put the vehicle right on the designed path. Deifug the
coverage of thousands of acres could be a tiring task. Since the drawn implemeat turns
tighter corner than the tractor, the operator must "lead” on the turns to makgpkament
travel the correct path. “This is simply learned by experience, and it just'leeer seem to
get easy”, said by an experienced farmer. Also, slopes cause a sideiftai@avn the hill.

The side hill drift compounded with the different turning radius makes operation very
difficult.

2) Uneven Rates
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Most application machinery (planters, sprayers) determines the ratedegipdiee
point on the tool bar and this rate is applied across the entire width of the implemient (wit
GPS variable rate, this point is on top of the cab). However, the outer end of a fifty foot
implement can be traveling much faster than the inside end on a tight curndearPn s
corners, the inside end will actually go backwards. The difference in applicatigsn r
between the two ends may have negative effects on the yield. This cost frovettumder

application should be included into the cost function too.
3) Inconsistent Row Spacing

It's more difficult to tow a planter on turns in terms of planting accuracy. This wi

lead to inconsistent row spacing or inefficient field coverage due to inaccuaatmglpath.
4) Lower Speed

Due to the increased difficulty of driving along a curved path, the operator often has

to slow down, making the coverage task cost more time.
5) Influence to the GPS Auto-Guidance System

In terms of GPS Auto-Guidance System, when the receiver is on top of the cab on a
corner, the drawn implement is not following the same path as the GPS on a curve. The
implement position offset could be a severe problem in harvesting. Besides, this would

contribute to the overlap and skipped areas between the adjacent swaths too.
6) Influence on the Implement

When an implement in contact with the soil travels along curved lines, there is a
sideways drift. This drift is most noticeable on the inside half of the implemgmtcially on
the very inside end. Nearly all implements are designed to travel ighétfaiward paths.
They are less accurate (less efficient) in a skewed path. An obvious exeoojdebe a dual
tool bar with opening coulters on the front bar and another tool on the back bar. When going
along a curve, the front and back tools will not line up. An anhydrous bar working in damp
conditions will encounter problems very quickly. The knife will plug because triuees
not cut in the middle of the path of the knife. Having to stop and unplug, or pull out of the

field until it dries is very costly.
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Each of the above costs varies with the type of operation, the field condition and the
vehicle. Using Auto-Guidance equipped tractor can be helpful in reducing many obtke ¢
However, following curved paths is a more challenging task for current@uidance
equipments too. Besides, different farmers may have different concerns abowuithg
path cost. For example, most farmers run combine at around 4 mph and they rarely slow
down for curves. Some farmers may run combines at a higher speed up to 8 mph, and curves
would slow these people down more dramatically. There is also a differencebejarele
contour curves and sharp curves. The gentle curves would often pose no problems different
than straight rows. As the curves tighten, the problems start and indfeasser, it's
difficult to provide a universal standard for the classification of gentiesharp curves.
Quantifying each of the costs above could be a new research topic and rematimeas f

work.

3.3.4.3 Integration of Different Costs

As discussed above, headland turning cost, soil erosion cost and cost from the
curvature of the paths are three mostly concerned cost categories. Alethedhts were
considered for the whole 3D planning cost function. The weighted average ofdbeseas
adopted in this application. The weights should be determined by the operator acimording
his concern on the different categories of costs, or based on the economic impaticoseac
category if there is a way to quantify each impact. These differenoceegf costs were
measured in different ways and could not be simply added: the headland turning cost was in
form of the time spent during the turnings, the support practice factor, P in tHEERUS
eguation, was used to indicate the soil erosion cost, and the summed skipped area from the
sharp turnings was used to indicate the curving cost. The calculated cest @béach
category were normalized before they were summed. As a summary, trew&hhlnction
of 3D planning was the weighted average of the normalized values of all thegsovesa

categories.

3.3.5 “Seed Curve” Searching Algorithm
For each patch of terrain field, the final output of coverage path planning is a set of

curved paths which are side by side to each other. The whole set of paths can beetbterm
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by one “Seed Curve”: Once the “Seed Curve” is found, it can be offset sideways on the
topographic surface for generating the subsequent paths, until the sudaweréel
completely. Therefore, the key for 3D terrain coverage path planning is to fingtthel
“Seed Curve” which leads to the minimum coverage costs.

The searching space of any potential “Seed Curves” can be huge, making brutal
search infeasible for the algorithm. For instance, if a curve is appr@dmath an 8-
connected path in a gridded area, the computational complexity for the seafchicgyve
with length n will beO(8™). Therefore, heuristic methods are needed to reduce the searching

space.

In practical farming, the field boundaries are most commonly used by faners t
guide the operation in order to eliminate number of headland turnings. Therefdiggdthe
boundary edge segments are excellent candidates for seed curves. Asdiiseigsetillage
and planting operations performed on the contour are very effective in redursi@nein
order to reduce soil erosion cost, the paths need to be along or nearly along the contour
directions on the slopes. As a result, the segments of contour lines within thecieeltea
excellent candidates of seed curves too, since the sideways offsets of the la@ntour
segments would most probably still be along the contour directions.

In this application, two categories of seed curve candidates were adopted for the
search of the optimal “Seed Curve”: field edge segments and contour lineseétetsve”
searching algorithm is illustrated in the following example withamgie shaped terrain field
with high slopes as an example. Fig. 3.7 and fig. 3.8 shows the satellite image anth&® sur
plot of the field. The contour lines in and around the field is shown in fig. 3.9. As shown in
fig. 3.7, the hypotenuse side of the triangle field is a small creek. The aviepagers the

field is 5.3 degrees, which makes the 3D path planning algorithm necessary.
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Figure 3.8. 3D Surface plot of the example field.
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Figure 3.9. Contour lines in and around the example field.

First of all, a set of contour lines inside the field were found, as the gold curves
shown in Fig. 3.10. These curves together with the three edges of the field ma&e up th

candidate set of the seed curves.
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Figure 3.10. Contour lines within the example field with certain lengths aretiabte

“Golden Seed Curves”.

Next, for each of the seed curve candidates, the coverage paths are géyerated
offsetting the seed curve sideways, until the whole region is covered (fig. Bakl).
weighted average of the normalized costs of the resulted coverage pati@culated,
which include headland turning cost, soil erosion cost and skipped area cost, as discussed
before. Finally, the seed curve candidate leading to the lowest weightadecest is

adopted.
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!
Figure 3.11. Example of expanding one of the potential “Seed Curves” (gold) and covering

the field. The red lines are the generated paths from the seed curve.

3.4 Results

The 3D coverage path planning methods and algorithms have been implemented in
MATLAB. The MATLAB programs take the DEM of a field as input, analyze thklfi
terrain, compare all the potential covering schemes and finally providgtingized path.
All the elevation data used in this project was from the National ElevatiosdddNED) of
U.S. Geological Survey (USGS), with the planar resolution (distance betweearadjac

points) of 10 meters and altitude resolution of 1 meter (Gesch et al., 2007).

To help the understanding of how the 3D planning steps work, in 3.4.1 through 3.4.4,
the application of each step on an example field is described separately. Th8Whole
planning method has been applied to some practical terrain fields and gererated t
recommended coverage paths. These results together with the cost compansarysana
listed in 3.4.5.

3.4.1 3D Terrain Modeling Results

The B-Splines terrain model for one example field is shown in the follofigoges.
Fig. 3.12 is the satellite image of the example field. This 400x250 square meters(@4)7 a
field example is located in east of lowa. The maximum slope on this field is 25:@%e

average slope is 10.45%. In fig. 3.13 and fig. 3.14 are the 3D surface plot and contour view
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of the field. In fig. 3.15a and fig. 3.15b are the fitting result by a 6th-degrgeqmial and
the fitting result by a 4th order B-Spline with uniform knot sequences, 5 grids/knot in both

directions. The detailed fitting results of different models are listd@ble. 3.1.

: Terrain field
f

Figure 3.12. Satellite image of the 400x250 square meters (24.7 acres)HeltaXimum
slope in this field is 25.9% and the average slope is 10.45%.

Figure 3.13. 3D surface plot of the DEM Data of the example field.



87

’:a\ ' \}\\\{/ l/" A ALK f_\l R L ._'{/,s.___f\.;.’__
. ;"TT . \_/ LIS NNNINK e
- \.\\ 1 \'?\'?///f\\‘n"‘s.'}t

s/, P IS NN .

NS IO AL N NONOAY e

e T T T O NN
N NN
NN

lﬂ-l O o W - "“"‘-‘\\:

Y NN T a'&\

155 %0 S R i L
e e g /A AAS LA
\_\-;'}_'f.‘:j\’f-'///..’lla'// "\ ‘\//:;
RO AN IS /» e 7 /]
K X X T A S __ &

i/ e N
> s - /\\ \\'&
Ny e
o\ R L i i e e \
* v\ AT A o R | iy L e s
e R S S ﬁ
R NSNS S S
LGN A S S T T R S S R A I S S }-".
/J'IJI!.\I‘!I.I'JIII////I//-;"J
20 15 10 5

Figure 3.14. Contours and aspects on the example field, where the direction amdfi¢imegt
blue arrow vectors show the aspect directions and slope steepness, separately

(@)



88

(b)
Figure 3.15. Fitting results: (a) Fitting result by a 6th-order polyabifp) Fitting result by a

4th order B-Splines with uniform knot sequences, 5 grids/knot in both directions.

According to Table 3.1, generally, B-Splines models outperformed polynomial
models, except for the larger number of coefficients. The calculations onrtie tkriring

the 3D planning were all based on the B-Splines models.
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Table 3.1. DEM data fitting results of different models

Model Number of Max Elevation  MSE R-Square
Co-efficients Error (m) (m?)
4th Polynomial 25 5.1152 1.1549 0.9604
5th Polynomial 36 2.9569 0.6860 0.9765
6th Polynomial 49 1.7871 0.2840 0.9903
4th B-Spline (5 grids/knot) 88 1.0398 0.0643 0.9978
4th B-Spline (4 grids/knot) 117 1.1358 0.0501 0.9983
4th B-Spline (3 grids/knot) 176 0.9437 0.0256 0.9991
4th B-Spline (2 grids/knot) 345 0.6600 0.0118 0.9996
5th B-Spline (5 grids/knot) 108 1.1917 0.0689 0.9976
5th B-Spline (4 grids/knot) 140 1.0251 0.0361 0.9988
5th B-Spline (3 grids/knot) 204 0.8187 0.0205 0.9993
5th B-Spline (2 grids/knot) 384 0.5094 0.0104 0.9996

3.4.2 Results of Analysis on Skips between Projected 2D Planning ResuB®on
Terrain

For the same field example in fig. 3.12 and fig. 3.13, the skipped area between
adjacent paths when projecting 2D planning result to 3D surface was calcBlatee this is
a standard rectangular field with its north and south edges as the longer edges, in 2D
planning, it would be optimal to cover it with straight parallel paths along thesealtes e
(Fig. 3.16).

Figure 3.16. Result of 2D Coverage Path Planning for the field in Fig. 3.12.
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If the 2D result shown in Fig. 3.16 is executed on the actual 3D terrain, there would
be uncovered skips between neighboring paths, causing waste of farmland, asdliscuss
before. The total skipped area can be calculated by equation (3.7). Thedréstiall skipped
area on this field is 281.37 square meters, which is 0.28% of the total area of the field.

3.4.3 Terrain Decomposition Results

For the same field example in fig. 3.12 and fig. 3.13, the field terrain was
decomposed based on the developed algorithm. After the first round of decomposition, the
terrain was decomposed into 15 sub-regions. Slope stiffness was the onlgrcussd for
the decomposition trail here. More criteria could be easily included based on thergpera
request and the availability of field data. Two slope thresholds, 5% and 10%, divided the

terrain into 3 classes represented by different colors in fig. 3.17.

e

Figure 3.17. Result after the first round of decomposition with 15 sub-regions. Slirgss

was the only criterion used for the decomposition. Two slope thresholds, 5% and 10%,

divided the terrain into flat areas (blue), medium areas (green) and steefredea
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Figure 3.18. The first round of decomposition resulted in 15 sub-regions (labeled).

After combining the small area regions and those neighboring regions with
complementary shapes, the field was composed with 3 sub-regions (fig. 3.19).

foof

meter

Figure 3.19. Decomposition result after recombination.
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3.4.4 Soll Erosion Cost Results

Equation (3.14) has been used to calculate the P factor of the example tddam fie
fig. 3.12 and fig. 3.13, on which the 2D planning result in fig. 3.16 was assumed to be
projected and executed on the terrain. Assuming the ridge height was m¢8lévatenches

high), theP, value of the field was calculated as 0.45, whileRjig ;raqe Was calculated as

0.85, which was about 1.9 timesRs This result indicated a significant effect of off-grade
operation on soil erosion: the soil loss from the planned path pattern in fig. 3.16 was 90%
higher than that from on-grade contouring farming. When the soil erosion is of watheer

soil loss must be incorporated into the cost function of the path planner. When necessary, 3D
coverage planning algorithm should be adopted instead of the 2D planning, and on-grade
contouring or nearly on-grade contouring should be adopted to prevent severe soil erosion.

3.4.5 Practical Experimental Results of 3D Terrain Optimal Coverage Path
Planning

The whole 3D terrain optimal coverage path planning algorithm has been successfully
applied to several practical farm fields with various topographical feataréee following,
the experimental results for three terrain farm fields are provided ansskst

3.4.5.1 Terrain Field Example 1

Fig. 3.20 is the satellite image of the first example field. This 60 acredfitzd
example is located in southwest of lowa. The maximum slope on this field is fbetsle
and the average slope is 4.6 degrees. For a clearer view of the topographfiedtithie
3D surface plot and contour view of the field are provided in fig. 3.21 and fig. 3.22.
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Figure 3.20. Satellite image of the first example terrain field in saghef lowa. The

maximum slope in this field is 15.4 degrees and the average slope is 4.6 degrees.
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The slope data was calculated at each grid point of the field. Fig. 3.23 displays the
slope data. The field can be classified into three classes, as shown in fig. 3.2 b8liope
3% are defined as flat area (where 2D planning may be applicable), slbpeerb8% and
5% are defined as medium area (either 2D or 3D planning may be applicadlislopes

above 5% are defined as steep area (where 3D planning may be applicable).

- 25

- 20

Figure 3.23. Slope map (in “%”) of the first example terrain field.
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Figure 3.24. Decomposition result (before recombination) of the first exderg field.

The flat areas are in blue, the medium areas are in green, and the eisegraun yellow.

Because of the high slope steepness in most of the field area, after reingrtiie
small area regions and those neighboring regions with complementary she 33 path

planning algorithm was applied to the whole field without any subdivision.

During the experiment, the weights were first set as 1:1:0.5 between tuosing c
erosion cost and skipped area cost. This setting of weights was suggestedrbtise
balancing between the calculated costs of different cost categories.afti@rsg among all
the contour seed curve candidates resulted in the coverage solution in fig. 3.25, which had a

lot of similarities with the farmer’s practical solution (fig. 3.20).
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Figure 3.25. The recommended coverage solution for the first example dieldHe
searching among all the contour seed curve candidates. The gold curve isdtesl ssled

curve, which is one of the contour lines within the field area. The red curves are the
corresponding paths. The weights were set as 1:1:0.5 between turning cost, erosiond cos

skipped area cost for the search.

To be compared with the coverage solution in fig. 3.25, several of the other solutions
were generated. First, the contour seed curve leading to the minimum soil erosi@ascos
adopted. In other words, the weights were set as 0:1:0 between turning cost, estsaol ¢

skipped area cost. This resulted in the coverage solution in fig. 3.26.
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Figure 3.26. The coverage solution with minimum soil erosion cost for the firspéxam
field. The gold curve is the selected seed curve, which is one of the contour lmagivet
field area. The red curves are the corresponding paths. The weights vaer@4e0 between

turning cost, erosion cost and skipped area cost for the search.

Besides the contour seed curves, three of the edges of the terrain fiektogied
as the seed curve, separately. The resulted coverage solutions are shown in fig. 3.27, f
3.28, and fig. 3.29.
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Figure 3.27. The coverage solution for the first example field with the eastetiyeseed

curve. The gold curve is the selected seed curve. The red curves are the paths.

Figure 3.28. The coverage solution for the first example field with the west etlge sseed

curve. The gold curve is the selected seed curve. The red curves are the paths.



100

Figure 3.29. The coverage solution for the first example field with the north edgesaethe

curve. The gold curve is the selected seed curve. The red curves are the paths.

Finally, to be compared with the 3D coverage planning results above, the 2D
coverage planning result for this field was generated, as shown in fig. 3.30, whictedss
the field is flat and ignored the elevation variances. The headland turning cdbeveady
concerned cost during the planning. The whole field is subdivided into two regions and
different coverage directions were adopted for each region. After pngebe 2D planning
result onto the 3D terrain surface, the resulted total skipped area on this fisldGeguare

meters, which was 0.30% of the total area of the field.
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Figure 3.30. The 2D coverage planning result of the first example field. The fididlis

h,

subdivided into two regions and different coverage directions were adopted for each region.

The different categories of coverage costs as well as the weightageawérall the
costs were calculated for all the six solutions above (both 3D and 2D solutions). The
headland turning costs, erosion costs and skipped area costs of the six coverags sodut
compared in fig. 3.31 (the skipped area cost of the 2D planning solution was calculated
differently based on the discussion in 3.3.2.2). The weighted averages of all the duests of t
six coverage solutions are compared in fig. 3.32 (The weights were 1:1:0.5 between turning
cost, erosion cost and skipped area cost). The 2D planning solution generated 16.6% higher
headland turning cost, 8.7% higher erosion cost and 47.5% higher skipped area chst than t
recommended 3D planning result. The final weighted average of all costs of thaugénsol
was 18.1% higher than the recommended 3D solution.



102

1.2

1
08 A
B turning cost
06 A
W erosion cost
04 4 W skipped area cost
02 A
0 -

recommended  min erosion east edge west edge north edge

Figure 3.31. The turning costs, erosion costs and skipped area costs of the six coverage
solutions for the first example field.
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Figure 3.32. The weighted averages of all the costs of the six coverage sdartibiesfirst
example field. The weights were 1:1:0.5 between turning cost, erosion cost@petiskiea
cost.

3.4.5.2 Terrain Field Example 2

Fig. 3.33 is the satellite image of the second example field located in soutiiwest
lowa. This field has a triangle outside boundary and is of around 75 acres interea. T
maximum slope on this field is 13.6% and the average slope is 3.9%. From the satellite
image, terraces and water ways are visible inside the field. Forrarcléaw of the
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topography of this field, the 3D surface plot and contour view of the field are provided in fi
3.34 and fig. 3.35.

Figure 3.33. Satellite image of the second example terrain field in saitbfuewa. The

maximum slope in this field is 13.6% and the average slope is 3.9%.



104

a 10
0

*10m

Figure 3.34. 3D surface plot of the DEM Data of the second example teeldin fi

Figure 3.35. Contours view of the second example terrain field. Boundariesracdge

inside the field are plotted in black lines.
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The slope data was calculated at each grid point of the field. Fig. 3.36 displays the
slope data. If the slopes below 3% are defined as flat area, slopes betwaed 3% are
defined as medium area, and slopes above 5% are defined as steep area, thebield ca
classified into three classes, as shown in fig. 3.37.

i 5]

- 20

10 20 el 40 50 60 70 ao a0

Figure 3.36. Slope map (in “%”) of the second example terrain field.
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Figure 3.37. Decomposition result (before recombination) of the second examgpile t

field. The flat areas are in blue, the medium areas are in green, ancefharstes are in

yellow.

Since the terraces already divided the field into four unconnected regions (fig. 3.38)
the terrain decomposition was carried out in each of the four regions. After beraagrthe
small area regions and those neighboring regions with complementary shapesuit
indicated that without any further subdivision, the 2D path planning algorithm should be

applied to regions 1 and 2, while 3D terrain path planning algorithm should be applied to
regions 3 and 4.
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Figure 3.38. The terraces divided the field into four unconnected regions. Withouttey f
subdivision, the 2D path planning algorithm should be applied to region 1 and 2, while 3D

terrain path planning algorithm should be applied to region 3 and 4.

The 2D path planning results for regions 1 and 2 are displayed bellow. From the
satellite image (fig. 3.33), there is another short segment of terrdge wgion 1, existing
as an isolated obstacle inside the field. This terrace was input into the 2D pathgplanni
software as an obstacle within the field. After projecting the 2D planaswts onto the 3D
terrain surface, the resulted total skipped areas on these flat regiensmadr because of the
low slopes: For region 1, the skipped area was only 6.1 square meters, which was 0.03% of
the total area of the region. The total skipped area for region 2 was only 0.62regtene

which was about 0.001% of the total area of the region.
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Figure 3.39. The 2D coverage planning result of region 1 in the second example field. The
short segment of terrace within region 1 was input into the 2D path planning sofévweare a

obstacle within the field. No decomposition was suggested for region 1, and thedresulte

optimal coverage direction was along the north edge.

Figure 3.40. The 2D coverage planning result of region 2 in the second example field. No
decomposition was suggested for region 2, and the resulted optimal coverage direction was

along one of the southwest edge segments.
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The 3D path planning results for regions 3 and 4 are displayed bellow. The weights

were set as 1:1:0.5 between turning cost, erosion cost and skipped area cost.
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Figure 3.41. The recommended 3D coverage planning result for region 3 in the second

example field. The gold curve is the selected seed curve. The red curyes are t
corresponding paths. The weights were set as 1:1:0.5 between turning cost, ervsiod cos

skipped area cost for the search.
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Figure 3.42. The recommended 3D coverage planning result for region 4 in the second
example field. The gold curve is the selected seed curve, which is one of the doatour |
within the field area. The red curves are the corresponding paths. The weightetaese

1:1:0.5 between turning cost, erosion cost and skipped area cost for the search.

To be compared with the coverage solution in fig. 3.42, several of the other solutions
for region 4 in the second example field were generated. First, the contouuseetbading
to the minimum soil erosion cost was adopted. In other words, the weights were §d as O:
between turning cost, erosion cost and skipped area cost. This resulted in theecoverag
solution in fig. 3.43. Besides the contour seed curves, three of the edges of region 4 in the
second example field were adopted as the seed curve, separately. The ceseltage
solutions are shown in fig. 3.44, fig. 3.45, and fig. 3.46. Finally, to be compared with the 3D
coverage planning results above, the 2D coverage planning result for region 4 irotite sec
example field was generated, as shown in fig. 3.47, which assumed the fiel@mnsiflat
ignored the elevation variances. The headland turning cost was the only conostned ¢
during the planning. The whole field was subdivided into two regions and differenagever

directions were adopted for each region. After projecting the 2D planning sesul8D
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terrain surface, the resulted total skipped area was 200 square meters, whidi %easfO.

the total area of the region.

Figure 3.43. The coverage solution with minimum soil erosion cost for region 4 in the second
example field. The gold curve is the selected seed curve, which is one of the doatour |
within the field area. The red curves are the corresponding paths. The weightetase

0:1:0 between turning cost, erosion cost and skipped area cost for the search.
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re 3.44. The coverage solution for region 4 in the second example field withtthe eas
edge as the seed curve. The gold curve is the selected seed curve. The redectirges ar

corresponding paths.
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Figure 3.45. The coverage solution for region 4 in the second example field with the wes
edge as the seed curve. The gold curve is the selected seed curve. The redectitges ar

corresponding paths.
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Figure 3.46. The coverage solution for region 4 in the second example field with the north
edge as the seed curve. The gold curve is the selected seed curve. The redectirges ar
corresponding paths.

/A

Figure 3.47. The 2D coverage planning result of the region 4 in the second exalaple fie
The whole field is subdivided into two regions and different coverage directiors we

adopted for each region.
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The different categories of coverage costs as well as the weightagewérall the
costs were calculated for all the five solutions above (both 3D and 2D solutions)oof 4egi
in the second example field. The headland turning costs, erosion costs and skippedsarea cost
of the five coverage solutions are compared in fig. 3.48 (the skipped area co2f the
planning solution was calculated differently based on the discussion in 3.3.2.2). The
weighted averages of all the costs of the five coverage solutions are edmphg. 3.49
(The weights were 1:1:0.5 between turning cost, erosion cost and skipped areéheost). T
seed curve adopted by the recommended 3D planning result was not the optimal eactour s
curve (fig. 3.42), but the west edge of the region (fig. 3.45). Though the optimal seed cur
(west edge) generated higher soil erosion cost than the optimal contour seed savesl
on both the turning cost and skipped area cost.

The recommended 3D result saved 28.9% on headland turning cost, 6.8% on soil
erosion cost, and 58.4% on skipped area cost compared with the 2D result. The weighted
average of all coverage costs of the recommended 3D planning result (fign8s43).9%
lower than the 2D planning result (fig. 3.47).

1.2

1

0.8 -
a6 - —_ B turning cost
B erosion cost
0.4 - —
ckipped area cost
0.2 A —
D -

contour east edge west edge north edge
(recommended)

Figure 3.48. The turning costs, erosion costs and skipped area costs of the fiveecoverag
solutions for region 4 in the second example field.
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Figure 3.49. The weighted averages of all the costs of the five coverage solutimdn 4
in the second example field. The weights were 1:1:0.5 between turning cost, eossiandc

skipped area cost.

The final result of the whole second example field was the combined recommended

solutions for the four regions (Fig. 3.50).
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Figure 3.50. The result of the whole second example field. The gold cuevd® aselected

seed curves. The red curves are the corresponding paths.
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3.4.5.3 Terrain Field Example 3

Fig. 3.51 is the satellite image of the third example field. This 120 acrediéddrs
also located in southwest of lowa. The maximum slope on this field is 16.5% and dxgeaver
slope is 3.1%. From the satellite image, terraces, creek and wateamsaysible inside the

field. For a clearer view of the topography of this field, the 3D surface plot anolcamgw
of the field are provided in fig. 3.52 and fig. 3.53.

Figure 3.51. Satellite image of the third example terrain field in sa#hef lowa. The
maximum slope in this field is 16.5% and the average slope is 3.1%.
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Figure 3.52. 3D surface plot of the DEM Data of the third example teredh fi

Figure 3.53. Contours view of the third example terrain field. Boundaries madeg inside

the field are plotted in black lines.
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The slope data was calculated at each grid point of the field. Fig. 3.54 displays the
slope data. If the slopes bellow 3% is defined as flat area, slopes b&8teard 5% is
defined as medium area, and slopes above 5% is defined as steep area, the field can be
classified into three classes, as shown in fig. 3.55.

100

- -5

- —20

20 40 B0 a0 100 120 140

Figure 3.54. Slope map (in “%”) of the third example terrain field.
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Figure 3.55. Decomposition result (before recombination) of the third exanmalie tieeld.
The flat areas are in blue, the medium areas are in green, and the eisegrauwn yellow.

Since the terraces and the river already divided the field into five unconnegitatsre
(fig. 3.51), the terrain decomposition was carried out in each of the five regioasreft
combining the small area regions and those neighboring regions with complemeagsey, s
the result indicated that only the most west region was divided into two age@sS6). The
2D path planning algorithm should be applied to regions 1, 2, 3, while 3D terrain path

planning algorithm should be applied to regions 4, 5, 6.
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Figure 3.56. The terraces and the river divided the field into five unconnected regions
Further decomposition resulted in six regions. The 2D path planning algorithm waslappli

to region 1, 2, 3, while 3D terrain path planning algorithm was applied to region 4, 5, 6.

The 2D path planning results for regions 1, 2, 3 are displayed bellow in fig. 3.57. No
decomposition was suggested for any of the three flat regions. Each of the resuttatl opt

coverage direction was along one of the edge segments.



121

Figure 3.57. The 2D coverage planning result of region 1, 2, 3 in the third exampleHld. T
red curves are the paths. No decomposition was suggested for any of the threeEaglons
of the resulted optimal coverage direction was along one of the edge segnutted §d

gold lines).

The 3D path planning algorithm was applied to the remaining three regions. The

planning result for region 4 is displayed in fig. 3.58.

D)

L

Figure 3.58. The recommended 3D coverage planning result for region 4 in thexéinmole

field. The gold curve is the selected seed curve, which is one of the contour Imagivet
field area. The red curves are the corresponding paths. The weights vwaerd 9e0.5

between turning cost, erosion cost and skipped area cost.
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To be compared with the coverage solution in fig. 3.58, several of the other solutions
were generated for region 4 in the third example field. First, the contour seedeadivng to
the minimum soil erosion cost was adopted. In other words, the weights wer®<4e@as
between turning cost, erosion cost and skipped area cost. This resulted in theecoverag
solution in fig. 3.59.

) QN

\
Figure 3.59. The coverage solution with minimum soil erosion cost for region 4 in the third
example field. The gold curve is the selected seed curve, which is one of the doatour |
within the field area. The red curves are the corresponding paths. The weightetaese

0:1:0 between turning cost, erosion cost and skipped area cost for the search.

Besides the contour seed curves, three of the edges of region 4 in the third example
field were adopted as the seed curve, separately. The resulted coveragessataetshown
in fig. 3.60, fig. 3.61, and fig. 3.62.
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Figure 3.60. The coverage solution for region 4 in the third example field with the sstithw
edge as the seed curve. The gold curve is the selected seed curve. The redectiges ar

corresponding paths.

2}\;\}\\\\\\\ \\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\“

= = N

Nmn
RN
-

\ (\/@ /

Figure 3.61. The coverage solution for region 4 in the third example field with the north edge

as the seed curve. The gold curve is the selected seed curve. The red euhes ar

corresponding paths.
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Figure 3.62. The coverage solution for region 4 in the third example field with thedgast

|

as the seed curve. The gold curve is the selected seed curve. The red euhes ar

corresponding paths.

Finally, to be compared with the 3D coverage planning results above, the 2D
coverage planning result for region 4 in the third example field was generated, which
assumed the field is flat and ignored the elevation variances. The headland turnmascost
the only concerned cost during the planning. The 2D path planning result geneeatgd n
the same result as in fig. 3.61 (except that the paths were offset on the 2Dudiace s
instead of the 3D slope surface): the north edge was adopted as the optimal coverage
direction. After projecting the 2D planning result onto the 3D terrain syrfiaeeesulted

total skipped area was 70 square meters, which was 0.24% of the total areagibthe r

The different categories of coverage costs as well as the weighteg@wérall the
costs were calculated for all the six solutions above (both 3D and 2D solutioresjitor 4
in the third example field. The headland turning costs, erosion costs and skippedtaref cos
the six coverage solutions are compared in fig. 3.63 (the skipped area cost of 2Dgplannin
solution was calculated differently based on the discussion in 3.3.2.2). The weighted
averages of all the costs of the six coverage solutions are compared in fig. 3.84i{its
were 1:1:0.5 between turning cost, erosion cost and skipped area cost). The two contour seed
curves (fig. 3.58 and fig. 3.59) generated the best coverage results: their weighsegks of
all coverage costs were 36.1% and 35.8% lower than the 2D planning result (fig. 3.61),
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separately. Compared with the 2D planning result, the recommended 3D plannihg resul
generated 36.0% higher headland turning cost, 69.5% lower soil erosion cost andthere w

no skipped area cost for the recommended 3D solution.

1.2

1
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02

o 4

recommended min erosion southwest naorth edge east edge
edge

B turning cost

B erosion cost

W skipped area cost

Figure 3.63. The turning costs, erosion costs and skipped area costs of the six coverage
solutions for region 4 in the third example field.
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Figure 3.64. The weighted averages of all the costs of the six coverage sdarti@gson 4
in the third example field. The weights were 1:1:0.5 between turning cost, erosiamadost

skipped area cost.
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Similarly, the 3D planning algorithm was applied to region 5 and 6. The result of the

whole third example field was the combined recommended solutions for alk tieggins

(Fig. 3.65).
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Figure 3.65. The result of the whole third example field. The gold curvelseaselected

seed curves. The red curves are the corresponding paths.

As shown in fig. 3.65, the zigzag boundary between regionl and region 6 resulted in
unnecessary headland turning costs. The result can be further improved by gehiacin
boundary with the last path in region 6. The improved result is displayed in fig. 3.66 and the
3D surface plot of the improved result is displayed in fig. 3.67.
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Figure 3.66. The improved result of the whole third example field. The gold cue/dsa
selected seed curves. The red curves are the corresponding paths.

Figure 3.67. The 3D surface plot of the path planning result of the whole thirglexieid.

The gold curves are the selected seed curves. The red curves areciti@ocaling paths.
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3.4.5.4 Cost Comparison Summary
The comparison between the coverage costs of 3D and 2D planning is summarized in
table 3.2. The weights are 1:1:0.5 between headland turning cost, erosion cost and skipped

area cost for the summed costs.

Table 3.2. Coverage costs comparison between 3D and 2D planning results.

3D Planning’s

. 3D Plz_;mning’s 3D Plz_;mning’s Saving on 3D Plz_;mning’s
Field Name Sa\_/lng on Sa\{lng on skipped area Saving on

Turning Cost  Erosion Cost Cost Summed Cost
First Example Terrain Field 16.6% 8.7% 47.5% 18.1%
Second Example Terrain Field Region 3  14.1% 19.0% 100% 12.0%
Second Example Terrain Field Region 4  28.9% 6.8% 58.4% 31.9%
Third Example Terrain Field Region 4 -36.0% 69.5% 100% 36.1%
Third Example Terrain Field Region 5 27.9% 19.4% 100% 11.8%
Average 10.3% 24.7% 81.2% 22.0%

3.5 Conclusion

An analytical 3D terrain model with B-Splines was developed for represeiding
terrain for field coverage planning purpose. Based on the test result with amre fietd
example in lowa, for the 4th order B-Spline model with 5 grids/knot, the terrain wa
represented with only 1.79 times of coefficients as the 6th polynomial model, but with much
better fitting effects: The maximum elevation error of the B-spline medsl57% of the
polynomial model, the mean square error was only 22% of the polynomial model, and the R-
square increased from 0.9903 to 0.9978. Terrain topography has impacts on operational
patterns, including the impact on speed limit, skipped area between adjacent paths whe
projecting 2D planning result to 3D terrain, soil erosion impact and so on. The analysis of
these impacts was provided and the methods for quantifying these impactemere.d he
terrain decomposition and classification methods were developed. With these mithods

terrain field could be divided into sub-regions with similar field attributescangparatively
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smooth boundaries. The divide-and-conquer strategy could then be applied in theiBD terra
coverage planning, and the most appropriate path planning strategy (such as 2D planning or
3D planning algorithms) could be applied to each region so as to achieve the minimum
coverage cost. The analysis of different categories of coverage costs ara8Dhas been
provided. Methods have been developed for quantifying soil erosion cost and curving path
cost corresponding to a particular coverage solution. The “Seed Curve” seaigoirignm

was developed and implemented. This searching algorithm has been successfeliiytappli
several practical farm fields with various topography. The new 3D planningtlfgdras

shown its superiority on 3D terrain fields compared with the 2D planning algorithriiheO

tested terrain fields, on average the 3D planning algorithm saved 10.3% on headlagd turni
cost, 24.7% on soil erosion cost, 81.2% on skipped area cost, and 22.0% on the weighted sum
of different costs (the weights were 1:1:0.5 between turning cost, erosion costpgreaiski

area cost). Especially, in one of the regions, the 3D planning algorithm gehenat result

with only 30.5% of the soil erosion from the 2D planning result. It can also be othsleate

the skipped area resulted from the sharp turning curvature in 3D planning rgsulkially

much smaller than the skipped area between paths when projecting 2D plannirtg 3ult

surface.

Due to the advanced 2D optimal decomposition algorithm, some of the final weighted
average costs of the 2D solutions were nearly the same as the recommendied @iz s
(even lower in some cases). Currently, the decomposition algorithm in 3D planning is only
aimed at classifying the terrain into flat areas and slope areas, sojee pianning method
can be applied to each sub-region. It is expected that a more advanced decomposition
algorithm for 3D terrain field would further optimize the 3D coverage solution. Uinengd
skipped area at the sharp turning corners along the curved paths was adoptediasatke es
of the “curving cost”. However, to have a more accurate estimate of theggnst, each of
the different costs discussed at the end of section 3.3.4.2 needs to be investigatestdat diff
field operations. In the current algorithm, field edge segments and contouarinine only
two categories of seed curve candidates. In order to make sure of theoglital coverage
solution, the searching space needs to be enlarged to incorporate more carididates

improvements are left as future work.
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CHAPTER 4. GENERAL CONCLUSIONS
4.1 Conclusions

The optimal field coverage path planning algorithms have been successiplhsed
and implemented for both 2D planar field and 3D terrain field. Both coverage path glannin
problems were carefully modeled and formulated as optimization problems. Towsvari
costs for the coverage operations were investigated and the coverage cast$udoc2D
and 3D fields have been defined. The searching algorithms for finding the optimal
decomposition and path pattern have been developed. The effectiveness of the developed

coverage path planners have been evaluated with various field examples.

The search mechanism of the 2D planar path planning algorithm was guided by a
customized cost function that was concerned with the cost of different typagletl turns
in the headland. Field examples with complexity ranging from a simple cchage to an
irregular polygonal shape that has multiple obstacles within its interiortesesl with the
algorithm. For each field, the optimal decomposition was reported and the optimal
boustrophedon coverage direction was found out. For all tested fields with no more than 20
vertices and 5 interior obstacles, the program found optimal coverage solititins60
seconds on a computer with a 3.20GHz Pentium(R) 4 CPU and 1.50 GB of RAM. The OPP’s
results were compared with the results of former researchers orgapraetical solutions.
The results have depicted that in the most extreme cases, OPP saved up to 16B&imhum
turns and 15% in headland turning cost. There were no cases where OPP outputted worse
solutions than farmers’ solutions in terms of headland turning cost. These resaéenhdi
that the OPP algorithm was effective in improving the field equipment efficiemplanar
fields by producing optimal field decomposition and coverage path direction in each sub

region.

The terrain topography’s impacts on operational patterns have been incorpuxated i
the new 3D terrain path planner. The “Seed Curve” searching algorithm wassfutly
developed and applied to several practical farm fields with various topogbfdatures.

Each terrain field was divided into sub-regions with similar field attréoatel comparatively

smooth boundaries. The recommended terrain surface coverage paths were found out for
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each sub-region. The new 3D planning algorithm has shown its superiority on 3D terrain
fields compared with the 2D planning algorithm. On the tested terrain fieldsemage the

3D planning algorithm saved 10.3% on headland turning cost, 24.7% on soil erosion cost,
81.2% on skipped area cost, and 22.0% on the weighted sum of different costs (the weights
were 1:1:0.5 between turning cost, erosion cost and skipped area cost). Especiallgfin one
the regions, the 3D planning algorithm generated one result with only 30.5% ofl the soi
erosion from the 2D planning result. It can also be observed that the skippedalted re

from the sharp turning curvature in 3D planning result is generally muchesineglh the

skipped area between paths when projecting 2D planning result to 3D surface.
4.2 Recommendations

There are multiple ways the optimal coverage path planning algorithms Ganhee

improved:

1) In the current solutions of the OPP algorithm the paths are all in the form of
straight lines. For some fields with curved boundaries, adopting curved pathsrthay fu

improve the operation efficiency.

2) Besides the turning cost, other costs such as headland open-up cost need to be
included for 2D path planning. In fig. 2.2, overlap coverage cost occurs when the vehicle is
travelling from A to B and from D to E. This cost need to be quantified and included into the

cost function in the future too.

3) The integrated curvature along the curved paths has been adopted as #te estim
of the “curving cost”. However, to have a more accurate estimate of thegenst, each of
the different costs discussed in section 3.3.4.2 needs to be investigated for difflerent

operations.

4) The current decomposition algorithm in 3D planning is only aimed at classifying
the terrain into flat areas and slope areas, so the proper planning method can beoapplied t
each sub-region. It's expected that a more advanced decomposition algorithmdora®D
field would further optimize the 3D coverage solution (as in the 2D case). This improvement

is left as future work.
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5) Heuristic methods have been used to reduce the searching space of the “Seed
Curve” searching algorithm. In the current algorithm, field edge segmeahisoatour lines
are the only two categories of seed curve candidates. In order to make surdaifahe g
optimal coverage solution, the searching space needs to be enlarged to incorp@ate mor
candidates. For instance, there are often zigzag contour lines insidédh&dugpting these
lines as seed curves may results in high curving costs. Sharp turnings mée eenerated
on the paths on the concave side of the contour. Adopting smoothened contour lines as seed
curves has a potential to further reduce the coverage cost. As the segrabhengrews,

more advanced searching algorithms will be necessary too.

6) There are various other problems in optimal path planning, such as how to
incorporate the loading and unloading locations into the algorithm and how to coordinate
between the vehicles when there are multiple vehicles in the field. Solvsgphablems

remains as the future work.

7) After the optimal coverage path is determined, the next phase is motion planning
of the vehicle. A preliminary analysis of speed control on slope was carried out for
calculating the maximum speed of the vehicle moving on the slope so that no roll owr woul
occur. However more details need to be investigated in the vehicle’s motion plarireng. T
optimal motion planning for the vehicle moving along the determined path is another way to

further optimize the infield operations.
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