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ABSTRACT

SEMANTIC ROLE AGENCY IN PERCEPTIONS OF THE LEXICAL

ITEMS SICK AND EVIL

Nathan Simmons
Department of Linguistic and English Language

Master of Art

Inspired by an ongoing debate in the clinical sciences concerning the value of evil
as a label for human behavior (Mowrer 1960, Staub 1999, Wellman 2000, Williams 2004
etc.), this thesis examines the semantic role of AGENT in the lexical items sick and evil.
Williams makes the argument that the label evil removes responsibility from the doctor,
whereas, the label sick empowers the doctor in bringing about a cure. While this view is
not universally accepted in the field, it does bring to light an interesting question in
applied linguistic semantics as to the assignment of agency with respect to sick and evil.
Based on the close association of the meanings of sick and evil that stems from historical,
psychological, and legal perspectives, this thesis assumes that the semantic feature [+/-
RESPONSIBILITY] is assigned to either sick or evil at some point along a continuum. This
continuum establishes EVIL at one pole and receives [+RESPONSIBILITY] while SICK is at

the opposite pole and receives [-RESPONSIBILITY].



Using a variety of prompts to survey 106 respondents, the continuum model is
shown to be only partially true. There is a correlation between NON-RESPONSIBILITY and
sIcK. Also, a continuum exists that allows the assignment of PARTIAL RESPONSIBILITY t0
both terms. However, there is no definitive significant correlation between
RESPONSIBILITY and EVIL.

Further conclusions include the indication of adherence to a legal model of guilt,
innocence, and insanity in the general conceptions of sick and EviL. Also, demographic
variation shows little predictive potential in how people perceive sick and EviIL. This
thesis concludes with a proposal for an alternative model using a Greimas Square to
represent the conceptions of sick and EVIL that more appropriately fits the trends found in

the survey data.
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CHAPTER 1: INTRODUCTION

1.1. INTRODUCTION. This thesis appeals to applied linguistic semantics to
investigate the relationship between the words sick and evil in terms of how people use
them to define responsibility for actions. These words have been closely associated
throughout history, as will be discussed later in this chapter. However, contemporary
views of society on the relationship between these terms seem to vacillate among the
various steps between a causal relationship and no relationship.

Establishing a line that defines the separation between evil-motivated actions and
sickness-motivated actions can prove difficult. The professional fields that address such
behavior and hinge on such definitions, in particular psychology and law (though it may
extend to other fields), are frequently mired in debate as to what results from sickness and
what results from evil. For example, the degree of responsibility that an addict has for
crimes depends entirely on whether addiction is viewed as a disease or as a moral
infraction (Morse 2000, Herbert 1975).

Labeling something or someone evil according to Williams (2004) removes the
responsibility for curing that evil away from the medical professional. To be useful, she
argues, evil must give way to labels like sick, ill, etc. A person no longer commits evil
actions, but instead suffers from a mental illness that can, somehow, be cured. Mowrer
(1960) attributes the beginning of the debates that pit disease models against moral
models to Freud’s theories on psychoanalysis and suggests that, even in 1960, the case
for evil as a motivator for misconduct had already been lost. However, the debate still

continues as seen in the work of Staub (1999), and Wellman (2000). Staub argues that the



concept of EVIL “could lead ... to more focused exploration of the characteristics of
persons, cultures, and situations that lead to harm-doing [e.g. genocide, group violence,
bullying, peer pressure, sexual abuse, and inaction]” (181). Wellman (2000), similarly,
condemns the “medicalization of racism” (meaning in effect, to brand racism as a kind of
sickness) and criticizes the various disease models used to explain it.

This leaves us with the question: What is the current cultural meaning of evi/ and
how does it differ from the current cultural meaning of sick? While this debate has arisen
almost entirely in psychology, the answer itself requires an appeal to the meanings of the
words and their effects. In other words, this issue can be thought of as a problem in
applied linguistic semantics. This thesis explores aspects of theoretical frameworks used
to describe meaning. Then, using the concepts of semantic features and thematic roles as
a basis for analysis, this thesis describes my empirical study used to determine the
semantic and usage differences between the concepts of SICK and EVIL, as represented by
the words sick and evil.

I hypothesize that the word evil assigns the semantic role of AGENT primarily to the
subject, whereas the word sick (in modern usage) assign agency to an argument other
than the subject and that this assignment of agency is based on the semantic feature [+/-
RESPONSIBILITY ]. Furthermore, sick and evil establish poles at each end of continuum of
RESPONSIBILITY and certain behaviors can therefore be considered both sick and evil
simultaneously.

In terms of psychology, this assignment of agency to the subject, in the case of
evil, has the effect of deferring responsibility for curing the patient away from the

psychologist, but places that responsibility on the patient. However, in the case of sick, a



person is presumed to have much less, possibly none, of the responsibility/agency for
being sick. Thus, agency is not assigned to the subject but to an entity other than the
arguments contained in the sentence.

The final section of this introduction will give an overview of historical
perceptions of the concepts of SICK and EVIL and how these perceptions have changed to
shape the current view. The second chapter presents a review of literature dealing with
semantic theories and will offer insight into how these theories apply to the relationship
of SICK and EVIL using treatment of these concepts in religion, psychology, and law as a
basis for conjecture concerning role assignment. The third chapter outlines a study that
surveys public perception of these concepts in order to define the separation and overlap
of the meaning of each. The forth chapter analyzes the data collected from the survey.
The fifth chapter presents the conclusions drawn from the data and explains their

significance.

1.2. A DIACHRONIC VIEW OF SICK AND EVIL. Attitudes toward illness and evil in
pre-modern times tend to equate the two concepts. Kahn (1990) makes no distinction
between them when discussing the healing process in pre-modern societies: “pain and
evil could be expelled directly ... or indirectly ....” (79). He further reports the attitudes
of pre-modern societies to illness and evil as both being contained by the term
misfortune:

Primitive people attributed all misfortune — political, economic, social,

physiological, and psychological — to the magic of enemies or the whimsy of

wicked spirits. Believing that evil caused all pain, they took recourse in rites and

rituals devised to rid individuals or whole communities of accumulated suffering
(79).



Bloom (2005), similarly, notes that even modern pre-industrialized societies tend to share
the perception of illness described in the previous example: “many cultures define illness
as punishment for ill-willed behavior toward a deity, a spiritual ancestor, or a competitor”
(251).

The congruency of the meanings of sick and evil is also seen clearly in historical
records. This similarity comes through particularly in religious texts, no doubt due to the
substantial religious implications of evil/ and its coexistence with sin and other terms that
express moral infractions. A passage from the Bible presents our first example, “And as
Jesus passed by, he saw a man which was blind from his birth. And his disciples asked
him, saying, Master, who did sin, this man, or his parents, that he was born blind?”” (John
8:1-2, KJV). Here we see a causal relationship assumed by the people asking the
questions. The man is blind for a reason and that reason must be sin. Therefore, according
to this approach, SICKNESS is the consequence of EVIL.

Centuries later, we see evidence that this causal perspective has amplified to the
point that EVIL is caused by external forces. One of Shakespeare’s characters attributes
EVIL to astrological forces, as seen in this passage of King Lear:

We make guilty of our disasters the sun, the moon, and the stars; as if we were

villains on necessity; fools by heavenly compulsion; knaves, thieves, and

treachers by spherical predominance; drunkards, liars, and adulterers by an
enforc’d obedience of planetary influences (1.2.134-140).
This citation is of particular interest because it assigns agency to external forces for moral
misconduct. However, it is clear from the citation above that Shakespeare, though

recognizing the popularity of this view, also takes issue with it through satire. This same

type of causality is seen with the concept of ILLNESS through the etymology of influenza:



Italian influenza has the same meaning as its English cognate influence. But in the
fifteenth century, sudden epidemics whose earthly causes were not apparent were
blamed on the influenza of the stars. The report of a Roman epidemic which

spread through much of Europe in 1743 brought the word to England (Mish 1991,

143).

The term influenza suggests an outside agency, such as astrological alignments. These
two, roughly contemporaneous, examples show that by the 18" century, if not
significantly sooner, responsibility for both EVIL and ILLNESS had been moved away from
the sufferer to external forces: astrology in both of these examples.

It is notable that the examples cited above rely on a set of culturally held beliefs in
order to explain the phenomenon of sickness. We can glean from this that prior to the
various discoveries of medical science leading to the ability to diagnose and treat illness,
the conventions of society left explanations of the unexplainable, sickness in particular, to
the prevailing religious and superstitious beliefs.

Before the rise of scientific medicine, it was obvious that certain people suddenly

became feverish, wasted, and delirious. Then, with some good fortune, they

would return to their previous state. The inference was that something had gone
wrong, which was often attributed to demonic possession or witchcraft (Klein

1999:422).

The implication of this is that any affliction a person might suffer is a kind of retribution
for evil committed.

Besserman (1989), citing the Oxford English Dictionary, also notes that, at times,
there has been complete synonymy between i// and evil:

Although i/l is not etymologically related to evi/, the two words have from the

twelfth century been synonymous, and i/l has been often viewed as a mere variant

or reduced form of evil. The definitions of i/l before it came to mean “sick”

include “morally evil”, “depraved”, “vicious” ... (370).

Furthermore, Besserman asserts that “the word sick ... even in Anglo-Saxon times ...

took on, by metaphoric extension, additional pejorative meanings, including: ‘spiritually



or morally ailing; corrupt through sin or wrongdoing’ (OED s.v. 11.3)” and still
maintains many of these meanings (370-1).

Despite the close relationship between evil and sick illustrated by these examples,
modern medical discoveries have reversed the perceived causal relationship between the
two concepts. Before, it was commonly thought that evil caused sickness, but now the
paradigmatic view is that sickness causes evil by influencing mental stability leading to
the commission of crimes. This reversal of presumed cause-effect is likely due to the
modern assumption that the medical field has a fairly complete understanding of physical
well-being. This presumption may overvalue actual medical advancement (Bloom
2005:258) but, although some physical illnesses remain uncured, they are still, the
modernist assumes, largely understood. According to Scheurich (2002), we have cured
most diseases capable of being cured and that “most modern diseases are chronic and
more likely to be managed than cured” (16). Mowrer (1960) summarizes the status of the
medical fields with: “Authority and power ought to go with demonstrated competence,
which medicine clearly has in the physical realm but, equally clearly, does not have in
‘psychiatry’” (302).

We may conclude that the assignment of causal agency reliably follows the
perception of greater power or control. In pre-modern times, religion dominated the
thinking of educated people. The principles of morality were thought to be well
understood, but the causes of physical illness were not. Therefore the hypothesis that
disordered morality caused disordered physicality seemed to be the most logical. In the
modern age, the situation is exactly reversed. The principles of physical well-being are

thought to be well understood, but the nature of, or even the reality of, moral rightness is



hotly debated. Therefore, the hypothesis that disordered physicality causes disordered
morality seems to be the most logical.

The majority of the, as yet, unexplained ailments that remain in the medical
industry are found within the mind. That is, many of the causes and treatments of mental
illness still elude health care professionals because of the difficulty of examining a
patient’s mind. Mental concepts such as free will, accountability, etc. are only explained
inasmuch as they are able to be brought into the realm of physicality. Scheurich (2002)
summarizes this process:

For much of history, free will seemed most limited by the decrees of fate, by the

meddling of the gods, or by God’s foreknowledge of human actions, but with the

rise of modern science, the chief threat to free will has come from the aggressive

reduction of mind to brain (16).

This change in perspective is evident by modern attempts to explain historical
accounts of evil-induced-sickness such as the hallucinations experienced by the victims of
the “witches” in 17" century Salem, Massachusetts. Modern explanations include grain
stores infested with hallucinogenic fungus (Caporeal 1976), diseases such as encephalitis
lethargica (Carlson 1999), or simply fraud (Spanos and Gottlieb 1976). Modern
explanations do not include the explanation given by the people living in Salem at this
time: witchcraft.

However, the issue as to who is responsible for illness has yet to be resolved.
There are those who argue that “the sick man himself creates his disease” (Besserman
1989:386) and assign the patient responsibility for being sick. Similarly, some argue that
the healing process benefits from patient participation and therefore assigns the patient a

degree of responsibility for bringing about a cure. Bloom (2005) supports this view:

“There are several areas of modern research that support the value of providing an



explanation of the disease process and some opportunity for the patient and family to do
something about the illness” (55). That is, patients have some ability to affect a cure
when the process is explained.

While the previous discussion has tried to indicate and generalize trends in
perception, it should be apparent that a precise definition of the concepts of SICK and EVIL
is difficult to determine. Besserman very appropriately summarizes the historical
attitudes toward sickness with:

In the confusion (or call it the variety) of terms for being sick in English, one

finds a reflex of centuries and more of confused (or call them various) ways of

thinking about illness: as divine punishment, random biological accident, or
psychosomatic response. We have never known for sure, and our language
reflects our uncertainty and imperfect knowledge, our magical thinking and wish-
fulfillments, alongside our more neutral observations of the way things really are,

or seem to be (1989:371-2).

The variety of definition described above demonstrates the vacillating relationship that
sickness holds with evil/. While obtaining a precise definition of any word is difficult due
to the complexity of language and contextual influences, defining the relationship
between sick and evil reduces the scope of inquiry to the difference, if any, that separates
these two words. Specifically, this thesis intends to explore what function each term plays
in usage and how each term affects its corresponding subject. The next chapter will

explore applicable linguistic literature and discuss the possibilities of formulating better

working descriptions of the relationship between sick and evil based on that literature.



CHAPTER 2: REVIEW OF LITERATURE

2.1. INTRODUCTION. This thesis builds on the assumption that establishing the
meaning of any particular word is best determined by refining the focus of inquiry. That
is, the more specific the definition of meaning, the more likely an investigation of
meaning is to yield reliable results. In order to investigate the meaning of the words sick
and evil, this thesis looks specifically at the aspect of meaning that involves assigning the
thematic role AGENT to an argument by the stative adjective sick or evil based on the
semantic feature [+/-RESPONSIBILITY]. As justification for these assumptions, this chapter
presents a general review of semantic literature that treats such aspects of meaning as
thematic role assignment, stative adjectives, and semantic features. The first section gives
an overview of general semantic theory and points out the difficulty inherent in
developing a theory of meaning and the benefit of specificity in pursuing word meanings.
The second section reviews research on thematic roles and presents arguments for the use
of semantic features in defining roles as well as the possibility of stative adjectives
motivating argument assignment. The third section demonstrates the application of the
thematic role discussion to sick and evil. The fourth section considers the perspectives
that religion, law, and psychology could have on how thematic roles are assigned to sick

and evil. The final section reviews several methods for gathering data.

2.2. DEFINING MEANING. The search for a theory of meaning that produces
complete, accurate, and definitive descriptions of word usage has generally shown that

such descriptions are extremely elusive. This is because meaning is heavily dependant on
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context, interpretation, and the mutual understanding of numerous individuals who use a
variety of independent experiences to evaluate and refine their understanding of any
particular term. Research into meaning, therefore, tends to focus on some specified aspect
of meaning. In defining meaning, then, success depends largely on the purpose of the
research. Naturally, differences of purpose and interest in varying aspects of meaning
have given rise to various approaches and definitions of meaning.

Some of the earliest research into defining meaning is found in the philosophical
writings of Plato. He uses the Platonic dialogue in his approach to defining words by
asking questions with two options as in this excerpt taken from Plato’s Sophist as quoted
in Allen (2001):

Is angling not a skill or a skill?
It is a skaill.
Is the angler a creator or an acquirer?
An acquirer.
Is the acquisition by consent or capture?
By capture.
Is it open-capture or stealthy capture?
Stealthy capture.
Is it capture of nonliving or of living things?
Of living things.
Are the living things land animals or water animals?
Water animals.
Are the water animals caught waterfowl or fish?
Fish.
Are the fish caught by a net or by striking a blow?
By striking a blow.
Is this done by using fire at night or by using barbs in the day-time?
Using barbs by day.
Are the fish struck by a trident from above or struck from below with a hook?
From below, with a hook (25-26).

The dialogue above shows a series of binary options presented to the examinee to
determine the nature of “angling.” Specifically, Plato’s “purpose was to fix what a

contemporary angler did to merit the title aspalieutes,” in other words, the qualities that
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activated the use of the Greek term for a fisherman. Plato is essentially presenting
possible semantic features that, combined, will make up a rough definition of what
“angling” means (25-26). Though this does not, necessarily, demonstrate Plato’s working
theory or definition of meaning, it does indicate an approach to determining meaning
through the use of a specific focus: semantic features. The use of semantic features to
determine meaning exemplifies the need to refine the specific aspects of meaning that are
being investigated. The nature of semantic features allows comparison between certain
aspects of words. If certain semantic features are shared among two words, they can be
said to be synonyms. If opposing features are shared among two words, they can be said
to be antonyms. Semantic features are an important aspect of investigating meaning
because they allow the researcher to compare words on a basic level. However, one
cannot hope to compile a complete list of all semantic features of a word due to the
infinite number of aspects, features, or characteristics of that word’s meaning. Semantic
features will be discussed more at length later in this chapter as they pertain to the
discussion of thematic roles. For now, “it is sufficient to say ... that semantic features are
a necessity, not a luxury, for any person attempting to get at the basis of meaning”
(Nilsen and Nilsen 1975:86).

Further justification for the claim that inquiry into the meanings of certain words
requires refinement comes from the framework of the field itself. Through time, the
various frameworks of semantic inquiry have diverged establishing different perspectives

on their individual pursuits. Fodor and LePore (1993) describe this divergence:
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It’s an achievement of the last couple of decades that people who work in
linguistic semantics and people who work in the philosophy of language have
arrived at a friendly de facto agreement as to their respective job descriptions. The
terms of this agreement are that the semanticists do the work and the philosophers
do the worrying. The semanticists try to construct actual theories of meaning (or
truth theories, or model theories, or whatever) for one or another kind of
expression in one or another natural language .... The philosophers, by contrast,
keep an eye on the large, foundational issues, such as: what’s the relation between
sense and denotation; what’s the relation between thought and language; whether
translation is determinate; and whether life is like a fountain (15).

Though partially tongue-in-cheek, this statement indicates an ideological shift between
the two major fields pursuing semantic studies: linguistics and philosophy.

Despite this separation, there is still a great deal of overlap between these two
fields. As Harris (1993) states, “many of the most substantial contributions [to
understanding meaning] have come from philosophers” (12). Wittgenstein, for example,
provides definitions of meaning that could easily be accepted by linguists:

Wittgenstein’s understanding is clear, a definition — verbal or ostensive — is

important only to the extent that it tells us how to use a word. Explanations of

meaning are no explanations at all if they do not tell us how to use a word. With

such an understanding Wittgenstein defines the meaning of a word as its use in
language (Brown 1976:390-1; italics added).

Definitions of this sort imply a focus on the contextual environment in which we find a
word rather than simply its definition (Harris 1993). Fodor and LePore (1993) emphasize
this point by referring to the philosophically perennial “Morning/Evening Star”
illustration:
The expressions “the Morning Star” and “the Evening Star” mean different things,
despite their both being attached to Venus, because they have different roles in
the (English) language. Frege says “only in the context of a sentence does a word
have meaning” and Wittgenstein adds to that “to understand a sentence is to
understand a language” (18).

This statement describes meaning as intrinsically attached to context, to the point that

meaning does not exist outside of that context. Although it may be a bit extreme to claim
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that meaning exists “only in context”, it cannot be denied that context has an extremely
powerful effect on meaning.

Katz, who also spans the gap addressing papers both to philosophers (1964) and
linguists (1980), implies a wide variety of definitions for meaning as he declares his
intended definitions as:

...not some specially concocted notion; it is the ordinary, pretheoretical one
employed when either linguists or non-linguists speak of words as having the
same meaning (being synonymous), of sentences as being meaningful or
meaningless (being semantically deviant or non-deviant), of expressions as having
more than one meaning (being ambiguous), of noun phrases as being redundant,
and so on. Other uses of ‘meaning’ occur in ordinary speech, but they are not
matters of linguistic structure. For example, people sometimes say Smoke means
fire; Freud discovered the meaning of verbal slips, The decline and fall of Rome
has meaning for contemporary America; Bogart and Bergman both meant a great
deal to Woody Allen. But references to causal significance, underlying intention,
historical lesson, and life importance are extra-linguistic (1980:1-2).

Here, Katz distinguishes between linguistic and non-linguistic definitions of meaning
(obviously preferring linguistic meaning).

There is a sometimes indistinguishable separation between philosophical and
linguistic semantics. However, despite this, and the relevance of philosophy to issues of
morality (Katz 1964, Wedgwood 2001) and the existence of evil (Berguno 2006), it is the
linguists who “do the work,” as Fodor and LePore pointed out earlier. That is to say, the
task of defining words moves away from the philosophies and theories on meaning into
more empirical pursuits. Modern linguists have made great strides in semantic studies,
and it is to modern linguistic approaches that we will turn to further our understanding of
the meanings and relationship of SICK and EVIL.

Certainly most, if not all, attempts to describe a theory or model of meaning have

met with criticism, which may lead one to question the validity of any particular
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approach. It would seem that the most accurate definition of any word is that word itself.
Of course, a theory on meaning that proposes nothing beyond this definitional circularity
provides no insight into meaning and leads nowhere in terms of increased understanding
of the target word.
According to C.S. Peirce, such pure circularity is avoidable, but the definition of
words in terms of other words is not:
The meaning of a representation can be nothing but a representation. In fact, it is
nothing but the representation itself conceived as stripped of irrelevant clothing.
But this clothing never can be completely stripped off; it is only changed for
something more diaphanous (CP 1.339).
Therefore, in order to approach meaning, it is necessary sometimes to accept a degree of
vagueness or generality (i.e. the diaphanous) in a definition, in exchange for the stripping
away of irrelevant detail. With that in mind, this thesis refines its intended definition of

meaning to focus on the thematic roles potentially assigned by sick and evil and how that

assignment of roles is affected by the semantic feature [+/- RESPONSIBILITY].

2.3. THEMATIC ROLES. The difficulty inherent in defining meaning overflows into
the definitions of the tools used by semanticists. Specifically, there is much disagreement
among researchers as to the proper inventory, determination, and application of
THEMATIC ROLES (also referred to as semantic roles, 6-roles, and thematic relations). As
Dowty (1991) puts it,

There is perhaps no concept in modern syntactic and semantic theory which is so

often involved in so wide a range of contexts, but on which there is so little

agreement as to its nature and definition, as THEMATIC ROLE (or THEMATIC

RELATION ) and its derivative, THETA-ROLE in Government-Binding (GB) theory”
(547).



15

Dowty further points out that “many linguists seem to assume that linguistic theory

should include a finite ... language-universal canon of thematic roles” (548). Despite this

assumption, thematic role theory has its detractors for reasons that Levin and Rappaport

Hovav (2005) point out:
The use of semantic roles has been criticized because it is difficult to find reliable
diagnostics for isolating precisely those arguments bearing a particular role. There
do not seem to be diagnostic tests which can be consistently applied to an
argument with relatively uncontroversial results to determine whether that
argument bears a particular role in the way that there are tests for, say, lexical and
syntactic categories (38).

Subsequently, many articles on the subject attempt to clarify, refine, expand, simplify,

etc. the previous theories and definitions. While an exhaustive review is beyond the scope

of this thesis, this section will address some aspects of these theories and how they relate

to the sick/evil relationship.

DEFINING THEMATIC ROLES. Thematic roles are relatively new, being introduced
by Gruber in 1965 as thematic relations and showing significant correspondence to
Fillmore’s DEEP CASES (1966,1968). There are also aspects that refer back to “ideas of
structuralists such as Frank Blake (1930), and ultimately to Panini’s karakas” (Dowty
1991:548). An obvious “syntax-semantics interface” motivated work with thematic roles
in both fields of syntax and semantics with Chomsky introducing the concept into
Government-Binding theory, and Jackendoff, “the only semanticist who has studied the
concept extensively,” developing a semantic approach (Dowty 548).

The traditional list of roles defined by linguists tends to consist of AGENT (John
kicked the ball), Patient (John kicked the ball), Goal (John kicked the ball to the tree),

Source (John kicked the ball from the house to the tree), Experiencer (The ball hit John),
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etc. However, there is seldom complete agreement of terms when attempting to compile a
complete list. New roles are frequently proposed to address inadequate descriptions of an
argument’s function in a sentence. A few examples of proposed roles are: NEUTRAL
(Rozwadowska 1988), LANDMARK (Jackendoff 1982), and SUBJECT (Baker 1985) (taken
from Dowty 1991:549). Even Dowty, after discussing this inconsistency, later proposes
the new role of INCREMENTAL THEME.

There have also been a number of attempts to collapse two or more roles into
larger categories or suggesting that two roles do not present enough distinction to merit
separate categories. A few of these proposals include (taken from Dowty 1991:599):

(1) Foley and Van Valin (1984) — Macro-roles: all thematic roles are entailed by

the ACTOR and UNDERGOER roles

(2) Talmy (1985) and Culicover & Wilkins (1986) — Separate thematic roles into

2 tiers: Action Tier (AGENT, PAITENT) and Motion Tier (THEME, SOURCE,
GoAL); with Jackendoff (1983) adding Temporal Tier (aspect and other time
adverbials)

(3) Keenen (1976, 1984) — all thematic roles are entailed by SUBJECT and

ABSOLUTIVE roles
(4) Dowty (1991) — all thematic roles are entailed by the Proto-Roles: PROTO-
AGENT and PROTO-PATIENT

The variation that appears in the literature regarding Thematic Roles likely stems
from the way in which roles are categorized. There is a tendency to define roles in terms
of semantic features (Rozwadowska 1988, Zaenen 1988). Nilsen and Nilsen (1975:98)
exemplify this by defining AGENT with the features [+ANIMATE] and [+CAUSE],
EXPERIENCER with the features [+ANIMATE] and [+EFFECT], INSTRUMENT with the

features [+INANIMATE] and [+CAUSE], and OBJECT with the features [+INANIMATE] and

[+EFFECT] as seen in Figure 2.1 below:
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Deep Case Inherent Feature Relational Feature
AGENT ANIMATE CAUSE
EXPERIENCER ANIMATE EFFECT
INSTRUMENT INANIMATE CAUSE
OBJECT INANIMATE EFFECT

Figure 2.1: Semantic features defining roles
This limited set of categories is easily differentiated by the simple binary distinctions
provided in the chart. However, the lines may become a bit blurry if we included a role
such as PATIENT in the set. PATIENT would likely be assigned the roles [+ANIMATE] and
[+EFFECT] and becomes indistinguishable from EXPERIENCER. If we feel that the role of
Patient merits distinction from the role of EXPERIENCER it becomes necessary to add
additional features. It is easy to see how a slight increase in the number of categories in a
set of roles can quickly complicate feature assignment. Despite this difficulty, Nilsen and
Nilsen are loathe to disregard the importance of semantic features:
Although semantic features are extremely complex, they must be directly dealt
with because it is through semantic features that we can determine how closely
various lexical items are related to each other. The compatibility of two lexical
items is a function of the compatibility of the features of these two items
(1975:85).
Though Dowty (1991) rejects the “phraseology” of semantic features due to the reality of
unclear category boundaries, his Proto-roles essentially divide up the sets of features into

two lists as shown in Figure 2.2 (as summarized by Levin and Rappaport Hovav 2005:53-

54).
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Contributing - volitional involvement in the event or state
properties for the - sentience (and/or perception)
Agent Proto-Role: - causing an event or change of state in another participant

- movement (relative to the position of another participant)
- exists independently of the event named by the verb

Contributing - undergoes change of state
properties for the - incremental theme
Patient Proto-Role: - causally affected by another participant

- stationary relative to movement of another participant
- does not exist independently of the event, or not at all

Figure 2.2: Summary of Dowty’s Proto-Role properties.

Dowty assigns an argument to either the PROTO-AGENT or PROTO-PATIENT according to
which list corresponds to the majority of that argument’s entailments (it is not necessary
that an argument possess all of the properties of either Proto-Role and can contain
properties from both). Although the properties listed above can easily be reduced to
standard semantic feature format (i.e. evaluating an argument for the PROTO-AGENT
“features” could appear as: [+/-VOLITIONAL], [+/-SENTIENT], [+/-CAUSAL], [+/-
MOVEMENT], and [+/-EXISTENTIALY]), this approach still serves Dowty’s purpose of
avoiding rigidity among category boundaries by allowing an argument to entail features
from both sets of properties. As Dowty summarizes: “The variety of semantic distinctions
that correlate with syntactic and lexical patterns in one way or another is surely
enormous. To postulate thematic role types for each of them is, quite possibly, to dilute
the notion beyond its usefulness” (1991:561).

Dowty’s reductionist approach to thematic roles is well-suited to this thesis due to
the narrow scope of its investigation. In fact, this thesis is really only interested in
defining one role, that of AGENT. In particular, this thesis hopes to find that the AGENT
role is assigned to the subject by evil but not by sick. While one might assume that failure

to assign the AGENT role to an argument would lead to a default assignment of the
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PATIENT role, indeed this is what Dowty implies, I have limited the definition of agency
to the presence of the semantic feature [+ RESPONSIBLE]. Therefore, I do not attempt to
assign any roles but AGENT, as any role that does not bear this semantic feature is left
undefined.

The justification of reducing the definition of AGENT to [+RESPONSIBLE] lies in
the focus of our research. Ultimately, this thesis is trying to discover whether the subject
of sick or evil is responsible his or her behavior while in a state of evil or sickness.
Responsibility for behavior implies the various definitions for AGENT that have been
discussed above. These are: causation, volition, animacy, sentience, etc. However, these
terms, individually, are too specific and use a high register that may complicate the
survey instrument discussed in Chapter 3. Therefore, this thesis focuses on the term

responsibility as a simplified summary of the various definitions given for AGENT.

ARGUMENT ASSIGNMENT. Argument assignment is typically considered to be
governed by the verb. That is, each verb carries a certain number of roles that it can
assign to the arguments in the sentence. For example, the verb kiss is a “two-place
predicate” and assigns the roles AGENT and OBJECT. Give is a three place predicate and
assigns the roles AGENT, EXPERIENCER, and OBJECT (Nilsen and Nilsen 1975:91). This
simple description implies a one-to-one correspondence between arguments and roles.
However, many researchers argue against such a correspondence (Levin and Rappaport
Hovav 2005). Jackendoff (1987), for example, argues that some verbs assign multiple
roles to just one argument, some assign one role to multiple arguments, and some verbs

assign roles to no arguments. This means, for example, that the subject of a sentence can
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be both the AGENT and the SOURCE or can consist of multiple arguments each being the
AGENT. This also means that some roles are assigned to no argument at all.
Another trend that has been largely redirected is the tendency to assign a subject
the role of AGENT and an object the role of PATIENT:
Since agent-patient verbs constitute a significant part of the class of transitive
verbs of every language and are so uniform in their argument realization, many
theories of argument realization make direct reference to the semantic roles agent
and patient—or its relative theme—and have rules which explicitly realize agents
as subjects and patients as objects. However, these simple statements are
misleading for two reasons. First, ‘agent’ and ‘patient’ are not the only semantic
notions associated with subject and object. Second, subject and object often have
multiple morphosyntactic realizations, and a complete theory of argument
realization needs to take this into consideration (Levin and Rappaport Hovav
2005:24).
Subsequently, much literature has been dedicated to pointing out the flexibility linguists
have in identifying thematic roles associated with almost any noun phrase in a sentence.
Nilsen and Nilsen (1975:93-95) have a very thorough list of example sentences assigning
each of fifteen separate roles to a multitude of nominal arguments. Levin and Rappaport
Hovav (2005:24-32) likewise dedicate eight pages to supplying discussion of the variety
of roles that can be assigned to any particular part-of-speech. This flexibility is necessary
to the success of this thesis since the typical sentence structure used in describing

something as sick or evil is: “<subject> is sick” or “<subject> is evil.” If we were to

assume that all subjects were AGENTS, there would be no possibility of further discussion.

PREDICATION FROM NON-VERBS. So far, the discussion has focused entirely on
verb-controlled role assignment. However, some researchers believe that thematic roles
exist beyond those governed by the verb. Barker (1998) argues that “it is quite possible a

priori that nominal expressions in general have their own characteristic thematic system
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that is ultimately independent of the verbal one” (696). This is a step beyond previous
theories that, if they allowed for nominal thematic roles at all, they considered them
derived from the verbal structure (695).

Similarly, there appears to be a blurring of the lines between syntactic categories
in general, which indicates further transference of thematic role assignment beyond verbs
to adjectives. Stative adjectives, in particular, are capable of thematic role assignment.
Stative adjectives are adjectives that describe a state of being (such as red, alive, or
intelligent) and contrast with active (or dynamic) adjectives, which describe qualities
capable of change (such as brave, calm, or rude). A large amount of research has been
performed that supports this phenomenon in other languages (Denny 1978, Huehnergard
1987, Mithun 1991, Ross 1998), as well as English. Givén (1970:816), citing research by
Ross and Lakoff (1967:15), states that:

English adjectives, much like English verbs, seem to divide into stative and active

ones. After showing great parallelism in the syntactic behavior of the two classes,

using various test frames, Ross & Lakoff concluded that there existed “strong
evidence for the assertion that what traditional grammarians called adjectives and

verbs are really members of the same major grammatical category ...” (830).
What adjectives and verbs have in common is that both categories ascribe properties (as
predicates) to at least one referring expression (as argument). Transference of the
predication properties from a linking verb like is/seems/appears to a stative adjective
(like sick or evil) is likely due to the lack of semantic elements of the linking verb.

Even though to be is the most common stative verb (McIntosh 1977:111), it can

do little in terms of communicating semantic information. Because of this, Nilsen and

Nilsen (1975:88) propose that stative adjectives assign the thematic role: “Because of the
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fact that is ...has basically a grammatical function, we will not consider it the predicator.
Instead we will think of the word ta/l as the predicator in [the sentence John is tall].”
Because neither sick nor evil commonly act as verbs, it is necessary to consider
the possibility that parts of speech other than verbs can assign thematic roles to
arguments. The next section defines both sick and evil as stative adjectives and discusses

more in depth their potential for motivating argument assignment.

2.4. APPLICATION OF ROLES TO SICK/EVIL. The previous discussion concerning
stativity and how thematic roles are assigned is directly applicable to sick and evil. Both
of these terms are stative adjectives as evidenced by their failure to pass the progressive
test as defined by Mclntosh (1977), “If a predicate sounds odd or un-English in the
progressive ... we shall call it stative” (111). Example 2.1 below demonstrates how sick
and evil demonstrate failure of this test (the first set of sentences is an example taken
from Mclntosh to demonstrate success and failure of the test):

Example 2.1

(1) a. The girl is healthy.
b. *The girl is being healthy.
c. The girl is noisy.
d. The girl is being noisy.
(2) a. John is sick.
b. ?John is being sick.
c. John is evil.
d. ?John is being evil.
The first set of instances demonstrates how a stative adjective like healthy cannot be used
in the progressive, while a dynamic adjective like noisy can. The second set of instances

applies this test to sick and evil. Both fail the progressive test; although, in the case of

sick, there is also a dynamic interpretation (synonymous with gross or disgusting) that
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allows acceptability. Likewise there is a modern colloquial reading of being evil
(synonymous with difficult or uncooperative). However, these interpretations are
unrelated to the concepts of mental illness and moral choice that this paper focuses on.

As previously stated, Nilsen and Nilsen allocate to the stative adjective the
function of role assignment. They further argue that this assignment is limited to the role
of OBJECT. “The reason that John is an OBJECT in ‘John is tall,” and an AGENT in ‘John
snores,’ is that in the latter sentence John is doing something. Snoring is an action while
being tall is a state” (100). However, in defining the features of an OBJECT, Nilsen and
Nilsen include [-ANIMATE] (98). Since John is very likely animate, we will assume that
Nilsen and Nilsen assign him the OBJECT role because he is inanimate in terms of his
ability to make himself tall. That is, there is no animate act that John can do to increase
his height.

However, if the subject of a stative adjective can influence its state, there should
be some flexibility as to its assigned thematic role. Mithum (1991) argues this point,
“Arguments of inherent-state predicates [in Central Pomo, a Native American language]
are cast as grammatical agents” (521). Mithum also gives several examples of this type of
inherent-state predicate: “I’m strong”, “I’m good”, “I’m alive”, etc. Argument realization
is much clearer in Central Pomo since the arguments are marked with morphemic
indicators of their semantic role. While there is no reason to assume that the arguments
for English stative predicates will act similarly, these examples open the possibility for
consideration, since English arguments receive no such morphological denotation. Figure
2.3 shows a proposed list of stative adjectives that may be subject to influence from an

agentive argument:
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Stative adjectives influenced Stative adjectives Stative adjective not
by subject partially influenced influenced by subject
Hungry angry frozen
thirsty intelligent tall
humble unforgivable short
unbeatable fearful bald

Figure 2.3. Variation of stativity

It would seem that in many situations, a person, because of his/her animacy, is able to
change his/her state. There is, of course, room for debate as to which states are able to be
influenced and to what degree, especially when it comes to emotional and mental states.
With sick and evil defined as stative adjectives, and with the assumption that each arises
from mental influences, we are left with the subsequent task of determining to what

degree these states can be influenced, if at all.

2.5. EXTERNALLY IMPLIED ROLE ASSIGNMENT. In the case of evil as a stative
adjective and from the perspective of theology, there seems to be little disagreement that
a person has control over his/her state of evil or good. This is apparent in many of the
world’s religions (Palmer et al. 1997) including:

(1) Christianity: Though some sects believe in pre-determined salvation, many
consider evil the consequence of sinful acts and require repentance, confession, or
profession of faith to become “good” again.

(2) Judaism: The Law of Moses as described in the Torah defines how a person
becomes evil or “unclean” and the processes by which they can become good or
“clean” again. Each change of state requires participation in a rite or ritual.

(3) Hinduism: Evil actions attach Karma to one’s soul thereby affecting the status of
that person’s next incarnation. Eliminating Karma involves repetition of prayers,
good deeds, and other acts of devotion.

(4) Islam: Salvation and prosperity are considered rewards for faith and devotion.

This list is, by no means, exhaustive. However, these four religions represent some of the
wide diversity of religious people and show that the followers in each are responsible for

creating their evil state and for removing themselves from it. Therefore, a strictly
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religious perspective is likely to assume that a person has complete ability to influence
his/her state of evil and failure to become good is due to the individual’s choice.

However, religion is not the only factor that defines the sources of evil. Staub
(1999) brings evil back to psychology and examines the social, cultural, and personality
conditions that give rise to it. “Evil usually begins when profoundly important needs of
human beings are not fulfilled” (181). Bersoff (1999) and Tsang (2002) examine
situational factors that lead to the rationalization of, what they call, unethical behavior
and immoral behavior, respectively. Similarly, Moghaddam (2005), more specifically,
explores the “staircase” that leads to terrorism. While these articles do not deny
responsibility to the actor, they do imply a possible responsibility on the part of the
psychologist or society in general to recognize and eliminate the conditions that lead to
justification of evil actions. This is, to a large degree, a continuation of the discussion
began in Chapter 1. However, this adds the perspective of ability to influence the state of
being evil.

This discussion shows that there is some possibility that an evil state is only
partially subject to influence from the individual. If a state of being is brought about
through social or environmental conditioning, it stands to reason that transforming that
state is also greatly influenced by a change of the social or environmental conditions.
Therefore, there may be room for debate as to which argument receives the AGENT
thematic role in a sentence like John is evil. Religion would likely say that John is the
AGENT. Psychology opens the possibility that John is not the AGENT.

In the case of sick, there is also a lot of variation as to defining responsibility.

Klein (1999) characterizes one view by stating, “Because the sick person has
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involuntarily impaired functioning, it is only reasonable to exempt him from normal
responsibilities” (421). If the sick person is exempt from responsibility from his/her state
of being sick, it is reasonable to assume that the individual has little influence to affect or
change that state. Bringing about a change of state in terms of sickness is generally the
responsibility of the doctor.

However, the individual is able to influence his/her state to the degree that he/she
complies with a doctor’s recommendations. Scheurich (2002) points out that the behavior
of doctors toward their patients reflects whether or not the doctors feel that the patients
are complicit in their illnesses. That is, the curative process for some disorders requires
that the patients participate. When the patients do nothing, the doctors are frustrated and
consider them “difficult patients.” So, John may have different degrees of responsibility
in sentences such as John is addicted and John is schizophrenic and, therefore, the role of
AGENT becomes difficult to assign, and may likely be assigned to an argument external to
the sentence. This becomes especially true when the role of the psychologist is defined as
that of a counselor giving “support, consolation, suggestion, persuasion, and advice”
(Schachter and Kachele 2007:437), rather than the more traditional “healer,” which
places the majority of the responsibility on the doctor for bringing about a cure.

The justice system also contributes to our understanding of role assignment in this
area by determining a defendant’s degree of responsibility for criminal actions and
assigning “guilt”, “innocence”, or “insanity”” (with varying degrees of severity) (Ferrell
1992). However, the same difficulty faced by psychologists in defining who is

sick/insane applies to the legal system making it increasingly difficult to establish clear

guidelines for determining responsibility (Finkle and Slobogin 1995, Tolmie 2001).
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There also seems to be a tendency for increased medicalization of criminal activity
(Wellman 2000, Albee 1997) making it that much more difficult to assign responsibility
due to the paradigm shifts that such medicalization elicits.

This discussion shows that the ability that a person has to influence a state of
being evil or sick is not clear. While it is likely that few people will claim that the sick
person is completely responsible for a state of being sick or for a change to a state of
wellness, it is also evident that there is not complete agreement that the sick person has
no responsibility for his/her state. Similarly, the evil person is unlikely to be completely
exonerated from being in a state of evil and is likely capable of significant influence over
a change of state. However, again, it is likely that total responsibility for change is
seldom assigned to the evil person when an appeal to the circumstances of life can be
made for shaping that person into his/her state.

In summary, there is support for the perspectives that a sick person has no
responsibility or partial responsibility for his/her state. There is also support for the
perspectives that the evil person has full responsibility or partial responsibility for his/her
state. This suggests that sick and evi/ do oppose each other with degrees of responsibility
making up a continuum between them. This view was tested using the empirical studied
described in Chapter 3. Several data gathering methods that inspired the construction of

the study are described in the next section.

2.6. DATA GATHERING. In gathering data, this thesis uses a combination of
approaches, the inspiration and justification for which are described in this section. The

method used to gather semantic data depends largely on how meaning is defined but does
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not always require the complexity of a formal theory. Meaning can be described simply:
the movie that plays in your head when you hear a word (Robertson 2005), for instance.
This statement harks back to Wittgenstein’s definition cited above: the meaning of a
word is its use in language. Similarly, Violi (2000) argues that meaning depends largely
on experience. The difficulty with these definitions of meaning is that they imply a
potential infinite amount of information in defining a word. For data to be meaningful it
must allow informants to include as much context, experience, and other contributing
factors as can be meaningfully processed (Wray et al. 2001).

It is impossible to process diverse data points which can be correlated in an
essentially infinite number of ways. Of course, there are methods that can be applied to
these definitions that avoid the complexity of infinite possibilities. Many researchers
gather a few instances of a word and compile a miniature corpus from which they extract
the apparent meaning of that word or the changes in meaning from one time to another.

Examples of this approach include:

(1) Citing single instances of several words that demonstrate the focus of the study —
Lehrer (1998) discusses a productive addition to the meaning of -ist/-ism

illustrated by the coinage of words such as speciesist, fossilism, auntism, etc.
These neologisms make up the corpus from which Lehrer draws conclusions.

(2) Citing multiple instances of a few words that demonstrate the focus of the study —
Shapiro and Shapiro (1993) discuss the inception of Wimp English,
communication in the service industry marked by exceptional hedging and the use
of the modal would, participial or deverbal adjectives, and the phrase if you will.
A corpus is generated from newspapers and third party conversations.

(3) Comparing word usage from two time periods — Hamp (1983) discusses the
amelioration of helluva drawing evidence from a corpus consisting of personal
conversation and the author’s recollection of the meaning in the 1930’s.

In each of these examples, the researcher gathers data to provide a very basic corpus. By
establishing a small body of evidence, the researchers are able to draw conclusions about

the words or aspects of words they are studying.
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The scope and complexity of the data gathering can be increased to strengthen
arguments for a particular semantic analysis. The following are examples of semantic
data-gathering methods with increased complexity:

(1) Combines survey with semantic features — Maxwell (1985) surveys residents
of several Mayan villages to collect numerous instances of illness words and
then again to determine the semantic features of those words.

(2) Combines corpus with semantic features — Cowie et al. (1999) compared
published lists of emotion terms against informant responses to generate a list
of common emotion terms and then tested subjects on the relevant features.

(3) Combines corpus with survey — Kiesling (2004) assigned his students to
gather instances of the word dude to compile a corpus. He then distributed a
questionnaire requesting information regarding the contexts in which an
individual would use dude.

In each of these examples, the researcher gathers data from informants in order to
determine meaning. Though the researchers do not specifically define meaning, the
methods of data gathering used in these examples suggest that they define meaning as
determined by usage and context. The articles cited in the above examples reach a
conclusion about meaning that pinpoints a specific aspect of that meaning. Naturally, it
would be tedious to expand a definition of a term to the complete list of its semantic
features. Instead, discussion focuses on only those aspects that are most relevant or
subject to variation from a standard.

This thesis is designed to investigate the hypothesis that sick and evil are partially
defined by how they assign the AGENT role, by their place on a continuum of
responsibility, and that demographic variation influences a person’s use of either sick or
evil. In order to proceed with the investigation, this thesis has targeted specific aspects of
meaning, namely: the thematic role of AGENT defined by the presence of the semantic
feature [+ RESPONSIBLE]. This focused definition of meaning allows a more focused

approach to data gathering. In order to gather appropriate data, this thesis makes use of a
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survey using a variety of questions and situations to test for the presence of the semantic
feature [+ RESPONSIBLE] in sick, evil and other related terms. This survey and method of
data collection used are described in Chapter 3. The results of the survey are discussed in
Chapter 4. Chapter 5 presents the implications of the conclusions and presents limitations

and future work.
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CHAPTER 3: METHODOLOGY

3.1. INTRODUCTION. The previous chapters have described several of the
perspectives that have governed the historical perceptions of SICK and EVIL. They have
also reviewed a few theories and approaches to meaning. From the previous discussion
we might suppose that SICK and EVIL are differentiated from each other because evil
assigns an active/agentive thematic role, whereas, sick assigns a passive/patient thematic
role. The following sections describe a method whereby I evaluated the validity of this

claim.

3.2. HYPOTHESES. This methodology addressed the following null hypotheses:

(1) The modern conception and use of sick does not include the semantic feature
[-RESPONSIBLE],

(2) The modern conception and use of evi/ does not include the semantic feature
[+RESPONSIBLE],

(3) There is no continuum (overlap of referents) between the concepts of SICK and
EVIL that are described as either sick or evil.

(4) People who work in the social sciences are not more likely than other
occupation groups to define criminal or immoral people as sick rather than

evil.

3.3. SuBJECTS. Individuals were invited to participate as survey subjects through a

network of colleagues, friends, associates, coworkers, etc. Invitations were distributed via
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email with a request to forward the invitations to people who might be interested.
Although this method of distribution cannot be considered absolutely random, it
presented several advantages over local distribution using hard copies. These include: (1)
increased variety of demographics including region, religion, and profession; (2) direct
transfer of data from survey to database for analysis; and (3) it allowed subjects to
respond at their convenience. However, there were a number of limitations inherent to
this method. These are acknowledged and discussed in Chapter 5.

All data gathered was from adults (persons older than 18 years of age). Also,
because of the interdisciplinary scope of this topic, effort was made to recruit subjects
from a range of professions and majors. The following demographic information was
collected: age, gender, occupation/field of study, and religion. No names were collected
to ensure anonymity. This information was used to address the fourth null hypothesis,
which treats the issue as to which term the social sciences are more likely to use.

Because of the wide diversity of the information reported by the respondents, it
was necessary to group the data into more general categories (e.g. secretaries were placed
in the ‘business’ group along with managers, consultants, and other occupations that
could be described as ‘business’). Age was not grouped but was analyzed by year as
reported by each participant. Occupation was divided into the following groups (with the
quantity in each group in parentheses): business (19), education (15), humanities (24),
medicine (13), social sciences (9), technical (17), and undeclared (9). Origin was grouped
by the following regions of the United States: West (11), Midwest (33), South (25),

Central (26), East (11). One respondent was from Canada, which was included in the
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Central region. Religion was divided into two groups: LDS (80) and non-LDS (26).

Figure 3.1 describes these groupings:

Demographic Group Quantity
Total 106
Gender 1. Male 46

2. Female 60
Occupation 1. Business 19

2. Education 15
3. Humanities 24

4. Medicine 13
5. Social 9
Sciences

6. Technical 17

7. Undeclared 9
Origin 1. West 11
2. Midwest 33
3. South 25
4. Central 26
5. East 11
Religion 1. LDS 80

2. non-LDS 26
Figure 3.1. Demographic Groups.

Due to the focus of this project on the semantic content of English words, all
processed data came from native English speakers. The possibilities of influence from
other cultures that have slightly different conceptions of evil and sick than would a typical
native English speaker (as noted by Levin and Rappport Hovav 2005:19) would extend

this research beyond its intended scope.

3.4. INSTRUMENTS. A survey was distributed consisting of four sections. These
sections were:
(1) Word Association — asked the subject to identify words associated with a

series of focus words.
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(2) Multiple Choice — asked the subject to answer questions by selecting from

among multiple options.

(3) Anecdotal Response — asked the subject to assign guilt based on anecdotes

from legal cases.

(4) Likert Scale — Subjects responded to prompts describing potentially sick or

evil behavior using a Likert Scale.

The following subsections of this chapter describe the survey in more detail with
examples to demonstrate the prompts used in the survey. The entire survey is available in
Appendix A.

All sections of the survey were reviewed and revised with the help of a focus
group. The focus group consisted of five BYU students. After establishing an initial draft
of the survey, it was distributed to the members of the focus group. After they responded
to all survey sections, I discussed problems, concerns, and confusions with each focus
group member individually. I then implemented changes based on these discussions.

Also, in order for the respondents to focus on specific terms, it was necessary in
designing the survey to establish and consistently use certain terms. For example, the
survey uses sick instead of i// or any alternative term because of its predominance in the
literature that inspired this study. Similarly, well was chosen instead of healthy. This
choice was made based on its relationship with good. Well can be seen as a counterpart of
good in that well is the opposite of sick in the same way good is the opposite of evil.
Although healthy is also the opposite of sick, it does 