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## CHAPTER 1 INTRODUCTION

### 1.1 Motivation

The lymphatic system of the human body is an important component of the immune system. Lymph nodes filter lymph fluid, which collects foreign substances throughout the body, and help dealing with viruses and bacteria. There are hundreds of lymph nodes in the human body [33]. Normal lymph nodes are small in size and slightly bean shaped. Schnyder and Gamsu's study showed that lymph nodes from healthy patients have a mean longest diameter of $5.5 \pm 2.8 \mathrm{~mm}$ [28]. Einstein et al. considered normal sized lymph nodes to be less than 10 mm [13]. When diseases (e.g., cancer) affect lymph nodes, they can become inflamed or enlarged. For example, it is widely believed that a metastatic involvement of lymph node correlates with enlargement of node[7] [25] [15] [32]. It was shown by Carter et al. that the percentage of lymph node involvement has a linear relation with tumor diameter in breast cancer cases [8]. In another study, enlarged mediastinal lymph nodes with a short axis diameter of larger than 10 mm , were found to be malignant with a probability of $70 \%$ [2].

Lymph nodes size may change overtime due to disease progression or treatment. Hence the analysis of lymph node size over time is used to determine whether a treatment is successful or not [17]. Therefore, the assessment of the condition of lymph nodes over time is important for diagnosis, monitoring, and treatment of diseases, like cancer.

Multidetector computed tomography (CT) has become the primary lymph
node imaging modality in clinical routine and offers excellent spatial resolution for measuring lymph nodes [29]. In current clinical practice, lymph nodes are analyzed manually in volumetric CT data based on very rough measures of long and/or short axis length [31] [14] [11]. Such analysis requires to explicitly determine a lymph node axis, which is a source of potentially large errors. The accurate and reproducible measurement of lymph node is critical for determining response to therapy in clinical practice and informed research studies. A true 3D quantification of lymph nodes size promises to be more accurate and reproducible in longitudinal studies.

Lymph node segmentation in volumetric CT data is a challenging task due to partial volume effects, diffuse edges, neighboring structures with similar intensity profiles and potentially inhomogeneous density-values (Fig. 1.1). So far, computer-aided 3D segmentation approaches have not been utilized routinely in research or clinical practice, because currently available automated segmentation methods (Section 1.2) frequently fail to deliver usable results. It is generally accepted that a manual segmentation is too time consuming and introduces inter-operator variability. Thus, new segmentation approaches are required to facilitate the quantitative analysis of lymph nodes.


Figure 1.1: Examples of cross-sectional CT images of lymph nodes.

### 1.2 Related Work

### 1.2.1 Lymph Node Segmentation Methods

Literature about the segmentation of lymph nodes is rare. Using a shape prior, Honea et al. [18] suggested a three-dimensional active surface model to deal with the lymph node segmentation problem in CT. The reported segmentation evaluation was merely based on phantom images and the running time of the segmentation was not provided. Lu et al. developed a live-wire-based semi-automatic system for segmenting central chest lymph nodes [23]. The system also includes a manual slice tracing method for refinement. Yan et al. proposed a fast marching approach to perform semi-automatic segmentation of lymph nodes in 2D CT data [35]. They suggested to use their algorithm on a slice-by-slice basis for the 3D segmentation of lymph nodes in volumetric CT image data. A stopping criteria was utilized to avoid 'boundary leaking'. This criteria was implemented by a bounding circle around the lymph node which is placed by the user. No quantitative evaluation results were provided in their paper. A manual segmentation approach for neck lymph node segmentation has been utilized to aid planning of neck dissections [9]. Dornheim et al. [12] proposed a 3D mass-spring model for the segmentation of neck lymph nodes in volumetric CT data. They used a mesh with a low number of triangles. When segmenting the same target by different users, the segmentation results were not consistent, especially for large lymph node cases. Their volumetric segmentation error ranged between $39 \%$ and $52 \%$. Kitasaka et al. [20] utilized a 3-D minimum directional difference filter for extracting abdominal lymph nodes in CT data. A series of processing steps like region growing and several false positive reduction strategies were applied for segmentation. Their experiment was based on five volumetric CT images. The author reported
that the method could detect $57.0 \%$ of the enlarged lymph nodes with approximately 58 false positives per data sets. In [24], a deformable surface search was used in combination of statistical shape model for lymph node segmentation. Additionally, an application which allows manual interactive correction of errors was provided to help the algorithm in converging to the desired object contours. The method required the user to draw a rough contour inside a lymph node as initialization. For experiments, the method used 29 lymph nodes of 4 CT data sets. The computation time for their segmentation was 15 s on a standard PC. In $6.9 \%$ out of 29 cases, the authors reported problems in getting a 'usable segmentation'.

In conclusion, the robustness of lymph node segmentation methods still needs to be further improved and it is desirable to have a 3D segmentation approach that requires only little user interaction.

### 1.2.2 Graph-based Image Segmentation

Since our method that we will introduce in Chapter 2 is based on a graphbased approach, we will give a short introduction to graph-based image segmentation method in this section.

Graph-based image segmentation plays an important role in image processing. Minimum cut/maximum flow algorithms were used by Greig et al. for binary image reconstruction [16]. Boykov et al. proposed an interactive segmentation algorithm for n-D image data based on minimum s-t cuts [5] [6] [4]. 'Seeds' representing object and background are initially identified in the images, which serve as hard constraints for the segmentation process. In [34] [21] [22], a globally optimal surface finding method
with a hard smoothness constraints was presented for segmentation of volumetric image. Our lymph node segmentation approach is based on this segmentation frame work, and in the following paragraph we generally describe the terrain-like single optimal surface finding method following the notation convention in [22].

First, a node-weighted directed graph $G=(V, E)$ is constructed in a volumetric image $\mathcal{I}$. Every node $V(x, y, z) \in V$ represents one voxel $\mathcal{I}(x, y, z) \in \mathcal{I}$. Let $\mathcal{N}(x, y)$ represents a surface in the volumetric image and $\operatorname{Col}(x, y)$ represents a column, which is a set of nodes parallel to the z-axis. $\mathcal{N}(x, y)$ intersects each column at one voxel. A cost value $c(x, y, z)$ is computed for each node in $G=(V, E) . c(x, y, z)$ is an arbitrary real value. The smaller the value of $c(x, y, z)$ is, the higher the possibility that the desired surface contains the voxel $\mathcal{I}(x, y, z)$. An optimal surface is the surface with the minimum cost among all feasible surfaces in the 3D volume.

Fig. 1.2 presents a simple 2D example of how the optimal surface is detected in a $2 \times 4$ image. As can be seen from Fig. 1.2(a), the graph has only two columns. Each column consists of four nodes. The costs have already been assigned to each node. The goal of the optimal surface finding is to find the 'minimum cost path' from left to right. The edges are constructed as shown in Fig. 1.2(b). Every node $V(x, y, z)$ with $z>0$ has a directed arc to the node immediately below, which is denoted as intracolumn arcs $(a b, b c, c d, e f, f g$ and $g h)$. For two adjacent columns, a directed arc is constructed from each node $V(x, y, z) \in \operatorname{Col}(x, y)$ to node $V(x+1, y, \max (0, z-$ $\Delta)) \in \operatorname{Col}(x+1, y)(a f, e b, b g, f c, c h, h d, d h, h d)$, which is denoted as intercolumn arcs. The adjacency of columns are defined by the neighborhood setting. For example, $\operatorname{Col}(x, y)$ is adjacent to $\operatorname{Col}(x+1, y), \operatorname{Col}(x-1, y), \operatorname{Col}(x, y+1)$ and $\operatorname{Col}(x, y-1)$ under the 4-neighborhood setting. The maximum allowed vertical distance of an
intercolumn arc, which is defined as smoothness constraint $\Delta$, equals to 1 in this example. In Fig. 1.2(c), a cost transformation is performed. The cost of each node is subtracted from the cost of node immediately below it. If the sum of the bottommost two nodes are less than 0 , the bottommost two nodes are left unchanged. If not, the sum is increased by one and subtracted from any single one of the bottom most nodes. Then solving the optimal surface finding problem in this node-weighted graph $G=(V, E)$ is transformed into solving a minimum $s-t$ cut problem of an edgeweighted directed graph (Fig. 1.2(d)). By solving the $s-t$ cut, a minimum closed set is generated. The uppermost nodes of this minimum closed set represents the optimal surface in the graph.


Figure 1.2: Simple 2D example of the minimum cost graph-search detection algorithm (taken from [30])

### 1.3 Aims

The aims of this thesis are as follows. First, develop a lymph node segmentation method that a) requires little user interaction and can handle many of the obstacles common to lymph node segmentation in CT volumes and b) allows the user to quickly and interactively refine a segmentation result, if needed. Second, evaluate the method on a diverse collection of CT data sets to assess segmentation performance under different conditions like image resolution or lymph node size. The long-term goal behind this work is to aid physicians in the assessment of response to therapy in cancer patients by providing better methods for lymph node size measurement.

### 1.4 Organization of this Thesis

The thesis is organized as follows. In Chapter 2, the segmentation approach, consisting of a basic segmentation and a segmentation refinement method is presented. In Chapter 3, experiments performed on phantom and volumetric CT data are described, and validation results for volumetric CT data are presented. In Chapter 4, segmentation results are discussed in detail, and in Chapter 5, conclusions of this work are presented.

## CHAPTER 2 METHODS

In this chapter we present a graph-based optimal surface finding approach for lymph node segmentation in volumetric CT data, which is based on a single optimal surface finding algorithm published in [21] [22], and introduces a method for refining a segmentation result, if needed. Our approach avoids common problems of lymph node segmentation (Fig. 2.1) by utilizing a cost function that consists of a weighted edge and a region homogeneity term in combination with a surface smoothness constraint. This cost function is based on the lymph nodes' shape and intensity features.


Figure 2.1: Example of a failed lymph node segmentation. In this case, an edge-based segmentation approach was utilized. Edges of neighboring structures like contrast enhanced vessels or airways are stronger and cause segmentation errors.

Our method consists of four main processing steps, as demonstrated in Fig. 2.2. First, the user is required to provide the approximate center point (voxel) $\mathbf{c}_{k}$ of lymph node $k$ to be segmented. Second, a directed spherical graph, whose center is located
at $\mathbf{c}_{k}$, is constructed, so that the local region around the lymph node is transformed into a graph representation. Then the segmentation problem becomes a graph search (optimization) problem. For solving a graph search problem, we utilize the optimal surface finding framework introduced by Li et al. [22]. We define a cost function that enables us to segment lymph nodes and to avoid common shortcomings of existing approaches. Third, the optimization problem is solved and the result is converted from a graph representation into a surface mesh and labeled volume. Fourth, the user inspects the segmentation result and can utilize a provided tool to correct the segmentation, if needed. In the following sections, we describe our segmentation approach in detail. In Section 2.1, our preprocessing method is introduced. In Section 2.2, the graph construction process is explained. In Section 2.3, we show how the cost function is generated and applied to the graph. In Section 2.4, we explain how the segmentation result is obtained after solving the graph search problem. In Section 2.5, we describe our segmentation refinement method. In Section 2.6, we show an approach to select the smoothness constraint.

### 2.1 Preprocessing

Lymph nodes exhibit densities in CT with a range between -100 and 150 Hounsfield units (HU). In order to limit the CT density-values to this range, we


Figure 2.2: Flow chart of main processes. *The user can also undo the last refinement.
apply an intensity transfer function to the original volume data set:

$$
f_{i w}(x, y, z)= \begin{cases}150 H U & \text { if } 150 H U<f(x, y, z)  \tag{2.1}\\ f(x, y, z) & \text { if }-100 H U \leq f(x, y, z) \leq 150 H U \\ -100 H U & \text { if } f(x, y, z)<-100 H U\end{cases}
$$

where $f(x, y, z)$ represents the density-value of a voxel at the coordinates $x, y$, and $z$. To reduce image noise, a $3 \times 3 \times 3$ median filter is applied to the transformed volume data set.

### 2.2 Graph Construction

A node-weighted directed graph $G=(V, E)$ is generated, with node set $V$ and edge set $E$, representing a spherical volume of interest $\operatorname{VOI}\left(\mathbf{c}_{k}\right)$ around the approximate center point $\mathbf{c}_{k}$ of lymph node $k$. In order to accomplish this task, a sphere-shaped triangular mesh (Fig. 2.3(a)) is built around $\mathbf{c}_{k}$ with radius $r$. The radius $r$ is a constant and chosen to be larger than the maximally expected radius of lymph nodes. Let $n_{v}$ be the number of vertices of the spherical mesh. For each mesh vertex $\mathbf{p}_{i}$ with $i \in n_{v}$, the volume $f_{i w}$ is resampled along the line between center point $\mathbf{c}_{k}$ and vertex $\mathbf{p}_{i}$ in an equidistant fashion by using a linear interpolation function. The line between center point $\mathbf{c}_{k}$ and vertex $\mathbf{p}_{i}$ is denoted as column $i$. Note that $\mathbf{p}_{i}$ represents already a sample point, whereas $\mathbf{c}_{k}$ is not used as sample point. In addition, due to the definition of our cost function (Section 2.3), the first and last few nodes on each column will not be considered as a possible solution. The gray-value density samples on the line between $\mathbf{c}_{k}$ and $\mathbf{p}_{i}$ form the elements $g_{i}(j)$ of column $i$ with $j \in\left[0,1, \ldots,\left(n_{e}-1\right)\right]$. The number of elements per column is a constant and denoted as $n_{e}$, and $g_{i}\left(n_{e}-1\right)$ represents the gray-value density sample at the location of vertex $\mathbf{p}_{i}$. The node $v_{i}(j) \in V$ corresponds to gray-value density sample point $g_{i}(j)$. The node $v_{i}(j)$ is the element $j$ of column $i$ in the graph. Because the goal of our algorithm is to find the minimum cost path in the graph, the element, belonging
to boundary, should be assigned a low cost value. The calculation of $c_{i}(j)$ is described in Section 2.3. Overall, there are $n_{e} \times n_{v}$ nodes in the graph. Once the node-weighted directed graph is constructed, it is converted to an an edge-weighted directed graph, as described in[22].


Figure 2.3: Graph generation for the optimal surface finding step. (a) Spherical triangle mesh utilized for graph building. (b)-(d) 2D illustration of the graph generation process.

The neighborhood relation between columns is defined by the mesh structure. If $(p, q)$ is an edge of the triangular mesh, then column $p$ and column $q$ are adjacent. This includes the set up of a surface smoothness constraint $\Delta$ between any
two adjacent columns to specify the maximum allowable change in columns for the surface [22]. Fig. 2.3 depicts a 2D example of the graph generation for $\Delta=1$. By constructing the graph $G$ as described above, we are able to utilize the surface detection algorithm for the segmentation of lymph nodes, which can have a spherical, elliptical, or slightly kidney-like shape.

The parameters used for constructing the mesh are presented in Section 3.1. The following paragraph outlines consideration used to select values for $n_{v}$ and $n_{e}$. The number of vertices $n_{v}$ is estimated based on the expected size (radius) of the lymph nodes. In our test data sets (Chapter 3), most of the lymph nodes have a radius of approximate 5 mm . For a spherical lymph node of radius of 5 mm , which is represented by a mesh with $n_{v}=642$, the mean and standard deviation of the edge length is $0.75 \pm 0.05 \mathrm{~mm}$, and maximum edge length is 0.82 mm . Hence the mesh density on the lymph node surface is approximately 1 vertex per voxel, assuming that the voxel size is $0.7 \times 0.7 \times 0.7 \mathrm{~mm}^{3}$. If $n_{v}$ is selected too small, the mesh will be sparse and unable to represent lymph node's surface accurately. On the otherhand, if $n_{v}$ is chosen too large, the computation time will increase with no benefits regarding segmentation accuracy. For graph construction, we utilize $\mathrm{r}=20 \mathrm{~mm}$ to be able to segment larger lymph nodes, and $n_{e}$ is set to 60 to have approximate two samples per voxel.

### 2.3 Cost Function

As we explained in Section 2.2, the $\operatorname{cost} c_{i}(j)$ need to be assigned to the nodes $v_{i}(j) \in V$ in the node-weighted directed graph $G=(V, E)$. We define our cost


Figure 2.4: Cross-sectional CT image showing a lymph node. The line indicates a column of the graph structure $G$.
function as follows:

$$
\begin{equation*}
c_{i}(j)=\left(1-w_{\text {shape }}(j) c_{\text {edge }_{i}}(j)\right)+\alpha c_{g h_{i}}(j), \tag{2.2}
\end{equation*}
$$

where $c_{\text {edge }}^{i}(j)$ represents an edge term and $c_{g h_{i}}(j)$ a gray-value homogeneity cost term. $w_{\text {shape }}(j)$ is a global shape weight, which describes the lymph node's boundary distribution. It is derived from all the $n_{v}$ columns of the graph structure. $\alpha$ is used to adjust the influence of the homogeneity term ralative to the edge term. Since nodes with a high probability of belonging to the lymph node surface should be assigned low costs and the maximum value of $w_{\text {shape }}(j) c_{\text {edge }}^{i}(~(j)$ is 1 , we inverse it by using $1-w_{\text {shape }}(j) c_{\text {edge }}^{i}(~(j)$. In the following paragraph, we will give a detailed explanation of all the components in the cost function.

A cross-sectional CT image of a lymph node is shown in Fig. 2.4. The line in Fig. 2.4 represents a column of the graph. The corresponding gray-value sample
points $g_{i}(j)$ are depicted in Fig. 2.5(a). The gray-value homogeneity term

$$
\begin{equation*}
c_{g h_{i}}(j)=\max _{a=0,1, \ldots, j}\left\{g_{i}(a)\right\}-\min _{a=0,1, \ldots, j}\left\{g_{i}(a)\right\} \tag{2.3}
\end{equation*}
$$

measures the variation of gray-values along the path from column element $g_{i}(0)$ to $g_{i}(j)$ (Fig. 2.5(b)). Since the variation of gray-value in the lymph node is in a certain range, the larger the value for $c_{g h_{i}}(j)$, the more unlikely it is that the element $j$ of column $i$ belongs to the lymph node.

As mentioned before, the environment around lymph nodes and lymph nodes per se can vary considerably (Fig. 1.1). Hence an edge term that solely relies on edge magnitude is problematic, as demonstrated by the example shown in Fig. 2.1. To avoid this problem, an edge cost function $c_{\text {edge }}^{i}(~(j)$ that identifies potential edge locations, but doesn't directly utilize edge magnitude information, is generated. At first, the derivative of $c_{g h_{i}}(j)$ is calculated by using a central difference function:

$$
\begin{equation*}
c_{g h_{i}}(j)=\frac{1}{3} \sum_{a=1}^{3}\left[c_{g h_{i}}(j+a)-c_{g h_{i}}(j-a)\right] . \tag{2.4}
\end{equation*}
$$

Note that values for $c^{\prime}{ }_{g h_{i}}(j)$ are only generated for $j=3,4, \ldots,\left(n_{e}-4\right)$ to avoid dealing with undefined border values. In addition, a lymph node boundary is unlikely to be located at the begin or the end of a column (Fig. 2.5(c)). Secondly, all local maximums of $c_{g h_{i}}(j)$ are detected and the corresponding locations are stored in the set $\Lambda_{i}$. Thirdly, the edge term is calculated by using

$$
\begin{equation*}
c_{e d g e_{i}}(j)=\max _{a \in \Lambda_{i}}\{p(j, a)\} \tag{2.5}
\end{equation*}
$$

with $p(j, a)=e^{\frac{-(j-a)^{2}}{2 \sigma^{2}}}$. The function $p(j, a)$ is used to model uncertainty regarding the exact edge location (Fig. 2.5(d)). Then the relative importance of possible edge locations is globally estimated by

$$
\begin{equation*}
w_{\text {shape }}(j)=\frac{\sum_{i=0}^{n_{v}-1} c_{\text {edge }_{i}}(j)}{\max _{j=0,1, \ldots .,\left(n_{e}-1\right)}\left\{\sum_{i=0}^{n_{v}-1} c_{\text {edge }_{i}}(j)\right\}} . \tag{2.6}
\end{equation*}
$$

The corresponding example plot is shown in Fig. 2.5(e). The idea behind this approach is as follows. Since the user specifies the approximate center $\mathbf{c}_{k}$ of a lymph node, its edges approximately appear in concentric patterns around $\mathbf{c}_{k}$. In contrast, other nearby structures (e.g., vessels) within radius $r$ do not lead to such a consistent pattern. Therefore, it is very likely that the weight elements of $w_{\text {shape }}(j)$ have larger values in proximity of the real lymph node edge, and we can utilize $w_{\text {shape }}(j)$ to weight the edge cost function term $c_{\text {edge }}(j)$. This allows us to avoid problems as shown in Fig. 2.1.


Figure 2.5: Cost function calculation. (a) Gray-value profile corresponding to the column shown in Fig. 2.4. (b) Gray-value homogeneity function and (c) its derivative. (d) Edge cost function. (e) Global shape weight. (f) Final cost function for the column shown in Fig. 2.5(a).

### 2.4 Lymph Node Segmentation

Once the graph $G$ is generated and all costs are calculated, a maximum flow algorithm is used to solve the graph optimization problem [22], which runs in low degree polynomial time. The utilized surface finding framework guarantees to produce a globally optimal surface captured by our graph $G$ according to the utilized cost function $c_{i}(j)$. For the representation of the segmentation result, the initial spherical triangle mesh is utilized. The position of vertices along the radial direction are adjusted to the surface position of the same column found by graph search. Since no topology changes of the mesh structure are required, a mesh of the segmentation result can be generated. In addition, the mesh-based representation $M$ of the segmentation results is converted into a volume-based representation $S$ by using a voxelization method [26].

### 2.5 Segmentation Refinement

After the generation of the segmentation, the user can inspect the result and decide whether a refinement of the segmentation is required or not. If a refinement is needed, like in the case shown in Fig. 2.6(a), the user is required to specify a point (red dot) on the correct boundary and start refinement algorithm. The result of the refinement is shown in Fig. 2.6(b), and the error is successfully corrected. The refinement approach consists of four major steps, which are described below.

Step I Extract gray-value information based on the user-selected boundary point.

1. The user inspects the initial segmentation result and specifies a point $\mathbf{p}_{u}$ on the missed boundary.


Figure 2.6: Refinement example. (a) The user identifies a point (red dot) on the missed (correct) lymph node boundary. (b) Refinement result.
2. The algorithm searches for the closest node on all columns. The closest node is denoted as $v_{i^{*}}\left(j^{*}\right)$, where $i^{*}$ and $j^{*}$ are the column and node of the closest node, respectively. Column $i^{*}$ is denoted as user selected column.
3. Extract a gray-value profile (Fig. 2.7) around node $j^{*}$ from column $i^{*}$, which is represented by a set of gray-values:

$$
\begin{equation*}
S\left(i^{*}, j^{*}\right)=\left\{g_{i^{*}}(j) \mid j \in\left[j^{*}-n_{r e}, j^{*}-n_{r e}+1, \ldots, j^{*}+n_{r e}\right]\right\}, \tag{2.7}
\end{equation*}
$$

where $n_{r e}$ is an integer which controls the length of the gray-value profile.

Step II Search for similar neighboring columns by utilizing a breath-first-searchbased region growing approach based on the mesh structure. As we have mentioned before, the mesh topology defines the neighborhood relation between columns. The region growing starts at column $i^{*}$ and examines all adjacent columns using a similarity criteria. If a column adjacent to $i^{*}$ pass the simi-
larity criteria, it is added to the region set, and all the untested neighbors of this column are tested in the next iteration. This process is repeated until all adjacent columns fail to pass the similarity criteria or the number of edges on the shortest path from the considered column to the user selected column $i^{*}$ is larger than a constant $n_{\text {max }}$.

The similarity criteria is defined as follows. Let the column $i$ be the column that we want to compare with the user selected column $i^{*}$. First, a set of gray-value profiles $\Omega\left(i, j^{*}\right)=\left\{S\left(i, j^{*}-\gamma\right), S\left(i, j^{*}-\gamma+1\right), \ldots, S\left(i, j^{*}+\gamma\right)\right\}$ (Fig. 2.8) for column $i$ is produced, where $\gamma=\min \left\{\frac{d\left(v_{i^{*}}\left(j^{*}\right), v_{i}\left(j^{*}\right)\right)}{2}, \eta\right\}$ is a variable position offset to take the vertical changes of the surface between two columns into account. $\gamma$ is utilized to constrain the search range for similar profiles on columns. If selected too large, profiles far away from the user selected lymph node surface point may be found. If selected too small, nearby similar profiles might not be detected due to the local shape changes. $\eta$ is a constant to constrain this similarity search on a column to a small range, and $d\left(v_{i^{*}}\left(j^{*}\right), v_{i}\left(j^{*}\right)\right)$ is the Euclidean distance between node $v_{i^{*}}\left(j^{*}\right)$ and $v_{i}\left(j^{*}\right)$.

Next, each gray-value profile $S(i, j) \in \Omega\left(i, j^{*}\right)$ of column $i$ is compared to $S\left(i^{*}, j^{*}\right)$ by utilizing the following boolean function:

$$
\begin{equation*}
\phi\left(S\left(i^{*}, j^{*}\right), S(i, j)\right)=\left(\max _{a=-n_{r e},-n_{r e}+1, \ldots, n_{r e}}\left\{a b s\left(g_{i^{*}}\left(j^{*}+a\right)-g_{i}(j+a)\right)\right\}\right) \leq \nu \tag{2.8}
\end{equation*}
$$

where $\nu$ is a threshold. If $\phi\left(S\left(i^{*}, j^{*}\right), S(i, j)\right)$ is true for one of the gray-value profiles in $\Omega\left(i, j^{*}\right)$, the column $i$ is considered to be similar to $S\left(i^{*}, j^{*}\right)$.

Step III All the weights of the user selected column $i^{*}$ and similar columns in the region set are updated. First, the user selected column $i^{*}$ is updated. The cost of node $v_{i^{*}}\left(j^{*}\right)$ is set to 0 and all the other nodes of column $i^{*}$ are given a very large cost $c_{\text {max }}$. Second, all the other columns which passed the similarity criteria are updated. For column $i$ which passes the similarity criteria, the cost function is calculated by

$$
\begin{equation*}
c_{i}(j)=\left(1-w_{i}(j) c_{e d g e_{i}}(j)\right)+\alpha c_{g h_{i}}(j), \tag{2.9}
\end{equation*}
$$

where the original global shape weight $w_{\text {shape }}(j)$ is replaced by a new weighting function:

$$
\begin{equation*}
w_{i}(j)=e^{\frac{-(j-\bar{j})^{2}}{2 \bar{\sigma}^{2}}} . \tag{2.10}
\end{equation*}
$$

$\tilde{j}$ is determined as follows: If there are local maximums located on column $i$ in the range of $\left[j^{*}-\gamma, j^{*}+\gamma\right]$, then $\tilde{j}$ equals to the corresponding location of the local maximum $c^{\prime}{ }_{g h_{i}}(j)$ closest to $j^{*}$. Otherwise, $\tilde{j}$ is set to $j^{*}$.

Step IV Re-run the optimal surface finding approach based on the modified cost, and generate a new segmentation result. After inspection of the new segmentation result, the user can 'undo' the performed refinement, if needed, so that the cost on each node and the segmentation result are set the same value as before the refinement. If another part of the new segmentation result requires refinement, the user can start a second refinement based on the newly generated result. Note, if the user selected column $i^{* 1}$ in the first refinement process is considered as a similar column in the second refinement process, the cost of nodes on


Figure 2.7: Extracting of a gray-value profile from the user selected column $i^{*}$.
this column $i^{* 1}$ will remain unchanged in the Step III of the second refinement process. The user can perform several refinement iterations until he/she is satisfied with the result.

### 2.6 Selection of the Smoothness Constraint $\Delta$

The smoothness constraint (Section 1.2.2) is defined as the maximum allowed vertical distance of an intercolumn arc. For example, if we want to segment an ideal spherical structure and the center of the graph $\mathbf{c}_{k}$ has been put at the center of the


Figure 2.8: Search for similar neighboring columns.
sphere, then $\Delta=0$ is adequate for the segmentation. But, if we want to segment a ellipsoidal structure, $\Delta$ should be chosen larger so that the maximum allowed vertical distance between two adjacent column is large enough to follow the surface. Hence, the selection of an adequate smoothness constraint is of importance for our method. If the smoothness constraint is too small, the surface will not be able to follow the lymph node surface in some cases. On the other hand, if a smoothness constrain is too large, the resulting surface can be noisy. In this section, we will introduce a method that allows to estimate the required smoothness constraint for ellipsoid structures.

The necessary smoothness constraint is depended on the maximum angle between two adjacent columns in our graph structure (Fig. 2.3(b)). The length of triangle edges of the mesh is approximately the same. Using $(p, q)$ to represent edges of the triangular mesh, the nodes on column $p$ are $v_{p}(j)$ and the nodes on column $q$ are $v_{p}(j)$. In all our experiments, the spherical triangular mesh consisted of $n_{v}=642$ vertices, and maximum angle of $\angle p \mathbf{c}_{k} q$ in our mesh is $\theta=9.44^{\circ}$. The mean and standard deviation of $\angle p \mathbf{c}_{k} q$ is $8.64 \pm 0.56^{\circ}$.

Column $p$, column $q$ and center point $\mathbf{c}_{k}$ constitute a plane. Since some lymph nodes can have an ellipsoid like shape, we consider the case where cross section between the plane and the mesh of the segmentation result is an ellipse.

As shown in Fig. 2.9(a), if $v_{p}\left(j_{1}\right)$ and $v_{q}\left(j_{2}\right)$ are on the boundary of the cross section of a sphere, $v_{p}\left(j_{1}\right)$ and $v_{q}\left(j_{2}\right)$ have the same distance to the center $\mathbf{c}_{k}$, and $j_{1}-j_{2}=0$. Hence, if we want to segment a sphere, we can choose the smoothness constraint $\Delta=0$. However, if $v_{p}\left(j_{1}\right)$ and $v_{q}\left(j_{2}\right)$ are on the boundary of the cross section of an ellipsoid, the value of $j_{1}-j_{2}$ is not the same for different edges. The maximum value of $j_{1}-j_{2}$ is related to $\theta$, the semi-long axis length $L$ and semi-short
axis length $S$. If $L=m S$, where $m$ is the ratio between $L$ and $S$, then the length between $\mathbf{c}_{k}$ and a point $\mathbf{p}_{i}$ on the boundary of the cross section is

$$
\begin{equation*}
t=\frac{m S}{\sqrt{m^{2} \sin ^{2} \beta+\cos ^{2} \beta}} \tag{2.11}
\end{equation*}
$$

where $\beta$ is an angle between the semi-long axis and line segment $\mathbf{p}_{i} \mathbf{c}_{k}$.

(a)

(b)

Figure 2.9: Intersection of a plane with a lymph node model. (a) Intersection of a plane with a sphere. (b) Intersection of a plane with an ellipsoid.

If $t_{1}$ is the length of line segment $v_{p}\left(j_{1}\right) \mathbf{c}_{k}$ and $t_{2}$ is the length of line segment $v_{q}\left(j_{2}\right) \mathbf{c}_{k}$ (as shown in Fig. 2.9(b)), the change of vertical length in adjacent columns will be $\left|t_{1}-t_{2}\right|$. For our mesh structure, the maximum angle between these two line segments is $\theta$. Hence

$$
\begin{equation*}
\left|t_{1}-t_{2}\right|=\left|\frac{m S}{\sqrt{m^{2} \sin ^{2} \beta+\cos ^{2} \beta}}-\frac{m S}{\sqrt{m^{2} \sin ^{2}(\beta+\theta)+\cos ^{2}(\beta+\theta)}}\right| \tag{2.12}
\end{equation*}
$$

$\beta$ is an angle as shown in Fig. 2.9(b). The vertical difference between two adjacent column in terms of node indices can be calculated with:

$$
\begin{equation*}
\Psi=\frac{n_{e} *\left|t_{1}-t_{2}\right|}{r} \tag{2.13}
\end{equation*}
$$

$\Psi$ can be used to estimate the required $\Delta$. Plots for $\Psi$ are shown in Fig 2.10 for different $m$, if we utilize $r=20 \mathrm{~mm}$, and a semi-short axis length $S=15 \mathrm{~mm}$ as an estimate of lymph node size. For example, for $m=1.5$, the maximum value of $\Psi$ is 3.8. Hence the smoothness constraint $\Delta$ for $m=1.5$ can be assigned as 4 . When $\beta= \pm \frac{\pi}{2} * n-\frac{\theta}{2}$, where $n=\{1,2\}$, the length of $t_{1}$ is the same as the length of $t_{2}$ $(\Delta=0)$, so the plots show periodic minimums.

(a) $m=1.25$

(b) $m=1.5$

(c) $m=1.75$

(d) $m=2$

Figure 2.10: Plots of $\Psi$ for $r=20 \mathrm{~mm}$ and $S=15 \mathrm{~mm}$.

## CHAPTER 3 EXPERIMENTS AND EVALUATION

### 3.1 Introduction

In this chapter, we will describe the performed experiments and present validation results. First, we will present the experiments performed on computer phantoms, to investigate the segmentation performance of our method on various geometrical structures. Second, we will demonstrate the impact of different center locations on our segmentation method. Third, we will describe the evaluation of our method on lymph nodes imaged with CT and present segmentation results.

### 3.1.1 Parameters

In all our experiments, we used the following parameters. For the graph generation, the column length was set to $r=20 \mathrm{~mm}$, and the smoothness constraint $\Delta=4$ was utilized. The spherical mesh consisted of $n_{v}=642$ vertices. The number of elements per column was $n_{e}=60$. For cost calculation, $\alpha=0.001$ and $\sigma=1.5$ were used. For the refinement approach, the following parameters were used: $n_{r e}=5$, $n_{\max }=6, \eta=3, \nu=30 H U, c_{\max }=1000$, and $\tilde{\sigma}=5$.

### 3.1.2 Quantitative Error Indices

In the following paragraph, we describe the utilized quantitative error indices.


MO

Figure 3.1: Mutual overlap region of segmented region $S$ and ground truth $R$.

## Dice Coefficient:

Dice coefficient, also known as the mutual overlap approach, is an validation method based on computing the overlap area between the ground truth and the segmentation result [10][19][3]. Let $S$ and $R$ be the binary volume of the segmentation result and the ground truth, respectively. $M O$ is the area of their mutual overlap (Fig. 3.1), then Dice coefficient is defined as:

$$
\begin{equation*}
s_{d c}=\frac{2 M O}{S+R} . \tag{3.1}
\end{equation*}
$$

In our case, $S$ is denoted as the volume-based representation of segmentation result converted from the mesh-based segmentation result $M$.

## Signed and Unsigned Mean Border Positioning Error:

The signed or unsigned mean border positioning error is widely used in image segmen-


Figure 3.2: Mean border positioning error calculation. Segmented region: dashed line. Ground truth: solid line.
tation validation. Let $S_{b}$ and $R_{b}$ respectively denote the surface of the segmentation result and the ground truth. The mean border positioning error is defined as:

$$
\begin{equation*}
d_{\text {mean }}=\frac{\int_{x \in S_{b}} d_{s}\left(x, R_{b}\right) d x+\int_{x \in R_{b}} d_{s}\left(x, S_{b}\right) d x}{\left|S_{b}\right|+\left|R_{b}\right|}, \tag{3.2}
\end{equation*}
$$

where $d_{s}(x, A)=\min _{x^{*} \in A} d\left(x, x^{*}\right)$ is the distance between a point $x$ and a surface $A$ (Fig. 3.2). $d\left(x, x^{*}\right)$ calculates the Euclidean distance between points in $S_{b}$ and $R_{b}$. For unsigned mean border positioning error, $d\left(x, x^{*}\right)$ is always positive. However, for signed mean border positioning error, $d\left(x, x^{*}\right)$ is positive if the point of the segmentation result surface is located outside of the ground truth boundary, negative otherwise.

Compared to the dice coefficient, the unsigned mean border positioning error focuses on boundary information and can provide information about the bias of the segmentation boundary. However, because it takes the mean value of all positioning errors, a local segmentation error has a little influence on the overall result. Hence, for a complete and objective validation, we also consider the Hausdorff distance.

## Hausdorff Distance:

Compared to mean border positioning error, the Hausdorff distance measures the maximum distance between the surface points of segmentation result and the ground truth. The Hausdorff distance [27] is calculated as follows:

$$
\begin{equation*}
H\left(S_{b}, R_{b}\right)=\max \left\{\max _{x \in S_{b}} d_{s}\left(x, R_{b}\right), \max _{x \in R_{b}} d_{s}\left(x, S_{b}\right)\right\}, \tag{3.3}
\end{equation*}
$$

$d_{s}(x, A)$ is always positive when calculating Hausdorff distance.

### 3.2 Experiments on Phantom Data

To investigate the ability of our method to deal with different lymph node shapes, we test our method on two sets of computer-generated phantoms. The phantom data set model spherical, ellipsoidal and kidney shaped lymph node and have a data size of $80 \times 80 \times 80$ voxels. The phantom datasets were blurred and superimposed with heavy Gaussian noise.

Fig. 3.3 shows the cross-sections of a set of spherical and ellipsoidal phantom lymph node and their segmentation results. As can be seen in Fig. 3.3(c), the utilized smoothness constraint $\Delta=4$ enables the correct segmentation of elongated ellipsoid structures. In addition, due to the smooth constraint in combination with the global shape weight, the algorithm is not influenced by nearby strong edge information (Fig. 3.3(e)). Fig. 3.3(f) shows the segmentation result of a phantom lymph node with a concave surface part. As can be seen in Fig. 3.3(f), our method is unable to segment very sharp corners, because of the smoothness constraint. However, such a
case is very unlikely to occur in real patient data.
In Fig. 3.4, the cross-sections of segmentation results of kidney shaped phantom data sets with different size and concavity are shown. As can be seen in Figs. 3.4(a) and 3.4(b), a segmentation error occurs when dealing with very elongated kidney shaped structures, because the cost term $w_{\text {shape }}$ biases the segmentation towards a spherical shape. As can be seen from Fig. 3.4(b), week edge information at the ends of long axis of the kidney shaped lymph node amplifies this behavior. However, most of the abnormal lymph nodes are spherical shaped. In the case that such a shaped lymph node needs to be analyzed in practice, the segmentation refinement tool can be used to correct the error as shown in Figs. 3.5(a) and 3.5(b). The refinement result is generated using only one or two 'clicks' on the surface of the kidney shaped structure. In Fig. 3.5(b), the bottom part of the kidney shaped structure is attached to a sphere with the same gray-value range, which results in a local segmentation inaccuracy that was not corrected by the user.


Figure 3.3: Segmentation results of spherical and ellipsoidal phantom data. The black circle indicates the boarder of the spherical graph utilized by our method. (a) Sphere with Gaussian noise and its segmentation result. (b) Ellipsoid with Gaussian noise and its segmentation result. (c) Elongated ellipsoid with Gaussian noise and its segmentation result. (d) Ellipsoid with severe Gaussian noise and its segmentation result. (e) Ellipsoid with strong edge nearby and its segmentation result. (f) Ellipsoid with a concave surface part and its segmentation result.


Figure 3.4: Kidney shaped phantom data. Segmentation results of kidney shaped phantom data with clean background (a, c, e) and complex background (b, d, f). The black circles indicates the boarder of the spherical graph utilized by our method.


Figure 3.5: Refinement results of kidney shaped phantom data. The black circles indicates the boarder of the spherical graph utilized by our method. (a) Refinement result corresponding to Fig. 3.4(a). (b) Refinement result corresponding to Fig. 3.4(b).

### 3.3 Center Sensitivity

For the initial segmentation, the only input information provided by the user is the center position $\mathbf{c}_{k}$ of a lymph node to analyze. Obviously, placing $\mathbf{c}_{k}$ at different positions may lead to different segmentation results. The center position selected by different users might vary. Hence, we investigate the center sensitivity of our method, based on two case studies (Fig. 3.6). Case1 is an elliptical, slightly kidney shaped lymph node, whose long axis length is 14 mm and short axis length is 10 mm . Case 2 is an approximately spherical lymph node, whose radius is 4.5 mm .

At first, we generate the center position $\mathbf{c}_{k}$ by calculating the mean position of all the voxels in the ground truth of the lymph node. Then the method is applied using a shifted center position along the $x-, y-$, and $z$-axis from the original center $\mathbf{c}_{k}$, respectively. Fig. 3.7 shows the gray-value profiles through the center positions for the two cases. The location 0 is the original center position $\mathbf{c}_{k}$ of the lymph node. Figs. 3.8 and 3.9 show the unsigned mean positioning error and Dice coefficient for
case 1 and case 2 when the center position is shifted along the $x-, y-$ and $z$-axis between the ground truth boundaries. It can be seen from these figures that the error measurement stay approximately in the same value range around the original center position. When the center is shifted towards the ground truth boundary, the segmentation error increases.


Figure 3.6: Two lymph node cases utilized for center sensitivity analysis. (a, c ,e) axial, coronal and sagittal cross-sections for case1. ( $\mathrm{b}, \mathrm{d}, \mathrm{f}$ ) axial, coronal and sagittal cross sections for case2. In all images, the original center point $\mathbf{c}_{k}$ is located at center of the red cross.


Figure 3.7: Gray-value profile plots for lymph nodes shown in Fig. 3.6. (a, c ,e) Grayvalue plots for case1 along the $x-, y-$, and $z$-axis, respectively. (b, d ,f) Gray-value plot for case 2 along the $x-, y-$, and $z$-axis, respectively. The vertical lines indicate the boundary location taken from the corresponding ground truth.


Figure 3.8: Unsigned mean positioning error plot for center sensitivity. Unsigned mean positioning error for case1 ( $\mathrm{a}, \mathrm{c}, \mathrm{e}$ ) and case2 ( $\mathrm{b}, \mathrm{d}, \mathrm{f}$ ) along the $x-, y$-, and $z$-axis.


Figure 3.9: Dice coefficient plot for center sensitivity. Dice coefficient for case1 (a, c, e) and case2 (b, d ,f) along the $x-, y$-, and $z$-axis.

### 3.4 Evaluation on CT Data

### 3.4.1 CT Data Sets

For evaluation, we utilized 35 volumetric CT data sets, showing 111 mostly enlarged lymph nodes of the mediastinum, abdomen, head/neck, and axillary regions. Some of the CT data sets are contrast enhanced. There are three sets of volumetric CT scans. Test set 1 consists of 22 lymph nodes. Scans in test set 1 are from patients with large lung cancer masses. Test set 2 consists of 45 lymph nodes. The scans are taken from cancer patients and were acquired for radiation treatment planning. The resolution for test set 2 is lower compared to test set 1 (Tables 3.2 and 3.3). Test set 3 consists of 44 lymph nodes, and the CT images are from patients with lung nodules. Consequently, the lymph nodes in this set are smaller compared to the other two test sets. Imaging details about these CT data sets are summarized in Tables 3.2 to 3.4. Fig. 3.10 and Table 3.1 show the volume size of lymph nodes utilized for evaluation. The volume size calculation is based on the independent reference segmentation, which is described in the next section.

Table 3.1: Mean and Standard Deviation of volume Size for Each Data Set.

|  | Test Set 1 | Test Set 2 | Test Set 3 |
| :--- | :--- | :--- | :--- |
| Mean and Standard <br> Deviation $\left(\mathrm{mm}^{3}\right)$ | $1056 \pm 1611$ | $1621 \pm 2064$ | $501 \pm 652$ |

Table 3.2: Information about CT Data in the Test Set 1.

| CT data set | Intra-slice <br> resolution $(\mathrm{mm})$ | Inter-slice <br> resolution $(\mathrm{mm})$ | Number of <br> lymph node <br> cases | Contrast <br> enhancement <br> $(\mathrm{Y} / \mathrm{N})$ |
| :--- | :--- | :--- | :--- | :--- |
| Data1 | 0.673828 | 3 | 10 | Y |
| Data2 | 0.671875 | 0.5 | 2 | Y |
| Data3 | 0.615234 | 0.6 | 10 | Y |

Table 3.3: Information about CT Data in the Test Set 2.

| CT data set | Intra-slice <br> resolution (mm) | Inter-slice <br> resolution (mm) | Number of <br> lymph node <br> cases | Contrast <br> enhancement <br> $(\mathrm{Y} / \mathrm{N})$ |
| :--- | :--- | :--- | :--- | :--- |
| Data4 | 0.976562 | 2 | 8 | Y |
| Data5 | 0.976562 | 2 | 9 | Y |
| Data6 | 0.976562 | 2 | 9 | Y |
| Data7 | 0.976562 | 2 | 8 | Y |
| Data8 | 1.26953 | 2 | 3 | N |
| Data9 | 0.976562 | 2 | 1 | N |
| Data10 | 1.17188 | 2 | 1 | N |
| Data11 | 0.976562 | 2 | 2 | Y |
| Data12 | 0.976562 | 2 | 4 | N |

Table 3.4: Information about CT Data in the Test Set 3.

| CT data set | Intra-slice <br> resolution (mm) | Inter-slice <br> resolution (mm) | Number of <br> lymph node <br> cases | Contrast <br> enhancement <br> $(\mathrm{Y} / \mathrm{N})$ |
| :--- | :--- | :--- | :--- | :--- |
| Data13 | 0.652344 | 0.75 | 2 | Y |
| Data14 | 0.654297 | 1 | 1 | Y |
| Data15 | 0.556641 | 1 | 3 | Y |
| Data16 | 0.542969 | 1 | 2 | Y |
| Data17 | 0.78125 | 0.625 | 1 | N |
| Data18 | 0.703125 | 0.625 | 1 | N |
| Data19 | 0.662109 | 1 | 1 | Y |
| Data20 | 0.679688 | 1 | 3 | Y |
| Data21 | 0.625 | 0.625 | 1 | N |
| Data22 | 0.625 | 0.625 | 1 | N |
| Data23 | 0.605468 | 0.625 | 1 | N |
| Data24 | 0.703125 | 0.625 | 4 | N |
| Data25 | 0.742188 | 0.625 | 3 | N |
| Data26 | 0.703125 | 0.625 | 5 | N |
| Data27 | 0.742188 | 0.625 | 1 | N |
| Data28 | 0.703125 | 0.625 | 3 | N |
| Data29 | 0.625 | 0.625 | 2 | N |
| Data30 | 0.605469 | 0.700012 | 1 | N |
| Data31 | 0.8125 | 1 | 1 | N |
| Data32 | 0.625 | 0.625 | 3 | 1 |
| Data33 | 0.703125 | 0.625 | 1 | 2 |
| Data34 | 0.625 | 0.625 | 2 |  |
| Data35 | 0.724609 | 0.75 |  |  |



Figure 3.10: Boxplot of lymph node volume for (a) test set 1, (b) test set 2, and (c) test set 3 .

### 3.4.2 Independent Reference

The independent reference was generated by an expert in a slice-by-slice fashion using a semiautomatic live wire [1] segmentation tool. The live-wire method was chosen to reduce time required by the user for generating the reference segmentation. A potential issue of this approach might be that object boundies are identified more consistently compared to completely manual segmentation. On the otherhand, the user has the option to influence the boundary location by using path-cooling technics. The process of this semiautomatic segmentation took approximately 10 minutes per lymph node. The independent reference was utilized for evaluation of the developed lymph node segmentation method.

### 3.4.3 Experimental Setup

All the segmentations were calculated on a workstation with a 2.40 GHz CPU Data sets were resampled to isotropic voxel size. The user was asked to select the center of the lymph node, apply the algorithm and inspect the segmentation result. If the result was not correct, the user was required to refine the segmentation.

### 3.4.4 Results

In our experiments, the manual specification of the approximate centers of a lymph node required typically less than 20 seconds. On average, 5.3 seconds were required for the computation of a lymph node segmentation.

The validation results for the segmentation without refinement on the three test data sets are summarized in Table 3.5(a). Boxplots of validation results are shown

Table 3.5: Average and Standard Deviation of Validation Results on Test Sets.
(a) Before Refinement

| Validation method | Result for test <br> set 1 | Result for test <br> set 2 | Result for test <br> set 3 |
| :--- | :--- | :--- | :--- |
| Intra-slice resolution $(\mathrm{mm})$ | $[0.6152,0.6738]$ | $[0.9766,1.2695]$ | $[0.5430,0.8125]$ |
| Inter-slice resolution $(\mathrm{mm})$ | $[0.5000,3.0000]$ | 2.0000 | $[0.6250,1.0000]$ |
| Signed mean border <br> positioning error $(\mathrm{mm})$ | $0.0269 \pm 0.1776$ | $0.4206 \pm 0.2164$ | $-0.0880 \pm 0.2167$ |
| Unsigned mean border <br> positioning error $(\mathrm{mm})$ | $0.5242 \pm 0.1485$ | $0.8529 \pm 0.1759$ | $0.5724 \pm 0.2350$ |
| Hausdorff distance $(\mathrm{mm})$ | $2.1245 \pm 1.0358$ | $3.2588 \pm 1.0661$ | $2.5842 \pm 1.5348$ |
| Dice coefficient | $0.8447 \pm 0.0592$ | $0.8276 \pm 0.0641$ | $0.7747 \pm 0.0822$ |

(b) After Refinement

| Validation method | Result for test <br> set 1 | Result for test <br> set 2 | Result for test <br> set 3 |
| :--- | :--- | :--- | :--- |
| Signed mean border <br> positioning error $(\mathrm{mm})$ | $0.0233 \pm 0.1705$ | $0.3940 \pm 0.1889$ | $0.0006 \pm 0.1457$ |
| Unsigned mean border <br> positioning error $(\mathrm{mm})$ | $0.5176 \pm 0.1461$ | $0.8241 \pm 0.1457$ | $0.5011 \pm 0.1571$ |
| Hausdorff distance $(\mathrm{mm})$ | $2.0200 \pm 0.9964$ | $3.0558 \pm 0.8990$ | $1.9932 \pm 0.9433$ |
| Dice coefficient | $0.8469 \pm 0.0607$ | $0.8361 \pm 0.0584$ | $0.8094 \pm 0.0700$ |



Figure 3.11: Validation results for Test Set 1. (a) Signed mean border positioning error. (b) Unsigned mean border positioning error. (c) Hausdorff distance. (d) Dice coefficient.


Figure 3.12: Validation results for Test Set 2 (a) Signed mean border positioning error. (b) Unsigned mean border positioning error. (c) Hausdorff distance. (d) Dice coefficient.


Figure 3.13: Validation results for Test Set 3 (a) Signed mean border positioning error. (b) Unsigned mean border positioning error. (c) Hausdorff distance. (d) Dice coefficient.
in Figs. 3.11 to 3.13, respectively. For test set 1 and test set 3, the signed mean border positioning error is close to 0 , indicating a low border positioning bias. For test set 2 , the signed mean border positioning error is 0.4206 mm . The image resolution for test set 2 is low. The ideal resolution for lymph node segmentation is less than 1 mm in both intra-slice resolution and inter-slice resolution. For volumetric CT data with lower resolution, lymph node boundaries are getting blurred and the segmentation performance is impacted by the partial volume effect. In such cases even the manual segmentation of lymph nodes becomes a difficult task. The unsigned mean border positioning error for all three test sets is less than 1 voxel size.

Generally, a refinement iteration ('click') can be done in less than 5 seconds of user interaction. For test set 1, 4 lymph node were refined. The average number of refinement 'clicks' was 1.25 . For test set 2,16 lymph nodes were refined. The average number of 'clicks' was 1.62. For the test set 3,20 cases were refined, and the average number of refinement 'clicks' was 1.55 . The average user interaction time required for refinement was approximately 10 seconds. Consequently, a lymph node can be segmented in less than a minute.

Table 3.5(b) also depicts the overall validation result after refinement. For those lymph nodes which needed refinement, Tables 3.6 to 3.8 show the average validation results before and after refinement for the three test sets. Corresponding boxplots are shown in Figs. 3.14 to 3.16. Plots of validation results before and after refinement for each case are shown in Fig. 3.18 to 3.20 . The individual cases are sorted by their volume size from small to large (Fig. 3.17).

Table 3.6: Comparison of Validation Results Before and After Refinement on Test Set 1 for Cases that Needed Refinement (Intra-slice resolution: [0.6152, 0.6738$] \mathrm{mm}$, inter-slice resolution: $[0.5000,3.0000] \mathrm{mm})$.

| validation method | result before refinement | result after refinement |
| :--- | :--- | :--- |
| signed mean border <br> positioning error $(\mathrm{mm})$ | $0.0710 \pm 0.2091$ | $0.0439 \pm 0.1702$ |
| unsigned mean border <br> positioning error $(\mathrm{mm})$ | $0.6070 \pm 0.0498$ | $0.5709 \pm 0.0596$ |
| Hausdorff distance $(\mathrm{mm})$ | $2.6509 \pm 0.4301$ | $2.1296 \pm 0.3263$ |
| Dice coefficient | $0.8831 \pm 0.0218$ | $0.8936 \pm 0.0197$ |

Table 3.7: Comparison of Validation Results Before and After Refinement on Test Set 2 for Cases that Needed Refinement (Intra-slice resolution: [0.9766, 1.2695] mm, inter-slice resolution: 2.0000 mm ).

| validation method | result before refinement | result after refinement |
| :--- | :--- | :--- |
| signed mean border <br> positioning error $(\mathrm{mm})$ | $0.5595 \pm 0.2332$ | $0.4845 \pm 0.2006$ |
| unsigned mean border <br> positioning error $(\mathrm{mm})$ | $1.0005 \pm 0.1656$ | $0.9197 \pm 0.1407$ |
| Hausdorff distance $(\mathrm{mm})$ | $4.0574 \pm 0.7422$ | $3.4865 \pm 0.5737$ |
| Dice coefficient | $0.7956 \pm 0.0791$ | $0.8196 \pm 0.0737$ |

Table 3.8: Comparison of Validation Results Before and After Refinement on Test Set 3 for Cases that Needed Refinement (Intra-slice resolution: [0.5430, 0.8125] mm, inter-slice resolution: $[0.6250,1.0000] \mathrm{mm}$ ).

| validation method | result before refinement | result after refinement |
| :--- | :--- | :--- |
| signed mean border <br> positioning error $(\mathrm{mm})$ | $-0.1835 \pm 0.2569$ | $0.0113 \pm 0.1609$ |
| unsigned mean border <br> positioning error $(\mathrm{mm})$ | $0.7234 \pm 0.2448$ | $0.5664 \pm 0.1635$ |
| Hausdorff distance $(\mathrm{mm})$ | $3.8493 \pm 1.2533$ | $2.5492 \pm 0.8447$ |
| Dice coefficient | $0.7360 \pm 0.0800$ | $0.8124 \pm 0.0714$ |



Figure 3.14: Boxplot for Test Set 1 before and after Refinement. (a) Signed mean border positioning error. (b) Unsigned mean border positioning error. (c) Hausdorff distance. (d) Dice coefficient.


Figure 3.15: Boxplot for Test Set 2 before and after Refinement. (a) Signed mean border positioning error. (b) Unsigned mean border positioning error. (c) Hausdorff distance. (d) Dice coefficient.


Figure 3.16: Boxplot for Test Set 3 before and after Refinement. (a) Signed mean border positioning error. (b) Unsigned mean border positioning error. (c) Hausdorff distance. (d) Dice coefficient.
(a)


(b)

(c)

Figure 3.17: volume size of refined lymph nodes cases. (a) Test set 1. (b) Test set 2. (c) Test set 3 .


Figure 3.18: Validation results before and after refinement of test set 1 (a) Hausdorff distance (b) Dice coefficient.


Figure 3.19: Validation results before and after refinement of test set 2 (a) Hausdorff distance (b) Dice coefficient.


Figure 3.20: Validation results before and after refinement of test set 3 (a) Hausdorff distance (b) Dice coefficient.

## CHAPTER 4 DISCUSSION

In this section, we will discuss the performance of our method and analyze individual cases to demonstrate the properties of our method.

It is challenging to develop an algorithm that can perform correct lymph node segmentation in CT images under all kinds of conditions (imaging, anatomical variation, disease, etc.). Examples of the range of variation in shape, size, and imaging conditions are shown in Figs. 4.1(a, c, e, and g), and the segmentation results produced with our method are presented in Figs. 4.1(b, d, f, and h). Note that the results were produced without utilizing any segmentation refinement iterations. It can be seen that our method deals successfully with the variations in lymph node shape depicted in Fig. 4.1.

Traditional edge based segmentation methods fail when there are strong edges around a lymph node, as we have shown in Fig. 2.1. In our method, the influence of neighboring strong edges is reduced by utilizing a weighted edge and region homogeneity term in our cost function (Fig. 4.2(a)). Figs. 4.2 and 4.3 provide an comparison between our segmentation results (without refinement) and the ground truth. Both figures show mostly local differences between our segmentation results and the independent reference.

A comparison of test set 1 and 2 (Tables 3.5) shows that for the test set with low resolution CT scans (test set 2), segmentation errors, independent of the used indices, are larger before and after refinement. Differences in segmentation performance between test set 1 and 3 can mainly be observed for the Dice coefficient,
which is impacted by the size of the analyzed lymph nodes (Fig. 3.10).
In our cost function we assume that lymph nodes have a spherical or slightly ellipsoid shape. However, as can be seen in Fig. 4.4, some lymph nodes deviate from this assumption, which can cause segmentation errors. Our segmentation approach might try to provide a more spherical shaped result (e.g., Fig. 4.4(e)), in the case of elongated inhomogeneous lymph nodes. Also, noise and imaging artifacts can lead to similar issues.

If the initial segmentation contains errors, the user can utilize the developed segmentation refinement tool to correct the segmentation result, which takes only a few seconds of user interaction. Examples for initially incorrect lymph node segmentations and results of the refinement process are presented in Fig. 4.4.

In our evaluation on 111 lymph nodes, the user decided to refine $36 \%$ (40 cases) of the segmentation results. Our segmentation refinement method is quite effective, as can be seen from Tables 3.6 to 3.8 and Figs. 3.14 to 3.16 . For all the cases that needed to be corrected, less than 2 refinement iterations were required on average. Thus, the time needed to perform a lymph node segmentation (including refinement) is less than one minute. In comparison, generating the live wire based slice-by-slice reference segmentation did require 10 minutes per lymph node, which is one order of a magnitude more than the worst-case scenario when performing the segmentation with our approach.

Analyzing individual refinement cases based on the plots in Figs. 3.18 to 3.20 leads to the following conclusions. First, for almost all cases, segmentation performance measures improve with refinement. Second, letting the user refine a segmentation can introduce operator variability. For example, in Case9 (test set 2) the

Hausdorff distance and Dice coefficient get worse after the refinement (Figs. 3.19(a) and 3.19(b)). Cross-sectional images for this case are shown in Fig. 4.5(a), (c), and (e). Because the resolution of data set is low, it is difficult for the user to locate the correct lymph node boundary. Thus, low resolution scans of lymph nodes will likely introduce additional inter-and-intra observer variability and segmentation errors. Third, for almost all cases the average Dice coefficient increases with refinement and has values larger than 0.8 , but for some cases the Dice coefficient stays very low, like for example case 1 shown in Fig. 3.20. This case is also depicted in Fig. 4.5(b), (b) and (f). The size of this lymph node is very small (see Fig. 3.17). Consequently, a 'small' segmentation inaccuracy will impact the Dice coefficient more than for larger lymph nodes.

The developed segmentation refinement framework is quite intuitive to use and delivers expected results. One exception (case2 in Fig. 3.18) is depicted in Fig. 4.6. In this case an 'unexpected' additional refinement 'click' was required (Fig.4.6(e)), because the local refinement led to an alteration of a correctly segmented local region of the lymph node. The reason for this unexpected behavior is as follows. The lymph node is quite inhomogeneous and the gray-value pattern at the user selected refinement 'click' is similar to some profiles inside the lymph node. Because of the atypical shape of this lymph node and the utilized search for neighboring similar columns (Section 2.5, Step II), the cost functions for columns in a correctly segmented local region were updated. The error was corrected by providing a second refinement 'click', which changed the cost for the affected columns.

Overall, our approach to lymph node segmentation is quite powerful and allows the user produce segmentations that are suitable for quantification of lymph node size.


Figure 4.1: More examples of segmentation results. Examples depicting the variation in size, shape, and texture of lymph nodes ( $\mathrm{a}, \mathrm{c}$, e and g). (b, d, f and h) Segmentation results generated with our approach. None of the results needed refinement by the user.


Figure 4.2: Segmentation results for corresponding cases in Fig. 1.1 and ground truth. (a, c, and e) Segmentation results for corresponding cases in Fig. 1.1 and (b, d, and f) ground truth.


Figure 4.3: Segmentation results for corresponding cases in Fig. 1.1 and ground truth. (a, c, and e) Segmentation results for corresponding cases in Fig. 1.1 and (b, d, and f) ground truth.

(a) Lymph node case

(d) Lymph node case

(g) Lymph node case

(b) Initial result

(e) Initial result

(h) Initial result

(c) Refinement result

(f) Refinement result

(i) Refinement result

Figure 4.4: Examples of basic segmentation and refinement results.


Figure 4.5: Segmentation results of lymph nodes before refinement (a and b), after refinement ( $c$ and $d$ ) and corresponding independent reference (e and f).


Figure 4.6: An example of segmentation refinement. (a, b and c) Initial segmentation result. (d, e and f) Segmentation result after first refinement 'click'. (g, h and i) Segmentation result after second refinement 'click'. Red dots indicate the positions of the refinement 'clicks'.

## CHAPTER 5 CONCLUSION AND FUTURE WORK

The quantitative assessment of lymph nodes plays an important role for diagnosis, monitoring, and treatment of diseases, like cancer. In this thesis, we presented a graph-based approach to enable the computer-aided 3D segmentation of lymph nodes. Segmentation of lymph node in volumetric CT images remains a challenging task in clinical routine. Shortcomings exist in currently available automated segmentation methods due to partial volume effects, diffuse edges, neighboring structures with similar intensity profiles and potentially inhomogeneous density-values. Our approach is able to deal with common segmentation problems by utilizing a weighted edge and region homogeneity term in our cost function. In the majority of cases investigation, the initial segmentation method delivered useful results. For lymph nodes with irregular shape or large variability in density, the developed refinement method can be utilized to adjust the segmentation result, which takes only a few seconds of user interaction. The overall process of our segmentation approach, including locating the lymph node center, segmenting the lymph node, and refining the result, if needed, can be done in less than a minute. Compared to manual or semi-automated slice-by-slice segmentation approaches, which takes about ten minutes per case, our method is quite fast and offers similar flexibility when dealing with difficult lymph node segmentation.

There are two limitations of our approach. First, problems exist when dealing with low resolution volumetric CT data. Since the lymph nodes are quite small structures, lymph node boundaries are getting blurred because of the low resolution
and the segmentation performance is impacted by partial volume effects. Second, for some elongated inhomogeneous lymph nodes, our initial segmentation might provide a more spherical segmentation result, but this issue can be corrected in a refinement step.

At last, we point out some directions of research that can be studied in the future. First, since our approach is based on an approximate center position of lymph node, which needs to be specified by the user, it is desirable to develop a fully automated lymph node detection method that could be utilized for initialization of our method. Second, after each refinement iteration, our algorithm performs a new global graph search. Thus, it would be of interest to develop an approach that only requires a locally performed graph search to save computing time.
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