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ABSTRACT 

Multiphase flow systems occur in a variety of industrial applications and are prevalent 

in nature. The focus of this dissertation is on experimental investigation of such flows in 

laboratory scale setups for the purpose of better understanding the fundamentals, validation of 

numerical simulations and models, and derivation of correlations for practical applications.  

Two major types of flow were studied including a gas-liquid two phase flow inside a 

Taylor-Couette vortex reactor and a solid-liquid flow of water flow around a train of solid 

spherical particles inside a square duct. For the Taylor-Couette system, characterization of 

mass transfer from gas into liquid phase was the main focus. In addition, the size and shape of 

the bubbles were measured and observed in order to quantify the mass transfer coefficient. 

This was followed up with the study of the effect of interfacial tension on the system using 

ethyl alcohol as a surfactant. 

The duct flow around a train of particles was studied in order to enable observation of 

the interaction between arrangements of particles and the flow field. The velocity field data 

from Particle Image Velocimetry (PIV) experiments served as a validation case for Particle-

Resolved Direct Numerical Simulation (PR-DNS). The number of spheres in the train 

arrangement was varied as well as their distance. The work performed for the two different 

setups are separately introduced in the following.
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CHAPTER 1  

INTRODUCTION  

Multiphase flow systems occur in a variety of industrial applications and are prevalent 

in nature. The focus of this dissertation is on experimental investigation of such flows in 

laboratory scale setups for the purpose of better understanding the fundamentals, validation of 

numerical simulations and models, and derivation of correlations for practical applications.  

Two major types of flow were studied including a gas-liquid two phase flow inside a 

Taylor-Couette vortex reactor and a solid-liquid flow of water flow around a train of solid 

spherical particles inside a square duct. For the Taylor-Couette system, characterization of 

mass transfer from gas into liquid phase was the main focus. In addition, the size and shape of 

the bubbles were measured and observed in order to quantify the mass transfer coefficient. 

This was followed up with the study of the effect of interfacial tension on the system using 

ethyl alcohol as a surfactant. 

The duct flow around a train of particles was studied in order to enable observation of 

the interaction between arrangements of particles and the flow field. The velocity field data 

from Particle Image Velocimetry (PIV) experiments served as a validation case for Particle-

Resolved Direct Numerical Simulation (PR-DNS). The number of spheres in the train 

arrangement was varied as well as their distance. The work performed for the two different 

setups are separately introduced in the following. 
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1.1  Taylor-Couette Gas-Liquid Vortex Reactor Mass Transfer 

Mass transfer in gas-liquid agitated vessels is a problem with important industrial 

applications and it has been studied extensively. Interphase mass transfer is a key component 

in design, scale-up and optimization of several multiphase chemical and biological reactors. 

Various types of reactors such as bubble columns (Behkish et al., 2007; Calderbank and 

Lochiel, 1964; Heijnen et al., 1984; Linek et al., 2005b; Dale D Mcclure et al., 2015; Pittoors 

et al., 2014; Vasconcelos et al., 2003), stirred tanks (Bouaifi et al., 2001; Hassan et al., 2012; 

Kapic and Heindel, 2006; Labík et al., 2014; Schlüter and Deckwer, 1992; Ungerman and 

Heindel, 2007), and different wall-driven gas-liquid reactors (Baier et al., 2000; Haut et al., 

2003; Hubacz and Wroński, 2004; Nemri et al., 2014) are typically used for such applications.  

Liquid side mass transfer resistance at gas–liquid interfaces is usually assumed to limit 

the interphase mass transport, and hence, gas side mass transfer resistance is neglected 

(Deckwer et al., 1974). Therefore, the liquid side volumetric mass transfer coefficient (kLa) is 

used to compute the overall mass transfer rate across a gas–liquid interface. Most of the mass 

transfer studies have focused on bubble columns (Asgharpour et al., 2010; Chen et al., 2013; 

Garcia-Abuin et al., 2013; Jia et al., 2015; Koide et al., 1985; Vázquez et al., 2000), although 

various other reactors have also been considered (Benedek and Heideger, 1971; Moraveji et 

al., 2012; van der Meer et al., 1992; Zhang et al., 2013). Many studies have focused of 

developing experimental correlations for calculation of interphase mass transfer coefficients 

(Baier et al., 2000; Dłuska et al., 2001; Garcia-Ochoa and Gomez, 2005; Hill, 2006; Strong 

and Carlucci, 1976; Wongsuchoto et al., 2003a) and proposing reliable numerical models for 

simulation of interphase mass transfer (Huang et al., 2010; Wang and Wang, 2007). Several 

factors including gas holdup and bubble size, slip velocity, and turbulent energy dissipation 
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rate affect the mass transfer coefficient which depends on other factors such as reactor 

operating conditions, geometry, and physical properties of the gas and liquid phases. 

Taylor vortex flow occurs in the annular space between two concentric cylinders, with 

a rotating inner cylinder and a fixed outer cylinder. The instabilities and flow patterns produced 

in this canonical flow geometry have been studied extensively (Andereck et al., 1986; Bilson 

and Bremhorst, 2007; Dong, 2007; Donnelly, 1991; Fenstermacher et al., 1979; Lathrop et al., 

1992; Pirrò and Quadrio, 2008; Pudjiono et al., 1992; Swinney, 1978; Taylor, 1923; Wang et 

al., 2005a; Wereley and Lueptow, 1999, 1998). As the rotation speed of inner cylinder 

increases above a critical value, the fluid undergoes transition from laminar Couette flow 

(circular flow with only an azimuthal component) to laminar Taylor vortex flow and then 

higher order instabilities such as wavy vortex flow, modulated wavy vortex flow, and turbulent 

Taylor vortex flow (Andereck et al., 1986; Coles, 1964; Wang et al., 2005a, 2005b). Such flow 

patterns are used in applications such as water purification (Dutta and Ray, 2004), emulsion 

polymerization (Imamura et al., 1993; Kataoka et al., 1995), liquid-liquid extraction (Baier et 

al., 2000; Davis and Weber, 1960), pigment preparation (Kim et al., 2014), photocatalysis 

(Sczechowski et al., 1995), culture of animal cells (Haut et al., 2003; Qiao et al., 2014b; Sorg 

et al., 2011), and cultivation of microalgae (Brown et al., 1964; Kliphuis et al., 2010; Kong 

and Vigil, 2014; Kong et al., 2013; Oasmaa et al., 2009). 

Although single phase Taylor vortex flow has been thoroughly studied over many 

years, multiphase Taylor vortex flow is relatively less understood specially with respect to 

mass transport. Introduction of a second fluid phase into a Taylor vortex reactor causes 

different instabilities and flow patterns to arise (Baier and Graham, 2000; Campero and Vigil, 

1999, 1997; Dłuska et al., 2004, 2001; Joseph and Preziosi, 2006; Joseph et al., 1984; Kadam 
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et al., 2008; Renardy and Joseph, 1985; Wroński et al., 1999; Zhu and Vigil, 2001a; Zhu et al., 

2000) and addition of a second gas phase reduce the drag on the rotating inner cylinder 

(Chouippe et al., 2014; Maryami et al., 2014; van Gils et al., 2013; Van Gils et al., 2011). Some 

researchers have studied such gas-liquid interactions in Taylor-Couette flows recently (Djeridi 

et al., 2004; Dłuska et al., 2004, 2001; Hubacz and Wroński, 2004; Wroński et al., 2005, 1999). 

Most studies on development of empirical correlations for gas–liquid mass transfer have 

focused of other types of reactors such as bubble columns (Colombet et al., 2011; Gourich et 

al., 2006; Kawase et al., 1987; Muroyama et al., 2013), airlift reactors (Cockx et al., 2001; 

Huang et al., 2010; Kawase and Hashiguchi, 1996), and stirred tanks (Garcia-Ochoa and 

Gomez, 2005, 2004; García-Ochoa and Gómez, 1998; Özbek and Gayik, 2001a). There is even 

far less information available for simulation of interphase mass transport in two-phase Taylor–

Couette flow with no previous model specifically developed for such systems. 

Many factors such as presence of impurities, additives, or surfactants influence mass 

transfer in a gas-liquid system and the effect of surfactant has been widely studied (D. Gomez-

Diaz et al., 2009; Diego Gomez-Diaz et al., 2009; Hebrard et al., 2009; Jamnongwong et al., 

2010; Özbek and Gayik, 2001b; Sardeing et al., 2006). Interfacial surface tension between gas 

bubbles and the continuous liquid phase affects mass transfer (Belo et al., 2011; Chen et al., 

2013; Sardeing et al., 2006), bubble size (Alves et al., 2002; Dumont et al., 2006; Gomez-Diaz 

et al., 2008; Jordan and Schumpe, 2001; Painmanakul et al., 2005) and coalescence and 

breakup of bubbles (Anastasiou et al., 2010; Chern et al., 2001; Sch et al., 2002; Walter and 

Blanch, 1986). It is reported that addition of surfactant generally increases the specific 

interfacial surface area, a, by reducing the size of bubbles (Chaumat et al., 2007; Garcia-Abuin 

et al., 2012, 2010; D. Gomez-Diaz et al., 2009; Hebrard et al., 2009; Özbek and Gayik, 2001b), 
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causes a higher gas holdup (Hur et al., 2014), and reduces the liquid side mass transfer 

coefficient, kL, (Belo et al., 2011; Mcclure et al., 2014). The gas-liquid mass transfer rate gets 

affected by both the kL and a reversely. It is generally expected that addition of a surfactant has 

a much larger impact on interfacial surface area, and therefore the value of kLa increases with 

introduction of additives (Asgharpour et al., 2010; Benedek and Heideger, 1971). Examples of 

such surfactants in aqueous systems include alcohol (Anastasiou et al., 2010; Dumont et al., 

2006; Garcia-Abuin et al., 2010; Hur et al., 2014; Jordan and Schumpe, 2001; McClure et al., 

2015), glycerol (Özbek and Gayik, 2001b), the Tween family (Belo et al., 2011; Diego Gomez-

Diaz et al., 2009), sodium sulphite solution (Linek et al., 2005a, 2004), ionic surfactants 

(Moraveji et al., 2012), and various sugars (Chern et al., 2001; Dale D. Mcclure et al., 2015). 

Three separate articles are presented here describing the development of empirical 

correlations for bubble size and volumetric interphase mass transfer coefficients in CHAPTER 

2, studying the effect of surfactant on bubble size and mass transfer coefficient in CHAPTER 

3, and proposing a computational approach for calculating mass transfer by selecting 

appropriate models in CHAPTER 4. For a fixed reactor geometry (cylinder radii and length), 

the mass transfer coefficient and droplet diameter are found as functions of axial and azimuthal 

Reynolds numbers. Empirical correlations are proposed for calculation of these parameters and 

the results are then compared with similar correlations for bubble columns, horizontal Taylor-

Couette reactors, and stirred tanks. Subsequently, the results are extended to include the effect 

of interfacial surface tension on the volumetric liquid side mass transfer coefficient as well as 

the size distribution and shapes of bubbles in the same reactor and it is shown that the results 

depend on the Capillary number as well. In addition, numerical simulation of this system is 

presented and interphase mass transfer coefficient is calculated by integrating local fluid 
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velocity and phase distribution information using well-known theoretical models for interfacial 

mass transport. Finally, the proposed numerical method is validated using the existing 

experimental results. 

1.2  Flow Field Investigation around a Train of Particles in a Square Duct 

Multiphase flow occurs in various industrial applications and are abundant in nature. 

The study of the micro scale of multiphase flow systems is necessary for developing a 

fundamental understanding of this relatively complex phenomenon. Particularly, two-phase 

fluid-solid flow is encountered in a variety of industrial applications (Dai and Grace, 2010; 

Wang et al., 2004). Several interesting aspects of these systems such as the effects of fluid 

phase hydrodynamics on the aggregation and dispersion of solid particles (Koch and Brady, 

1985; Lim et al., 1995; Mehrabadi et al., 2015), the properties of the solid phase such as 

elasticity and friction (Mehrabadi et al., 2016a), electrostatic charges and surface properties of 

particles (Royer et al., 2009), and effects of the shape of the solid phase particles (Siewert et 

al., 2014) have been studied in fluid-solid two-phase systems. 

Various studies have been performed in order to provide a better understanding of 

multiphase flow systems using theoretical analysis (Koch and Brady, 1985; Schlichting and 

Gersten, 1979), experimental measurement (Bachalo, 1994; Dai and Grace, 2010; Tsuji et al., 

2003), and numerical simulation (Fox, 2014, 2012; Van Wachem and Almstedt, 2003). Several 

operating parameters such as flow rate, pressure drop, bed height, particle carry-over, 

clustering or preferential accumulation, fluid entrainment, and particle attrition are typically 

required for a successful design. Most of the studies in this area consider porous media or a 

fixed or fluidized bed (Tang et al., 2016; Wang et al., 2004). Clustering of particles is also of 

particular interest in such flow systems (Capecelatro et al., 2014). Previous studies have 
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investigated fluid flow around different arrangements of spherical solid particles based on drag 

force measurement (Liang et al., 1996; Zhu et al., 1994), numerical investigation of flow 

around multiple spheres (Jadoon et al., 2010; Maheshwari et al., 2006; Prahl et al., 2009, 2007; 

Tsuji et al., 2003), and experimental field measurement of similar geometries (Chen and Wu, 

2000; Ozgoren, 2013; Pinar et al., 2013; Tsuji et al., 1982).  

Heat and mass transfer between the two phases and possibly chemical reactions in 

either or both phases occur in many industrial application of multiphase flow (Chen et al., 

1997; Sun et al., 2016, 2015; Tenneti et al., 2013) and a fundamental understanding of the 

hydrodynamics in such flow systems is crucial for correctly predicting other aspects of these 

flows. Understanding the mesoscale and microscale phenomena involves studying the 

interaction of the dispersed phase with the continuous phase and also the dispersed phase 

interactions in the presence of the continuous phase. In the context of solid-fluid two phase 

flows, there are several studies that are used as benchmark for validation of numerical 

simulations that involve flow around single bluff bodies (Achenbach, 1974; Sakamoto and 

Haniu, 1995; Sakamoto et al., 1990, 1989; Taneda S, 1956; Taneda, 1959), or some cases with 

flow around multiple bodies (Ergun and Orning, 1949; Tsuji et al., 1982) and numerical models 

can be validated against the results of such studies. 

A successful simulation requires appropriate closure models that can possibly be 

provided using experiments and analytical modeling. However, the complex nature of these 

flows makes these approaches challenging and experimental investigations in specific, are 

inherently difficult due to the presence of the particles that inhibits access and hinders data 

collection from inside the bed. This causes many of the small scale phenomena occurring inside 

the flow to be not traceable directly and only local and average readings are available. In 
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contrast, very detailed information can be acquired using Direct Numerical Simulation (DNS) 

of such flows and if simulated appropriately, can provide the necessary data to develop and 

validate closure models (Mehrabadi et al., 2015; Sun et al., 2015; Tang et al., 2016; Tenneti 

and Subramaniam, 2014; Tenneti et al., 2013, 2011, 2010). It is of utmost importance that these 

simulations are carefully validated and recent flow visualizations methods such as Particle 

Image Velocimetry (PIV) are great candidates for this purpose. PIV allows for practically non-

intrusive measurement of the velocity field in contrast to point measurements using other 

methods that provides plenty of data for validation. Recently, several studies have been done 

by different researchers in a variety of geometries (Chen and Wu, 2000; Johnson and Patel, 

1999; Liang et al., 1996; Maheshwari et al., 2006; Ozgoren, 2013; Ozgoren et al., 2014, 2013, 

2011; Pinar et al., 2013; Prahl et al., 2007; Tsuji et al., 2003, 1982; Zhu et al., 1994). 

Two separate articles are presented here describing the experimental study of flow 

around a train of particles in CHAPTER 5 and a comparison with numerical simulation for 

some of the studied cases in CHAPTER 6. A simplified case of a train of successive spherical 

solid particles inside a liquid flowing medium confined in a square duct is experimentally 

studied and results are presented. These results are of particular interest in validating 

multiphase flow models and also for developing a fundamental understanding of the interaction 

of the distributed and the continuous phases in such flows. A Particle Resolved DNS (PR-

DNS) simulation method is introduced and validated using experimental data. This simulation 

method is capable of providing numerical correlations for the drag coefficient, Nusselt number, 

and Schmidt number along with closure models for pseudo turbulent terms in the Favre-

averaged continuum equations. 
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CHAPTER 2  

EXPERIMENTAL MEASUREMENT OF OXYGEN MASS TRANSFER AND BUBBLE 

SIZE DISTRIBUTION IN AN AIR-WATER MULTIPHASE TAYLOR-COUETTE 

VORTEX BIOREACTOR 

This chapter is an article published in Chemical Engineering Journal (Ramezani et al., 

2015). I am the main contributor to this work.  

2.1  Abstract 

Experimental measurements of the volumetric liquid mass transfer and bubble size 

distribution in a vertically oriented semi-batch gas-liquid Taylor-Couette vortex reactor with 

radius ratio η=ri/ro=0.75 and aspect ratio Γ=h/(ro-ri)=40 were performed, and the results are 

presented for axial and azimuthal Reynolds number ranges of Rea=11.9-143 and ReΘ=0-

3.5×104, respectively. Based on these data, power-law correlations are presented for the 

dimensionless Sauter mean diameter, bubble size distribution, bubble ellipticity, and 

volumetric mass transfer coefficient in terms of relevant parameters including the axial and 

azimuthal Reynolds numbers. The interaction between wall-driven Taylor vortices and the 

axial passage of buoyancy-driven gas bubbles leads to significantly different dependencies of 

the mass transfer coefficient on important operating parameters such as inner cylinder angular 

velocity and axial superficial gas velocity than has been observed in horizontally oriented gas-

liquid Taylor vortex reactors. In general, the volumetric mass transfer coefficients in vertical 

Taylor vortex reactors have a weaker dependence upon both the axial and azimuthal Reynolds 

numbers and are smaller in magnitude than those observed in horizontal Taylor vortex reactors 

or in stirred tank reactors. These findings can be explained by differences in the size and spatial 
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distribution of gas bubbles in the vertically oriented reactor in comparison with the other 

systems. 

2.2  Introduction 

Gas-liquid mass transfer in agitated vessels is a problem with important industrial 

applications, and consequently it has been studied extensively, including the development of 

correlations for volumetric mass transfer coefficients. While most such studies have 

concentrated on stirred tanks (Bouaifi et al., 2001; Kapic and Heindel, 2006; Schlüter and 

Deckwer, 1992; Ungerman and Heindel, 2007) or bubble columns (Behkish et al., 2007; 

Calderbank and Lochiel, 1964; Linek et al., 2005b; Vasconcelos et al., 2003), relatively few 

investigations have considered mass transfer in wall-driven gas-liquid flows. In this work, a 

mass transfer correlation is developed for semi-batch gas-liquid Taylor vortex flow wherein 

fluid motion is driven by the rotation of a cylinder and by axial passage of buoyant gas bubbles.  

Taylor vortex flow occurs in the annular space between two concentric cylinders, with 

a rotating inner cylinder and a fixed outer cylinder, as shown in Figure 2.1. The flow patterns 

and instabilities produced in this canonical flow geometry have been extensively studied over 

the course of many decades (Andereck et al., 1986; Bilson and Bremhorst, 2007; Dong, 2007; 

Donnelly, 1991; Lathrop et al., 1992; Pirrò and Quadrio, 2008; Pudjiono et al., 1992; Swinney, 

1978; Taylor, 1923; Wang et al., 2005a; Wereley and Lueptow, 1999, 1998), and Taylor vortex 

flow patterns have been used in many varied applications such as water purification (Dutta and 

Ray, 2004), emulsion polymerization (Imamura et al., 1993; Kataoka et al., 1995), liquid-liquid 

extraction (Baier et al., 2000; Davis and Weber, 1960), pigment preparation (Kim et al., 2014), 

photocatalysis (Sczechowski et al., 1995), culture of animal cells (Haut et al., 2003), and 

cultivation of microalgae (Brown et al., 1964; Kong and Vigil, 2014; Kong et al., 2013; 
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Oasmaa et al., 2009). Nevertheless, despite the sustained and significant attention that Taylor 

vortex flow has received and the multiphase nature of many of its applications, multiphase 

Taylor-Couette flow remains relatively poorly understood.  

The introduction of a second dispersed immiscible fluid phase in Taylor-Couette flow 

strongly impacts flow patterns and leads to many interesting phenomena. For example, if two 

immiscible liquids are fed continuously to a horizontally oriented Taylor vortex flow cell, a 

variety of spatial and spatiotemporal hydrodynamic structures arise (Baier and Graham, 2000; 

Campero and Vigil, 1999, 1997; Zhu and Vigil, 2001a). More recently it has been reported that 

the introduction of even a small amount of gas into a vertically oriented Taylor vortex flow 

cell results in dramatic drag reduction on the rotating inner cylinder and nontrivial gas bubble 

spatial distribution (Chouippe et al., 2014; Maryami et al., 2014; van Gils et al., 2013; Van 

Gils et al., 2011). Some recent studies have been performed in order to characterize these gas-

liquid interactions in Taylor-Couette flows (Djeridi et al., 2004; Dłuska et al., 2004; Hubacz 

and Wroński, 2004; Wroński et al., 2005). 

However, to our knowledge there exists no previous study of interphase gas-liquid mass 

transfer in a vertically oriented Taylor-Couette flow device. Dluska et al. (Dłuska et al., 2004, 

2001) have investigated gas-liquid mass transfer in a horizontal Taylor vortex reactor with 

continuous co-flow of both phases. They presented results of both physical and chemical 

absorption by studying the relationship between the volumetric mass transfer coefficient kLa 

and the dissipation energy of both axial and azimuthal flow. 

In view of the existence of nontrivial flow patterns and phase distribution in a vertically 

oriented semi-batch gas-liquid Taylor vortex reactor, as well as its potentially important 

practical applications in biotechnology and other fields, the work presented here describes the 
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development of empirical correlations for bubble size and volumetric interphase mass transfer 

coefficients. The focus is on high azimuthal Reynolds numbers and gas flow rates that are 

likely to be relevant to industrial applications. It is shown for fixed reactor geometry (cylinder 

radii and length) that mass transfer coefficient and droplet diameter depend on both the axial 

and azimuthal Reynolds numbers. These results are then compared with similar correlations 

for bubble columns, horizontal Taylor-Couette reactors, and stirred tanks.  

2.3  Experimental Methods 

2.3.1  Apparatus 

A drawing of the Taylor-Couette apparatus used in this investigation is shown in Figure 

2.1. The rotating stainless steel inner cylinder has an outer radius of 3.81 cm and the fixed 

transparent acrylic outer cylinder has an inner radius of 5.08 cm, resulting in a gap width of 

1.27 cm. The length of the reactor is 50.8 cm and the reactor is filled to a height of h = 48 cm, 

hence the total working volume of liquid (deionized water) is 1.70 L. The corresponding radius 

ratio and aspect ratio of the apparatus are given by η=ri/ro=0.75 and Γ=h/(ro-ri)=40 

respectively. 

During each experiment the annulus was first filled with room temperature nitrogen-

saturated deionized water. Although no specific measures were taken to control the fluid 

temperature, thermocouple measurements at the top of the reactor showed that after starting 

the rotation of the inner cylinder and allowing the system to reach a steady state, the working 

liquid temperature typically fluctuated less than 0.2 degrees during the duration of an 

experiment. 
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Figure 2.1 Taylor-Couette vortex reactor 

The inner cylinder was rotated using a computer-controlled electric motor (Applied 

Motion STM series) mounted above the apparatus and connected to the inner cylinder with a 

center slotted-disc flexible shaft coupler (McMaster). Rotation rates of zero to 800 rpm with 

increments of 100 rpm were studied in this experiment, producing azimuthal Reynolds 

numbers, defined as:  

𝑅𝑒𝜃 =
𝑟𝑖𝜔𝑖(𝑟𝑜−𝑟𝑖)

𝜈𝐿
 (2.1) 

up to 3.5×104. For single phase flow, this range is well within the turbulent Taylor vortex flow 

regime (Andereck et al., 1986).  

Gas was continuously fed to the reactor through four equally spaced sparger stones 

(Sure-Seal Miniature Muffler) mounted in the annular region of the bottom plate. Alicat gas 

flow rate controllers (MFC series) were used to control both the gas flow rate and the gas 

mixture composition to within 1% of set point values. Gases were derived from compressed 
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tanks and premixed before feeding to the reactor. In all experiments, the gas consisted of 79 

mole percent nitrogen and 21 mole percent oxygen in order to approximate the composition of 

air, and to avoid variations in humidity. Total gas volumetric flow rates of 100 sccm to 1200 

sccm were studied in this experiment with increments of 200 sccm. This corresponds to 

volumetric flow rates in the range of 0.059 vvm to 0.705 vvm. The axial Reynolds number was 

defined as:  

𝑅𝑒𝑎 =
2𝑢𝐺(𝑟𝑜−𝑟𝑖)

𝜈𝐿
 (2.2) 

using the superficial gas velocity and the hydraulic diameter of the annulus. Axial Reynolds 

numbers ranged from 11.9 to 143, corresponding to superficial gas velocities of 0.47 mm/s to 

5.64 mm/s. In the absence of cylinder rotation, these gas velocities correspond to the bubbly 

flow regime when compared to a bubble column with the same hydraulic diameter (Shah et 

al., 1982). A similar assumption leads to predicted gas holdups of approximately εG = 0.03-

0.04 for the highest gas flow rate studied (Campero and Vigil, 1999). Over long periods of use 

and high gas flow rates, heating in the control valves can cause controllers to register 

unrealistically high gas temperatures, which in turn can affect flow rate accuracy. For this 

reason, the feed gas temperature was carefully monitored during each experiment to ensure 

that it remained constant, and in the few instances when the gas temperature did not remain 

constant, the experiment was aborted and the flow controllers were allowed to cool before 

another run was performed. Each experimental condition considered here was determined 

uniquely by the rotational speed of the inner cylinder (rpm) and the gas flow rate in vvm, 

volume gas flow per minute per liquid volume. 
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2.3.2  Bubble Size Measurements 

Several investigators have measured bubble size in gas-liquid reactors (Akita and 

Yoshida, 1974; Behkish et al., 2007; Bouaifi et al., 2001; Polli et al., 2002). One method to 

measure bubble size is to extract a fluid sample and analyze the bubbles ex situ. Samples taken 

using this method vary in density, and there is a non-uniform distribution of pressure at the 

capillary entrance. In addition, the velocity of the gas and liquid phases are different, which 

results in biased selections of bubble size (Van’t Riet, 1979). To avoid these problems, in this 

work an in-situ optical technique was used to measure bubble sizes. Specifically, digital 

photographs of the annulus were acquired using a Nikon DSLR camera equipped with an 

electronic flash and a zoom lens adjusted to a focal length of 31 mm. A shutter speed of 1/500 

s and an aperture of f/14 were used to freeze bubble motion and to ensure that the depth of 

field was sufficient to produce sharp images, an example of which is shown in Figure 2.2. A 2 

mm grid printed onto the outer surface of the rotating inner cylinder provided a reference length 

scale. Although curvature of the transparent outer cylinder results in refraction distortions, the 

grid provides a means for estimating the severity of this distortion. Bubbles appearing in the 

middle of each frame were essentially undistorted, and therefore only bubbles appearing in the 

mid frame region as designated in Figure 2.2 were measured.  

Because the bubbles are ellipsoidal, bubble size was measured by counting pixels and 

using the calibration scale to determine major and minor axis lengths for each bubble. Due to 

the cylindrical shape of the reactor, the scale factors for the horizontal and vertical directions 

differed by 8%. Since the major and minor axes of the bubbles are inclined in most cases, an 

average of these two scales was used for all bubble orientations. For each experimental 

condition studied, 10 photographs were acquired from which at least 150 individual bubbles 
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were measured. Due to the rotational nature of the flow, it was assumed that consecutive 

images at a fixed axial location were representative of the azimuthal distribution of bubbles, 

and at least three images were processed for each case. In addition, for every processed image, 

bubbles from the bottom to the top of the reactor were measured, thereby providing a complete 

axial sample of bubbles. 

 

Figure 2.2 Sample bubble images including the measuring grid. Left: magnified view of bubble 

measurement zone | middle: 300 rpm - 0.235 vvm | Right: 500 rpm - 0.705 vvm; white rectangle depicts 

the complete bubble measurement area. 

Figure 2.2 shows sample bubble images and illustrates the bubble measuring procedure. 

The photograph in the middle is for a moderate rotation speed and gas flow rate, and individual 

bubbles can clearly be distinguished. On the left is a magnified portion of the same image 

showing major and minor axes of several bubbles marked with white lines. For experiments 
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performed with a combination of high rotation speed and gas flow rate, it is nearly impossible 

to discern individual bubbles due to presence of bubble swarms. The right panel in Figure 2.2 

shows an image for the highest cylinder rotation speed (500 rpm) and gas flow rate (0.705 

vvm) combination investigated for bubble size measurement, and the difficulty in 

distinguishing individual bubbles is apparent.  

2.3.3  Mass Transfer Measurements 

The rate of mass transport of oxygen from the gas to the liquid was determined from 

temporal dissolved oxygen measurements. Specifically, a minimally invasive oxygen sensing 

system (PreSens Fibox 4 transmitter and Pst3 sensor spots) was used to measure the time-

dependent dissolved oxygen concentration in the deionized water at the inside surface of the 

transparent outer cylinder at several locations along the main axis of the reactor. The optical 

oxygen sensor system employs an external fiber optics laser probe to measure the oxygen 

concentration at small 5 mm diameter patches mounted flush with the inside of the stationary 

outer cylinder wall. In particular, four circular patches of 1 mm thickness were mounted on the 

inside surface at different axial distances of 5.1 cm, 12.7 cm, 25.4 cm, and 38.1 cm measured 

from the bottom of the reactor. The small size and thickness of these patches make them 

practically a non-intrusive means of measurement. The accuracy of the measured 

concentrations using this instrument is ±3% for dissolved oxygen. The probe response time is 

less than 6 seconds, while the shortest mass transfer response time (1/kLa) measured was 

approximately 50 seconds.  

Oxygen mass transfer experiments were performed using a dynamic method based on 

the measurement of the concentration of dissolved oxygen in water (Garcia-Ochoa and Gomez, 

2009). A step change in the concentration of inlet gas results in a dynamic response in the 
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concentration of oxygen dissolved in the liquid phase, and these temporal concentration data 

are used to calculate a mass transfer coefficient. Experiments were performed for a gas flow 

rate range of 0.059 vvm to 0.705 vvm and rotation rates of up to 800 rpm, corresponding to 

axial Reynolds number ranging between 11.9 and 143 and azimuthal Reynolds numbers up to 

3.5×104, respectively.  

In a typical experiment, the annular reactor was filled with room temperature deionized 

water. Use of deionized water is important due to the fact that the presence of ions in water 

can reduce the average bubble size, which results in a larger specific interfacial area (a) (Van’t 

Riet, 1979). Subsequently, pure nitrogen gas was pumped through sparge stones (using a 

separate gas flow controller than the ones used for the simulated air) into the bottom of the 

reactor at a volumetric flow rate of 512 sccm without rotating the inner cylinder. During this 

oxygen displacement stage the dissolved oxygen concentration was monitored, and after it 

reached a minimum value of 0.15 mg/L, the flow of nitrogen was stopped and 5 minutes of 

rest time was elapsed to ensure that nitrogen bubbles exited the reactor.  

After executing the oxygen purge procedure described above, the inner cylinder was 

accelerated to the desired rotation speed and flow of simulated air commenced at the chosen 

volumetric flow rate. The dissolved oxygen concentration was continually monitored 

throughout this process until it returned to the initial value (approximately 8 mg/L) measured 

before the oxygen purge began. Because the fluid flow does not respond instantaneously to the 

step changes in gas flow rate and cylinder rotation speed, the dissolved oxygen measurements 

obtained during the first 30 seconds after the simulated air is introduced into the reactor were 

omitted from calculations of the volumetric mass transfer coefficient.  
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A typical plot of the dissolved oxygen concentration versus time during the three steps 

described above (oxygen purge, no gas feed, and feed of simulated air) is shown in Figure 2.3. 

Also indicated is the portion of the data that was used for mass transfer calculations described 

in section 2.4.1 . At the end of data collection for a given experimental trial, the water was 

replaced before repeating the protocol described above for the next trial. 

 

Figure 2.3 A full cycle of oxygen concentration data collection, showing the portion used for 

mass transfer calculations. 

An attempt was made to quantify the variation of the mass transfer coefficient with 

reactor axial position by measuring kLa at four different axial locations for the five cylinder 

rotation/gas flow rate combinations of (0 rpm, 0.059 vvm), (100 rpm, 0.470 vvm), (200 rpm, 

0.117 vvm), (300 rpm, 0.117 vvm), and (400 rpm, 0.352 vvm). It was observed from these 

experiments that the variation of kLa with axial position, with the exception of the location 

closest to gas inlet, was smaller than the accuracy of the measurements at a fixed axial position. 

For this reason, no further experiments were carried out at multiple axial positions and instead 
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the remaining data were collected at an axial position 12.7 cm above the gas feed, and these 

data were deemed sufficient to compute representative average reactor mass transfer 

coefficients. 

2.4  Calculations 

2.4.1  Bubble Size 

It has been previously observed that for buoyancy-driven flows in the absence of 

agitation (for example in bubble columns), bubbles take on the shape of oblate spheroids (Polli 

et al., 2002; Popovic and Robinson, 1989). In such cases the bubble minor axis is aligned with 

the principle direction of their motion. In contrast, in the present case bubble motion is driven 

both by fluid shear generated by the rotating inner cylinder and by buoyancy. Even for the 

lowest azimuthal Reynolds numbers investigated, the azimuthal motion of bubbles is 

significant when compared to the axial distance of travel. Consequently, it is not surprising 

that photographs of bubbles in the Taylor vortex reactor show that bubble major axes are nearly 

horizontal. Furthermore, because the sheared bubbles have a distinctly ellipsoidal appearance 

with the major axis aligned horizontally with the azimuthal component of velocity, it is more 

appropriate to approximate their shapes as prolate spheroids rather than oblate spheroids, 

except in the case of no cylinder rotation. The recent work of Qiao et al. (Qiao et al., 2014a) 

also suggests that bubbles are stretched circumferentially in Taylor-Couette vortex flow, and 

at least one other investigation reported prolate bubbles in a vertical Taylor Couette reactor 

(van Gils et al., 2013).  

In view of the above discussion and for the purpose of calculating bubble sizes, bubbles 

were assumed to be oblate in the absence of rotation of the inner cylinder whereas they were 

assumed to be prolate for cases with cylinder rotation. Specifically, the volume equivalent 
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bubble diameter was computed using Eqs. (2.3) and (2.4) for oblate and prolate spheroids, 

respectively.  

𝑑𝑏,𝑣
𝑝𝑟𝑜𝑙𝑎𝑡𝑒

= √𝑙𝑚23
 (2.3) 

𝑑𝑏,𝑣
𝑜𝑏𝑙𝑎𝑡𝑒 = √𝑙2𝑚

3
 (2.4) 

where l is the major diameter of the spheroid and m is the minor diameter. Subsequently, the 

Sauter mean diameter for a population of bubbles is obtained from Eq. (2.5) (Asgharpour et 

al., 2010; Shah et al., 1982). 

𝑑𝑠,𝑣 =
∑𝑑𝑏,𝑣

3

∑𝑑𝑏,𝑣
2⁄  (2.5) 

The above approach for computing the Sauter mean diameter assumes that bubble 

elongation, as determined by the ratio of the major to minor axis, is modest. However for non-

spheroidal bubbles a more elaborate calculation of bubble diameter is possible as suggested by 

Muroyama et al. (Muroyama et al., 2013, 2012). Since in all cases studied here bubble 

elongation was significant (with maximum aspect ratios typically ranging from 2.5-4.0), the 

latter method was employed. This method requires calculation of the surface equivalent 

diameter using Eqs. (2.6) and (2.7), assuming prolate or oblate spheroids respectively 

(Weisstein, n.d.). 

𝑑𝑏,𝑠
𝑝𝑟𝑜𝑙𝑎𝑡𝑒

= √1
2⁄ (𝑚2 + 𝑙𝑚

𝐸⁄ 𝑠𝑖𝑛−1𝐸) (2.6) 

𝑑𝑏,𝑠
𝑜𝑏𝑙𝑎𝑡𝑒 = √1

2⁄ (𝑙2 + 𝑚2

2𝐸⁄ 𝑙𝑛 (
1+𝐸

1−𝐸
)) (2.7) 

Here, the ellipticity of a spheroid is calculated using: 

𝐸 = √1 −
𝑚2

𝑙2
 (2.8) 
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where E is equal to one for the case of a sphere. Based on these definitions, it is possible to 

calculate a Sauter diameter for each individual bubble defined as: 

𝑑𝑠 =
𝑑𝑏,𝑣

3

𝑑𝑏,𝑠
2⁄  (2.9) 

These Sauter diameters were used for the calculation of the mean and standard 

deviation for the bubble size distribution presented in section 4. However, for the calculation 

of the Sherwood number, a Sauter mean diameter is used to represent the average bubble 

diameter, defined by: 

𝑑32 =
∑𝑑𝑏,𝑣

3

∑𝑑𝑏,𝑠
2⁄  (2.10) 

It is important to note that the mean of the bubble Sauter diameters calculated using 

Eq. (2.9) is different from the Sauter mean of bubble diameters calculated using Eq. (2.10) 

presents a comparison between the different definitions of bubble diameters given here for the 

case of 300 rpm and 0.470 vvm from a sample of 151 measured bubble diameters. The brackets 

denote sample means. The case reported in Table 2.1 has a mean ellipticity of 0.660 and 

minimum and maximum ellipticities of 0.035 and 0.964, respectively. These same values 

correspond to a mean of 1.47, minimum of 1.00 and a maximum of 3.75 for the bubble aspect 

ratio, which is simply the ratio of the major diameter over minor diameter (l/m). 
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Table 2.1 Comparison of mean bubble diameter values using different definitions, 300 rpm - 0.470 vvm. 

All values are in mm. 

Definition Prolate spheroid Oblate Spheroid Equation 

〈𝒅𝒃,𝒗〉 3.27  3.70 2.3,2.4 

〈𝒅𝒃,𝒔〉 3.32  3.77 2.6,2.7 

〈𝒅𝒔〉 3.19  3.57  2.9 

𝝈𝒅𝒔
 0.94  1.05  2.9 

𝒅𝒔,𝒗 3.87  4.41 2.5 

𝒅𝟑𝟐 3.76  4.24  2.10 

 

Table 2.1 demonstrates a significant difference in computed diameters depending upon 

whether bubbles are assumed to be prolate or oblate spheroids. Relatively smaller difference 

in the Sauter mean between prolate and oblate spheroids occurs using Eq. (2.10) rather than 

Eq. (2.5). It is worth noting that the mean of the Sauter diameter calculated using Eq. (2.9) is 

smaller than the Sauter mean diameter calculated using either Eq. (2.5) or Eq. (2.10).  

2.4.2  Mass Transfer Coefficient 

In order to compute a volumetric mass transfer coefficient based upon a time series of 

dissolved oxygen concentrations, it is necessary to invoke an approximation concerning the 

mixing of the liquid phase. Concentration measurements of dissolved oxygen were performed 

at four different axial positions and the mass transfer coefficient was found to be independent 

of axial position within the accuracy of the measurement method used in this study and 

accordingly, the liquid phase was assumed to be well-mixed. Hence, an oxygen mole balance 

on the liquid phase (assuming that no oxygen is dissolved in the liquid initially) leads to:  
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𝐿𝑛 (1 −
𝐶𝐿

𝐶∗) = −𝑘𝐿𝑎 𝑡 (2.11) 

where C*C* and CLCL are the oxygen concentrations in the liquid for saturated 

conditions and at an arbitrary time t, respectively, a is the specific gas-liquid interfacial surface 

area, and kL is the liquid volumetric mass transfer coefficient (Garcia-Ochoa and Gomez, 

2009). It should be mentioned that although the initial concentration of oxygen is measured for 

each experiment, assuming a value of zero (instead of the measured initial oxygen 

concentration) does not change the computed value of kLa and therefore Eq. (2.11) may be 

used without modification. However, this equation does require an accurate value for the 

saturation concentration C*, which depends upon temperature. The temperature dependence of 

the saturation concentration was determined using the correlation of Battino et al. (Battino et 

al., 1983):  

𝐶∗ = 𝑒𝑥𝑝(−52.16764 + 84.59929 𝜏⁄ + 23.41230 𝑙𝑛 𝜏)(2.12) 

where τ = T/100 K, the temperature is in Kelvins and C* has units of mL(Gas)/L(Liquid).  

A typical plot of experimental data according to Eq. (2.11) for five different cases is 

depicted in Figure 2.4. Over a relatively long range of time the plots are linear, suggesting that 

the well-mixed approximation is justified. Hence, by fitting a line to the linear portion of the 

curve, kLa can be estimated from the slope. In all cases studied in this work the linear fit 

resulted in a normalized squared residual of 0.995 or greater. 
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Figure 2.4 Sample linear plot for calculation of kLa for five of the cases studied in this work. 

2.5  Results and Discussion 

2.5.1  Bubble Size 

The Sauter mean bubble diameter is reported in Table 2.2 for all cases for which 

measurements were acquired. The two missing entries in this table are a result of experimental 

conditions that produce bubble swarms, thereby making it impossible to distinguish individual 

bubbles.  
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Table 2.2 Sauter mean bubble diameters measured for different cases. 

         rpm 

vvm 

0 100 300 500 

0.059 2.12 2.24 3.28 3.82 

0.235 2.26 2.69 3.38 4.06 

0.470 2.91 3.42 3.76  

0.705 3.11 3.06 4.11  

 

Individual measured major and minor axis dimensions are plotted in Figure 2.5 for 

experiments carried out with no inner cylinder rotation. For comparison, the data of Akita and 

Yoshida (Akita and Yoshida, 1974) obtained using a bubble column are also shown. However, 

the gas flow rate for which those investigators obtained their data was not reported. With this 

caveat, it is apparent from Figure 2.5 that the oblate gas bubbles observed in the annular 

geometry are more ellipsoidal than those found in a cylindrical bubble column. Evidently, wall 

effects associated with the annular flow result in greater bubble distortion than in the 

cylindrical bubble column. 
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Figure 2.5 Comparison of individual measured bubble dimensions for non-rotating cases 

against bubble column data (Akita and Yoshida, 1974). 

In order to generalize these results, a bubble diameter correlation was developed based 

upon the two variables considered, namely the cylinder rotation speed and the gas flow rate. 

The effect of the wall-driven flow can be represented by an azimuthal Reynolds number, 

defined by Eq. (2.1). Similarly, the strength of the axial gas flow can be quantified by the axial 

Reynolds number as defined in Eq. (2.2). 

Although the bubble diameter should depend upon the superficial gas velocity, it can 

be expected that other factors, such as the bubble buoyancy and surface tension also play 

important roles. However, in this study a single pair of fluids was used, and therefore the 

densities of the fluids and the interfacial surface tension were not varied. Hence, in developing 

a correlation for the mean bubble diameter, other factors that may be important for a more 
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general correlation were omitted, such as the Bond number. Nevertheless, since aqueous 

solutions in contact with low molecular weight gases are common, the correlations developed 

here may have wide applicability. 

Here it is assumed that the Sauter mean diameter can be correlated with the azimuthal 

and axial Reynolds numbers using a power law relation. The correlation also ensures that the 

bubble size has a non-zero value at zero azimuthal Reynolds number. The following expression 

was then obtained using nonlinear least squares regression. 

𝑑32

𝑟𝑜−𝑟𝑖
= 1.0 × 10−5 𝑅𝑒𝑎

0.11(𝑅𝑒𝜃 + 3.3 × 104)0.91 (2.13) 

A comparison of the dimensionless bubble diameters predicted by this correlation 

versus experimentally measured values is presented in Figure 2.6, which demonstrates close 

agreement quantified by a normalized R2 value of 0.983. For small azimuthal Reynolds 

numbers, the constant in parenthesis dominates, and the bubble size is relatively independent 

of the rotational speed of the inner cylinder. For larger azimuthal Reynolds numbers, the 

monotonic increase in bubble size can be explained as follows. It was observed that as the inner 

cylinder rotation speed increases, the gas bubbles form bands at boundaries between Taylor 

vortices, similar to those observed by Hubacz and Wronski (Hubacz and Wroński, 2004). In 

addition, although gas holdup was not measured, our visual observations are consistent with 

the hypothesis that gas holdup increases with increasing rotational speed. As a result of these 

two factors (increased bubble proximity and gas holdup), it can be expected that bubble size 

will increase due to bubble coalescence as the azimuthal Reynolds number increases. 
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Figure 2.6 Normalized bubble size (d32/(ro-ri)) calculated using the correlation of Eq. (2.13) 

versus the measured values using Eq. (2.10). 

Detailed simulations of bubbly flow in a Taylor-Couette reactor may require a 

distribution of bubble sizes rather than simply the Sauter mean diameter. The distributions of 

bubble sizes calculated using Eq. (2.9) for five experimental cases are shown in Figure 2.7, 

and each distribution is fit to a log-normal probability density function having identical values 

of the mean and standard deviation as the corresponding experimental distribution. In all cases, 

the experimentally determined bubble size distributions are well represented by log-normal 

functions. 
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Figure 2.7 Probability density function of the Sauter diameter of bubbles (ds) using Eq. (2.9) 

and comparison against log-normal distribution. 

Following the same approach as for the Sauter mean diameter, a correlation was 

developed for calculating the mean value of the log-normal bubble size distribution, resulting 

in the following equation:  

µ𝑑𝑠
= 3.6 × 10−6 𝑅𝑒𝑎

0.15(𝑅𝑒𝜃 + 2.7 × 104)0.89 (2.14) 

which results in a normalized R2 value of 0.963.  

The standard deviation of the size distributions was approximately 𝜎𝑑𝑠
= 0.31 ± 0.08 

for all cases considered, and did not appear to obey any trend with respect to the independent 

parameters. In addition, the average ellipticity of the bubbles was 〈𝐸〉 = 0.72 ± 0.12.  

2.5.2  Mass Transfer Coefficient 

Values of kLa were obtained from dissolved oxygen measurements described in section 

2.3.3 , and these results are reported in Table 2.3 for various cylinder rotation speeds and gas 

flow rates. In four instances, experiments were repeated two times in order to determine 

variability of the data. As a result of these replications, the data represented in this study are 
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estimated to be reproducible within a deviation of ±6%. Rather than performing experiments 

for every possible combination of axial and azimuthal Reynolds numbers, approximately 63% 

of the cases were studied. 

Table 2.3 Measured values of kLa [s-1] calculated for different experimental conditions at axial location 

of 12.7 cm. 

         rpm 

vvm 

0 100 200 300 400 500 600 700 

0.059 0.0021 0.0027 0.0028 0.0032 0.0038 0.0046 0.0063 0.0066 

0.117   0.0048 0.0051     

0.235 0.0069  0.0076 0.0081  0.0090   

0.352  0.0104 0.0105  0.0114  0.0155  

0.470 0.0109 0.0126 0.0127 0.0129 0.0142  0.0185  

0.587  0.0153 0.0155 0.0156 0.0160 0.0191 0.0205  

0.705 0.0138 0.0179 0.0179  0.0183  0.0225   

 

Direct measurement of the gas holdup, and thus the specific interfacial surface area, 

was not performed due to the complicated motion of the water free surface in the reactor caused 

by the rotation of the inner cylinder and the escaping gas. In order to cope with this limitation, 

the following definition of the modified Sherwood number based on the Sauter mean diameter 

of bubbles was used in this study (Saenton and Illangasekare, 2013; Sujatha et al., 1999). 

𝑆ℎ =
𝑘𝐿𝑎𝑑32

2

𝐷𝐿
 (2.15) 

The diffusion coefficient of oxygen in water is DL=2.1×10-9 m2/s for the average room 

temperature at which experiments were performed. For cases with a rotating inner cylinder, it 
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is reasonable to assume that the Sherwood number will depend upon the strength of the wall-

driven Taylor vortex flow (characterized by the azimuthal Reynolds number) as well as the 

strength of the axial gas flow (characterized by the axial Reynolds number). As was discussed 

previously, a more general correlation accounting for buoyancy and surface tension would also 

include other factors such as the Bond number, but since these factors were not considered, 

they are omitted here. It should also be noted that the bubble size correlation of Eq. (2.13) was 

used to compute the Sherwood number. The mass transfer correlation resulting from nonlinear 

least squares regression is given by:  

𝑆ℎ = 1.45 × 10−7 𝑅𝑒𝑎
0.82(𝑅𝑒𝜃 + 1.47 × 104)1.61 (2.16) 

The values of the Sherwood number predicted by this equation are compared to values 

calculated from experimental measurements in Figure 2.8, and the normalized R2 is 0.984, 

thereby demonstrating an excellent fit. 

 

Figure 2.8 Comparison of measured and calculated Sherwood number. 
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It can be seen from the proposed correlation that at low rotation speeds, the term 

containing the azimuthal Reynolds number is dominated by the constant in parenthesis, and 

consequently mass transfer coefficients are predicted to be insensitive to cylinder rotation 

speed for small azimuthal Reynolds numbers. In contrast, an increase in the value of the axial 

Reynolds number results in monotonic growth in the value of Sherwood number.  

Figure 2.9 shows a comparison of the volumetric mass transfer data of the current study 

with those published by Dluska et al. (Dłuska et al., 2001) for a similar range of axial Reynolds 

numbers. It is important to note that their experiments were performed using a horizontal 

Taylor-Couette system with co-flow of liquid and gas phases, using various ratios of the 

volumetric flow rates of the gas and liquid phases. In contrast, in the present study there is no 

net axial flow of the liquid phase and buoyancy can be expected to play an important role in 

driving the axial component of the gas bubble velocity. Here the axial Reynolds numbers are 

calculated based on the superficial gas velocity according to Eq. (2.2) and the superficial liquid 

velocity is neglected. Therefore, direct comparison of axial Reynolds numbers used in the two 

systems is not possible, and it should be observed that the difference between the superficial 

gas and liquid velocities, uG – uL, in the system with co-flow can be negative, positive or zero 

whereas it is always positive for the semi-batch system. Nevertheless, Fig. 9 demonstrates that 

interphase mass transfer is significantly enhanced by rotation of the inner cylinder for a 

horizontal orientation with co-flow of the two phases, whereas mass transfer is relatively 

insensitive to cylinder rotation speed for the vertical reactor orientation and semi-batch 

operation. With no inner cylinder rotation, the mass transfer coefficients in the vertical and 

horizontal reactors are similar irrespective of the axial flow conditions used.  
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The difference in the dependence of interphase mass transfer coefficients for the two 

reactors and flow configurations may be explained as follows. In the horizontal co-flow 

configuration at sufficiently low cylinder rotation speed, the gas will not be uniformly 

distributed azimuthally due to the strong relative contribution of buoyancy, and hence gas 

accumulates at the azimuthal location corresponding to the highest vertical location in the 

gravity field. Higher cylinder rotation speeds result in greater azimuthal (and radial) dispersion 

of the gas as well as smaller bubble sizes (Hubacz and Wroński, 2004). As a result of this 

dispersion and breakup of the gas phase into smaller bubbles, interfacial surface area increases 

as the azimuthal Reynolds number increases and it can be observed that the increase in the 

value of kLa is merely due to the increase of the interfacial area (Dłuska et al., 2004). It is 

shown that the value of the mass transfer coefficient stays relatively constant for the horizontal 

reactor above a threshold of rotation speed that corresponds to break up of the large gas regions 

into smaller individual bubbles (Djeridi et al., 2004).  

Furthermore, in the horizontal configuration the buoyant force has no axial component 

and only acts in the radial and azimuthal directions, leading to higher bubble slip velocities 

where the buoyant force opposes fluid motion. In contrast, as reported in section 4.1, bubble 

sizes increase with an increase in azimuthal Reynolds number in the vertical configuration. In 

addition, the bubble dynamics are very different since the buoyant force acts only in the axial 

direction in the vertical reactor. As was discussed in section 2.5.1 , increases in the cylinder 

rotation speed lead to radial bubble migration towards the inner cylinder and between the 

Taylor vortices and bubble size increases. Due to this effect, the change in the interfacial area 

in the vertical reactor as a result of higher rotation speeds is expected to be fairly negligible 

comparing to the horizontal reactor. 
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Figure 2.9 Volumetric mass transfer coefficient versus azimuthal Reynolds number at moderate 

to high axial Reynolds numbers compared with data for a horizontal Taylor-Couette reactor with co-

flow of phases (Dłuska et al., 2001). 

It is also useful to compare interphase mass transfer coefficients in a semi-batch vertical 

Taylor-Couette vortex reactor with those observed in stirred tanks. For example, the correlation 

of Kapic and Heindel (Kapic and Heindel, 2006) implies the following relation: 

𝑘𝐿𝑎 ∝ 𝑢𝐺
0.93𝑁1.342 (2.17) 

This type of function inherently assumes the mass transfer coefficient to be zero when 

the impeller is stopped which in the correct case, it needs to converge to the bubble column 

value. In order to make the comparison possible, using data obtained in the present study 

excluding the non-rotating cases, an analogous correlation can be developed for the volumetric 

mass transfer coefficient in terms of parameters corresponding to those in Eq. (2.17) by 

equating the impeller diameter in a stirred tank with the inner cylinder diameter of a Taylor 

vortex reactor as follows:  
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𝑘𝐿𝑎 = 0.423 𝑢𝐺
0.668𝑁0.178 (2.18) 

This correlation has a normalized R2 value of 0.981, which is an excellent fit within the 

range of the parameters studied. Comparison of exponents in Eqs. (2.17) and (2.18) gives 

insight into differences between the two types of reactors. Specifically, volumetric mass 

transfer coefficients in stirred tanks are more sensitive to both superficial gas velocity and 

impeller speed. In contrast, the generation of fluid shear through the motion of a long smooth 

wall (as opposed to an impeller) results in formation of Taylor vortices, large scale flow 

structures that efficiently transport energy and momentum towards the outer wall with 

relatively small variation in local shear rate, as compared to a stirred tank. This characteristic, 

namely the relatively uniform shear environment in a Taylor vortex reactor, is highly 

advantageous for processing material that may be susceptible to shear stress damage, such as 

microorganisms. However, much greater rotation speeds (as compared to the impeller in a 

stirred tank) are then required to distribute energy to smaller length scales that are efficacious 

for increasing interphase mass transport via bubble size reduction and increase of bubble slip 

velocity.  

In the absence of inner cylinder rotation, the Taylor vortex reactor becomes an annular 

bubble column, and therefore it is useful to consider comparison of the correlations developed 

here (for Reθ = 0) with those available for bubble columns. Furthermore, because the rise of 

the free surface location (with and without gas flow) at the top of the reactor can be easily 

measured in the absence of inner cylinder rotation, the gas holdup (εG) could also be 

determined. The results of these measurements are shown in Figure 2.10, where it can be seen 

that gas holdup increases linearly as a function of superficial gas velocity with a slope 
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uG/εG=0.23, which is essentially the same as the value of 0.24 reported for cylindrical bubble 

columns (Hills, 1976). 

 

Figure 2.10 Measured gas holdup versus gas flow rate for an annular bubble column (no 

cylinder rotation). 

The value for the interfacial surface area can then be calculated using the following 

equation (Popovic and Robinson, 1989). 

𝑎 = 6
𝜀𝐺

𝑑32
⁄  (2.19) 

and the usual definition of the Sherwood number can be used (Akita and Yoshida, 1973; 

Popovic and Robinson, 1989): 

𝑆ℎ =
𝑘𝐿𝑑32

𝐷𝐿
 (2.20) 

Sherwood number computed using Eq. (2.20) are presented in Figure 2.11 and are 

compared with those obtained in cylindrical bubble column experiments of Akita & Yoshida 

(Akita and Yoshida, 1973). Here the Galilei number is defined as: 

𝐺𝑎 =
𝑔𝑑32

3

𝜈𝐿
2  (2.21) 
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Figure 2.11 Comparison of Sherwood vs Galilei numbers for annular and cylindrical bubble 

columns (Akita and Yoshida, 1974). 

Figure 2.11 shows that the Sherwood numbers for the annular bubble column are larger 

than those reported for cylindrical bubble columns. Figure 5 may provide insight into the cause 

of this difference. Specifically, most bubbles in a cylindrical bubble column have low aspect 

ratio and are essentially spherical. The annular geometry produces many more bubbles with 

high aspect ratio (greater ellipticity) and consequently greater specific interfacial area. 

Evidently, the greater specific wall area and narrow confinement in the annular geometry 

results in increased bubble deformation due to high shear stress near solid surfaces.  

2.6  Conclusion 

Experimental measurements were performed to obtain bubble size and shape 

distributions and liquid phase volumetric mass transfer coefficients in a vertically oriented 

semi-batch Taylor-Couette reactor for several combinations of axial and azimuthal Reynolds 
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numbers. Bubble size distributions were found to be log-normally distributed, and the Sauter 

mean diameter was shown to monotonically increase with increasing inner cylinder rotation 

speed and gas flow rate according to a power law relation.  

Similarly, a correlation was developed to describe the dependence of the liquid side 

volumetric gas-liquid mass transfer coefficient on azimuthal and axial Reynolds numbers. 

Although the mass transfer coefficient increases with both axial and azimuthal Reynolds 

numbers, the dependence upon azimuthal Reynolds number is relatively weak when compared 

to data obtained in horizontal Taylor vortex reactors with co-flow of gas and liquid. The 

observed differences can be explained by considering the contribution of the buoyant force to 

bubble size and spatial distribution. Specifically, in horizontal reactors the buoyant force can 

be resolved into radial and azimuthal components and does not contribute to axial motion. As 

a result, increase in the inner cylinder rotation speed (azimuthal Reynolds number) leads to 

increased azimuthal and radial dispersion and smaller bubble size. In contrast, for vertical 

Taylor vortex reactors, the buoyant force acts only in the axial direction, and increases in 

cylinder rotation speed concentrates bubbles near the inner cylinder wall and between the 

Taylor vortices, producing larger bubbles.  

For the instance of no inner cylinder rotation, the Taylor vortex reactor reduces to an 

annular bubble column and mass transfer coefficients can be compared with those for 

traditional cylindrical bubble columns. Bubble size and shape measurements demonstrate that 

bubbles have higher aspect ratio in annular columns compared to those observed in cylindrical 

columns, leading to slightly greater values of the volumetric mass transfer coefficient in the 

annular system.  
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Although volumetric mass transfer coefficients in vertically oriented gas-liquid Taylor 

vortex reactors do not increase as rapidly with increasing azimuthal Reynolds number as in 

horizontally oriented reactors, typical values for the turbulent flow conditions studied here 

ranged between kLa = 0.01-0.02 s-1. When compared with characteristic time scales for slow 

reaction processes, such as those that occur in photosynthetic microorganisms to produce bio-

oil, these values suggest that vertical gas-liquid Taylor vortex reactors are not mass transfer 

limited for these applications.  
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CHAPTER 3  

EXPERIMENTAL INVESTIGATION OF THE EFFECT OF ETHYL ALCOHOL 

SURFACTANT ON OXYGEN MASS TRANSFER AND BUBBLE SIZE DISTRIBUTION 

IN AN AIR-WATER MULTIPHASE TAYLOR-COUETTE VORTEX BIOREACTOR 

This chapter is a manuscript under preparation for submission to Chemical Engineering 

Journal. I am the main contributor to this work. 

3.1  Abstract 

Volumetric liquid mass transfer, bubble size distribution, and bubble shape were 

measured in a vertically oriented semi-batch gas-liquid Taylor-Couette vortex reactor with an 

aspect ratio of Γ=h/(ro-ri)=40 and radius ratio of η=ri/ro=0.75. Azimuthal Reynolds number, 

Axial Reynolds number and Capillary number were varied between 0 to 5.1×104, 7 to 99, and 

6.1×10-6 to 76.0×10-6, respectively. Power-law correlations based on these data are presented 

for dimensionless Sauter mean diameter and Sherwood number in terms of the dimensionless 

parameters. Presence of ethanol as surfactant in the liquid was shown to inhibit bubble 

coalescence, which in addition to a lower interfacial surface tension causes a generally lower 

bubble size at higher concentrations of surfactant. It was also shown that the mass transfer 

coefficient generally increases with higher concentrations of surfactant. Both the bubble 

diameter and mass transfer are influenced more at lower concentrations of surfactant and 

introduction of higher amount of ethanol causes a lower change in both parameters. 
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3.2  Introduction 

Gas-liquid mass transfer in agitated vessels is a problem with important industrial 

applications and it has been studied extensively, including the development of correlations for 

volumetric mass transfer coefficients. Reactors typically used for these applications include 

bubble columns (Behkish et al., 2007; Calderbank and Lochiel, 1964; Heijnen et al., 1984; 

Linek et al., 2005b; Dale D Mcclure et al., 2015; Pittoors et al., 2014; Vasconcelos et al., 2003), 

stirred tanks (Bouaifi et al., 2001; Hassan et al., 2012; Kapic and Heindel, 2006; Labík et al., 

2014; Schlüter and Deckwer, 1992; Ungerman and Heindel, 2007), and various wall-driven 

gas-liquid reactors (Baier et al., 2000; Gao et al., 2015a; Haut et al., 2003; Hubacz and 

Wroński, 2004; Nemri et al., 2014; Ramezani et al., 2015). Mass transfer in these systems can 

be affected by several factors including the presence of impurities, additives, or surfactants, 

the latter of which has been subject to extensive research (D. Gomez-Diaz et al., 2009; Diego 

Gomez-Diaz et al., 2009; Hebrard et al., 2009; Jamnongwong et al., 2010; Özbek and Gayik, 

2001b; Sardeing et al., 2006). Most studies have focused on bubble columns (Asgharpour et 

al., 2010; Chen et al., 2013; Garcia-Abuin et al., 2013; Jia et al., 2015; Koide et al., 1985; 

Vázquez et al., 2000), although various other reactors have also been considered (Benedek and 

Heideger, 1971; Moraveji et al., 2012; van der Meer et al., 1992; Zhang et al., 2013). To the 

best of our knowledge, there has been no study reported using a Taylor-Couette vortex reactor.  

Taylor vortex flow occurs in the annular space between two concentric cylinders, with 

a rotating inner cylinder and a fixed outer cylinder, as shown in Figure 3.1. The flow patterns 

and instabilities produced have been extensively studied (Andereck et al., 1986; Bilson and 

Bremhorst, 2007; Dong, 2007; Donnelly, 1991; Fenstermacher et al., 1979; Lathrop et al., 

1992; Pirrò and Quadrio, 2008; Pudjiono et al., 1992; Taylor, 1923; Wang et al., 2005a; 
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Wereley and Lueptow, 1999, 1998). Taylor vortices have been used in several varied 

applications such as water purification (Dutta and Ray, 2004), emulsion polymerization 

(Imamura et al., 1993; Kataoka et al., 1995), liquid-liquid extraction (Baier et al., 2000; Davis 

and Weber, 1960), pigment preparation (Kim et al., 2014), photocatalysis (Sczechowski et al., 

1995), culture of animal cells (Haut et al., 2003), and cultivation of microalgae (Brown et al., 

1964; Kong and Vigil, 2014; Kong et al., 2013; Oasmaa et al., 2009). Two phase Taylor-

Couette flow is very different from single phase and several interesting phenomena occur with 

the addition of the second phase. A variety of temporal and spatial hydrodynamic structures 

are observed with feeding two immiscible liquids into a horizontal Taylor vortex flow cell 

(Baier and Graham, 2000; Campero and Vigil, 1999, 1997; Zhu and Vigil, 2001b). Introduction 

of a gas phase into a vertical liquid Taylor vortex flow cell dramatically decreases the drag on 

the rotation inner cylinder and causes nontrivial spatial distribution of gas bubbles (Chouippe 

et al., 2014; Dusting and Balabani, 2009; Maryami et al., 2014; van Gils et al., 2013; Van Gils 

et al., 2011; Wongsuchoto et al., 2003b).  Some recent studies have been performed in order 

to characterize these gas-liquid interactions in Taylor-Couette flows (Dłuska et al., 2001; Gao 

et al., 2015b; Hubacz and Wroński, 2004; Ramezani et al., 2015). 

Interfacial surface tension between gas bubbles and the continuous liquid phase affects 

mass transfer, bubble size (Alves et al., 2002; Dumont et al., 2006; Gomez-Diaz et al., 2008; 

Jordan and Schumpe, 2001; Painmanakul et al., 2005) and coalescence and breakup of bubbles 

(Anastasiou et al., 2010; Chern et al., 2001; Sch et al., 2002; Walter and Blanch, 1986). 

Generally, the addition of surfactant reduces the size of bubbles, resulting in increased specific 

interfacial surface area, a (Chaumat et al., 2007; Garcia-Abuin et al., 2012, 2010; D. Gomez-

Diaz et al., 2009; Hebrard et al., 2009; Özbek and Gayik, 2001b) and gas holdup (Hur et al., 
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2014) while simultaneously decreasing the liquid side mass transfer coefficient, kL (Belo et al., 

2011; Mcclure et al., 2014). Hence, the overall effect of addition of surfactants on the gas-

liquid mass transfer rate depends upon whether kL or a is more sensitive to these additives. In 

general, surfactants have a much larger impact on interfacial surface area, and therefore the 

value of kLa increases with introduction of additives (Asgharpour et al., 2010; Benedek and 

Heideger, 1971). Examples of such surfactants in aqueous systems include alcohol (Anastasiou 

et al., 2010; Dumont et al., 2006; Garcia-Abuin et al., 2010; Hur et al., 2014; Jordan and 

Schumpe, 2001; McClure et al., 2015), glycerol (Özbek and Gayik, 2001b), the Tween family 

(Belo et al., 2011; Diego Gomez-Diaz et al., 2009), sodium sulphite solution (Linek et al., 

2005a, 2004), ionic surfactants (Moraveji et al., 2012), and various sugars (Chern et al., 2001; 

Dale D. Mcclure et al., 2015). 

Following our previous work showing the development of empirical correlations for 

bubble size and volumetric interphase mass transfer coefficients (Ramezani et al., 2015), this 

paper extends the analysis to include the effect of interfacial surface tension on the volumetric 

liquid side mass transfer coefficient as well as the size distribution and shapes of bubbles in a 

vertically oriented semi-batch gas-liquid Taylor vortex reactor. It is shown that for fixed 

reactor geometry (cylinder radii and length), the volumetric mass transfer coefficient and 

droplet diameter depend not only on the axial and azimuthal Reynolds numbers, but also on 

the Capillary number. These results are then compared with our previous work and conclusion 

are drawn. 
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3.3  Experimental Methods 

3.3.1  Apparatus and Operating Conditions 

The apparatus used in this study is identical to the one previously used in experimental 

and numerical studies of the oxygen mass transfer in a range of operating conditions in a 

Taylor-Couette bioreactor (Ramezani et al., 2015). A drawing of the apparatus is shown in 

Figure 3.1, and the main features of the device include radius ratio and aspect ratio of 

η=ri/ro=0.75 and Γ=h/(ro-ri)=40 respectively. The procedure for measuring the liquid side 

mass transfer coefficient and bubble size and analyzing the collected data was the same as that 

used by Ramezani et al. (Ramezani et al., 2015), with the exception of a few modifications and 

improvements described below. 

 

Figure 3.1 Taylor-Couette vortex reactor (Ramezani et al., 2015). 

In the current study, inner cylinder rotation rates of 0 to 700 rpm were studied 

producing azimuthal Reynolds numbers, defined as:  

Electric motor 

Stand 

Top Septum 

Sparge Stones 
(×4) 

Outer Cylinder  
(Ф 10.2 cm) 

Inner Cylinder  
(Ф 7.6 cm) 

Reactor height 
(50.8 cm) 
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𝑅𝑒𝜃 =
𝑟𝑖𝜔𝑖(𝑟𝑜−𝑟𝑖)

𝜈𝐿
 (3.1) 

up to 5.1×104. For single phase flow, this range is well within the turbulent Taylor vortex flow 

regime (Andereck et al., 1986). The molar composition of the gas fed to the reactor was chosen 

to simulate air (79% nitrogen, 21% oxygen), and the total volumetric gas flow rate was varied 

between 100 sccm and 800 sccm. These feed rates translate to a range of 0.059-0.471 vvm 

(vessel volumes per minute). The axial gas Reynolds number is defined as:  

𝑅𝑒𝑎 =
2𝑢𝐺(𝑟𝑜−𝑟𝑖)

𝜈𝐿
 (3.2) 

using the superficial gas velocity and the hydraulic diameter of the annulus. Axial Reynolds 

numbers ranged from 7 to 99, corresponding to superficial gas velocities of 0.46 mm/s to 3.67 

mm/s. In the absence of cylinder rotation, these gas velocities correspond to the bubbly flow 

regime when compared to a bubble column with the same hydraulic diameter (Shah et al., 

1982). A similar assumption leads to predicted gas holdups of approximately εG = 0.03-0.04 

for the highest gas flow rate studied (Campero and Vigil, 1999).  

3.3.2  Modulation of Interfacial Surface Tension 

A wide range of surfactants, including variations of Tween 80 and 60, isopropanol, and 

ethanol, were considered as a means for varying the gas-liquid interfacial surface tension. 

Preliminary tests demonstrated that powerful surfactants such as the Tween family lead to 

problems that make it difficult to carry out the experiments. First, foaming of such surfactants 

at the liquid free surface at the top of the reactor causes the concentration of the surfactant to 

decrease over time, particularly in the lower range of concentrations considered. Second, such 

surfactants require a dynamic method for measuring the effective surface tension, which in 

turn depends on the renewal rate of the interface (Rosso et al., 2006). Third, the hydrophobicity 

of these molecules causes them to migrate to the regions with an interface with air, which 
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results in a gradient of surfactant concentration in the reactor with higher concentration at the 

liquid free surface at the top. Even though the rotation of the inner cylinder and the resulting 

mixing inside the reactor causes slight adjustment of this effect, the uniformity of surfactant 

concentration throughout the reactor cannot be determined for certain. For the purpose of the 

current study, homogeneity of the properties of working fluids is assumed and it is important 

to be maintained for a proper measurement of mass transfer. Fourth, these surfactants take 

some time to form micelles and to attach themselves to air bubbles (Ferri and Stebe, 2000). 

Our preliminary experiments demonstrated that Tween does not affect bubble formation and 

interaction in the areas near the sparge stones. Most bubble coalescence occurs in the 

immediate vicinity of the sparge stones due to gas holdup in this region and because entering 

bubbles have a very small size. Hence, if the characteristic time scale for the surfactant to act 

on the bubble-liquid interface is too long, then the effect of interfacial surface tension on the 

mass transfer and bubble size distribution will be masked. The time scale for most surfactants 

to modulate the surface tension of an entering bubble is on the order of a few seconds (Ferri 

and Stebe, 2000). By comparison, the typical formation time of bubbles in the reactor 

(depending upon cylinder rotation speed and gas flow rate) is approximately a millisecond. 

Therefore, we conclude that using surfactants such as Tween causes formation of bubbles with 

practically no influence from the surfactant.  

In contrast to surfactants such as Tween, mixture of alcohol in water has several 

advantages. The high solubility of alcohol allows for a wide range of surface tensions to be 

achieved, in contrast to amphiphilic surfactants. The change in surface tension is not caused 

by formation of micelles, and hence no dynamic behavior need be considered. Furthermore, 

the surface tension is spatially homogeneous. However, the relatively large mole fractions of 
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alcohol needed to modulate surface tension leads to changes in the liquid mixture properties. 

Nevertheless, since the aim is to develop empirical correlations for bubble size and interphase 

mass transfer coefficients, these changes in fluid properties can be accounted for by making 

use of dimensionless parameters. A concern arising from preliminary experiments using 

different alcohols was an observation of apparent inhibition of bubble coalescence - a 

phenomenon that has been previously reported (Hur et al., 2014; Krishna et al., 2000). For 

example, the presence of relatively small amounts of ethyl alcohol, even below 0.5 mass 

percent, in the working liquid practically prevents coalescence of gas bubbles from the moment 

of their introduction into the liquid through sparge stones. For example, the image on the right 

side of Figure 3.2 shows such bubbles for the lowest alcohol concentration studied here, and 

the image on the left shows the bubble in the same experimental condition using only water. 

The bubble sizes are clearly different in the two images, in spite of a very small change in 

surface tension (~1.5%). Hence, by using sparge stones to break up the entering gas into tiny 

bubbles, these tiny bubbles coalesce quickly and form larger bubbles, similar to the size shown 

in the Left side image of Figure 3.2 The presence of alcohol strongly inhibits coalescence even 

far downstream from the gas injection point. In order to avoid this problem, large gas bubbles 

were introduced into the reactor using 23G blunt needles. In this way, coalescence is avoided 

and bubbles reach a steady-state size via breakage mechanisms which in turn depend upon 

reactor operating conditions that determine the hydrodynamics. Four needles located evenly 

around the perimeter of the gap area between the inner and outer cylinders were installed and 

the inlet tubings were carefully examined and adjusted for making a uniform inlet gas flow 

from all the needles. 
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Figure 3.2 Sample bubble images in reactor. Left: Using sparger stone in absence of alcohol | 

Right: Using sparger stone in presence of alcohol. 

Hence, in order to vary the gas-liquid interfacial surface tension, various mixtures of 

ethanol and water were used for the continuous liquid phase.  Ethanol concentrations up to a 

mass fraction of 0.20 were employed, yielding gas-liquid interfacial surface tensions ranging 

between 40.6 to 72.5 mPa.s, The corresponding range of the capillary number, defined as: 

Ca=
𝜇𝐿𝑢𝐺

𝜎
 (3.3) 

is 6.1×10-6 to 76.0×10-6. A lowest ethanol concentration of 0.46% is required for having a 

marked influence on the hydrodynamics (Sijacki et al., 2013). Because in some cases large 

mass fractions of ethanol were employed, fluid mixture properties were also affected as shown 

in Table 1. Properties of the water-ethanol mixture including density, viscosity, and interfacial 

surface tension were acquired from Khattab et. al. (Khattab et al., 2012) and the saturation 

concentration of air in water is calculated using the correlation of Battino et. al. (Battino et al., 

1983). The diffusion coefficient of air in pure water and in pure ethanol was taken from Singh 
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and Prasad (Singh and Prasad, 2011), and mixture values were assumed to depend linearly on 

mole fraction (Wong and Himmelblau, 1964). 

Table 3.1 Properties of Ethanol-Water mixture. 

Mass fraction [%] Mole fraction [%] ρL [kg/m3] µL [mPa.s] σ [10-3 N/m] DL [10-9 m2/s] 

0 0.0 997.7 0.96 72.5 2.01 

0.46 0.18 997.3 0.97 71.5 2.01 

5 2.06 993.0 1.12 61.6 1.99 

20 9.78 977.1 1.68 40.6 1.92 

 

3.3.3  Photographic Methods for Bubble Size Determination 

A Canon DSLR camera (EOS Rebel T3i) equipped with a zoom lens (EF-S 18-55 mm) 

adjusted to a focal length of 31 mm was used to record images of the flow test section using a 

shutter speed of 1/200 s and an aperture of f/14. In order to improve the clarity of the bubble 

edges in the images, an indirect lighting system with multiple external flashes and reflective 

umbrellas was used to decrease reflections from the inner cylinder. The sharpness of the images 

allows for a more accurate determination of the major and minor axes of bubbles, as shown in 

Figure 3.3.  

The detailed procedure for measuring bubbles and equations used in calculation of the 

bubble Sauter diameter are explained in length by Ramezani et al. (Ramezani et al., 2015) and 

similarly, the bubbles are assumed to take on a prolate shape for all cases with a rotating inner 

cylinder and an oblate shape for cases without rotation of the inner cylinder (annular bubble 

column). The Sauter diameter of an individual bubble is an equivalent spherical diameter that 

is calculated based on a volume equivalent diameter and a surface equivalent diameter 
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(Muroyama et al., 2012). This individual Sauter diameter is used for histogram plots and 

measuring the size distribution of bubbles. However, in calculations of the mass transfer, the 

Sauter mean diameter of all the bubbles is used. 

 

Figure 3.3 Sample bubble image showing major and minor axis measurements. 

3.3.4  Determination of Mass Transfer Coefficient 

In contrast to our previous report, which used only de-ionized water for the liquid 

medium, several mixtures of ethanol and de-ionized water were used for this study. In order to 

maintain consistency of fluid properties, for a given fluid composition, the same liquid was 

used to perform experiments for all rotation speeds and gas flow rates considered, in contrast 

to preparing a new batch of working fluid for each measurement.  

In addition, the experiment was run in multiple successive cycles of purging and 

introducing air to acquire an average for the mass transfer coefficient based on 3 successive 

measurements in contrast to a single measurement in the previous study. A typical plot of the 

dissolved oxygen concentration versus time for successive cycles is shown in Figure 3.4 Also 
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indicated is the portion of the data that was used for mass transfer calculations. All the 

measurements reported here show an R2 value of over 0.95 with most cases being above 0.99 

showing a great correlation for calculation of mass transfer. 

 

Figure 3.4 A full cycle of oxygen concentration data collection. Circles show the portion used 

for mass transfer calculations. 

The volumetric mass transfer coefficient measurement is performed using a dynamic 

method based upon a time series of dissolved oxygen concentrations, assuming well-mixed 

fluids in the reactor. Hence, an oxygen mole balance on the liquid phase (assuming that no 

oxygen is dissolved in the liquid initially) leads to:  

𝐿𝑛 (1 −
𝐶𝐿

𝐶∗) = −𝑘𝐿𝑎 𝑡 (3.4) 

where 𝐶∗ and 𝐶𝐿 are the oxygen concentrations in the liquid for saturated conditions and at an 

arbitrary time t, respectively, a is the specific gas-liquid interfacial surface area, and kL is the 

liquid side volumetric mass transfer coefficient (Garcia-Ochoa and Gomez, 2009).  
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3.4  Results and Discussion 

A total of 44 experimental trials were carried out, each corresponding to a specific 

combination of ethanol concentration (mass fractions 0, 0.0046, 0.05, 0.2), gas flow rate (100-

800 sccm), and cylinder rotation speed (0-700 rpm). A range of rotational speeds from 0-700 

rpm were studied with air flow rates of 100-800 sccm corresponding to 0.06 – 0.47 vvm. The 

superficial gas velocity varied from 3.7 mm/s. 

3.4.1  Bubble size and shape 

Representative probability distributions for the bubble Sauter diameter are shown in 

Figure 3.5 for various reactor operating conditions and fluid compositions. These data are well 

fit by log-normal distributions, as was reported previously for semi-batch gas-liquid Taylor 

vortex flow (Ramezani et al., 2015). The mean of the bubble Sauter diameters varies between 

2-4.5 mm for most cases with standard deviations of 0.12-1.31 mm. 

 

Figure 3.5 Probability density of bubble Sauter diameter for several measured cases. 
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Figure 3.6 shows the effect of surface tension on Sauter mean diameter for a selection 

of the studied cases. It is clear from the results that presence of surfactant in general causes 

smaller bubble sizes. For the lowest surfactant concentration, despite the surface tension being 

almost similar, bubble diameters are generally 10-25% smaller. This shows that independent 

of the effect of ethanol on the surface tension, its ability to inhibit bubble coalescence plays a 

major role in keeping the bubble sizes smaller. It is also evident from this figure that the 

interfacial surface tension below ~60 mN/m have very minimal influence on the Sauter mean 

bubble diameter. There are a few cases that show slight increase in bubble size with a decrease 

in surface tension opposite to the general trend of most cases. 

 

Figure 3.6 Effect of surface tension on Sauter mean bubble diameter. 

It was attempted to fit several different types of functions including a power-law 

correlation to the available bubble size data in terms of the independent non-dimensional 

parameters with little success. The correlation for the best fit was found as given in Eq. (5). 

This correlation has as R2 value of 0.540 and a mean error of 5.6%. 
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𝑑32

𝑟𝑜−𝑟𝑖
= 1.59 × 10−3Re𝑎

0.301(Re𝜃 + 1.13 × 105)0.324Ca−0.030 (5) 

A representation of the performance of this correlation is given in Figure 3.7. It can be 

observed that this correlation can provide a good estimate for the bubble size even though 

individual correlation terms specially the azimuthal Reynolds number show relatively poor 

performance. Further study of the details of the bubble behavior in this reactor is undergoing 

and preliminary results show that the bubble size variation from the bottom to the top of the 

reactor can be significant in higher rotation speeds. Even though using the Sauter mean 

diameter for the purpose of mass transfer measurement is accurate enough, this value does not 

accurately represent the complex evolution of bubble size in this reactor. In order to provide a 

proper measurement of bubble size in a Taylor-Couette reactor, it is necessary to measure 

bubble size as a function of the reactor height and make an attempt for providing separate 

correlations for initial and final bubble size. Such detailed measurement of bubble size is 

beyond the scope of the current study. 
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Figure 3.7 Performance of the bubble Sauter diameter correlation. 

In addition to the size of the bubbles, it was attempted to characterize their shape 

assuming them to take on the shape of oblate spheroids for non-rotating cases and prolate 

spheroids for rotating cases (Ramezani et al., 2015). The average ellipticity of bubbles as a 

function of the interfacial surface tension is shown in Figure 3.8 for several of the measured 

cases. It can be seen from this figure that bubbles have on average an ellipticity of 0.5-0.8 that 

corresponds to an aspect ratio of 1.2-2.0. The lowest studied ethanol concentration generally 

shows slightly less elliptical bubbles compared to the water only measurements. Even though 
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there is no clear trend of how average ellipticity is affected by surface tension, it is important 

to note that all the measured cases show that bubbles on average are far from being spherical. 

 

Figure 3.8 Effect of surface tension on average ellipticity. 

3.4.2  Volumetric Mass Transfer Coefficient 

A quick comparison of the kLa values from current study with that of Ramezani et al 

(Ramezani et al., 2015) for the water only experiments is shown in Figure 3.9 and Figure 3.10 

using plots of the volumetric mass transfer coefficient in terms of the gas flow rate and 

rotational speed, respectively. Both plots show the current data with the symbols of bigger size 

using the same shape as the corresponding series. 
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Figure 3.9 Comparison of volumetric mass transfer coefficient in terms of gas flow rate 

(Ramezani et al., 2015). 

Figure 3.9 shows that with similar rotational speeds current data lie within the trend of 

previously reported experiments except for the no rotation and 100 rpm cases. At higher 

rotation speeds, the bubble size grows very rapidly right after the injection into the reactor 

whereas the lower speeds cause a gradual increase in the size of bubbles throughout the reactor. 

When using needles, the initial bubbles are much larger comparing to the sparger stones even 

though the average and final bubble size are fairly similar. The rapid growth of the size of 

bubbles in higher rotational speeds causes the initial transition of bubble size to have negligible 

effect on the overall mass transfer. However, with lower rotational speeds and gradual growth 

of the bubbles, using sparger stones causes smaller bubbles to exist in a larger portion of the 

reactor and causes slightly higher interfacial mass transfer area. Hence the cases with needle 

show slightly lower mass transfer rate. 
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Figure 3.10 Comparison of volumetric mass transfer coefficient in terms of rotational speed 

(Ramezani et al., 2015). 

Figure 3.10 shows at lower gas flow rates the current data lie fairly well within the 

trend of previously reported data whereas the higher gas flow rates show lower overall mass 

transfer rate in the current study. The movement of bubbles inside the reactor is highly affected 

by the azimuthal rotation of the inner cylinder and the Taylor vortices. When using the sparger 

stones at the inlet, bubbles take place at the sparger surface and are almost stagnant before 

getting detached due to their size or the shearing flow. When using the needles at lower flow 

rate, an almost similar behavior in bubble departure from inlet occurs with bubbles getting 

detached and carried away by the liquid flow. In contrast, at higher gas flow rates using 

needles, a piercing jet of the gas phase penetrates into the liquid flow that disrupts the flow up 

to a certain height where it loses its momentum. This initial jet region has the characteristic of 

highly concentrated gas phase that is less mixed with the liquid that causes a lower mass 

transfer rate. It is estimated that for the current reactor at highest gas flow rates, a maximum 
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of a quarter of the reactor length is affected by this jet penetration resulting in the lower mass 

transfer rates that can be seen in Figure 3.10. 

Figure 3.11 shows a plot of mass transfer coefficient versus the interfacial surface 

tension for several of the measured cases separated by the rotational speed and gas flow rate. 

It was observed that addition of surfactant generally increases the mass transfer coefficient. 

Most of the studied cases show a spike in the value of kLa at the lowest ethanol concentration 

comparing to the water only cases. Further addition of ethanol has a lower effect on the value 

of mass transfer coefficient with some cases having slightly higher and some having slightly 

lower kLa values at 5% ethanol concentration comparing to 0.46%. Extending to higher 

concentrations of ethanol causes even smaller variation of kLa. 

 

Figure 3.11 Effect of surface tension on mass transfer coefficient. 

A power law correlation for the Sherwood number was developed in terms of the 

azimuthal and axial Reynolds numbers as well as the capillary number. This correlation has an 

R2 value of 0.957 and a mean error of 8.5% as is given in Eq. (6). 
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𝑆ℎ = 4.19 × 10−3𝑅𝑒𝑎
0.805(𝑅𝑒𝜃 + 1.22 × 104)0.941𝐶𝑎0.312 (3.5) 

A visualization of the effect of individual terms in this correlation as well as the 

performance of correlation are given if Figure 3.12. It should be noted that the Sherwood 

number is a characterization of both mass transfer rate and average bubble size as defined: 

𝑆ℎ =
𝑘𝐿𝑎𝑑32

2

𝐷𝐿
 (3.6) 

 

Figure 3.12 Performance of the mass transfer correlation. 
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3.5  Conclusion 

Experimental measurements were performed to study the effect of interfacial surface 

tension on liquid phase volumetric mass transfer coefficient in a vertically oriented semi-batch 

Taylor-Couette reactor. Bubble size and shape of the secondary gas phase were also measured 

and the influence of interfacial surface tension was studied. Ethanol was used as the surfactant 

of choice and experiments were done at several combinations of rotational speed, gas flow 

rate, and surfactant concentration. 

Bubble size distributions were found to show a log-normal distribution and the Sauter 

mean diameter was shown to generally decrease with higher concentrations of ethanol 

corresponding to lower interfacial surface tension. This effect in non-linear with higher 

reduction of the bubble size at lower concentrations of surfactant. An empirical correlation for 

calculation of the Sauter mean bubble diameter as a function of azimuthal and axial Reynolds 

numbers and Capillary number. Bubbles were found to have an average ellipticity of 1.2-2.0 

even though there seems to be no apparent correlation of ellipticity with the parameters studied 

here. 

Mass transfer coefficients for cases with no surfactant were compared with our 

previous study and the effect of using needles rather than sparge stones for gas inlet was 

discussed. It was observed that introduction of the surfactant generally causes an increase in 

mass transfer coefficient at lower concentrations and higher concentrations of surfactant has 

little impact on mass transfer. A correlation was proposed for calculation of the Sherwood 

number in terms of azimuthal and axial Reynolds numbers and Capillary number. 
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CHAPTER 4  

AN ADAPTIVE MODEL FOR GAS–LIQUID MASS TRANSFER IN A TAYLOR 

VORTEX REACTOR 

This chapter is an article published in International Journal of Heat and Mass Transfer 

(Gao et al., 2015a). My contribution is limited to providing the experimental results. 

4.1  Abstract 

Gas–liquid Taylor–Couette flow devices have attracted interest for use as chemical and 

biological reactors, and consequently the accurate prediction of interphase mass transfer 

coefficients is crucial for their design and optimization. However, gas–liquid mass transport in 

these systems depends on many factors such as the local velocity field, turbulent energy 

dissipation rate, and the spatial distribution and size of bubbles, which in turn have complicated 

dependencies on process, geometric, and hydrodynamic parameters. Here we overcome these 

problems by employing a recently developed and validated Eulerian two-phase CFD model to 

compute local values of the mass transfer coefficient based upon the Higbie theory. This 

approach requires good estimates for mass transfer exposure times, and these are obtained by 

using a novel approach that automatically selects the appropriate expression (either the 

penetration model or eddy cell model) based upon local flow conditions. By comparing the 

simulation predictions with data from corresponding oxygen mass transfer experiments, it is 

demonstrated that this adaptive mass transfer model provides an excellent description for both 

the local and global mass transfer of oxygen in a semibatch gas–liquid Taylor–Couette reactor 

for a wide range of azimuthal Reynolds numbers and axial gas flow rates. 
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4.2  Introduction 

Interphase mass transfer plays a crucial role in the design, scale-up and optimization of 

multiphase chemical and biological reactors. As a result, considerable effort has been expended 

to develop reliable correlations for estimating interphase mass transfer coefficients. For gas–

liquid systems, it is usually assumed that the liquid side mass transfer resistance at gas–liquid 

interfaces limits interphase mass transport, and therefore gas side mass transfer resistance is 

neglected (Deckwer et al., 1974). Hence, the liquid side volumetric mass transfer coefficient 

(kLa) is used to compute the overall mass transfer rate across a gas–liquid interface. However, 

it can be difficult to estimate kLa because of the many factors affecting this quantity, such as 

gas holdup and bubble size, slip velocity, and turbulent energy dissipation rate. These factors 

in turn depend non-trivially on reactor operating conditions, geometry, and physical properties 

of the gas and liquid phases. Some dependencies of the volumetric mass transfer coefficient 

on hydrodynamic, operating, and geometric parameters are illustrated in Figure 4.1. 
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Figure 4.1 Illustration of the relationships between volumetric mass transfer coefficient and 

various geometric, operational, and hydrodynamic parameters. 

Although numerous empirical correlations have been developed for gas–liquid mass 

transfer in bubble columns (Colombet et al., 2011; Gourich et al., 2006; Kawase et al., 1987; 

Muroyama et al., 2013), airlift reactors (Cockx et al., 2001; Huang et al., 2010; Kawase and 

Hashiguchi, 1996), and stirred tanks (Garcia-Ochoa and Gomez, 2005, 2004; García-Ochoa 

and Gómez, 1998; Özbek and Gayik, 2001a), comparatively little is known concerning 

interphase mass transfer in Taylor–Couette flow cells (Dłuska et al., 2004, 2001; Kadam et al., 

2008; Wroński et al., 1999), which have recently gained interest for use as bioreactors (Haut 

et al., 2003; Kliphuis et al., 2010; Kong and Vigil, 2014, 2013; Kong et al., 2013; Qiao et al., 

2014b; Sorg et al., 2011; Zhu et al., 2010). These devices, which consist of fluids confined in 

the annular space between two coaxial cylinders (see Figure 4.2) with the inner cylinder 

undergoing rotation, can be used to generate pairs of toroidal vortices with mixing 

characteristics advantageous for culturing a variety of microorganisms (Haut et al., 2003; Kong 

and Vigil, 2014; Kong et al., 2013; Qiao et al., 2014b; Zhu et al., 2010). Specifically, as the 
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inner cylinder rotation speed increases above a critical value that depends upon the reactor 

geometry and fluid properties, the fluid undergoes transition from laminar Couette flow 

(circular flow with only an azimuthal component) to laminar Taylor vortex flow. Subsequent 

increases in cylinder rotation speed lead to higher order instabilities such as wavy vortex flow, 

modulated wavy vortex flow, and turbulent Taylor vortex flow (Andereck et al., 1986; Coles, 

1964; Wang et al., 2005a, 2005b). 

 

Figure 4.2 Configuration of a Taylor vortex reactor. 

Although a large literature concerning single phase Taylor vortex flow has been built 

over many years, far less is understood concerning multiphase Taylor vortex flow, particularly 

with respect to mass transport in such systems. The addition of a second fluid phase leads to 

instabilities and flow patterns not observed in single-phase flow (e.g. phase inversions and 

nonhomogeneous distribution of fluid phases) (Joseph and Preziosi, 2006; Joseph et al., 1984; 

Renardy and Joseph, 1985; Zhu and Vigil, 2001a; Zhu et al., 2000). The available information 

for interphase mass transport in two-phase Taylor–Couette flow is even more limited, and until 

now, no computational or theoretical models for interphase mass transfer have been developed 

for this system. Most of what has previously been reported concerning interphase mass transfer 
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in Taylor–Couette flow is attributable to work performed by Wroński et al. (Wroński et al., 

1999) and Dluska et al. (Dłuska et al., 2004, 2001), who carried out experiments in a 

continuously-fed horizontally-oriented gas–liquid Taylor–Couette reactor and observed 

volumetric mass transfer coefficients with values on the order of 0.1 s−1. However, the flow 

patterns generated in a horizontal gas–liquid reactor are significantly different from those that 

are produced in a vertically oriented reactor, because axial symmetry is destroyed in a 

horizontal reactor by the vertical gravity field that gives rise to a non-axisymmetric buoyant 

force. 

In contrast to horizontally oriented gas–liquid Taylor–Couette reactors, the buoyant 

force acting on gas bubbles is parallel to the cylinder axis in vertically oriented reactors. As a 

result, effluent gas can easily be separated from the liquid phase by feeding gas through the 

bottom of the reactor and by providing sufficient head space for bubbles to rupture as they 

emerge from the liquid free surface at the top of the reactor. Such a configuration is particularly 

useful for delivery of carbon dioxide and removal of oxygen during the culture of phototrophic 

microorganisms. Interest in vertically oriented gas–liquid Taylor vortex reactors has also been 

driven by the discovery of the existence of nontrivial bubble distributions and dramatic drag 

reduction on the rotating inner cylinder (Chouippe et al., 2014; Maryami et al., 2014; van Gils 

et al., 2013; Van Gils et al., 2011). 

Recently the authors carried out oxygen transport experiments in a vertical gas–liquid 

Taylor–Couette reactor (Ramezani et al., 2015). They found that gas–liquid mass transfer 

coefficients in the vertical reactor were significantly smaller than those reported for horizontal 

reactors. In addition, the authors developed empirical correlations for the mass transfer 

coefficient and the mean bubble diameter as functions of the liquid azimuthal Reynolds number 
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and the gas axial Reynolds number. While these correlations are useful for understanding the 

relative contributions of the azimuthal and axial flows in determining the magnitude of mass 

transfer coefficients, they cannot easily be generalized because (a) Taylor vortex flow patterns 

cannot be predicted based solely upon axial and azimuthal Reynolds numbers (they also 

depend upon reactor geometry) and (b) Taylor vortex flow is known to exhibit flow pattern 

multiplicity, depending upon flow history (Andereck et al., 1986). 

In view of the above discussion, it is evident that the prediction of interphase mass 

transport coefficients for arbitrary Taylor–Couette reactor geometries and operating conditions 

requires an approach that incorporates details of the fluid flow. To that end, and by making use 

of our recently-developed computational fluid dynamics simulations for two-phase Taylor 

vortex flow (Gao et al., 2015b), in this work we compute interphase mass transfer coefficients 

by integrating local fluid velocity and phase distribution information into well-known 

theoretical models for interfacial mass transport. This method for computing mass transfer 

coefficients is then validated by comparing model predictions against our existing 

experimental data for interphase mass transport in a vertical Taylor–Couette gas–liquid reactor 

(Ramezani et al., 2015). Indeed, by properly selecting the mass transport model appropriate to 

the fluid flow regime, we demonstrate that this computational approach is capable of 

reproducing experimental data with high accuracy. Consequently, by making use of 

information obtained from the computational fluid dynamics (CFD) simulations that is difficult 

to obtain experimentally, we are able to identify the mechanisms that most strongly impact 

interphase mass transfer in vertical gas–liquid Taylor–Couette devices. 

The remainder of the paper is organized as follows. In Sections 4.3 and 4.4 we present 

the model equations and computational details for both the CFD simulations and the mass 
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transfer coefficient calculations. In Section 4.5 we validate the computational approach for the 

prediction of interphase mass transport coefficients by comparing simulation results with 

experimental data. The computational results are also discussed in greater detail, including 

consideration of factors such as gas spatial distribution and fluid flow in regions with high 

bubble concentrations. General conclusions are presented in Section 4.6 . 

4.3  Model equations 

4.3.1  CFD model for bubbly Taylor–Couette flow 

In this work, the two-phase fluid flow was modeled using an Eulerian-Eulerian 

approach that we recently employed and validated for bubbly Taylor–Couette flow (Gao et al., 

2015b). The flow was assumed to be axisymmetric (Gao et al., 2015b; Sathe et al., 2010) so 

that the quasi-two-dimensional mass, momentum, and species transport equations include an 

axisymmetric azimuthal velocity component: 

 (4.1) 

 (4.2) 

 (4.3) 

Here, 𝛼𝑘and 𝑢⃑ 𝑘are the phase volume fraction and the phase velocity, respectively. 𝑌𝑘
𝑖 

is the mass fraction of species i in phase k. The term 𝑆𝑝𝑘 is the rate of mass transfer from phase 

p to phase k. The phase stress and Reynolds stress tensors are represented by 𝜏𝑘̿ and 𝜏𝑘̿
Re, 

respectively. 𝐽 𝑘
𝑖 and 𝑆𝑝𝑘

𝑖  represent the diffusive flux and the net rate of appearance of species i   
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due to interphase mass transfer. The term 𝐹𝑙𝑘 is the interphase momentum exchange term, 

which can be decomposed into at least five independent interphase forces (Gao et al., 2015b, 

2013): 

 (4.4) 

These interphase forces represent drag, lift, virtual mass, wall lubrication, and turbulent 

dispersion, respectively. The constitutive relations and model constants are summarized in 

Table 4.1 and Table 4.2, respectively. The rationale for the selection of these five interphase 

forces is as follows. In a recent report on simulation of turbulent gas–liquid Taylor–Couette 

flow, it was demonstrated that the radial bubble distribution depends primarily upon the 

competition between the radial pressure gradient, the turbulent dispersion force, and to a lesser 

extent wall lubrication forces (Gao et al., 2015b). However, because the axial motion of 

bubbles is driven by buoyancy, it can be expected that the same interphase forces important 

for accurately simulating bubble columns, namely drag, virtual mass, and lift forces, must also 

be included in the analysis (Monahan and Fox, 2007). A fuller discussion of various interphase 

force terms can be found in the recent review article by Buffo and Marchisio (Buffo and 

Marchisio, 2014). 
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Table 4.1 Constitutive relations for bubbly Taylor–Couette two-fluid model (Gao et al., 2015b, 

2013). 

Drag force 

(TOMIYAMA et 

al., 1998) 

 

 
 

Lift force (Drew 

and Lahey, 1993) 
 

Virtual mass force 

(Antal et al., 1991) 
 

Wall lubrication 

force (Antal et al., 

1991) 

 

Turbulent 

dispersion force 

(Behzadi et al., 

2004; Huang et al., 

2010; Talvy et al., 

2007) 

 

 

Table 4.2 Constants in bubbly Taylor–Couette two-fluid model (Gao et al., 2015b). 

CL 
CVM C1 C2 CT 

0.02 0.5 -0.01 0.05 2 
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The source terms attributable to interphase mass transport, 𝑆𝑝𝑘, depend upon the 

specific physical system under consideration. In this work we seek to validate our 

computational approach by comparing simulation predictions with our experiments previously 

reported (Ramezani et al., 2015). In the experiments, the feed liquid and gas phases consisted 

of water and a binary mixture of oxygen and nitrogen in proportions that approximate the 

composition of dry air, and the rate of transport of oxygen from the gas bubbles to the water 

phase was determined from temporal measurements of dissolved oxygen concentration in the 

liquid phase. Similarly, in this simulation work bubbles are assumed to be dry and the effect 

of water vapor on bubble physical properties and interfacial mass transfer is neglected because 

the saturation pressure of water vapor in the bubbles at room temperature (2310 Pa) is much 

smaller than the partial pressures of oxygen and nitrogen. Hence only the interphase transport 

of oxygen and nitrogen was considered at the bubble–liquid interface, governed by the 

following equation: 

 (4.5) 

where 𝑅𝑔𝑙
𝑖  is the interphase mass transfer rate of species i, 𝑐𝑙,∗

𝑖 = 𝑝𝑖 𝐻𝑖⁄ , Hi is the 

Henry’s Law constant for species i, kLa is the volumetric mass transfer coefficient, and a is the 

specific interfacial area, 

 (4.6) 

Thus, the total volumetric mass transfer rate can be expressed as 

 (4.7) 
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where 𝑀𝑤
𝑖  is the molecular weight of species i. Although tracking of interphase nitrogen 

transport was included for comprehensiveness, simulations performed with and without 

nitrogen transport demonstrated that no difference was found in the predictions, due to the low 

solubility of nitrogen in water. Consequently, it is not necessary to include interphase nitrogen 

transport in the model equations. Lastly, we note that care must be taken in the use of Eq. (3.6) 

for bubble populations with non-monodisperse distributions. In such cases, it is necessary to 

use the Sauter mean bubble diameter for db. 

4.3.2  Turbulence modeling 

In this work, the standard k-ω model was employed to simulate turbulence, as this 

method has been shown to accurately predict velocity fields, global gas holdup, and the spatial 

bubble distribution in turbulent gas–liquid Taylor–Couette flow (Gao et al., 2015b)s. Only 

liquid phase turbulence is considered, since the bubble phase volume fraction is very low 

(<2%). Indeed, we performed simulations that include bubble induced turbulence (by 

embedding the Sato bubble induced turbulence model into the standard turbulence model (see 

Sato and Sekoguchi (Sato and Sekoguchi, 1975) for details) and found no significant difference 

in the predictions compared to cases simulated without bubble induced turbulence. For the 

same reason, bubble–bubble interactions were also neglected. The turbulent kinetic energy (kl) 

and the specific dissipation rate (ωl) are governed by the following transport equations 

(Wilcox, 1993): 

 (4.8) 

 (4.9) 
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where Gk and Yk represent the generation and dissipation of turbulent kinetic energy, 

and Gω and Yω represent the generation and dissipation of ω, respectively. The terms σk and σω 

represent the turbulent Prandtl numbers for k and ω, respectively, and are both taken to be 

equal to 2.0. The turbulent viscosity μl,t depends upon kl and ωl as follows: 

 (4.10) 

4.3.3  Mass transfer models 

Commonly employed models for the prediction of the liquid-side mass transport 

coefficient for gas bubbles in a continuous liquid phase include the penetration (Higbie, 1935), 

eddy cell (Lamont and Scott, 1970) and laminar boundary layer models (Griffith, 1960). 

Thorough overviews of these and other models can be found in Huang et al. (Huang et al., 

2010) and Garcia-Ochoa and Gomez (Garcia-Ochoa and Gomez, 2009). The laminar boundary 

layer model is written as 

 (4.11) 

where the slip velocity is defined as 𝑢slip = |𝑢⃑ 𝑔 − 𝑢⃑ 𝑙|, db is the bubble diameter, DL is 

the diffusivity of the solute in the liquid phase, νl is the kinematic viscosity of the liquid, and 

C is a constant. Different values of C have been reported including 0.6 (Huang et al., 2010) 

and (Lochiel and Calderbank, 1964) and 0.42 (Griffith, 1960) and (Linek et al., 2004). The 

laminar boundary layer model can be applied only for rigid bubbles with small diameter (db<1 

mm) or bubbles with completely immobile surface due to contamination (Alves et al., 2006). 

Some authors have found that the laminar boundary layer model underpredicts the mass 

transfer coefficient when it is applied to bubble columns or stirred tanks (Huang et al., 2010). 
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The penetration theory proposed by Higbie (Higbie, 1935) assumes that bubble 

surfaces are immobile, but it accounts for unsteady diffusion of gas into the liquid at the gas–

liquid interface by introducing a characteristic gas–liquid exposure time, leading to the 

following expression: 

 (4.12) 

An estimate is needed for the exposure time, given by 𝑡𝑒 = 𝑑𝑏 𝐹2𝑢slip⁄ , where uslip is 

the slip velocity, db is the bubble diameter, and where F is a constant. Substitution of the 

exposure time into Eq. (12) leads to 

 (4.13) 

In the Higbie penetration theory for a single bubble, the constant F is taken as unity, 

whereas smaller values have been used by investigators when considering bubble swarms and 

high gas volume fractions. For instance, Wang et al. (Wang and Wang, 2007) found that the 

volumetric mass transfer rate in a bubble column can be well predicted using F=0.8. 

The penetration theory model is known to underpredict mass transfer for highly 

turbulent flows, and Eq. 12 implies that this is caused by an overestimation of the exposure 

time. Indeed, several experimental studies of gas–liquid transport in turbulent flow have 

revealed that the liquid-side mass transfer is controlled by interfacial surface renewal by small 

scale eddies rather than by any measure of the mean flow of the liquid relative to the bubbles, 

such as the slip velocity (Lamont and Scott, 1970). As a result, for highly turbulent flow it is 

more appropriate to estimate the characteristic gas–liquid exposure time using the Kolmogorov 

theory of isotropic turbulence, which leads to the following eddy cell model: 
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 (4.14) 

In the above equation, εl represents the liquid turbulence dissipation rate. Various 

values of the model constant 𝐾́ = (4 𝜋⁄ )1 2⁄ 𝐾 have been suggested in the literature, e.g. (4/π)1/2 

(Kawase et al., 1987), 0.592 (Alves et al., 2006), 0.4 (Lamont and Scott, 1970), 0.301 (Kawase 

and Hashiguchi, 1996), 0.523 (Linek et al., 2004), 0.27 (Wang and Wang, 2007). Wang (Wang 

and Wang, 2007) has hypothesized that the inconsistency of the various estimates for K′ stem 

from two causes including (1) the difficulty in accurately calculating turbulent dissipation rates 

and (2) lack of consideration of the bubble swarm effect on mass transfer. 

Although the various mass transfer models discussed above find wide usage, none are 

appropriate for simulating all of the local conditions and flow patterns that arise in Taylor–

Couette devices. Specifically, the assumptions associated with the classical penetration theory 

model are inconsistent with turbulent flow and lead to an overestimation of the exposure time 

at high cylinder rotation speeds, whereas the eddy cell model overpredicts exposure time for 

low dissipation rates at low rotation speeds. For this reason, we introduce an adaptive mass 

transfer model that combines the strengths of both models and that can be used over a wide 

range of Reynolds numbers and at all locations in the reactor. Specifically, by computing the 

local exposure time for both models, the most appropriate model for given flow conditions can 

be selected by choosing the one that predicts the smallest exposure time. i.e., 

 (4.15) 

Here, F and K are adjustable constants that are needed to account for the fact that the 

slip velocity is sensitive to the drag model used and the turbulence dissipation rate is sensitive 
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to the turbulence model employed. Consequently, the adaptive mass transfer model used in 

this work can be expressed as follows: 

 (4.16) 

In order to make use of the penetration model, the eddy cell model, or the adaptive 

model described above, it is necessary to choose values for the model constants F and K. 

Although the range of previously reported values for F and K is not large, we have chosen to 

fit these parameters by making use of measurements reported in our experimental investigation 

of oxygen mass transport in gas–liquid Taylor–Couette (Ramezani et al., 2015), which is 

described in more detail in Section 4.5.1 . After testing several values for both F and K, these 

constants were taken to be F=1.2 and K=0.35. These values are consistent with those used by 

other investigators, as was discussed previously. 

4.4  Simulation approach and computational details 

4.4.1  Overview of computational approach 

As was previously mentioned, the overall strategy for computing interphase mass 

transfer coefficients consists of 1) performing two-phase CFD simulations in order to compute 

instantaneous and time-averaged velocity fields and fluid phase distributions, and 2) 

computing local interphase mass transfer coefficients kL from Eq. 3.16 by using flow field 

predictions to estimate turbulence energy dissipation rates (ε) and slip velocities 𝑢slip =

|𝑢⃑ 𝑔 − 𝑢⃑ 𝑙|. It should be noted that the Eulerian CFD approach used here requires foreknowledge 

of the mean gas bubble diameter, as this quantity is needed to compute components of the 

interfacial momentum exchange rate 𝐹𝑙𝑘, such as drag and virtual mass. Furthermore, once the 
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mean bubble diameter is specified and the resulting gas holdup is computed, the specific 

surface area can also be computed from Eq. 3.6, and subsequently interphase mass transfer 

rates can be determined. For this reason, and also to validate the computational approach with 

experiments, the simulations reported here were performed using the same geometry and fluids 

corresponding to the experimental conditions used by Ramezani et al. (Ramezani et al., 2015), 

who developed the following correlations for the volumetric mass transfer coefficient and 

mean bubble size in a vertical gas–liquid Taylor–Couette reactor: 

 (4.17) 

 (4.18) 

In the above expressions db is the Sauter mean diameter, Rea is the axial Reynolds 

number based upon the gas flow rate, and Reθ is the azimuthal Reynolds number based upon 

the liquid phase fluid properties. Hence, the mean bubble sizes needed to carry out the CFD 

simulations were obtained from Eq. 3.18, and the resulting simulation predictions for kL were 

compared against those given by Eq. 3.17. 

4.4.2  Computational domain and boundary conditions 

A schematic of the Taylor–Couette apparatus used in the experiments of Ramezani et 

al. (Ramezani et al., 2015) and in the simulations presented here is shown in Figure 4.3. The 

rotating inner cylinder has an outer radius of 3.81 cm and the fixed transparent acrylic outer 

cylinder has an inner radius of 5.08 cm, resulting in a gap width of 1.27 cm. The length of the 

reactor is 50.8 cm and the reactor is filled to a height of h=48 cm, thus the total liquid working 

volume within the reactor is 1.70 L. The corresponding radius ratio and aspect ratio of the 

apparatus are given by η=ri/ro=0.75 and Γ=h/(ro-ri)=40, respectively. 
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Figure 4.3 Schematic of Taylor–Couette bioreactor used for mass transfer experiments 

(Ramezani et al., 2015). 

A non-uniform rectangular mesh was employed to simulate the annular flow chamber, 

and three progressively finer mesh resolutions (20×240,32×480,50×720) radial×axial nodes 

were tested until a grid-independent solution was obtained. Because no differences were 

observed in the solution between the two finest grids tested, all subsequent computations were 

performed using the 32×480 mesh. It should be noted that in the near-wall regions a finer grid 

spacing was used (8 grid points within 2.5 mm of either wall) to capture steep gradients 

associated with the no-slip boundary conditions. The first layer of grid points was located 

within the viscous sublayer at wall units y+=3.3 and 5.0 for the inner and outer cylinders, 

respectively. 

The reactor operated in a semi-batch mode with continuous flow of gas and no feed or 

removal of liquid. The gas inlet was modeled as a narrow channel with a width of 10 mm near 

the outer wall at the bottom of the reactor to mimic the feed conditions in the experiment. The 
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boundary at the top of the annular fluid mixture was treated as a gas outflow boundary to 

simulate the liquid free surface in contact with a head space. In summary, the boundary 

conditions used were as follows. No-slip conditions were used at solid boundaries, and the 

azimuthal velocity of the inner cylinder was chosen to match experimental conditions. A fixed 

gas velocity was prescribed at the gas inlet at the bottom of the reactor and by specifying an 

inlet bubble volume fraction of 0.05. Pressure outlet boundary conditions were used for both 

fluid phases. 

Simulations were initialized assuming that only the liquid phase occupied the annular 

flow chamber so that αg=0. Subsequently, the momentum, mass, and species conservation 

equations described above were solved in double precision using the commercial finite volume 

CFD code, ANSYS FLUENT 14.5 (Ansys Inc., US). The interphase mass transfer model was 

embedded into the CFD code with the aid of user defined functions (UDFs). The pressure–

velocity coupling was resolved using the SIMPLE algorithm (Patankar, 1980). Transient CFD 

simulations were carried out using a time step of 5×10-4 s. Generally, 30–60 s of simulated 

physical time was required to reach a quasi-steady state wherein the global gas volume fraction 

did not change with time. 

4.5  Results and discussion 

In our previous work (Gao et al., 2015b), the two-fluid model described in Section 4.3  

was validated by direct comparison of simulated results with velocity and phase distribution 

data from experiments performed by Murai et. al. (Murai et al., 2005), who carried out studies 

of a vertical semibatch gas–liquid Taylor–Couette reactor. Consequently, we focus here on 

model predictions for mass transfer calculations. 
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4.5.1  Selection of mass transfer model parameters 

As was mentioned in Section 4.3.3 , the penetration, eddy cell, and adaptive mass 

transfer models require specification of the model constants F and K. The values used here 

(F=1.2, K=0.35) were obtained by fitting simulation predictions for the penetration and eddy 

cell models to data from corresponding experiments described in our earlier work (Ramezani 

et al., 2015). Specifically, in order to select the optimal value of F, simulations of gas–liquid 

oxygen mass transfer using the penetration model (3.13) were performed for several values of 

F and for the lowest rotation speed considered, and the volumetric averaged values of kLa were 

compared with experimentally determined values. A similar procedure was used to select the 

optimal value of K, except that simulations were performed using the eddy cell mass transfer 

model (3.14) and compared with data from experiments performed at the highest rotation 

speeds considered. 

4.5.2  Validation of adaptive mass transfer model 

Axially averaged plots of the radial distribution of the simulated volumetric mass 

transfer coefficient using different theoretical models are shown in Figure 4.4(a). Specifically, 

calculations were performed using the laminar boundary layer (Eq. 3.11), penetration (Eq. 

3.13), eddy cell (Eq. 3.14), and adaptive (Eq. 3.16) models. It can be seen from these plots that 

interphase mass transfer is virtually non-existent in the reactor except near the inner cylinder, 

because that region is where most of the gas is located (Figure 4.4(b)). 
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Figure 4.4 Axially averaged radial distributions of (a) volumetric mass transfer coefficient 

(1/s1/s), (b) gas volume fraction, (c) slip velocity (m/s), and (d) turbulence dissipation rate (m2/s3) for 

rotation speed and gas flow rate of 300 rpm and 0.235 vvm, respectively. 

Comparison of the simulated spatially averaged volumetric mass transfer coefficient 

with experimental data is shown in Figure 4.5 and Figure 4.6 for various rotation speeds and 

gas flow rates. Examination of the data presented in Figure 4.5 suggests that kLa is relatively 

insensitive to rotation speed for speeds lower than 300 rpm, but increases monotonically at 

higher rotation speeds. In contrast, Figure 4.6 demonstrates that the volumetric mass transfer 

coefficient increases with increasing gas flow rate over the entire range of cylinder speeds 

studied. In all cases considered, mass transfer coefficients computed using the laminar 

boundary layer model are significantly lower than the corresponding experimental values, as 

is expected since the flow conditions do not satisfy the laminar boundary layer model 
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assumptions. As expected, the penetration model, which relies on slip velocity to estimate 

characteristic gas–liquid exposure time, produces values of kLa very close to experimental 

values observed at low rotation speeds, whereas it fails at the higher rotation speeds studied. 

In contrast, the eddy cell model is more accurate for high cylinder rotation speeds but produces 

values that are too low at the lower rotation speeds. These results are consistent with findings 

of Alves et al. (Alves et al., 2006), who showed that the penetration model can be used to 

calculate bubble mass transfer coefficients for turbulent dissipation rates up to at least ε ≈ 0.04 

m2/s3. For the calculations presented in Figure 4.5 and Figure 4.6, the penetration model 

becomes inaccurate for spatially averaged turbulent dissipation rates larger than approximately 

0.1 m2/s3. Fortunately, the eddy cell model accurately predicts the volumetric mass transfer 

coefficient when the turbulent dissipation rate is larger than 0.1 m2/s3. Consequently, the 

proposed adaptive mass transfer model (Eq. 3.16) combines the advantages of both the 

penetration and eddy cell models in order to produce good global predictions over a wide range 

of turbulent flow conditions by automatically selecting the most appropriate mass transfer 

model for local conditions. A few exceptions occur at high rotation speeds and low gas flow 

rates, where the penetration model appears to perform slightly better than the adaptive model. 

Further experiments under these conditions will be needed in order to determine if the selection 

criterion of the adaptive model can be improved, for example by accounting for the local gas 

holdup. 
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Figure 4.5 Comparison of predicted average volumetric mass transfer rate by different mass 

transfer models with experimental data under different rotational speeds. 
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Figure 4.6 Comparison of predicted average volumetric mass transfer rate by different mass 

transfer models with experimental data under different inlet gas flow rates. 

Although the comparison of experimental measurements with predictions based upon 

the adaptive mass transport model combined with CFD simulations provide evidence for the 

validity of the modeling approach used here, it is possible to further validate the model by 

comparing simulation predictions with raw experimental results. For example, in the work of 

Ramezani et al. (Ramezani et al., 2015), values of kLa were determined by measuring dissolved 

oxygen in the liquid phase in response to a step change in the feed gas composition. Simulation 

of the evolution of dissolved oxygen concentration for one of these experiments (by including 

species transport equations in the CFD simulations) is shown in Figure 4.7 and compared 

directly to the experimental measurements. Because of startup transients associated with the 

experimental protocol (more fully described in (Ramezani et al., 2015)), there is a brief 
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induction period before dissolved oxygen is detected by the oxygen sensor. This startup 

transient is not observed in the simulations because mass transfer was enabled only after the 

two-phase fluid flow reached a steady state. In spite of these important differences, the 

predictions are in remarkably good agreement with the experiments. 

 

Figure 4.7 Comparison of simulated instantaneous liquid phase oxygen concentration with 

experimental data of a specific case (0.235 vvm, 300 rpm) at an axial location of 12.7 cm from the 

bottom of the reactor and near the outer cylinder wall. 

We also note that Ramezani et al. (Ramezani et al., 2015) assumed (and confirmed by 

experiments) that the bulk liquid phase was sufficiently well mixed so that the dissolved 

oxygen concentration was essentially spatially uniform and therefore dissolved oxygen 

measurements at a single point are sufficient for determining the global value of kLa. Indeed, 

the simulation of these experiments predicts spatial homogeneity in the distribution of oxygen 

in the liquid phase (not shown). 
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4.5.3  Factors influencing mass transfer rate 

For the mass transfer models considered here, kL and a are most directly impacted by 

slip velocity, dissipation rate and bubble diameter. These quantities in turn are determined by 

system operating conditions, geometrical parameters, and physical properties, as shown in 

Figure 4.1. Here, we discuss the impact of several factors, including quantities that are difficult 

to obtain from experiments but that are accessible from CFD calculations. 

As was discussed previously, a priori knowledge concerning bubble diameter is 

required to carry out the computations. Specifically, the Sauter mean bubble diameter was 

estimated using the empirical correlation given by Eq. 3.18 (Ramezani et al., 2015), which 

depends upon both the azimuthal and axial Reynolds numbers. From this equation, it is evident 

that the azimuthal Reynolds number (cylinder rotation speed) has a stronger effect on bubble 

diameter than does the axial Reynolds number (gas flow rate). For example, a fivefold increase 

in rotation speed produces an increase in bubble diameter of ≈50%, whereas a fivefold increase 

in gas feed rate only results in a bubble diameter increase of ≈20%. These dependencies in turn 

have a direct effect on the specific interfacial area a, as well as indirect effects on kL (for 

example by impacting the bubble drag force and slip velocity). 

Figure 4.4 shows axially averaged plots for the radial distribution of gas volume 

fraction, slip velocity, and turbulence dissipation rate for a specific gas flow rate and rotation 

speed (0.235 vvm, 300 rpm), but these results are representative of all the conditions studied 

here. As can be seen in Figure 4.4(c), the largest slip velocities occur near the outer cylinder 

wall. This phenomenon can be explained by the fact that most of the gas is concentrated near 

the inner cylinder wall (see Figure 4.4(b)). The rising gas near the inner cylinder entrains liquid, 

which recirculates toward the bottom of the reactor near the gas-depleted outer cylinder. As a 
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result, the slip velocity near the outer cylinder is quite large, but there are very few bubbles in 

this region. 

The dependence of the volume averaged (global) slip velocity on gas flow rate and 

cylinder rotation speed is depicted in Figure 4.8. Surprisingly, this quantity decreases with 

increasing gas flow rate. While this result may be counter-intuitive, several factors should be 

considered when interpreting this result. For example, the slip velocity depends upon the 

bubble drag. The Tomiyama drag model (TOMIYAMA et al., 1998) used here in turn has a 

very complicated dependence on gas flow rate, particularly as it impacts bubble diameter 

(Ramezani et al., 2015). In addition, gas flow rate can lead to significant changes in the flow 

patterns, including stretching the vortex axial wavelength (Gao et al., 2015b). 
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Figure 4.8 Global slip velocity as a function of inlet gas flow rate and cylinder rotation speed. 

The global volume averaged turbulent kinetic energy dissipation rate is plotted in 

Figure 4.9 for various rotation speeds and gas flow rates, and it is apparent that this quantity is 

insensitive to the gas flow rate. While such a result may not be surprising since the gas phase 

is neglected in the turbulence model and bubble induced turbulence is not considered (due to 

the low gas holdup), the presence of gas could be expected to indirectly impact the dissipation 

rate since the liquid velocity field is influenced by the presence of gas bubbles. In contrast, ε 



91 

increases rapidly with cylinder rotation speeds above 300 rpm. Furthermore, the turbulence 

dissipation rate is much larger near the cylinder walls than in the middle of the annulus, as is 

evident from Figure 4.4(d). 

 

Figure 4.9 Global turbulent dissipation rate as a function of inlet gas flow rate and cylinder 

rotation speed. 

The simulated global gas holdup, which was obtained by spatial averaging, is shown in 

Figure 4.10 for the case of no cylinder rotation, and these results are compared with 
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experimental data from our previous work (Ramezani et al., 2015). Although the predicted gas 

holdup agrees well with the experimental data for a wide range of inlet gas flow rates tested, 

the simulated gas holdup is slightly but consistently lower than the experimental data, 

particularly at the higher gas flow rates considered. This discrepancy can probably be attributed 

to one or both of two causes, including 1) errors in estimates of the bubble diameter in Eq. 3.18 

at high gas flow rates, due to the fact that in such cases individual bubbles are difficult to 

distinguish because of the presence of bubble swarms (Ramezani et al., 2015) and 2) errors 

associated with the drag model when bubble swarms are present. Indeed, the Tomiyama 

(TOMIYAMA et al., 1998) drag model used in this study was developed for single bubbles 

rather than for bubble swarms, and subsequent studies of drag on bubble swarms in bubble 

columns (Simonnet et al., 2007) and (Roghair et al., 2013) have demonstrated that corrections 

are required, although no such correction currently exists for gas–liquid Taylor–Couette flow. 

 

Figure 4.10 Comparison of simulated volume averaged gas holdup with experimental data for 

the case of no cylinder rotation. 
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For cases with rotation of the inner cylinder (turbulent Taylor–Couette flow), the 

predicted global gas holdup is shown in Figure 4.11 for various gas flow rates and rotation 

speeds. No experimental data are available for comparison, because the liquid free surface at 

the top of the reactor has a complex topography when the inner cylinder rotates, and therefore 

it is difficult to accurately measure global gas holdup. It can be seen from Figure 4.11(a) that 

for constant cylinder rotation speed, gas holdup increases approximately linearly with the inlet 

gas flow rate. In contrast, for fixed inlet gas flow rate, the gas holdup is relatively insensitive 

to rotation speeds below 300 rpm (Reθ=15200), whereas it increases approximately linearly 

for rotation speeds above this value. 
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Figure 4.11 Predicted global volume averaged gas fraction as a function of inlet gas flow rate 

and rotational speed. 

In view of the non-uniform spatial distribution of slip velocity and turbulent kinetic 

energy dissipation, it is important to understand not only how the global gas holdup depends 

upon operating parameters, but also how the spatial distribution of gas is affected. Returning 

to Figure 4.4(a), this plot demonstrates that bubbles concentrate near the inner cylinder wall, 

driven by the strong centrifugal force (Gao et al., 2015b), as was discussed previously. Note 
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that Fig. 4(d) shows that this region is also characterized by high dissipation rates. The same 

results occur for the other flow conditions studied with cylinder rotation, and together these 

findings demonstrate that interphase mass transport is mainly confined to the region near the 

inner cylinder, which is discussed further in the next section. 

4.5.4  Mass transfer coefficients and interfacial area 

Although globally averaged values of kLa were computed in order to compare model 

predictions to experimental findings, a deeper understanding of the relationship between this 

quantity and reactor operating conditions can be obtained by examining the local and global 

dependencies of the specific interfacial area, a, and the mass transfer coefficient, kL, 

individually. For example, typical local values of the mass transfer coefficient kL computed 

using the adaptive model are shown in the spatial contour plot in Figure 4.12(a), whereas the 

local specific interfacial area a, which was computed based upon knowledge of the gas spatial 

distribution and the mean bubble diameter, is presented in Figure 4.12(b). Figure 4.12(a) and 

Figure 4.12(b) demonstrate that the mass transfer coefficient is much more uniformly 

distributed (although there are enhancements near both cylinders) than is the specific 

interfacial area, because the latter quantity depends upon the local gas volume fraction. The 

enhanced values of the mass transfer coefficient near the inner and outer cylinders reflect the 

corresponding distributions of turbulent energy dissipation rate and slip velocity discussed 

previously and depicted in Figure 4.4. 
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Figure 4.12 Contour plots of (a) mass transfer coefficient kL (m/s) predicted by the adaptive 

mode and (b) specific interfacial area a (m2/m3) for a gas flow rate of 0.235 vvm and cylinder rotation 

speed of 300 rpm. In each plot, the inner cylinder wall is represented by the bottom boundary and the 

outer cylinder wall is represented by the top boundary. 

The effect of inlet gas flow rates and rotation speeds on the global spatially averaged 

values of the mass transfer coefficient and the interfacial area are shown in Figure 4.13 and 

Figure 4.14. Interestingly, the global mass transfer coefficient decreases with increasing gas 

flow rate at constant cylinder rotation speed. This result can be understood by considering how 

increased gas flow rate impacts local mass transfer coefficients, which are computed using Eq. 

3.16. In particular, we note that for regions with high turbulence dissipation rates, kL is 

governed by the eddy cell model, which is essentially independent of the gas flow rate because 

the turbulence dissipation rate is insensitive to gas flow rate (Figure 4.9(a)) for the conditions 

studied. In regions with low dissipation rates, kL is governed by the penetration theory model, 

which has a more complicated dependence on gas flow rate. Specifically, as was discussed 

previously the slip velocity decreases while bubble diameter increases with increasing gas flow 

rate, thereby causing the local value of kL to decrease. Hence, increasing the feed gas flow rate 

leads to reduced local values of the mass transfer coefficient in regions governed by the 

penetration theory model and unchanged values in high dissipation rate regions governed by 

the eddy cell model, thereby leading to an overall decrease in the global mass transfer 

coefficient. 
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Figure 4.13 Predicted average mass transfer coefficients by the adaptive mass transfer model 

under different rotational speeds and inlet gas flow rates. 
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Figure 4.14 Predicted specific interfacial area as a function of cylinder gas flow rate and 

cylinder rotation speed. 

Figure 4.14 demonstrates that specific interfacial area, which depends upon both the 

gas holdup and bubble diameter, increases rapidly with gas flow rate. In contrast, for cylinder 

rotation speeds less than 300 rpm, the specific interfacial area is insensitive to rotation speed. 

Above 300 rpm, the specific interfacial area increases weakly with rotation speed. In view of 

the results shown in Figure 4.13 and Figure 4.14, the monotonic increase of the volumetric 
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mass transfer coefficient kLa with gas flow rate, which was also observed in corresponding 

experimental work (Ramezani et al., 2015) and reflected in Eq. 3.17, is a result of the rapid 

increase in specific interfacial area, a, even while kL decreases with increasing gas flow rate. 

In contrast to the dependence on gas flow rate, kLa is essentially independent of cylinder 

rotation rate for cylinder speeds below 300 rpm, but at higher speeds increases rapidly due to 

increases in both kL and a. This more complicated dependence of kLa on cylinder rotation speed 

is also mirrored and confirmed by Eq. 3.17. 

4.6  Conclusions 

Gas–liquid mass transfer in a Taylor vortex reactor was simulated by using a two-fluid 

CFD model to obtain local phase distribution and velocity field information, which is then used 

to select an appropriate mass transfer model for computing the volumetric mass transfer 

coefficient, kLa. The two-fluid model, which was previously validated by comparing velocity 

and phase distribution predictions with experimental measurements in a vertically oriented 

semibatch gas–liquid Taylor vortex flow device (Gao et al., 2015b), accounts for two-way 

coupling of several interphase forces including drag, virtual mass, lift, wall lubrication, and 

turbulent dispersion. The mass transfer model is based upon the Higbie theory, but 

automatically adapts to the local hydrodynamic environment by computing exposure time 

using either the penetration theory or eddy cell model based upon the turbulence dissipation 

rate. This adaptive approach was shown to provide much more accurate predictions for the 

volumetric mass transfer coefficient than does either model used alone. 

After developing the approach described above, the effects of several important 

operating conditions on local and global mass transfer coefficients were explored. For all flow 

conditions studied, gas bubbles congregate near the inner cylinder, and therefore most 
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interphase mass transfer also is located near the inner cylinder wall. The cylinder rotation 

speed, in contrast to the gas feed flow rate, strongly impacts the bubble diameter, slip velocity, 

and turbulence dissipation rate. The gas flow rate has a greater effect than the cylinder speed 

on gas holdup, αg, but because the holdup is small (<2%) even for the highest gas flow rates 

studied, the rate of interphase mass transfer in general depends more strongly on the azimuthal 

Reynolds number, in agreement with experimental findings for this system (Ramezani et al., 

2015). 

Further evidence for the validity of the modeling approach described here was obtained 

by comparing simulation predictions with experimental measurements for the temporal 

evolution of the concentration of dissolved oxygen at a specific location in the reactor in 

response to a step change in feed gas composition. A key assumption in determining mass 

transfer coefficients from the experimental measurements is that the liquid mixing time is short 

compared to the characteristic mass transfer time. The simulations support this assumption, 

and consequently the hypothesis that measurements at a single location in the reactor are 

sufficient for determining the mass transfer coefficient appears to be justified. Lastly, we note 

that determination of kLa from experimental data at a single location also requires that the local 

liquid saturation concentration does not depend upon position (gas partial pressure) and only 

depends upon temperature. Such an assumption can be justified if the gas phase partial 

pressures do not vary strongly with position. In the CFD model presented here, no assumption 

of spatial homogeneity in the distribution of the gas phase partial pressures is invoked, and the 

saturation concentration cl,∗ in Eq. 3.5 was computed locally. However, because oxygen is in 

great excess, the value of cl,∗ is practically constant at all positions in the reactor, consistent 

with the assumption used to compute kLa from the experimental data. 
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CHAPTER 5  

EXPERIMENTAL INVESTIGATION OF HYDRODYNAMIC FLUID-PARTICLE 

INTERACTIONS USING VELOCITY FIELD COMPARISON OF A FIXED TRAIN OF 

SPHERICAL PARTICLES INSIDE A SQUARE DUCT 

This chapter is a manuscript under preparation for submission to Experiments in Fluids. 

I am the main contributor to this work. 

5.1  Abstract 

Particle Image Velocimetry (PIV) was used to measure the velocity field around a train 

of spherical particles inside a square duct at a Remolds number of 100 based on the particle 

diameter. Various arrangements with 1, 3, and 5 particles and distance over diameter ratio of 

d/D of 1.38, 1.73, 2.19, 2.76, and 4.38 were studied. Temporal and spatio-temporal average of 

the data was shown and it was observed that the number of spheres in the arrangement barely 

affects the velocity field for trains with multiple spheres. It was also shown that the first sphere 

in the arrangement has a very different interaction with the fluid compared to the rest of the 

particles. It was observed that the smallest distance over diameter ratio studied here has 

negligible fluid penetration between the particles suggesting that the fluid interacts with the 

train as a cluster of particles rather than individual spheres whereas the higher particle distances 

allow interaction of fluid with individual particles. 

5.2  Introduction 

A fundamental understanding of multiphase flow systems requires the study of 

relatively complex phenomena that takes place in the micro scale. In particular to the fluid-
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solid two-phase systems are effects of the fluid phase hydrodynamic (Lim et al., 1995; 

Mehrabadi et al., 2015) on aggregation and diffusion of solid particles, interactions of the solid 

phase such as elasticity and friction (Mehrabadi et al., 2012), electrostatic charges, and shape 

of the solid phase particles. In particular, two-phase fluid-solid flow is encountered in a variety 

of industrial applications (Dai and Grace, 2010; Wang et al., 2004) and perhaps the oldest one 

is Fluid Catalytic Cracking (FCC). Production of different monomers and polymers, Chemical 

Looping Combustion (CLC), pyrolysis of biomass, and gasifier plants also face similar flow 

systems. Design of any laboratory scale apparatus or industry scale plant requires numerical 

simulations which usually is performed by using two-fluid models or point-particle schemes. 

Use of the density-weighted average equations or point-particle assumption of these schemes 

bring about unknown source terms that require to be implemented in terms of closure models. 

A successful numerical simulation may need to predict working parameters such as flow rate, 

pressure drop, bed height, particle carry-over, clustering or preferential accumulation, fluid 

entrainment, and particle attrition. 

In the study of multiphase flows, understanding the mesoscale and microscale 

phenomena involves studying the interaction of the dispersed phase with the continuous phase 

and also the interactions of the dispersed phase in presence of the continuous phase. In the 

context of solid-fluid two phase flows, there are several studies that are used as benchmark for 

validation of numerical simulations that involve flow around single bluff bodies (Achenbach, 

1974; Sakamoto and Haniu, 1995; Sakamoto et al., 1990, 1989; Taneda S, 1956; Taneda, 

1959), or some cases with flow around multiple bodies (Tsuji et al., 1982).  

Microscale numerical simulations of multiphase flow that are validated against 

experiments are in turn used in order to develop closure models for macroscale simulation of 
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multiphase flows (Mehrabadi et al., 2015; Sun et al., 2015; Tenneti et al., 2013, 2011, 2010). 

With development of more recent flow visualizations methods such as Particle Image 

Velocimetry (PIV), it is possible to get field measurement in more complicated geometries. 

Recently, several studies have been done by different researchers in a variety of geometries 

(Ozgoren, 2013; Ozgoren et al., 2013, 2011; Pinar et al., 2013). 

Current study attempts to investigate interactions of solid particles in a liquid medium 

by measuring flow field around inline set of spherical particles. Such measurements are of 

particular interest in validating multiphase flow models and also for developing a fundamental 

understanding of the interaction of the distributed and the continuous phases in such flows. 

There is also plenty of literature available that study fluid flow around different 

arrangements of spherical solid particles (Chen and Wu, 2000; Johnson and Patel, 1999; Liang 

et al., 1996; Maheshwari et al., 2006; Ozgoren, 2013; Ozgoren et al., 2014; Prahl et al., 2007; 

Tsuji et al., 2003, 1982; Zhu et al., 1994). Current study focuses on experimental investigation 

of a simplified case of a train of successive spherical solid particles inside a liquid flowing 

medium confined in a square duct. The results provided in this study serves as a fundamental 

experimental data set for verification of multiphase flow numerical methods. 

5.3  Experimental setup and procedure 

The experimental apparatus used in this study is shown in Figure 5.1. The test section 

consists of a square cross section water tunnel with 149 mm width and 610 mm length made 

of clear acrylic. In order to get a uniform inlet flow to the test section, several layers of 

perforated stainless steel sheets with varying arrangements are installed in the upstream flow 

conditioner that provides a uniform flow of deionized water into the test section. A stationary 

arrangement of fused silica spheres with the diameter of 15 mm are placed inside the channel 
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that are held by means of a 2 mm rod attached to the back wall of the section. This wall of the 

section is removable and allows for varying the arrangement of the spheres from one 

experiment to the other one.  

The flow loop outside of the test section consists of 38 mm (1½”)  PVC piping. Flow 

of De-Ionized water is maintained circulating through the flow facility by means of a March® 

Mfg. TE series centrifugal pump controlled by an ITT® PumpSmart inverter system that uses 

a DynaSonics® TFX Ultra flow meter for the feedback of the control system. The system is 

capable of maintaining a set flow rate within 1% and allows a range of Reynolds numbers from 

500 to 20000 based on the width of the test section. 

 

Figure 5.1 schematic of the experimental setup. Left: Details of the test section, Right: Flow 

loop. 

Seeding for PIV is done with a density corresponding to 12 seed particles in a 16×16 

pixel interrogation window using Sphericel® hollow microspheres from Potters® industries 

with a mean diameter of 11 um and density of 1.10 g/cc dissolved in the working liquid by 

means of the Kodak® Photo-Flo surfactant with a ratio of 1-200. Usage of the surfactant 
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eliminates presence of air bubbles in the system and minimizes deposition of seed particles on 

the wall and sphere surfaces and barely affects properties of the working liquid at the specified 

concentration. Deposition of either tiny air bubbles or seed particles on these surfaces can cause 

high intensity light scatter in near wall regions that can make successful interrogation 

impossible.  

A PIV system from LaVision® Co. is used in this research that incorporates a 

NewWave Research® Gemini double pulsed Nd-YAG laser illuminating the middle plane of 

the test section, three double frame FlowMaster 3s cameras recording images of the 

corresponding flow field, and the DaVis 7.2 software acquisition and processing data fields. 

Macro lenses with 50 mm focal length set at an aperture of 5.6 f# were mounted on cameras 

that gives a sufficient depth of field for the measurements. Simple linear optics are used for 

maintaining a laser sheet thickness of 1 mm throughout the width of the channel and special 

care was taken in order to make sure that the plane of laser slices the center plane of the glass 

spheres. Calibration of the cameras using a pinhole model (Tsai, 1987) is usually considered 

accurate when the cameras are at a normal angle to the walls of the test section. But since the 

current setup is considered a 3 media environment, calibration was done using a 3rd order 

polynomial function (Soloff et al., 1999) in order to make it possible for accurately matching 

the images from all the cameras. 

The common PIV criteria were taken into account in all experiments as described in 

(Raffel et al., 2007; Westerweel, 1997). The time difference between the two successive 

images was chosen so that the movement of particles was between 8-10 pixels. Out of plane 

motion of particles is expected to be negligible in all cases due to the symmetry of the flow. 

For each one of the cases presented here, 3333 pairs of images were taken. Multi pass cross 
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correlation (Scarano and Riethmuller, 2000) with interrogation windows of 32×32 pixel size 

for the final pass with a 50% overlap was used for data processing. Particle image intensity is 

assumed to take on a Gaussian shape for sub-pixel interpolation (Nobach et al., 2005). In order 

to set the interrogation parameters, the correlation map was carefully studied at different 

interrogation window sizes. A post processing scheme that iteratively removes and replaces 

spurious vectors depending on correlation peak ratio and local velocity (Westerweel, 1994) 

was used to identify and remove false vectors. The effect of peak locking was investigated by 

plotting the probability density function of the resulting measured velocities in order to make 

sure there is no bias towards the integer values. 

Results of a few cases were compared with the available literature for verification of 

the experimental facility using the experimental results of Goldstein et al. (Goldstein and 

Kreid, 1967). It should be noted that the experimental facility used here is relatively short in 

non-dimensional units (
𝑥

𝐻Re
) and full length of the duct is in the developing region. The 

experiments were intentionally designed to be in this flow region in order to see the interaction 

of a flat velocity profile rather than a parabolic velocity profile with spherical particles. Figure 

5.2 shows a comparison of velocity profile with that of Goldstein et al (Goldstein and Kreid, 

1967)and also DNS results of Ramezani et al. 
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Figure 5.2 Comparison of velocity profile in developing duct flow. 

5.4  Results and Discussion 

Current study provides field velocity data for a train of spherical particles arranged 

parallel to the flow direction on the centerline of the flow duct with different arrangements of 

three and five spheres and six different distance over diameter ratios. In addition to providing 

a large variety of test cases for validation of numerical results, it is possible to study the 

interaction of particles with flow as a function of particle distance and location in the train of 

particles. Such interactions between particles cause a dispersion in beds of particles (Koch and 

Brady, 1985) and are of particular importance in fundamental understanding of multiphase 

flows. 

Results of the velocity field in this study are acquired using 3 cameras aligned in the 

axial direction, in order to expand the instantaneous field of view comparing to a single camera. 

The velocity field from each individual camera is calculated separately and then the resulting 

fields are combined using a linear interpolant in Matlab® software. Figure 5.3 shows a contour 
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plot of the results of the case of 5 spheres with a distance over diameter ratio of 2.19. Here, the 

color contours show the full field result and the line contours of different color show results 

from individual cameras. The figure shown here demonstrates the integrity of the interpolation 

scheme used for combining data fields. All experimental results are depicted as the average 

field of the 3333 frames recorded and the uncertainty of the values is believed to be under 2 

percent per guidelines of PIV. Since the flow here is in laminar regime, time variations of flow 

field are negligible and instantaneous velocity fields look essentially similar. 

 

Figure 5.3 Comparison of the interpolated velocity field with individual data fields for 

Red=100. The lines represent the PR-DNS data and the contour plots represent the experimental data. 

All the experimental data collection for the cases with spheres is done at a Reynolds 

number of 100 based on the diameter of the spherical particles, which corresponds to Re=1000 

based on the width of the duct. The flow inside the duct is in the developing region in order to 

have a flat velocity profile interact with the particle train. The flow is laminar and for a single 

sphere, a downstream conical vortex region is expected to be seen. Due to the symmetry of the 
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setup, laser illumination was provided from one side and only the illuminated half of the flow 

was recorded masking the spheres and the shadow area behind them from the field of view. A 

summary of all the cases studied here is given in Figure 5.4below showing streamline plots of 

the flow. 

Initial visual examination of Figure 5.4 suggests that depending on the distance over 

diameter ratio, spherical particles can already behave as a cluster, not allowing any significant 

flow in between them, for the d/D = 1.38. As the spheres get farther away from each other, for 

d/D = 1.73 and d/D = 2.19, the vertical flow in the region between the spheres takes place 

which suggests that the flow can interact with spheres individually, hence that cannot be 

considered a particle cluster. A different variation of the flow appears for the spheres placed at 

d/D = 2.76 which evidently suppresses the vertical flow due to the hindrance of neighboring 

spheres. However, at d/D = 4.38, the spheres are far enough that the downstream vortices 

appear again. It should be mentioned that in the near vicinity of the spheres, due to the very 

low velocities and optical interference from the refraction of the spheres, acquired velocity is 

expected to have lower accuracy. It is believed that the streamlines attaching to the spheres is 

not physical and is merely an artifact of the experimental method used here. 
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Figure 5.4 Experimental velocity field around a train of particles for Red=100 at different 

arrangements. 
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Figure 5.5 Spatio-temporal Average of flow between the spheres for different cases. 
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Some studies of multiphase flow systems are based on phasic averaging and this 

particular arrangement of spherical particles allows another way of representing data that 

emulates such averaging. Since the spherical particles are arranged in-line, it is possible to 

move the data of several spheres to the location of only one of them and calculate a spatial 

average of the already temporal averaged flow field between the two spheres. This is a spatio-

temporal average that reveals the flow field based only the arrangement of particles and 

independent of their location in the arrangement. The spatio-temporal average of the 

experimental data is given in Figure 5.5 for all the studied cases showing very interesting 

structure of the corresponding flow field. These plots suggest that the interaction of flow with 

a train of particles depends merely on the distance over diameter ratio and the number of 

spherical particles in the arrangement make almost no effect on the flow. A double vortex 

appears in all cases except for the d/D = 2.76 which is consistent with Figure 5.4 suggesting 

that certain arrangements of particles can hinder appearance of vertical structures. 

In order to further investigate the differences seen in the previous figures, comparisons 

along a line are extracted and depicted separately in the following figures. Most of the similar 

plots from different cases compared here show very similar features, hence a few of the cases 

may be missing from the figures for such cases. Stream-wise velocity profiles on the centerline 

of the train between the first two spheres is shown in Figure 5.6 as a function of location non-

dimensionalized by the distance between the spheres. This figure shows that the most packed 

arrangement with d/D = 1.38 has virtually zero velocity between the spheres whereas the other 

cases show either positive or negative velocity depending on their formation. It can be seen 

that for the distance over diameter ratios of 1.73 and 2.19 the velocity is negative suggesting 
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that flow will pull the particle arrangement together to make it more packed whereas a positive 

velocity profile for the higher distance ratios will tend to spread the particles apart. 

 

Figure 5.6 Stream-wise velocity profile on the centerline between the first and second spheres. 

Development of the flow downstream the particle train is an important feature showing 

the impact or the particle arrangement on the flow. Figure 5.7 shows stream-wise velocity 

profiles on the centerline downstream the last sphere in different arrangements in comparison 

to the case of a single sphere. It is evident from this figure that all the cases of multiple spheres 

have very similar flow development downstream the train of particles which is quite different 

from the single sphere case. The length of the wake defined by the location of zero velocity 

too is the same for different cases with multiple spheres and that is shorter than the single 

sphere case. 
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Figure 5.7 Stream-wise velocity profile on the centerline downstream the last sphere. 

The interaction of flow with the most upstream sphere in the arrangement is quite 

different comparing to the downstream ones as shown in Figure 5.8. This figure shows the 

velocity profile along the centerline of the first, third, and fifth sphere in the arrangement. The 

first sphere causes a spike in the flow velocity in the near vicinity of the sphere and that effect 

is absent in rest of the spheres and their profiles look almost identical. Profiles of the other two 

spheres were omitted from this figure due to being very similar in order to keep the figure 

clear. 
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Figure 5.8 Stream-wise velocity profile on the centerline downstream the last sphere. 

The profile of velocity in the middle of the spheres are given in Figure 5.9 for three 

nominal cases with three distance over diameter ratios. As was pointed out earlier, for the case 

with closes packing, the flow velocity is almost zero and is persistent for about the whole radius 

of the sphere. For the lower packing at d/D = 1.73, a low negative velocity is seen in between 

the spheres with the highest velocity occurring between the first and second sphere while the 

rest being almost identical. The case with the highest distance over diameter ratio also shows 

that the velocity is positive across the width of the duct. 
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Figure 5.9 Stream-wise velocity profile on the centerline downstream the last sphere. 

5.5  Conclusions 

Experiments were performed with a train of 1, 3, or 5 spherical particles arranged inline 

on the centerline of a square duct at 5 different distance over diameter ratios in order to 

characterize the interaction of flow with a cluster of particles. Velocity field data was presented 

and studies showing that the behavior of flow is merely a function of the distance and almost 

independent of the number of spheres in the arrangement. The higher packed arrangement 

seems to not allow the flow between the spheres and act as a cluster whereas the lower packed 

arrangements allow the flow between them to interact with the particles and either pull them 

together or push them away depending on the distance over diameter ratio. The interaction of 

multiple spheres with flow was contrasted with the case of a single sphere. Within the 

arrangement, it was noted that the most upstream sphere causes quite different flow patterns in 

comparison to the rest of the arrangement. 
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CHAPTER 6  

DETAILED EXPERIMENTAL AND NUMERICAL INVESTIGATION OF 

HYDRODYNAMIC FLUID-PARTICLE INTERACTIONS USING VELOCITY FIELD 

COMPARISON OF A FIXED TRAIN OF SPHERICAL PARTICLES INSIDE A SQUARE 

DUCT 

This chapter is a manuscript prepared for submission to Journal of Multiphase Flow. 

My contribution to this work is to perform the experimental measurements, data processing, 

and preparation of the manuscript. The numerical simulation is performed by Doctor Bo Sun 

under supervision of Professor Shankar Subramaniam. 

6.1  Abstract 

Experimental measurement and numerical simulation of flow inside a square duct 

around a train of five spherical particles at a Reynolds number of 100 is performed for two 

different particle separation distances of l/DP of 1.38 and 2.19. The full geometry of the 

simulation was directly matched between the simulation and experiment and the velocity fields 

are compared in detail. The results from Particle-Resolved Direct Numerical Simulation (PR-

DNS) were validated with the Particle Image Velocimetry (PIV) data with an average error of 

7%. It was argued that validations using local flow measurement are potentially unreliable for 

simulation verification and field value comparisons are needed. In addition, conclusions are 

drawn about the interaction of flow with spherical particles in the arrangement depending on 

the distance over diameter ratio. 
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6.2  Introduction 

A fundamental understanding of multiphase flow systems requires the study of the 

complex phenomena that occur between the particles, bubbles, or droplets that comprise the 

disperse phase and their interaction with the continuous phase. Of particular interest in fluid-

solid two-phase systems are the effects of fluid phase hydrodynamics on the aggregation and 

dispersion of solid particles (Koch and Brady, 1985; Lim et al., 1995; Mehrabadi et al., 2015) 

, the interactions of the solid phase such as elasticity and friction (Mehrabadi et al., 2016a), 

electrostatic charges and surface properties of particles (Royer et al., 2009), and effects of the 

shape of the solid phase particles (Siewert et al., 2014). 

Two-phase fluid-solid flow is encountered in a variety of industrial applications (Dai 

and Grace, 2010; Wang et al., 2004). Perhaps the oldest industrial application is Fluid Catalytic 

Cracking (FCC). Other fluid-solid applications include the production of different monomers 

and polymers, Chemical Looping Combustion (CLC), pyrolysis of biomass, and gasification. 

The design and optimization of any laboratory scale prototype or industry scale plant often 

involves numerical simulations. These simulations are usually performed using two-fluid 

models or point-particle schemes. The use of the density-weighted average equations or the 

point-particle assumptions of these schemes bring about unknown source terms that are 

implemented through the use of closure models (Mehrabadi et al., 2016b; Tenneti et al., 2011). 

A successful numerical simulation will typically be used to predict operating parameters such 

as flow rate, pressure drop, bed height, particle carry-over, clustering or preferential 

accumulation, fluid entrainment, and particle attrition. 

Most of the industrial applications of such flow systems involve heat or mass transfer 

between the two phases and possibly chemical reactions in either or both phases (Chen et al., 
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1997; Sun et al., 2016, 2015; Tenneti et al., 2013). Attempts have been made in the past to 

study such phenomena in terms of dispersion and diffusion of concentration (Koch and Brady, 

1987, 1985). Most of these studies consider porous media or a fixed or fluidized bed (Tang et 

al., 2016; Wang et al., 2004). Clustering of particles is also of particular interest in such flow 

systems (Capecelatro et al., 2014). Previous studies have investigated fluid flow around 

different arrangements of spherical solid particles based on drag force measurement (Liang et 

al., 1996; Zhu et al., 1994), numerical investigation of flow around multiple spheres (Jadoon 

et al., 2010; Maheshwari et al., 2006; Prahl et al., 2009, 2007; Tsuji et al., 2003), experimental 

field measurement of similar geometries (Chen and Wu, 2000; Ozgoren, 2013; Pinar et al., 

2013; Tsuji et al., 1982). A fundamental understanding of the basic hydrodynamics in such 

flow systems is crucial for correctly predicting other aspects of these flows. Providing 

appropriate closure models for a successful simulation can possibly be done using experiments 

and analytical modeling; however, the complex nature of these flows makes such an approach 

challenging. Specifically, experimental investigation of such flows is inherently difficult due 

to the presence of the particles that inhibits access and hinders data collection from inside the 

bed. Most of the small scale phenomena occurring inside the flow is not directly traceable and 

only local and average readings can be made. In contrast, Direct Numerical Simulation (DNS) 

of such flows can provide very detailed information that both increases knowledge of the 

complex phenomena and if simulated appropriately, can provide the necessary data to develop 

and validate closure models (Tang et al., 2016; Tenneti and Subramaniam, 2014; Tenneti et 

al., 2011). The Particle Resolved DNS (PR-DNS) simulation introduced in the current paper 

is capable of providing numerical correlations for drag coefficient, Nusselt number, and 



121 

Schmidt number along with closure models for pseudo turbulent terms in the Favre-averaged 

continuum equations. 

The current study focuses on investigating the case of a train of successive spherical 

solid particles inside a liquid flowing medium confined in a square duct both experimentally 

using particle image velocimetry (PIV) and numerically using PR-DNS. Simultaneous 

experimental and numerical investigation of this geometry allows a detailed validation of the 

simulation method based on a direct velocity field comparison. This is an important step 

towards providing reliable correlations based on the PR-DNS results. 

6.3  Approach 

6.3.1  Experimental Setup and Procedure 

The experimental apparatus used in this study is shown in Figure 6.1. The test section 

consists of a square cross section water tunnel with 149 mm width and 610 mm length made 

of clear acrylic. In order to get a uniform inlet flow to the test section, several layers of 

perforated stainless steel sheets with varying arrangements are installed in the upstream flow 

conditioner that provides a uniform flow of deionized water into the test section. Fused silica 

spheres with diameters of 15 mm are placed inside the channel and held in place by means of 

2 mm diameter stings attached to the back wall of the section at stationary arrangements. This 

wall of the section is removable and allows for varying the arrangement of the spheres from 

one experiment to the next.  

The flow loop outside of the test section consists of 38 mm (1½”) diameter PVC piping. 

Flow of De-Ionized water is maintained circulating through the flow facility by means of a 

March® Mfg. TE series centrifugal pump controlled by an ITT® PumpSmart inverter system 

that uses a DynaSonics® TFX Ultra flow meter for the feedback of the control system. The 
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system is capable of maintaining a set flow rate within 1% and allows for a range of Reynolds 

numbers from 500 to 20000 based on the width of the test section. 

  

Figure 6.1 Schematic of the experimental setup. Left: Details of the test section, Right: Flow 

loop. 

The PIV seed particles were Sphericel® hollow microspheres from Potters® industries 

with a mean diameter of 11 µm and an almost neutrally Buoyant density of 1.10 g/cc dissolved 

in the working liquid. Kodak® Photo-Flo surfactant solution was added to the water at a 

volume ratio of 0.05%. The surfactant eliminated the presence of air bubbles in the system and 

reduced the deposition of seed particles on the test section walls and sphere surfaces while 

negligibly affecting the properties of the working fluid at the specified concentration. The 

seeding density corresponded to a mean of 12 seed particles within each 16×16 pixel PIV 

interrogation window.  

The PIV system from LaVision® Co. used in this research that incorporated a 

NewWave Research® Gemini double pulsed Nd-YAG laser illuminating the middle plane of 

the test section, three double frame FlowMaster 3s cameras recording images of the 
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corresponding flow field, and DaVis 7.2 software for system synchronization and processing 

of velocity fields. Macro lenses with 50 mm focal length set at an aperture of 5.6 f# were 

mounted on cameras. The illuminating laser sheet had a thickness of 1 mm throughout the 

width of the channel and was carefully aligned to dissect the center plane of the glass spheres. 

Calibration of the cameras using a pinhole model (Tsai, 1987) is usually considered accurate 

when the cameras are at a normal angle to the walls of the test section. However, since the 

current setup actually consists of a 3 media environment (plexiglass test section, water as the 

working fluid, and air outside of the test section), calibration was performed using a 3rd order 

polynomial function (Soloff et al., 1999) in order to make it possible for accurately matching 

the images from all the cameras. 

The PIV system operating parameters in all experiments were determined according to 

guidelines described Westerweel (Westerweel, 1997) and Raffel et al. (Raffel et al., 2007). The 

time separation between two successive images was chosen so that the movement of particles 

was between 8-10 pixels. Out of plane motion of particles is expected to be negligible in all 

cases due to the symmetry of the flow. For each one of the cases presented here, 3333 pairs of 

images were collected. Multi-pass cross correlation with interrogation windows of 32×32 pixel 

size for the final pass with a 50% overlap was used for data processing (Scarano and 

Riethmuller, 2000). Particle image intensity is assumed to take on a Gaussian shape for sub-

pixel interpolation (Nobach et al., 2005). In order to set the interrogation parameters, the 

correlation map was carefully studied at different interrogation window sizes. A post 

processing scheme that iteratively removes and replaces spurious vectors depending on 

correlation peak ratio and local velocity was used to identify and remove false vectors 

(Westerweel, 1994). The effect of peak locking was investigated by plotting the probability 
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density function of the resulting measured velocities in order to make sure there is no bias 

towards the integer values. 

6.3.2  Numerical Simulation 

A finite-difference (FD) PR-DNS formulation has been developed to simulate the wall-

bounded particle-laden flow and heat transfer. The numerical results obtained from simulations 

of the same geometries as the experiments are used for comparison with the experimental data 

from the experimental test section. The FD formulation is briefly described and validated in 

two test cases in the following sections. 

6.3.2.1  Governing Equations 

The mass, momentum conservation, and scalar equations to solve constant density 

wall-bounded flow with heat transfer from particles are the same as those in the formulation 

of Tenneti et al. (Tenneti and Subramaniam, 2014; Tenneti et al., 2010) as follows: 
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where   is the entire domain, f is the kinematic viscosity in the fluid phase, f is 

the thermal diffusivity in the fluid phase, /i ipg x    is the pressure gradient, 

( ) /i j jiS u u x   and ( ) /j jS u x     are the convective terms in the momentum conservation 

and scalar equations, ,u if and  f are the additional immersed boundary (IB) direct forcing 
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terms that are nonzero only in the solid phase. The IB direct forcing accounts for the presence 

of the solid particles in the domain by ensuring that the no-slip and isothermal boundary 

conditions are satisfied on each particle surface. Various boundary conditions such as 

Neumann boundary condition can be implemented easily with these equations. 

6.3.2.2  Numerical Approach 

The FD formulation allows for implementation of various boundary conditions such as 

walls and inflow/outflow to simulate the same setup as the experimental test section. With 

appropriate boundary conditions the governing equations in Eqs. (6.1-6.3) are discretized on a 

uniform Cartesian grid and solved at each time step. The spatial discretization of these 

equations is performed using a second-order finite-difference scheme on a fully-staggered grid. 

On a fully-staggered grid, the velocity or momentum variables are located at the cell faces 

while the scalar variables such as pressure and temperature are stored at cell centers. The time 

discretization of the momentum equation is performed following Tenneti et al. (Sun et al., 

2015). 
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where the IB forcing is  
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For the temporal discretization of the momentum equation, the Adams-Bashforth 

scheme is used for the convective terms, and the Crank-Nicolson scheme is used for the viscous 

terms. In order to solve the discretized momentum equation (Eq. 6.4), a two-step fractional 

step method is used. The first step to obtain the intermediate velocity field *u  is computed from 
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Since the velocity in the 1n  th step 1nu   is required to satisfy the divergence-free 

condition, the second step is to solve the Poisson equation (Eq. 6.7) to correct the velocity field 

based on the intermediate velocity field as shown in Eq. 8. 
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The pressure at the 1n  th step is also updated based on the pressure at the pervious 

step, as: 

1 2

2

fn n
t

p p
 

     
 (6.9) 

The discretized scalar equation in Eq. 3 is solved using the same temporal discretization 

for the solution of the momentum equation in Eq. 4:  
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where the IB direct forcing term f is  
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The spatial discretization of the convection and diffusion terms in the discretized scalar 

equation (Eq. 6.10) use the same schemes as those in the momentum equation. 
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6.3.2.3  Numerical convergence and accuracy of FD formulation 

To validate the accuracy and convergence of the FD formulation, a suite of simulations 

was conducted. The first test case was thermal fully-developed flow in a square duct, and the 

second case was a flow past a fixed sphere in an open domain. 

In order to investigate the accuracy of the FD formulation, simulations were performed for 

fully-developed flow in a square duct. The numerical results from the FD formulation were 

then compared with the analytical solution for fully-developed flow in a square duct. The 

analytical solution for the velocity is  
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where 2a  and 2b  are the height and width of the cross-section of a rectangle duct, 

respectively, and mu  is the mean velocity in the streamwise direction. In the case of a square 

duct, a  is set equal to be b . Figure 6.2 shows the error in the velocity profiles between 

numerical results and the analytical solution along the central line in the cross section of the 

duct. It was found that the error in the velocity profile obtained using the FD formulation was 

below 0.3%. The error in the entire domain of the duct was also checked (see Figure 6.3) using 

the L2-norm of the error. The L2-norm of the error is defined as 
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where yN  and zN  is the number of grid nodes in y and z direction. In Figure 6.3 the 

spatial accuracy of the FD formulation is observed to be second-order in the L2 norm. 
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Figure 6.2 Accuracy of numerical results (Dm=D/dx=90) and analytical solution along the 

central line in the cross section of the duct. 
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Figure 6.3 Convergence of FD formulations in the duct flow using the L2-norm of the error. 

The other test case was flow past a single spherical particle in an open field. This is a 

common benchmark accuracy test for any numerical simulation approach to gas-solid flow. 

With the parallel FD solver, it is possible to simulate a large domain with a single spherical 

particle in order to avoid the effect of boundary conditions on the particle drag. Steady flow 
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past a sphere with a uniform velocity Uin in the inlet was simulated in a computational domain 

of dimensions 20D×20D×20D, where D is the diameter of the sphere. Except for the inlet 

boundary, Neumann boundary conditions are imposed on all the domain boundaries. No-slip 

and no-penetration boundary conditions are imposed at the particle surface. The Reynolds 

number was defined as Re =
𝜌𝑓𝐷𝑈𝑖𝑛

𝜇𝑓
⁄  and was varied from 20 to 140. The sphere was 

represented using 30 grid points along the sphere diameter.  

Figure 6.4 shows the drag coefficient for flow past a sphere in the large domain. The 

drag coefficient is defined as 𝐶𝐷 =
2𝐹𝑑

𝜌𝑓𝑈𝑖𝑛
2 𝐴⁄ , where Fd is the drag force, and A is the frontal 

area of the sphere. The drag coefficient using FD PR-DNS shows excellent agreement with 

existing numerical data and experimental data. The results indicate that parallel FD has the 

capability to capture flow physics accurately. 
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Figure 6.4 Drag coefficient (CD) for flow past a fixed sphere at various Reynolds numbers. The 

circles represent the numerical results from standard drag coefficient from Clift et al. (Clift et al., 

2005). 
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6.3.2.4  Validation 

Comparisons between model and experiment were made for a pure duct flow by 

running different experimental and numerical cases at various Reynolds numbers. These 

results were compared with the experimental results of Goldstein et al. (Goldstein and Kreid, 

1967) for verification of the experimental facility design and the numerical method used in this 

study. The results from two numerical simulations and three experimental cases are presented 

in Figure 6.5 and show the dimensionless centerline velocity versus the dimensionless axial 

location in the duct. Both the simulations and experiments match the available literature very 

well for the different cases. It should be noted that the experimental facility used here is 

relatively short in dimensionless units (
𝑥

𝐻Re
), and thus the entire length of the duct is in the 

developing region as shown in Figure 6.5. The experiments were intentionally designed to be 

in this flow region in order to observe the interaction of a flat velocity profile rather than a 

parabolic velocity profile with spherical particles. Figure 6.6 shows a comparison of velocity 

profiles obtained from the numerical simulations to the corresponding data from available 

literature and also the current experiments. 
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Figure 6.5 Comparison of centerline velocity development in duct flow. 
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Figure 6.6 Comparison of velocity profile in developing duct flow. 

The case of flow around a single sphere is very well known, and many aspects of this 

flow at different conditions have been previously studied. A second test case in the current 

investigation is flow around a single sphere in a duct. For this purpose, the geometry of the 

experiment was matched in the simulation and velocity field results are compared as shown in 
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Figure 6.7 for a single sphere in a flow at Red = 85 based on the diameter of the sphere. This 

figure compares contour plots of individual components of the velocity vector for the 

simulation (shown in color) with the experiment (shown as lines). Contour levels of the 

overlaid experimental and numerical results match each other, which means that the lines are 

expected to overlap with the boundary of the colored contours. It can be seen that the velocities 

match nearly perfectly, and the only discrepancy is noticed across the sphere going towards 

the higher velocity region in between the sphere and the wall of the duct. The length of the 

wake for a sphere in free flow is expected to be Lw/Dp = 0.9 (Taneda, 1956). Current results 

for the sphere confined within the duct shows a longer wake due to the containment inside a 

duct although the width of the wake is not affected. The simulation yields Lw/Dp = 1.20, and 

the experiment yields Lw/Dp= 1.25 for the length of the wake.  

In the experiments, the field of view is limited by the camera sensor size and is focused 

on the area around the sphere in order to provide a high resolution of velocity vectors relative 

to the sphere diameter. This results in 30 vectors per sphere diameter ratio in the experiments 

compared to a 25 grid point per sphere diameter resolution in the PR-DNS results. Hence, it is 

believed that both methods resolve the near-sphere boundary very well and allow a detailed 

comparison of the two methods. This high resolution for the experiments also helps to avoid 

any complication with resolving the near zero velocity in the vortex region downstream the 

sphere due to the limited dynamic range of PIV. 
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Figure 6.7 Comparison of the single sphere case at Red=85. The line contours represent the 

experimental data and the color contours represent the numerical PR-DNS data. 

Other comparisons can be extracted from the velocity field data of Figure 6.7 that 

provide a clearer verification of the simulation results. Figure 6.8 and Figure 6.9 show 

comparisons of the axial velocity profile at different axial and transverse locations, 

respectively. Both figures show the experimental data using markers and the corresponding 

numerical results are shown as lines. It can be seen that the experimental and numerical results 

follow each other very closely in both the figures with about a 6 percent average difference. 

The development of the wake downstream the sphere can be seen in Figure 6.9, which shows 

the length of the wake is predicted within the margin of error of the experiment. 
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Figure 6.8 Comparison of axial velocity profile along the axial lines for a sphere at Red=85. 

The lines represent the PR-DNS data and the symbols represent the experimental data. 

 

Figure 6.9 Comparison of axial velocity profile along the transverse lines for one sphere at 

Red=85. The lines represent the PR-DNS data and the symbols represent the experimental data. 
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It is worth mentioning that the velocity field is expected to be symmetric and hence, 

for all cases except for the pure duct flow, data collection is only focused on one half of the 

field. The symmetry of the flow field can be easily seen in Figure 6.6.  

6.4  Results and Discussion 

The geometry that was chosen for comparison in the current study is a train of five 

spherical particles arranged parallel to the flow direction on the centerline of the flow duct. 

Using the two different sphere separation distance over diameter ratios, it is possible to study 

the effect of the particle wake on the downstream particles. Such interactions between particles 

cause a dispersion in beds of particles (Ham and Homsy, 1988; Koch and Brady, 1985) and 

are of particular importance in fundamental understanding of multiphase flows. 

The experimental data collection for the cases with trains of spheres was performed at 

a Reynolds number of Red = 100 based on the diameter of the spherical particles, corresponding 

to Re=1000 based on the width of the duct. Recall that the flow inside the duct is in the 

developing region in order to have a flat velocity profile interact with the particle train. The 

flow is laminar, and for a single sphere, a downstream conical vortex region is expected to be 

observed. Arrangements of a single particle and a train of 5 spherical particles with 

corresponding distance to diameter ratios of l/Dp = 1.38 and 2.19 were investigated. Velocity 

vector fields from experiments are presented in Figure 6.10 showing streamline field for both 

of the five-particle cases investigated. It should be noted that the laser illumination for the 

velocity vector fields shown this figure is from the top, causing a shadow area below the 

spheres. It is not possible to acquire velocity vectors in those areas and hence, they are simply 

masked out without causing any issues with the results due to the symmetry of the flow field. 

The locations of the spheres are also shown in the PIV velocity vector fields. 
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Figure 6.10 Experimental velocity field around a train of 5 particles overlaid on contour plots 

of velocity magnitude for Red=100. Top: l/Dp = 1.38, Bottom: l/Dp = 2.19. 

The experimentally measured velocity field in this study are acquired using 3 cameras 

aligned along the axial direction, in order to expand the instantaneous field of view compared 

to using a single camera. The velocity field from each individual camera is calculated 

separately, and then the resulting fields are combined using a linear interpolant in Matlab® 

software. Figure 6.11 shows a contour plot of the individual velocity components for the case 

of 5 spheres with a distance over diameter ratio of 2.19. Here, the color contours show the 

interpolated complete field result and the line contours of different color show results from the 

individual cameras. These results demonstrate the integrity of the interpolation scheme used 

for combining data fields. 
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Figure 6.11 Contour plot of velocity comparing the interpolated velocity field with that of 

individual cameras. Top: Streamwise velocity, Bottom: Cross-stream velocity. 

Numerical simulations were performed for the full test section with the same geometry 

as the experimental test section, and a representation of the resulting flow field is given in 

Figure 6.12 using 3D velocity streamlines. Usually a comparison between the simulation and 

experiment is done by simplifying the geometry and neglecting the effects of walls 

(Maheshwari et al., 2006). In contrast, this study shows a detailed comparison of the velocity 

field in the full duct between the experiment and simulation. It is worth noting that even though 

validation of a numerical model is possible using bulk quantities such as drag force or pressure 

drop comparison (Hicks, 1970; Wang et al., 2004), the exerted force on an object in flow is 

only a measure of velocity in the immediate vicinity of that object. Collecting detailed velocity 

field data, in contrast to local force measurement, allows for further extending the reach of 

verification tools into the fluid domain and extracting more information for comparison. 
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Figure 6.12 Three dimensional streamlines for train of five particles using PR-DNS results. 

Comparison of the results between simulation and experiment are first shown as 

overlaid contours of axial and transverse components of velocity. Figure 6.13 and Figure 6.14 

show contour plots of the numerical results in color and the experimental results as lines. Due 

to the symmetry of the velocity field, the flow field on the shadowed side of the spheres is not 

plotted in these figures, and only the upper half of the flow field is shown. Lines of 

experimental data are expected to follow the border of colored contours of simulation results 

and in both figures, the experimental and numerical results are in good agreement. It can be 

noted that the contour levels of the two methods agree very closely in the regions close to the 
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train of spheres, however some discrepancy is seen in the area between the spheres and wall 

and also in the wall boundary layer, where the experiments show a higher velocity than the 

simulations. It should be noted that in the experiments, the spheres are supported using 2 mm 

diameter stings normal to the field of measurement as shown in Figure 6.1 whereas the 

simulation geometry was setup without the sting. It is also not possible to experimentally 

achieve a perfect uniform inlet velocity as is assumed in the simulation. Plots of velocity profile 

are shown in the following to discuss the flow field in more detail. 

 

Figure 6.13 Comparison of the contours of velocity components between simulation (color) 

and experiment (line) for l/Dp = 1.38. 
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Figure 6.14 Comparison of the contours of velocity components between simulation (color) 

and experiment (line) for l/Dp = 2.19. 

The velocity field shown in Figure 6.13 and Figure 6.14 further supports the idea that 

only using a comparison of drag force on the spheres as a verification can prove to not be 

reliable for simulation validation since the drag force is merely a local measurement of the 

velocity gradient on the spheres and is barely influenced by the velocity field away from the 

spheres. Velocity field measurement such as the current study, on the other hand, allow for a 

more detailed comparison of the results and are a more reliable source for validation of 

simulation results. 

In the following figures, velocity profiles at various locations are extracted and 

wherever the resulting curves from different locations or different cases were found to show 

very similar features, for the sake of brevity, only one representative case was shown for each 

comparison. Temporal variation of the velocity field in experimental results are almost non-

existent due to the laminar flow. All the experimental results are depicted as the ensemble 
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average field of the 3333 measured velocity fields for each case using markers. Numerical 

results are depicted as lines overlaid on the same plot using a similar color.  

The streamwise component of velocity vs. axial location at different transverse 

locations is depicted in Figure 6.15 and Figure 6.16 for three different transverse locations that 

represent the centerline of the duct, one location close to the train of spheres and one location 

inside the wall boundary layer for l/Dp = 1.38 and 2.19 respectively. These plots reveal that the 

numerical results follow the experiments closely with about a 7% difference, although there 

are some differences between simulation and experiment. Both the simulations and 

experiments show that the negative streamwise velocity between spheres is larger between the 

first two spheres and the peak negative velocity in between the spheres diminishes moving to 

each successive downstream sphere.  

Comparing the results for the two different particle spacings, one major difference 

between the cases is in the negative streamwise velocity regions between the spherical 

particles. The magnitude of this negative streamwise velocity is a measure of the strength of 

the recirculation zones that form between the spheres. The case of the closer particle formation 

shows an almost zero velocity between the spheres, and thus a nearly stagnant flow region 

between the spheres. One consequence of this is that once a fluid particle enters this region, it 

becomes trapped, as it is difficult to exit this stagnant region. In this case, the train of particles 

can be taken as a single, larger particle, whereas the farther particle formation must be treated 

as individual particles, since the flow structure in the region between the spheres cannot be 

neglected. 
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Figure 6.15 Comparison of axial velocity profile along axial lines at different transverse 

locations for train of 5 spheres at l/Dp = 1.38. The lines represent the PR-DNS data and the symbols 

represent the experimental data. 

 

Figure 6.16 Comparison of axial velocity profile along axial lines at different transverse 

locations for train of 5 spheres at l/Dp = 2.19. The lines represent the PR-DNS data and the symbols 

represent the experimental data. 
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The streamwise velocity profile along the transverse centerline of the spheres is shown 

in Figure 6.17 and Figure 6.18 for the first, second, and last sphere in the arrangement for l/Dp 

= 1.38 and 2.19 respectively (profiles for the third and fourth spheres are removed here for the 

sake of clarity in the figure). The boundary layers forming on the surface of the spheres is 

clearly observed in the numerical simulations, and it is evident that the first sphere has a 

different impact on the flow comparing to the rest of the spheres in the arrangement. In both 

cases, only the leading sphere causes a peak in the velocity profile. As was previously 

discussed, the flow inside the duct in between the train of spheres and wall shows a slightly 

higher velocity in experiments compared to the simulations. A closer look at Figure 6.17 and 

Figure 6.18 shows that the difference lies in a slightly wider wall boundary layer in the 

simulations. On average, the results are about 10% different between the experiment and 

simulation. 

 

Figure 6.17 Streamwise velocity profile along transverse lines along the center of particles at 

l/Dp = 1.38. The lines represent the PR-DNS data and the symbols represent the experimental data. 
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Figure 6.18 Streamwise velocity profile along transverse lines along the center of particles at 

l/Dp = 2.19. The lines represent the PR-DNS data and the symbols represent the experimental data. 

Figure 6.19 and Figure 6.20 show streamwise velocity plotted vs. transverse location 

for profile locations midway between pairs of spheres for l/Dp = 1.38 and 2.19 respectively. 

Two such profiles are shown, corresponding to the middle of the gaps between the first and 

last pair of spheres and the rest were omitted for the clarity of the figure. It can be seen that in 

the closer arrangement of the spheres, where l/Dp = 1.38, the velocity profiles at different 

downstream locations match each other almost exactly with a zero velocity in the center. 

However, for l/Dp = 2.19, velocity profiles are different. In that case, the first sphere has a 

relatively larger peak negative velocity along the sphere train centerline. In both cases, the 

agreement between simulation and experiments are very good with about an average 7% 

difference. 
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Figure 6.19 Streamwise velocity profile along transverse lines along middle of the first and 

last pair of spheres at l/Dp = 1.38. The lines represent the PR-DNS data and the symbols represent the 

experimental data. 

 

Figure 6.20 Streamwise velocity profile along transverse lines along middle of the first and 

last pair of spheres at l/Dp = 2.19. The lines represent the PR-DNS data and the symbols represent the 

experimental data. 
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Figure 6.21 and Figure 6.22 show velocity profile development downstream of the train 

of particles at 4 different axial locations for l/Dp = 1.38 and 2.19 respectively. The locations 

plotted here correspond to 1, 3, 6, and 9 diameters downstream of the last sphere in the train 

arrangement. The region corresponding to the wake behind the train of particles (Y/Dp<0.5) 

are in very close agreement between the experiments and simulation. However, as was 

previously observed, the lower simulation velocity in the region between the wake and wall 

when compared to the experimental results still persists. The results from simulations are on 

average about 7% different from experimental measurements. 

 

Figure 6.21 Streamwise velocity profile along transverse lines downstream the particle train 

of 5 spheres at l/Dp = 1.38. The lines represent the PR-DNS data and the symbols represent the 

experimental data. 
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Figure 6.22 Streamwise velocity profile along transverse lines downstream the particle train 

of 5 spheres at l/Dp = 2.19. The lines represent the PR-DNS data and the symbols represent the 

experimental data. 

Measuring the transverse component of velocity can be more difficult due to the 

transverse velocity components being approximately one order of magnitude smaller than the 

streamwise velocity component in most of the field. The difficulty merely is due to the inherent 

limitation of the PIV method for capturing a wide range of velocity vectors which is the 

dynamic range of this method (Adrian, 1999). Errors in PIV measurements are minimized by 

increasing the distance particles move between laser pulses, since this reduces the effect of 

sub-pixel displacement interpolation errors on the measured velocity. When transverse 

velocities are small relative to streamwise velocities, the measured transverse velocities will 

be more dependent on sub-pixel interpolation, and hence, have greater potential measurement 

error. Moreover, near zero velocity measurements suffer more from any small misalignments 

in either the laser sheet or the cameras. Despite these potential limitations, comparisons in 
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transverse velocity here shown in Figure 6.23 and Figure 6.24 have an outstanding agreement 

between simulations and experiments with less than 2% average difference in the results. 

 

Figure 6.23 Comparison of transverse velocity profile along axial lines at different transverse 

locations for train of 5 spheres at l/Dp = 1.38. The lines represent the PR-DNS data and the symbols 

represent the experimental data. 
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Figure 6.24 Comparison of transverse velocity profile along axial lines at different transverse 

locations for train of 5 spheres at l/Dp = 2.19. The lines represent the PR-DNS data and the symbols 

represent the experimental data. 

Figure 6.23 and Figure 6.24 show a comparison of the transverse velocity component 

along axial profiles close to the wall (four sphere diameters from the train centerline) and close 

to the train of spheres (one sphere diameter from the train centerline). Other locations are not 

shown due to all values being virtually identical to the Y/D = 4.0 results. It can be observed 

that the transverse velocity features are well captured by the numerical simulations. The peaks 

in these figures show that the flow is expelled away from the spheres and the first sphere shows 

a much higher intensity comparing to the rest of the spheres. In the area between the spheres, 

for the more packed case studied, there is virtually no entrainment of fluid and the 

corresponding valleys have positive velocities whereas for the less packed case, there is small 

negative velocities showing an entrainment of fluid between the particles. The biggest valley 

on the far right side of the figures corresponds to the vertical wake region downstream the train 

of particles where a major entrainment of flow occurs 
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6.5  Conclusions 

Experimental field velocity measurements using Particle Image Velocimetry (PIV) and 

numerical simulation using Particle Resolved Direct Numerical Simulation (PR-DNS) was 

performed for the case of a train of 5 inline spherical particles in the center of a square duct 

with water flowing at a Reynolds number of 100. It was shown that even though the velocity 

in the vicinity of particles match greatly between the experiments and simulations, some 

discrepancies exist in the far field. Even though those areas are of lesser interest in multiphase 

fluid simulations, further investigations will be performed in order to find the reason for this 

discrepancy. It was concluded that local measurements such as drag force cannot be reliably 

used for validation of simulation results and field value measurements are required for that 

purpose. 

A direct comparison of the velocity field for the flow past a train of 5 particles inside a 

square duct at 2 different distance to diameter ratios was presented between PIV experimental 

data PR-DNS. The simulation data were validated using the experimental results showing an 

average of about 7% difference for most cases studied and a maximum of less than 10% 

difference. It was observed that the flow-particle interaction for the two different particle 

separation distances are very different. The closer arrangement allows practically no 

penetration of flow between the particles which causes the particles to stay as a cluster whereas 

the farther away arrangement allows penetration of fluid between the particles and they interact 

with the surrounding flow as individual particle despite being influenced by the rest of particles 

in the arrangement. The velocity field values outside the train of particles in the two cases were 

fairly similar showing that the interaction of the flow field with the arrangement of particles is 

practically independent of the distance between the particles in the arrangement. 
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CHAPTER 7  

CONCLUSION 

Experimental measurements were performed to obtain bubble size and shape 

distributions and liquid phase volumetric mass transfer coefficients in a vertically oriented 

semi-batch Taylor-Couette reactor for several combinations of axial and azimuthal Reynolds 

numbers. The study was followed by investigation of the effect of interfacial surface tension 

on these parameters using ethanol as the surfactant. Experiments were done at several 

combinations of rotational speed, gas flow rate, and surfactant concentration.  

Bubble size distributions were found to be log-normally distributed, and the Sauter 

mean diameter was shown to monotonically increase with increasing inner cylinder rotation 

speed and gas flow rate according to a power law relation. Sauter mean diameter was shown 

to generally decrease with higher concentrations of ethanol corresponding to lower interfacial 

surface tension. This effect is non-linear with higher reduction of the bubble size at lower 

concentrations of surfactant. Empirical correlations for calculation of the Sauter mean bubble 

diameter as a function of azimuthal and axial Reynolds numbers and Capillary number were 

proposed. Bubbles were found to have an average ellipticity of 1.2-2.0 even though there seems 

to be no apparent correlation of ellipticity with the parameters studied here. Bubble size and 

shape measurements demonstrate that bubbles have higher aspect ratio in annular columns 

compared to those observed in cylindrical columns and the shearing flow causes them to take 

on the shape of prolate spheroids rather than the commonly observed oblate shape in bubble 

columns. 

Mass transfer coefficients for cases with no surfactant were acquired using both needles 

and sparge stones for gas inlet and the difference were discussed. It was shown that the mass 
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transfer coefficient increases monotonically by increasing the azimuthal and axial Reynolds 

numbers. It was observed that introduction of the surfactant generally causes an increase in 

mass transfer coefficient at lower concentrations and higher concentrations of surfactant has 

little impact on mass transfer. Correlations were proposed for calculation of the Sherwood 

number in terms of azimuthal and axial Reynolds numbers and Capillary number. Several 

comparisons of the results were made with other available correlations for different types of 

reactors. 

Simulation of gas–liquid mass transfer in a Taylor vortex reactor was performed by 

using a two-fluid CFD model to obtain local phase distribution and velocity field information, 

which is turn was used to select an appropriate mass transfer model for computing the 

volumetric mass transfer coefficient, kLa. The mass transfer model is based upon the Higbie 

theory, but automatically adapts to the local hydrodynamic environment by computing 

exposure time using either the penetration theory or eddy cell model based upon the turbulence 

dissipation rate. This approach was validated by comparing simulation predictions with 

experimental measurements for the temporal evolution of the concentration of dissolved 

oxygen at a specific location in the reactor in response to a step change in feed gas composition. 

The simulations support the assumption that measurements at a single location in the reactor 

are sufficient for determining the mass transfer coefficient and it was noted that determination 

of kLa from experimental data at a single location also requires that the local liquid saturation 

concentration only depends upon temperature. Such an assumption can be justified if the gas 

phase partial pressures do not vary strongly with position. Simulation results show that gas 

bubbles are mostly located near the inner cylinder causing most on the interphase mass transfer 

to occur near the inner cylinder wall. The cylinder rotation speed, in contrast to the gas feed 
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flow rate, strongly impacts the bubble diameter, slip velocity, and turbulence dissipation rate. 

The gas flow rate has a greater effect than the cylinder speed on gas holdup, αg, but because 

the holdup is small (<2%) even for the highest gas flow rates studied, the rate of interphase 

mass transfer in general depends more strongly on the azimuthal Reynolds number, in 

agreement with experimental findings for this system. 

 

Experiments were performed with a train of 3 or 5 spherical particles arranged inline 

on the centerline of a square duct at 5 different distance over diameter ratios in order to 

characterize the interaction of flow with a cluster of particles. Velocity field data was presented 

and studies showing that the behavior of flow is merely a function of the distance and almost 

independent of the number of spheres in the arrangement. The higher packed arrangement 

seems to not allow the flow between the spheres and act as a cluster whereas the lower packed 

arrangements allow the flow between them to interact with the particles and either pull the 

together or push them away depending on the distance over diameter ratio. The interaction of 

multiple spheres with flow was contrasted with the case of a single sphere. Within the 

arrangement, it was noted that the most upstream sphere causes quite different flow patterns in 

comparison to the rest of the arrangement. 

Particle Resolved Direct Numerical Simulation (PR-DNS) were performed for 

identical geometries as that of Particle Image Velocimetry (PIV) measurement. It was shown 

that even though the velocity in the vicinity of particles match greatly between the experiments 

and simulations, some discrepancies exist in the far field. It was concluded that local 

measurements such as drag force cannot be reliably used for validation of simulation results 

and field value measurements are required for that purpose. A direct comparison of the velocity 
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field for the flow past a train of 5 particles inside a square duct at 2 different distance to 

diameter ratios was presented between PIV experimental data PR-DNS. The simulation data 

was validated using the experimental results showing an average of about 7% difference for 

most cases studied and a maximum of less than 10% difference.  
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