IOWA STATE UNIVERSITY

Digital Repository

Graduate Theses and Dissertations Graduate College

2014

Towards a characterization of information
automation systems on the ﬂight deck

Rachel Feddersen Dudley
Towa State University

Follow this and additional works at: http://lib.dr.iastate.edu/etd

b Part of the Aerospace Engineering Commons, Cognitive Psychology Commons, and the

Databases and Information Systems Commons

Recommended Citation

Dudley, Rachel Feddersen, "Towards a characterization of information automation systems on the flight deck" (2014). Graduate Theses
and Dissertations. 14147.
http://lib.dr.iastate.edu/etd /14147

This Thesis is brought to you for free and open access by the Graduate College at Iowa State University Digital Repository. It has been accepted for
inclusion in Graduate Theses and Dissertations by an authorized administrator of Iowa State University Digital Repository. For more information,

please contact digirep@iastate.edu.


http://lib.dr.iastate.edu/?utm_source=lib.dr.iastate.edu%2Fetd%2F14147&utm_medium=PDF&utm_campaign=PDFCoverPages
http://lib.dr.iastate.edu/?utm_source=lib.dr.iastate.edu%2Fetd%2F14147&utm_medium=PDF&utm_campaign=PDFCoverPages
http://lib.dr.iastate.edu/etd?utm_source=lib.dr.iastate.edu%2Fetd%2F14147&utm_medium=PDF&utm_campaign=PDFCoverPages
http://lib.dr.iastate.edu/grad?utm_source=lib.dr.iastate.edu%2Fetd%2F14147&utm_medium=PDF&utm_campaign=PDFCoverPages
http://lib.dr.iastate.edu/etd?utm_source=lib.dr.iastate.edu%2Fetd%2F14147&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/218?utm_source=lib.dr.iastate.edu%2Fetd%2F14147&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/408?utm_source=lib.dr.iastate.edu%2Fetd%2F14147&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/145?utm_source=lib.dr.iastate.edu%2Fetd%2F14147&utm_medium=PDF&utm_campaign=PDFCoverPages
http://lib.dr.iastate.edu/etd/14147?utm_source=lib.dr.iastate.edu%2Fetd%2F14147&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:digirep@iastate.edu

Towards a characterization of information automation systems on the flight deck
by

Rachel Feddersen Dudley

A thesis submitted to the graduate faculty

in partial fulfillment of the requirements for the degree of

MASTER OF SCIENCE

Major: Human Computer Interaction
Program of Study Committee:
Michael Dorneich, Co-Major Professor

Atul Kelkar, Co-Major Professor
Richard Stone

Iowa State University

Ames, lowa

2014

Copyright © Rachel Feddersen Dudley, 2014. All rights reserved.



TABLE OF CONTENTS

LIST OF FIGURES

LIST OF TABLES

ABSTRACT

CHAPTER 1 INTRODUCTION

1.1
1.2
1.3

Problem Statement

CHAPTER 2 RELATED WORK

2.1
2.2
2.3
2.4

Automation

Flight Deck Information Automation Definition and Framework

CHAPTER 3 CHARACTERIZATION OF INFORMATION

3.1
3.2
3.3
3.4

AUTOMATION
Method

CHAPTER 4 INFORMATION QUALITY, AUTOMATION

4.1
4.2
4.3

VISIBILITY, AND COMPLEXITY

Information Quality

Automation Visibility
Complexity

CHAPTER 5 EXPERIMENTAL METHOD

5.1
52
53
5.4
5.5
5.6

Research Objectives
Hypotheses
Participants
Experiment Task: Diversion Decision-Making
Tasks / Scenatios
Independent Variables

14

14
20
23
26

27

27
28
30

32

32
32
33
33
39
40



5.7 Dependent Variables

5.8 Experimental Design

5.9 Testing Environment___________

510  Procedure

5.11 Limitations and Assumptions
CHAPTER 6 RESULTS

6.1 Decision Performance

6.2 Workload

6.3 Attention Allocation

6.4 Confidence

6.5 Automation Awareness

6.6 Trust

6.7 Diversion Aid Display Attributes

CHAPTER 7 DISCUSSION

7.1 Review of Hypothesis Tests

7.2 Overall Discussion

7.3 Recommendations for Design
CHAPTER 8 CONCLUSION_ ... ... .

8.1 Summary of Research

8.2 Contributions

8.3 Future Work
REFERENCES

APPENDIX A POST-TRIAL QUESTIO

APPENDIX B POST-EXPERIMENT QUESTIONNAIRE

NNAIRE

41
43
44
45
45

47

48
50
53
55
55
57
58

61

61
63
64

69

69
69
70

71

78

79



LIST OF FIGURES

Figure 1  Framework to distinguish information automation from control and
management automation (from Rogers et al., 2013)

Figure 2 Participant rating match with final ratings

Figure 3  Correlations of accuracy, functionality, and criticality

Figure 4  Correlations of opacity, degradation behavior, and complexity
Figure 5 Annotated Diversion Aid presenting options with low automation
visibility in text display form: (a) overall display example shown to
participants; (b) description of schedule information presented in the
AISPIaAYS
Figure 6 Annotated Diversion Aid presenting options with low automation
visibility in graphic display form: (a) overall display example shown to
participants; (b) description of schedule information presented in the
AISPIAYS
Figure 7 Diversion Aid presenting options with medium automation visibility in
text and graphic display forms

Figure 8  Diversion Aid presenting options with high automation visibility in text
and graphic display forms

Figure 9  Simulated out the window view with traffic

Figure 10 Low fidelity simulator layout

Figure 11 Head tracker

Figure 12 Mean and standard error for the correct selection percentage

Figure 13 Mean and standard error for diversion plan selection time_ ...
Figure 14 Mean and standard error of the total workload as assessed by the

N AS AT X e
Figure 15 NASA-TLX measure of temporal demand as a function of

Automation Visibility
Figure 16 NASA-TLX measure of performance as a function of Automation

Visibility for the low and high Information Quality levels



Figure 17

Figure 18

Figure 19

Figure 20
Figure 21
Figure 22
Figure 23

Figure 24

Figure 25

Percentage of targets detected during the diversion selection task
Percentage of time participants spent looking at the Diversion Aid while
making their diversion plan selection as a function of Automation

Visibility

Percentage of time participants spent looking at the Diversion Aid while
making their diversion plan selection as a function of Information

Trust ratings as a function of Automation Visibility

Mean (standard error) Diversion Aid attribute scores vs. Automation
Visibility level

Individual preferences for Automation Visibility levels

53

54

54

55

56

56

57

58

59



Table 1

Table 2

Table 3

Table 4

Table 5

Table 6

Table 7

Table 8

Table 9

Table 10

Table 11

Table 12

Table 13

Vi

LIST OF TABLES

Scale of Levels of Automation of decision and control action (Wickens
et al., 1998)

List of candidate characteristics of information automation

Usability principles (from Dix et al., 2004, Ch. 7)
Reconciled ratings of characteristics against usability principles

Pearson’s rank correlation analysis, sorted from highest average
correlation to lowest

Policy statements and their corresponding cost values
Independent variables for the experimental study
Dependent variables and the metrics used to measure them

Treatment assignments for each of the twelve participants. Odd
numbered participants saw the text display while the even numbered
participants saw the graphic display

Summary of the p-values; (*) indicates a significant result, (m) indicates a

marginally significant result

Page

16
18

21

23

25

27
31
35
40

41

43

47



vii

ACKNOWLEDGEMENTS

| would like to thank my committee co-chairs, Dridklael Dorneich and Dr. Atul
Kelkar, and my committee member, Dr. Richard Stémetheir guidance and support
throughout the course of this research.

| would also like to extend my thanks to the reskdeam at Honeywell Aerospace
Advanced Technology in Minneapolis, MN for theisissance and support in running our
experiments. | also thank Prashant Barnawal fopfagramming assistance and Euijung
Yang for taking the time to be a volunteer durieyelopment and refinement of the
experiment.

In addition, | would also like to thank my friendslleagues, faculty, and staff in the
Human Computer Interaction, Mechanical Engineeramgl Industrial and Manufacturing
Systems Engineering departments for making my #ditrlewa State University a memorable
and intellectually challenging experience.

Finally, thanks to my family for their encouragernand to my husband for his hours

of patience, support, respect, and love.



viii

ABSTRACT

This thesis summarizes research to investigatehtamcteristics that define
information automation systems used on aircraghflidecks and the significant impacts that
these characteristics have on pilot performancgoMeccomplishments of the work include
the development of a set of characteristics thetrilge information automation systems on
the flight deck and an experiment designed to studybset of these characteristics.
Information automation systems on the flight dexkr@sponsible for the collection,
processing, analysis, and presentation of dataetdightcrew. These systems pose human
factors issues and challenges that must be coesidgrdesigners of these systems.

Based on a previously developed formal definitibméormation automation for

aircraft flight deck systems, an analysis proceas #@eveloped and conducted to reach a
refined set of information automaticharacteristics. In this work, characteristics are defined
as a set of properties or attributes that desenmbmformation automation system’s operation
or behavior, which can be used to identify and ssgetential human factors issues.
Hypotheses were formed for a subset of the charsiits: Automation Visibility,
Information Quality, and Display Complexity. An eeqimental investigation was developed
to measure performance impacts related to thegaatkastics, which showed mixed results
of expected and surprising findings, with manyratéions. A set of recommendations were
then developed based on the experimental obsemngatio

Ensuring that the right information is presentegitots at the right time and in the
appropriate manner is the job of flight deck systlsigners. This work provides a
foundation for developing recommendations and dunds specific to information
automation on the flight deck with the goal of imying the design and evaluation of

information automation systems before they are emgnted.



CHAPTER 1

INTRODUCTION

In order to safely and efficiently accommodaterareasing demand for air travel,
the Next Generation Air Transportation System (I&extt) will utilize satellite-based
navigation and interconnected database systemsde gnd track air traffic more precisely
than was previously feasible (FAA, 2013a). Thigeyswill integrate weather, traffic,
terrain, and aircraft performance data to enhaaftetyswhile reducing delays, fuel
requirements, and aircraft emissionbis transformation will result in increasing auton
to take advantage of the likely increase in the @amhof available information (Landry,
2009). Conveying the right information at the rigjhte to the flightcrew and accepting input
from them in a user-friendly manner is critical &afe operations.

Information automation systems collect, procesalyae, and present information to
the flightcrew to support their task performancegidion making, and position awareness.
Glass cockpit displays currently in use in many owrtial air transport aircraft are
examples of information automation systems. THexilbility allows for any of the available
information to be processed, analyzed, and predeatthe flight crew whenever and
however interface designers deem it appropriate.primary goals of information
automation systems are to promote situation awaseaed assist in decision making tasks
for the flightcrew; they are not intended to difgcontrol the aircraft or its subsystems.
Situation awareness and decision making assistaecgpecifically related to human
information processing and cognition, while direchtrol of the aircraft and its subsystems
is more heavily dependent on psychomotor skills strategic mission planning. As such,
there are likely unique human factors issues thadtrbe considered when designing the
interaction behavior of information automation gyss.

This work was funded by the Federal Aviation Adrsiration (FAA) Human Factors
Division (ANG-C1) (contract #13-G-003). It was anclucted in close collaboration with the
Human Centered Systems group at Honeywell Aerosfdeanced Technology in
Minneapolis, MN, though under separate contract.



1.1 Problem Statement

Glass cockpit displays are very sophisticated mgtron automation systems. As
manufacturers develop these devices and theiraghiohs to incorporate and accommodate
the NextGen directives, they must consider theirafibns of human factors issues in the
design of the interactions and the presentatianfofmation. While there is extensive
literature on human factors issues related toarautomation in general, there is typically
no distinction made regarding different types dbauation (e.g., Tenney, Rogers, & Pew,
1998; Funk, Lyall, Wilson, Vint, Niemczyk, Surotdgu& Owen, 1999), although there may
be different human factors issues depending otyftee of automation being considered. For
example, Fadden (1990) and Billings (1991) intratlthe concepts of control automation,
management automation, and information automafiba.PARC/CAST Flight Deck
Automation Working Group has recommended thatanger definition of information
automation is needed, as well as definitions ahgerelated to it (FAA, 2013b). To address
these recommendations, a more precise definitidrcharacterization of information
automation systems is needed in order to distimgiliem from control and management
automation systems.

Additionally, a thorough understanding of the hurfeators issues associated with
the characteristics of information automation systés also needed in order to enhance
human performance and pilot interactions with tregems. This understanding will help
prioritize those characteristics that have thetgsgampact on pilot performance and will
help guide the design decisions regarding whatywaed how data is presented. Given that
tasks and priorities change throughout a misstmnjrhpacts of the characteristics are also
likely to change, depending on the context andatidua the flightcrew is experiencing. For
example, during approach, impacts such as worldoadime pressure are much more
important than when in cruise. An all-encompassieigof characteristics and a framework
within which the characteristics can be describédh&lp designers of information
automation systems appropriately accommodate thahdactors impacts associated with
these changing environments.

Identification of the characteristics that desciiffermation automation systems will
help guide the metrics that can be used by desigmg to work toward tangible, well-

defined system specifications.



1.2 Research Objectives

The objectives of the work performed were to:
1) Generate a set of characteristics that descrilggg fleck information
automation systems;
2) Generate and test hypotheses about the humandactpacts of a subset of
key characteristics; and

3) Formulate design recommendations for informaticio@ation systems.

The focus of this work is in the domain of commattiansport flight decks, but in
developing the hypotheses for evaluating the hufaetors impacts of information
automation systems, previous work in other domaias also explored for broader
perspective. The amount of information availableitots is increasing and the importance
of each piece of information can vary over the sewf a flight, making information

automation in this domain a particularly challeriparea of research.

1.3 Thesis Organization

The structure of the thesis is as follows: thisptbaintroduces the motivation for the
research, the problem statement, and the objeativibe research. Chapter 2 provides the
relevant background information regarding autonma#ind its human factors impacts, the
types of automation encountered in the aviationa@apand a formal definition and
framework for information automation in the aviatidomain.

Chapter 3 presents the process followed in defithegcharacteristics of information
automation in the aviation domain. It begins witbreef description of the initial, heuristic
means to define the characteristics of informasiotomation systems. Next, an analytical
method to refine the characteristics is describ&e. chapter closes with the final proposed
set of information automation system charactesstiche domain of commercial transport
flight decks.

Chapter 4 focuses on three particularly importéuairacteristics identified in the
previous chapter: information quality, automatiasihility, and display complexity. As each
of these characteristics occupy their own areass®arch, this chapter provides background
information on each of these topics to describe timge characteristics are assessed in other



domains. The adaptation of these characteristitsetolomain of interest in this research is
also briefly introduced.

In Chapter 5, a description of the experimentalhoétused to evaluate the three
characteristics of interest is presented. Partitgevere given a decision making task, using
an automated aid developed specifically for thieeech. Details are provided regarding the
decision aid, the testing environment, the manipaneof the independent variables, and the
measurement of the dependent variables.

Chapter 6 presents the results of the experimewtpeeliminary interpretations.

Next, Chapter 7 provides a discussion of the resililhe human factors issues
impacted by each of the characteristics testediaoeissed at length and recommendations
for design based on the experimental results araged.

Finally, Chapter 8 summarizes the research andmemnds future work.



CHAPTER 2

RELATED WORK

This chapter presents an overview of earlier worlldscribe automation systems in
general and the potential human factors issues#matesult from implementing such
systems. Next, previous work to describe the varmategories of automation specific to the
aviation domain are discussed, leading to a foaeéhition of information automation on

the flight deck as well as a framework to definght deck information automation.

2.1 Automation

Automation has been defined as “...a device or sys$itetnaccomplishes (partially or
fully) a function that was previously, or conceilsabould be, carried out (partially or fully)
by a human operator” (Parasuraman, Sheridan, & ¥vigk2000, p. 287). Increasing
computational capability and continuing technolagianovations has led to sophisticated
automation systems across many complex domainsasuatiation, medicine, nuclear
power, and manufacturing, just to name a few. Sohtkee obvious benefits of automation
are increased reliability, efficiency, and throughpapability, while at the same time
reducing both the physical and mental workloadHieir human operators.

There have been, however, some unanticipated coeseegs because of automation
that have led to catastrophic events when thedotiens between the human and the
machine do not go as planned, or when the autom&its and the human operator is unable
to intervene and recover from the failure. Two tieiy recent aviation-related examples of
such events are the Asiana Airlines flight 214 Aird~rance flight 447 accidents. A
significant contributing factor in the Asiana 21etmlent was confusion by the flightcrew
regarding the autothrottle system during the apgraa landing — “the flightcrew believed
the autothrottle system would maintain the commspekd” when, in fact, the autothrottle
had been inadvertently deactivated by earlier astlwy the pilot (Asiana Airlines, 2014, p.
32). In the Air France flight 447 accident, thepdane encountered high altitude ice crystals
upon entering a line of thunderstorms at cruiseudk, resulting in blockage of all three pitot
tubes and subsequent loss of airspeed measurehheribss of airspeed measurement

resulted in the autopilot disconnecting and thghtlicontrols reverting from “normal law” to



“alternate law”. Due to the unlikely event of eitltd these conditions, let alone both at once,
the pilots had no experience with the handling ijealof the airplane under these
circumstances (et d’Analyses, 2009; Palmer, 203gse tragic events highlight the need
for better understanding and accommodation of threan operator within complex systems.

An initial consideration in the design of automat&ystems is in the allocation of
duties between humans and machines. Early wothkisrarea includes the Fitts’ list, also
known by the acronym MABA-MABA (“Men are better dachines are better at”), which
consists of six statements that point out thosasanhere humans perform better than
machines and five statements indicating tasksnttzathines perform better than humans
(Fitts, 1951). While this list is based on the tealogy available at the time, it continues to
be cited today and has been argued as still beiegant to automation design (de Winter &
Dodou, 2011).

Function allocation and Fitts’ list then led to ttwncept of Levels of Automation,
suggested by Sheridan and Verplank (1978) andfiateralized by Sheridan (1980) and
Wickens, Mavor, and McGee (1997). At the low extegfievel 1) of the ten-point Level of
Automation scale, the human performs all tasksionantsly with no computer assistance.
At the other extreme (level 10), the computer maltkedecisions and carries out the
execution of those decisions with no human inpetwen the extremes are different
degrees of participation in a particular task bg/hlnman and the automation. Table 1 shows
the Level of Automation scale as presented by Wisk&avor, Parasuraman, and McGee
(1998).

Table 1. Scale of Levels of Automation of decisicemd control action (Wickens et al., 1998).

HIGH 10. The computer decides everything and acts autonomously, ignoring the human.
informs the human only if it, the computer, decides to

informs the human only if asked, or

executes automatically, then necessarily informs the human, and

allows the human a restricted time to veto before automatic execution, or

executes that suggestion if the human approves, or

suggests one alternative, and

narrows the selection down to a few, or

The computer offers a complete set of decision/action alternatives, or

The computer offers no assistance: the human must take all decisions and actions.

PN WMOO N0

LOW




Parasuraman et al. (2000) refined the Level of fatioon scale to include a second
dimension to represent specific information processtages:
1) Information acquisition;
2) Information analysis;
3) Decision and action selection; and
4) Action implementation.

In this model, levels of automation between the &n@nd the system can be
individually assigned at each of these four staBasasuraman et al. (2000) succinctly refer
to these stages of automatioraaquisition, analysis, decision, andaction automation.
Furthermore, the first two stages of acquisitiod analysis automation are jointly referred to
asinformation automation by the authors. The primary objectivefmrmation automation
systems in this context is to augment the opejmeiception and cognition.

Examples ofnformation acquisition automation include mechanically manipulating
sensors, organizing incoming information, prioritginformation, or filtering incoming
information based on some criterion (Parasaurmah,e2000). Examples afformation
analysis automation include (Bass & Pritchett, 2008): catimg raw sensor data into an
easier-to-understand form; comparing current setiata to stored data or modeled
predictions to assess performance or detect abmhoonéitions; detect, predict, or highlight
trends, patterns or conditions; or aggregating ipialinformation sources into a unified
assessment.

Parasuraman et al. (2000) go on to defie@sion automation as consisting of
various levels of assistance provided to the opefat making decisions. An example of
decision automation include systems that have preprogranooeditional logic rules built
in that prescribe specific decision choices basethe existence of a particular set of
conditions. Finally, an example aftion automation is a system that would carry out or
execute a selected response. These systems wpiddlty replace the operator’s hand or

voice in the actual implementation of a decision.

2.2 Human Factors Impacts of Automation

Billings (1991) and Norman (1993) argued that thsigh of automation systems
should be centered on the human operator, ratharghshing the human operator to the



periphery and forcing them to adapt to the autoonatWickens (1994) pointed out that a
potential result of poor automation implementai®human operators being “out-of-the-
loop” with what the system is doing, which comprees situation awareness, increases
complacency, and may lead to degradation of dom&é@vant cognitive reasoning skills.
Therefore, automation strategies must be carefldsignedor the operator, with the goal of
keeping operators appropriately engaged in thekstand goals.

While this philosophy has been widely agreed ujgsnmplementation has
progressed rather slowly. Sheridan (2001) pointeedifficulty of creating predictive
models of human behavior over those of physicdesys as a cause for this slow
progression. Additionally, economic factors andabpemerging technology have continued
to be the driving forces behind automation systessjlting in a shift of human roles and
responsibilities to essentially that of monitoroethandler, and automation manager (Sarter
& Woods, 1997; Kaber, Wright, Prinzel, & ClamanB08), roles for which it is known that
humans are not well suited (Wiener & Curry, 198&a3uraman, 1987). In these new roles,
if an operator is not informed of what the systerdaing or such indications are missed, then
the operator may be surprised and perceive thersyas behaving illogically. “Automation
surprises” (Sarter, Woods, & Billings, 1997) ocuuren the system fails to take an expected
action, or the automation carries out an actionexplicitly commanded nor expected by the
operator. This can lead to operators wondering Wieasystem is doing and why, or what it
will do next (Wiener, 1989).

From the performance aspect, the end result ohaation surprise is typically
delayed response or completely missing the oppibyttomprovide corrective action. Sarter
and Woods (2000) conducted an experimental stutty Arbus A-320 pilots in a full-flight
simulator and demonstrated that pilots had mowguiat instances of delayed interventions
and errors of omission when interacting with systevith higher levels of autonomy and
authority. In their summary, the authors point ihatt the difference between responses being
delayed vs. completely missed was primarily depehde whether effective feedback was
provided. The authors also note that mode awargebtems can be addressed by making
automated systems more observable. In particulanwhe automation carries out an

uncommanded action or transition, the system shactigely alert the pilot to the situation.



The design of automated decision aids should irctuhsiderations regarding how
much information is made available to the operatmut the rationale, criteria, uncertainty,
and determining factors used in forming the aidtgiments and its actions (Bass &
Pritchett, 2008). The uncertainty considered byai®mation, and how that uncertainty is
communicated to the human, also impact operatasidecmaking (Andre & Cutler, 1998)
and performance (Bisantz, Marsiglio, & Munch, 2QdB)addition, the human-automation
interaction is complicated by a feedback loop betw#ne automation’s judgments and the
human's information seeking, cue utilization, amdgment policy (Bass & Pritchett, 2008).

If the algorithms used by the automation are higlignplex and are dissimilar from the
human’s strategies or not understood by the huthargutomation’s outputs may be ignored
(Adelman, Christian, Gualtieri, & Johnson, 1998¢liKi 1993). On the other hand, overly
simplistic strategies may be disregarded as nuesa(feeagull & Sanderson, 2001). The type
and level of information about automation reasorang behavior has a strong effect on the
human’s trust, and may result in under or overarele on automation (Lee & See, 2004;
Seong & Bisantz, 2002).

The type of automation may also lead to differimgpacts in terms of human
adaptability in using information automation. Fostance, Kaber et al. (2005) found that for
adaptive automation, humans were better able tptadahanges in information analysis and
action automation rather than for more cognitiviatgnse information analysis and

information decision automation.

2.3 Automation in the Aviation Domain

When considering the automation found on the avmaflight deck, Fadden (1990)
provided an initial distinction of aviation autonmat into two main categoriemmformation
automation, which involves the management and presentati@moatext-relevant
information to the flightcrew, ancbntrol automation, which addresses the automation of
those devices that directly impact the aerodynawii¢se aircraft. Billings (1997) introduced
a third category of automation callegnagement automation, which deals with the efficient
completion of a mission. While control automatisrciearly distinct from information and

management automation, further details to distisigtinese latter two are necessary.



10

According to Billings (1997, p. 70), informationtamation is “devoted to the
management and presentation of relevant informadtidlight crew members”. Examples of
information automation systems include the follogv(n997, p. 88-105):

e Attitude and flight path displays
e Navigation displays

e Power displays

e Alerting and warning systems

e Communication automation

By contrast, management automation correspondgettstrategic, rather than
tactical, control of an operation” (Billings, 1997, 70). Management automation includes
those functions allocated to the Flight Managensystem (FMS) for mission optimization
(Billings, 1997, p. 109-110):

e Navigation: determination of position, velocity,cawind; management of
navigation data sources.

e Aircraft system performance: trajectory determioatidefinition of guidance
and control targets, flight path predictions; tievel fuel at destination.

e Guidance: error determination, steering, and cbotymmmand generation.

e Electronic instrument system: computation of mag situation data for
display.

e Control-display unit: processing of keystrokegylili plan construction, and
presentation of performance and flight plan data.

e Input/output: processing of received and transichittata.

e Built-in test: system monitoring, self-testing, amdord keeping.

e Operating system: executive control of the operatigrogram, memory

management, and stored routines.

Between Billings’ two lists of functions, theredas emphasis on the display, or
presentation, of information in information autoroatthat is not as prevalent (although still
present) in management automation. Billings algesithe differences between information
and management automation with respect to the typbesmputations performed by each

system. Whereas management automation is heaciygéal on strategic optimization tasks,
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information automation has a focus on integratibavailable data sources into displays that
aid broad functions such as task performance, id@csaking, and position awareness.

To summarize, information automation differs froantrol automation in that
information automation has no direct impact ongaedynamics of the aircraft, whereas
control automation does have direct and immedrmagect. The unique distinction of
management automation is that it is focused omstitategic, rather than tactical, control of
the aircraft in order to optimize performance otfex course of the entire mission.
Information automation systems are therefore ekiyliased for the presentation of data in a

timely manner and at the appropriate levels ofrabsbn for the task at hand.

2.4 Flight Deck Information Automation Definition and Framework

In order to focus the effort of characterizing imf@tion automation systems, a more
formal and comprehensive definition of informateuntomation was needed than what had
previously been defined by Billings. Keeping thstidictions from the previous section in
mind, a formal definition of information automation the flight deck was developed:
Information automation encompasses all aspects of data collection (e.g., from sensors,
databases, or human input), processing (filtering, prediction from models, varying levels of
abstraction, etc.), and presentation to the human operator(s) through any appropriate
modality (e.g., visual, auditory, and tactile).

The three different categories of aviation autooraipecified by Billings (1997) and
the four information processing stages specifie®Pagasuraman et al. (2000) led to the
framework developed by Rogers, Whitlow, Letsu-DaB#, and Dorneich (2013), which is
shown in Figure 1. The horizontal dimension offila@enework shows “What is controlled or
acted upon?” The columns represent parametersasitoithe aviation automation categories
identified by Billings (1997) and reflect what taatomation is controlling: the aircraft, the
mission, or information. The leftmost column ligte “Information Processing Steps,” and
shows what stage of information processing is bperormed by the automation. The steps
were defined using the terminology from Boyd’'s Qfase Orient, Decide, and Act model
(the OODA loop; Boyd, 1987). The rows of the tatda be further identified as the four
types of automation specified by Parasuraman €2@00): acquisition automaton (Observe),

analysis automation (Orient), decision automatbedgide), and action automation (Act).
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Different human factors issues are possible dependirthe stage of information processi

being performed.

0

=
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|
!
= [nfarmation Feedback loons with nrocessed information a
a
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Figure 1. Framework to distinguish information automation from control and management
automation (from Rogers et al., 2013

In the framework presented here, the definition ofrimfation automation i
expanded to include not only the first two staggsrocessing, but also the final two stage
what is being controlled is information itself. Fostance, information automatiin the
Orient/Information cell might provide judgmentsaduman operator (Bass & Pritch
2008), whereas information automation in the Orffeintraft cell might provide input into
hazard mitigation system that might affect the oalrdf the automiion. Both are considere
information automation (specifically informationadysis automation). Conversely, decis
automation may or may not be classified as infoionagutomation. Automation in tt
Decide/Information cell that evaluates display opt to decide the best way to conv

information to the pilot would be information autation. Automation in the Decide/Aircre
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cell that decides on an evasive maneuver for tloé would be considered control
automation.
More specifically, the framework can be used targeéreas considered to be
information automation:
1) Early information processing stages (observe, drierked to control and
management automation;
2) All information processing stages for automatiorevehinformation is the
primary commodity being controlled, processed, presented; and
3) Feedback loops which present information on statased states for control
and systems automation (while these loops mighbeatonsidered

information automation per se, many similar huneatdrs issues likely

apply).
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CHAPTER 3

CHARACTERIZATION OF INFORMATION AUTOMATION

This chapter describes the steps taken to devedep @f characteristics to describe
information automation specific to aircraft fligtéeck systems. An initial brainstorming and
categorization of information automation charast&s by Honeywell researchers is
discussed first (Rogers et al., 2013). Their e$ftatd the groundwork for the systematic
analysis and refinement procedure performed asopé#nts research, which is then
described. The goal of the characterization work teaestablish a set of characteristics that
would fully describe information automation systeomsthe flight deck without having any
overlap in the characteristics; that is, each attarstic could be considered to be orthogonal
to one another. Establishing such a set of charsitts could then allow for the
development of metrics that could be used to olwelgtevaluate and compare different
information automation system designs from a peréorce and usability perspective. For the
purposes of this effort, a “characteristic” of artanated system was defined as an attribute,

feature, or property which describes a system’saijms or behavior.

3.1 Method
3.1.1 Initial Characteristics Generation

In addition to Honeywell’s preliminary efforts iredeloping a framework for
describing information automation systems on tigifldeck, they also conducted several
activities to identify characteristics of thesetsyss that could lead to potential human
factors issues. These activities included brainsitog meetings, pilot interviews, meetings
with stakeholders and other human factors expamsyiew of features of existing products,
and a review of existing FAA design guidelines amctbmmendations. Multiple perspectives
were considered:

e Products (e.g., Electronic Flight Bag applications)

e High level flight deck functions (e.g., aviate, igate, and communicate)

e Flightcrew functions (e.g., communication with Airaffic Control and Airline

Operation Centers)
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e Human error taxonomies (e.g., Threat & Error Mamaget; Helmreich &
Musson, 2000)

e Operational environment (NextGen; FAA, 2013a)

¢ Human information processing model (e.g., obsesxient, decide, act)

e Automation human factors (e.g., Billings, 1991;d%araman et al., 2000; Lee
& See, 2004)

e Adaptive automation (e.g., Kaber et al., 2005; Reigorneich, & Hayes,
2012)

e Situation awareness (e.g., Endsley, 2000)

e User experience level (e.g., Rasmussen, 1983)

e FAA regulatory and guidance materials (e.g., Cddeederal Regulations,
Advisory Circulars, and policy statements)

e Flight deck automation (e.g., Landry, 2009)

From these sources, the Honeywell research teasrated an initial list of 130
features and attributes of information automatigsteams. Although using a multitude of
perspectives created redundancy in feature ideatidin, this redundancy was accepted in
exchange for a more exhaustive analysis with agabability of missing potential issues.
The affinity diagramming process (Beyer & Holtzbldt997) was used to organize the initial
list of features and attributes into a hierarchyesding common issues and themes. The
affinity was built bottom up by collaboratively @gizing related items, until all items were
placed in groups. Categories for the groups wet@raalefined; rather they emerged from
the contents of each group. The resulting listaofdidate characteristics were then reduced

to ten.

3.1.2 Characteristics Refinement

Refining the characteristics began by generatirgifip definitions for the ten
characteristics in order to further analyze theitependence, or orthogonality, from one

another. The characteristics and their definitiaressshown in Table 2 below.
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Table 2. List of candidate characteristics of infomation automation.

Information
Automation
Candidate
Characteristic

Definition

Complexity

Level of connectivity with other flight deck funotis. Number and levels of
automation present. Number of control and displagnents required to interact
with the system. The level of difficultly to undeed the functions/sub-function
and what their current and future behavior will be.

\*2J

Functionality

The intended function and the type of functions #mer implications for risks
from a human factors perspective. Potential fouaneg distractions or being used
for unintended functions. Frequency of informatautomation system use.

Level of authority/autonomy the system has oveidigas and actions, even if
those decisions and actions are only at the léwehat/how/when information is

Authority presented. Amount of compellingness or salienceitidaices compliance and thus
has implicit authority.

Number of other systems or components directlydihto the system that have
data or processing dependencies. Number of otiségrag that need to be

Level of . . .

Integration evaluated in terms of consistency of user mterﬂements (colors, symbo_logy,
formats, etc.). Pilot procedures and operationsthigasystem supports which
require integration of new tasks with existing mdares.

Ability for pilots to understand the system’s beloayvhow it is generating the

Opacity outputs, and what sources it is using for inputaifability to verify its outputs.
Ability to predict what it will do next.

Number and type of interaction required by thehfligrew to successfully utilize

User . . . X . )

Interaction the information automation system. Amount of headmltime and/or distraction

Requirements

from other tasks. Amount of time to access infoiamtprovide inputs, or to
interpret outputs from the system.

Level of importance of the function that is suppdrfrom a safety perspective.

Criticality Potential consequences if the system “gets it wiong
Adaptiveness Dynamic behavior of the system — level of abiliyaidapt its output to the
P situation such that it might appear more consishedtless predictable to the user.
Reliability, timeliness, and accuracy of the out@kility to support the crew task.
Accuracy . . . : . .
Potential to be misleading even if technicallyable.
Failure modes of the system. Ability to easily itiigmand recover from failures.
Degradation | Existence of back up ways that pilots can achikeesame functions and outputs.
Behavior Amount of risk of subtle and insidious failures armalies that might go

undetected.
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One limitation of the approach was that it wasaagable of identifying whether any
characteristics were missed. Generating the idiiaby looking at the problem through
different perspectives was an attempt to mitigaie issue. A second limitation was the
possibility that some of the characteristics wedundant or captured similar human factors
aspects of information automation. The analysishogtlescribed next was employed to

address this limitation.

Rating Characteristics against Usability Principles
To ensure a level of independence between eadteaharacteristics defined in the

previous section, a rating and correlation analysis performed. This procedure was used in
Dorneich, McGrath, Dudley, and Morris (2013) foramalysis of adaptive system
characteristics. In that work, an initial set of@taracteristics were reduced to a core set of
seven, the independence of which the researchdrseehaonable confidence in due to the
analytic nature of the procedure. The method wasptad for this work to address similar
concerns about the independence of the charaatsrist

To evaluate their independence, or lack thereah efthe characteristics were rated
for the strength of their relation to each of tisahility principles defined by Dix, Finlay,
Abowd, and Beale (2004). These principles were ehd®cause they address three main
categories of usabilityearnability, flexibility, androbustness. Learnability affects the ease
with which users can adapt their knowledge of qursystems to a new interface. Flexibility
deals with the various ways a user and systemldeet@ exchange information. Robustness
addresses a system’s ability to support a usessassing and achieving the user’s goals.
Within these three main usability categories axes® principles, whose definitions are
provided in Table 3. Together, these principlesoemgass all the important human-system
interaction attributes of an interface and aredfee strong indicators for how readily an

interface will be accepted and utilized by its gser
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Table 3. Usability principles (from Dix et al., 20@, Ch. 7).

Principle

Definition

Learnability

Predictability

Support for the user to determine éfffect of future action based on past
interaction history

Synthesizability

Support for the user to asseseffeet of past operations on the current state

Familiarity

The extent to which a user’'s knowledgel experience in other real-world jor
computer-based domains can be applied when integagith a new system

Generalizability

Support for the user to extendwdsalge or specific interaction within and
across applications to other similar situations

Consistency

Likeness in input-output behavior agdrom similar situations or similar
task objectives

Flexibility

Dialog initiative

Allowing the user freedom fromtificial constraints on the input dialog
imposed by the system

Multi-threading

Ability of the system to supportausnteraction pertaining to more than one
task at a time

Task The ability to pass control for the execution @fieen task so that it becomes
migratability either internalized by the user or the system areshbetween them
Substitutivity Allowing equivalent values of inpahd output to be arbitrarily substituted

for each other

Customizability

Modifiability of the user interfadsy the user or the system

Robustness

Observability

Ability of the user to evaluate timéeirnal state of the system from its
perceivable representation

Recoverability

Ability of the user to take corretiaction once an error has been recogn

Responsiveness  How the user perceives the ratmohanication with the system
Task The degree to which the system services suppoot tile tasks the user
conformance wishes to perform and in the way that the user tgtdieds them
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Each of the characteristics in Table 2 were ratethb strength of their relation to
each of the usability principles in Table 3 for4x10 matrix, where the characteristics were
the columns, and the usability principles wererthes. Three analysts individually rated
each characteristic and usability principle combora(i.e., each cell of the matrix) on a
scale of (0, 1, 3, 9). A nonlinear scale was useatder to emphasize the strength of the
differences in the ratings. A rating of 9 represdmd direct correlation where changes in the
characteristic had a direct impact on the corredmonusability principle. A rating of 3
represented a strong relationship between the deaistic and usability principle, but with
at least one other factor also affecting the uggbA rating of 1 was used to describe a weak
relationship with several other factors affectirsgility. Finally, a rating of O represented no
relationship. For example, the complexity charastierhas future behavior of the system as
part of its definition, so its relation to the piedbility principle would be fairly strong.

The ratings by the three analysts were then cordpard discrepant ratings
reconciled through a series of meetings to disthessationale behind the individual ratings.
It is important to note that the discrepant ratimgse not averaged, rather consensus was
reached through discussions in which example sienar anecdotes were considered. The
reconciliation process allowed multiple perspedit@be considered that resulted in
consensus between raters. In all cases, the amalgse able to reach consensus. As a
measure of how consistent the participants wetlair initial ratings, an inter-rater
reliability analysis was also conducted.

Following the rating and reconciliation exercis®@® analyses were performed on the
data. The first was a measure of inter-rater raitgto determine how consistent the
analysts were in their initial ratings. The secandlysis was a Pearson’s pairwise correlation
analysis to assess the independence of each draactirom one another. Linear
independence of the characteristics’ ratings atbedl4 dimensions of the usability
principles was estimated via Pearson’s pairwisestation analysis on each combination of
characteristics. Each characteristic has 14 usabdiings. If one considers this a 1x14
“vector”, then any two characteristics can be cormg@do see how similar their vectors are.
A high correlation is an indication that two chdeaistics may be redundant. Similarly, high
correlation of a characteristic to several otheasrants further scrutiny to determine whether

that characteristic should be modified, absorbén @ame or more of the other characteristics,
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or eliminated. Conversely, high correlation doesmezessarily mean that a characteristic
must be eliminated; rather, it signals areas teatlrfurther discussion. Witt{n-1)/2
possible pairwise comparisons, even a moderate auailtharacteristics results in a
significant number of comparisons, so the benéfitsing this analytical method was to
quickly identify those characteristics that neetigther analysis from a human factors

perspective without having to consider every coratiam.

3.1.3 Participants

Three human factors analysts participated in thédysis. The three analysts
averaged 9.3 (range 6-15) years of aviation sysexpsrience. In addition, one was a

general aviation pilot.

3.1.4 Scope

It is important not to overstate the role that gifexation (rating) of candidate
characteristics played in this process. The rataligsved a systematic comparison of
candidate characteristics from a pilot perspectwe, were used to guide the qualitative
analysis of any correlations found. After humarntdes analysis, some correlated
characteristics resulted in the characteristicedpeombined. However, there were also cases
in which a quantitatively high correlation, aftemsideration and discussion, did not lead to
a merging of characteristics. The goal of the gtetnte (rating) exercise was to identify
those combinations of candidate characteristidswiaranted closer scrutiny; only the

gualitative analysis determined the final dispositof the characteristics.

3.2 Results

The final, reconciled ratings between each of ther&cteristics and the usability
principles is shown in Table 4. The sums and aves&gr each row and column are also

presented in the table.
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Table 4. Reconciled ratings of characteristics agast usability principles.
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Usability ~ a
Principle §
Predictability 3 1 9 3 3 1 1 1 9 3 34 3.4
Synthesizability 3 1 9 3 3 3 1 1 3 9 36 3.6
Familiarity 3 3 3 0 1 3 1 3 1 3 21 2.1
Generalizability 3 9 3 0 1 3 1 3 3 3 29 2.9
Consistency 3 9 9 0 3 1 1 3 3 3 35 3.5
Dialog Initiative 1 1 1 1 0 3 1 3 1 0 12 1.2
Multi-threading 3 3 1 1 1 3 0 3 3 0 18 1.8
Task Migratability 1 3 3 3 0 3 9 3 9 1 35 3.5
Substitutivity 0 1 1 0 0 1 1 3 1 0 8 0.8
Customizability 1 1 1 1 1 3 3 9 9 1 30 3
Observability 9 1 9 3 1 3 3 1 3 9 42 4.2
Recoverability 3 3 3 3 3 9 3 3 3 9 42 4.2
Responsiveness 1 1 3 3 1 1 1 9 1 3 24 2.4
Task Conformance 3 3 3 9 9 9 1 1 9 3 50 5
Sum 37 40 58 30 27 46 27 46 58 47
Average 2.64 | 2.86 | 4.14 | 2.14 | 1.93 | 3.29 | 1.93 | 3.29 | 4.14 | 3.36

3.2.1 Inter-rater reliability

A measure of inter-rater reliability is helpful taderstand the consistency of the
participants’ initial ratings. Inter-rater reliaityl was assessed by comparing each individual
rating to the final reconciled rating and countihg number of “steps” between them. For
instance, if a participant rated a cell as 9, alfrating of 3 would be one step away; a final
rating of 1 would be two steps away; and a finehgaof 0 would be three steps away. This
method provides a conservative measure of theofatgreement between participants. For
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example, a set of ratings (3,3,1) may have beesnmled to a “1,” so two participants we
one step away from the final rating even thougts¢htwvo agreed with each otheittially.
The final ratings matched 52.4% of the participainitial ratings. Cumulatively
93.3% of the participants’ initial ratings were it 1 step of the final ratin(see Figure 2),
indicating that the reconciliation process to pralthe final ratings started with a strc

basis of agreement between ana.
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Figure 2. Participant rating match with final ratings.

3.2.2 Pearson’s rankcorrelation

The Pearson’s rank correlatifor all combinations of characteristics is showi
Table 5. Correlationsver 0.5(typically considered strong) aie bold font.Correlations
between 0.3 and 0.5 (typically considered weaklyatated)arein normal font.Correlations
between 0.0 and 0.3 aregray font. Since the relation between usabpitiyciple anc
characteristic is nadymmetrical (i.e. a native correlation does not imply any relation),
correlations below zero are bla The final column is the “average correlation” foryaone
characteristic, which is the average of the cotiela in the column above the diagonal
element (denotely “x”) and the correlations in the row to the rigti the diagonal elemer
As an example, Tabletas the column/row combination for the Complexipmacteristic

outlined in bold.
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Table 5. Pearson'’s rank correlation analysis, sortéfrom highest average correlation to lowest.

2

C

5 &
3 §| | &

> [%2] -

>| |3 | 2|2 o > | O > %
£l gla|e|3|2l5|E 8| & ¢
Characteristic S| 5| &8|8|lea|lc|2|2|2]| 5 ]
£ 8|5 |8|lE|l&|ea|ls|%| 2 o
11858 S| 8| @
c | < 2| 5| &
2 8| 2| 2
[a) - <

b

D
Criticality x [.80|.29|.64]|.19| .13 |.53| .13 .27
Accuracy x |.27].64] .18 .25 .43 12 .27
Degradation Behavior x |.37].66 | .62 .02 .22
Functionality x |.16 251.11 | .01 22
Complexity x | .61 .07 .19
Opacity x | .10 12 .18
Adaptiveness x | .47 .18
Authority X .06 | .08
Level of Integration X .03

U -
ser !nteractlon « o1
Requirements
3.3 Analysis

The correlations were analyzed in two ways. That firas to look at the single
pairwise correlation. If two characteristics werghty correlated, then perhaps one could be
eliminated as redundant, or the two could be coethinto a single, more comprehensive
characteristic. The data were also analyzed toydtods much correlation there was between
a single characteristic and all others as indichtethe “Average Correlation” in Table 5. In
all cases correlations were used as indicatoreoéssary further discussion. A correlation
by itself was not enough to eliminate a charadieria human factors basis for making a
change to the characteristics was required.

Figure 3 illustrates the correlations betweenaality, accuracy, and functionality.
After discussion and analysis, it was decided tiratrelevant contextual aspects of task
functionality and task criticality were supportegithe quality of the information in the

system (i.e. accuracy), and thus functionality ariicality were incorporated with accuracy



24

into the more broadharacteristiof Information Quality (Wang & Strong, 199, which
includesthe confidence that information meets intrii (including accuracy, contextual
(including criticality and functionality, representationaind accessibility qualit
requirements.

Functionality

N

64 64

Accuracy 20 Criticality

Figure 3. Correlations of accuracy, functionality, and crifcality.

The next analysis considered the correlations bexivtlee characteristics
degradation behavior, opacity, and comple(see Figure 4Degradation behavior we
considered a system characteristic, wasopacity was considered a characteristic relate
the interaction between the system and the humath. \Bere retained, although opacity v
renamedAutomation Visibility (e.g., Andre & Cutler, 1998; Bisantz et al., 20(Complexity
included both the fuctional complexity of information processing, aslivas the leveof
complexity of information presentation. Complexatythe functional level was considere
system property, while complexity at the displayelevas considered more of a hur-
automaion property. Rather than combining complexity wiitle other characteristics, it w
split into two characteristic:Functional Complexity andDisplay Complexity. This is a good
example of how the correlation method serves gemethodto identify ares where further
analysis is needed. In this c, the analysis sparked by the high correlatesult: did not
result in any candidate characteristics being elatad

Degradation Behavior

-\

.62 .66

Opacity .61 Complexity
Figure 4. Correlations of opacity, degradation behavior, ad complexity.
Authority was somewhat correlated (0.47) with atlegptess. Authority is a

emergent property of the function allocation, whitkaptiveness of the system includes

function allocation. Therefore authority was elilati@d as a redundant cacteristic



Finally, the analysis also revealed a natural groypf characteristics between those

25

associated with the automated system itself, ansktlssociated with the interaction

between the human and the system. Table 6 showm#haset of characteristics with their

definitions grouped under these headings.

Table 6. Final set of information automation charateristics.

Information
Automation
Processing
Characteristics

Definition

Functional Complexity

The complexity of the underlying processing and mode logic, and the
understandability of functions and sub-functions.

Information Quality

The degree to which the information is fit for use; that is, the level of accuracy,
completeness, timeliness, and so on, that can affect whether the information can be
reliably used for the pilot task that it is intended to support.

Adaptiveness

How dynamic the system is — the degree to which it adapts its functionality,
interaction, content, or task priorities to the situation such that it might appear less
consistent and predictable to the user. The level of authority the system has over
decisions and actions to adapt its behavior.

Level of integration

The number of other systems or components that are directly linked to the
information automation system and have data or processing dependencies. The
number of other systems that need to be evaluated in terms of consistency of user
interface elements (colors, symbology, formats, etc.). The number of pilot
procedures and operations that the information automation system supports which
require integration of new tasks with existing procedures.

Degradation Behavior

The ways the system can fail or degrade. The degree to which the failure modes are
easily detectable, easily reversible, and easily recoverable. The existence of back up
ways the pilots can achieve the same functions and outputs. The level of risks of
subtle and insidious failures and anomalies that might go undetected.

Human-Information
Automation
Interaction
Characteristics

Definition

Display Complexity

The number of control and display elements that are used to interact with the
system. The amount, variety, and organization of display elements that affect the
pilot's ability to perceive, analyze, and act upon information.

Automation Visibility

The degree to which information is available to assist the user in understanding the
system’s behavior. The means by which the system provides information to allow
the pilot to understand what sources of information the system uses as input, what
reasoning it is using, and how it is generating the outputs. The methods provided to
allow the flightcrew to verify its outputs and to predict what it will do next.

User Interaction
Requirements

The amount and type of interaction that is required by the flightcrew to utilize the
information automation system.

Compellingness

The level of attention and engagement that a system attracts (Wickens, Fadden,
Merwin, & Ververs, 1998; Wickens & Alexander, 2009).




26

3.4 Summary

This chapter summarized the development of a fodeahition and framework to
describe information automation in the aviation damAfter an initial list of characteristics
was developed, three research participants ragetktation of each characteristic to 14
usability principles. A Pearson’s rank correlatamalysis was then done in order to assess
the independence of the characteristics. Where tvas strong correlation among the
characteristics, the analysis continued by consigehe relationship(s) of the characteristics
to one another from a systems and human factospeetive. Nine final characteristics were
defined and grouped into system specific charasttesiand human-system interaction
characteristics. Some characteristics were elirathaand (when appropriate), new
characteristics were created to absorb or modiistieg ones. The next chapter focuses on
experimental evaluation of three of these charasttes: |nformation Quality, Automation

Visibility, andDisplay Complexity.
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CHAPTER 4

INFORMATION QUALITY, AUTOMATION VISIBILITY, AND COMPLEXITY

This chapter shifts the focus of the researchreeticharacteristics of particular
interest to FAA stakeholderimformation Quality, Automation Visibility, andComplexity.
These three areas are recurring themes in the FARET Flight Deck Automation Working
Group report (FAA, 2013b) and were deemed the Isigheority for initial experimental
study through a series of meetings between thareser team, FAA program managers, and
FAA technical sponsors. Some background informagioout these research areas as they
relate to aviation and other complex domains isgméed in order to inform a design of
experiments. The details of the experiment anddkelts are reported and discussed in detail

in Chapters 5 through 7.

4.1 Information Quality

Much of the previous research in what is refercedd nformation Quality originated
in database administration and management of irdbom systems (Reeves & Bednar, 1994;
Wang & Strong, 1996ylyers, Kappelman, & Prybutok, 1997ipino, Lee, & Wang, 2002;
Stvilia, Gasser, Twidale, & Smith, 2007; Batini,@péello, Francalanci, & Maurino, 2009).
In this domain, there are several factors that playmportant part in the overall concept of
information quality. For example, Wang and Stroh@96) identified four properties of high
quality data: 1) intrinsically good, 2) contextyadippropriate for the task, 3) clearly
represented, and 4) accessible to the data constimey further identified 15 separate
dimensions that fit within these four categoriesnébrmation quality (see Table 7) in an
effort to capture more comprehensively tiseful ness of information as a product, or
commodity, to the consumers who seek it.

Table 7. Categories and dimensions of informationuglity (Wang & Strong, 1996).

Intrinsically Good | Contextually Appropriate | Clearly Represented Accessible to the
for the Task Data Consumer
Believability Value-added Interpretability Accessibility
Accuracy Relevancy Ease of understanding Access security
Obijectivity Timeliness Representational consistency
Reputation Completeness Concise representation
Appropriate amount of data
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English (2009) provided other components of infaroraquality that covered similar
underlying concerns, but in different groupingse3é groupings were defined as: 1) quality
of information product specification data, 2) qtabf information content, 3) quality of
information presentation, and 4) quality culture.

This categories and dimensions of information dqualrovided by Wang and Strong
(1996) are directly relevant to pilots as consunoétte information provided by flight deck
information automation systems and were therefdopted for the experimental study. For
example, automatic decluttering of a display basethe phase of flight and a predetermined
set of criteria is a feature of adaptive automatiwat aims to provide pilots with only the
most relevant and timely information for a givetuation (Billings & Woods, 1994). A
concern with this functionality, however, is whatlige system is able to determine and
provide all of the relevant information needed g pilot for a given situation.

In the development of the experiments on informmatjoality, several dimensions
(e.g. accuracy, timeliness) could be manipulated.example, introducing a delay in
presented information would address the timeliigsension. Furthermore, performance
differences resulting from such manipulations meadlto recommendations for specific

information quality dimensions.

4.2 Automation Visibility

Information automation visibility (sometimes alsalled “mode awareness” or
“observability” in the literature — for example,r& and Woods, 1995; Woods, 1996; and
Mosier et al., 2013) refers to the ability of aricamation system to provide adequate
feedback about its current state, what informaisdoeing used, and how the information is
being processed (Endsley, 1996; Whitlow, Dorneliaink, & Miller, 2002). This
characteristic may also be referred to as opaeity.,(Andre & Cutler, 1998; Bisantz et al.,
2005). In order for information automation to beibie, the feedback must provide a view
into the automation’s state and activities in a nerwhich can be properly interpreted by
the operator (Woods, 1996) and allows the opetatpredict its behavior (Scerbo, 1996).

In information automation systems that aid opegiioidecision-making tasks, good
automation visibility would mean the system is efifeely communicating what information

it is using and how it is using that informationderive its recommendations. Many studies
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have shown that providing meta-information andtoategy information to operators
improves task performance and error catching. kample, Seong and Bisantz (2008) found
improvements in an air traffic identification tasken the automation provided meta-
information related to how the system applied aweghting strategy to input data to come
up with its judgments vs. providing its judgmentishaut the underlying strategy. Other
studies have shown decreased reaction times tis,addwng with improved responses to the
alerts, when the automations’ strategies were gem/to operators when compared to the
performance when strategies were not shown (erigchBtt & Vandor, 2001; Sarter &
Woods, 1992 and 1994a; and Skjerve & Skraaning42@lilding on these observations,
Bass, Baumgart, and Shepley (2013) showed thatjadgperformance improvements could
also be found in noisy environments when unceganformation about the sensors that fed
data to both the automation and the operators wasded as compared to the performance
when operators were provided only the automatipprdgment.

Highly automated systems that have low automatisibility may appear to the
operator to be a completely autonomous agent, tapélis own independent actions. This
is known as “perceived animacy” of the automatextesy (Sarter & Woods, 1994a) and on
the flight deck can result in pilots having difflguunderstanding system behavior when
changing conditions cause a mode change that isomatnunicated effectively (Sarter &
Woods, 1994b, 1995). For example, if a Flight Maamagnt System changes automation
modes when a preprogrammed target altitude is esbahd this change is poorly (or not at
all) communicated, the pilot may perceive the sysés acting on its own and wondering
what its next actions will be. These situationagfomation surprise are exacerbated as
system complexity increases (Woods, 1996).

On the other hand, systems that have inappropyiatgh automation visibility may
cause information overload (Deveans & Kewley, 2D8gani, Barshi, & Shafto, 2013).
Faced with an overwhelming amount of data, piloéy mot be able to absorb the
information presented to them and they run theafdkss or reduction of situation
awareness (Endsley, 1999, 2010; Wickens, 2002).



30

4.3 Complexity

From the previous work in defining the characterssof information automation
systems, two different complexity characteristiegevidentified: functional complexity and
display complexity. The experimental study presemere focused on display complexity.
This section gives an overview of complexity (imgeal) from the literature, followed by the
dimensions and metrics adopted for measuring disgenplexity (specifically) of an
information automation system.

The literature on complexity lacks a consensusherdefinition of the term, although
similar components in human-system interfaces haea identified (Cummings,
Sasangohar, Thornburg, Xing, & D’Agostino, 201Mrde separate dimensions have been
specifically recognizedquantity of basic information elementgriety of the elements, and
therelations between the elements.

Boy (2008) interpreted perceived complexity as “pterity of an equipment or
system in the flight deck as perceived by the pilpt 8). He identified a broad range of
issues related to artifact, user experience, @glgnization, and situation complexities.
Many of these components of perceived complexigteeclosely to the usability principles
given by Dix et al. (2004) used in refining the dalate information automation
characteristics (see Table 3 in section 3.1.2) eixample, artifact complexity is related to
flexibility and task complexity includes consistgn€inally, Boy (2008) also points out that
the main difficulty in measuring complexity is thais related to expertise. Within this
framework, then, complexity is a subjective meashat will likely vary from pilot to pilot.

However, an objective measure of complexity foornfation automation systems on
the flight deck may be possible through the workxioyg (2007, 2008) in the domain of air
traffic control systems. Xing first developed anfirework for display complexity (Xing,
2007) and then developed a set of questionnairestsure this type of complexity in air
traffic control displays (2008). The wording in theestionnaires is sufficiently generic to be
used in the evaluation of other types of displaysvall. The framework consists of three
basic factors: quantity, variety, and relationrdbrmation. Each of these factors is evaluated
along three of the information processing stagescgption, cognition, and action.
Additionally, the metrics are derived by associgtime three complexity factors with the
information processing stage (see Table 8).
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Table 8. Display complexity dimensions and metricas defined by Xing (2007).

Perception Cognition Action
Quantity | No. of fixation groups| No. of functional units Amuwof action cost
Variety No. of visual features| Dynamic complexity)  Actiorptle
Relation | Degree of clutter Relational complexity = No. of aatigoals

A multiple choice questionnaire was developed hyg{i2008) for quantitative
evaluation of complexity of air traffic control giys. The questionnaire consists of a total
of 13 questions: one question for each of the nombinations of Table 8, followed by one
guestion for each of the information processingesgperception, cognition, and action),
and a final question to address the overall disptayiplexity. For each question, participants
assigned one of the following four levels of conxthe 1) not complex, easy to use; 2)

moderately complex but manageable; 3) complex aaaageable only when not busy; 4)

too complex to manage.
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CHAPTER 5

EXPERIMENTAL METHOD

This chapter provides details of the experimentalwation of varying levels of
information quality, automation visibility, and g@isy complexity on decision-making
performance. The goal of the investigation is tmgasight into decision-making
performance effects when these information autanatystem characteristics are
manipulated. Understanding these effects will lestiablish design recommendations and

guidelines for information automation systems.

5.1 Research Objectives

The goal of the experimental study was to show oradre differences in
performance and other subjective assessment mefnies manipulating the information

automation characteristics of information qualayfomation visibility, and display modality.

5.2 Hypotheses

The evaluation is based on a premise that automaisibility will have an impact on
the ability of pilots to detect problems resultingm poor information quality. The effect of
display modality is also studied. Specifically, thgotheses tested in the study were:

1. Increased information automation visibility widsult in increased primary task
performance, increased confidence in decisionsjrardased trust in automation,
but at a cost of higher workload.

2. Higher information quality will result in bettprimary task performance when
compared to lower information quality.

3. Higher automation visibility will result in ineased ability for pilots to
compensate for poor information quality in the a#étion to maintain overall
primary task performance (i.e., the differencerimary task performance
between the low and high information quality coiwhs will be greater when

automation visibility is low than when the visilyliis high).
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4. The graphical display will result in increasadk performance, increased
detection of information quality issues, lower cdexity, and lower workload

when compared with the text display.

5.3 Participants

Honeywell obtained Internal Review Board (IRB) apgl for the study and
recruited twelve airline transport pilots from @ss section of regional and major airlines to
participate. All participants were right-handed esahnd one was color blind. Participants
averaged 34.2 years of age (range: 24-56). Sevénipants were First Officers and five
were Captains. The average number of flight homsrey the participants was 7000 (range:
2000 — 14,000). Seven of the pilots had no expeeavith electronic flight bags, four had
some experience, and one used an electronic g in his daily work. Participants rated
their familiarity with glass cockpits as 4.9 of g6&int scale (standard deviation 0.3). Also on
a 5 point scale, participants rated their levdra$t in automation at 3.83, with 1 being no
trust and 5 being complete trust in automatiom@dad deviation 0.55). Finally, the pilots
were asked about their level of authority in makilegisions about diversions, with 1 being
they had no authority and 5 being that they hadpteta authority. The average response

among the pilots was 4.08 and the standard dewiatas 1.08.

5.4 Experiment Task: Diversion Decision-Making

For this experiment, participants used an inforaratiutomation system designed to
aid in-flight diversion decision making. This sectiprovides some background on diversion

and a brief introduction to the task assigned ig@pants.

5.4.1 Background

Historically, diversion decisions have been a dmilative effort between the pilot
and airline dispatchers. As more information becomailable on the flight deck with
NextGen capabilities, the balance of responsibibtydiversion decisions may shift more
toward pilots. The primary goal of this task isstwsure that the plane is diverted safely.
Secondary goals may include minimized downstrearugtions to airline operations.
Experienced dispatchers know that diversion degssiave significant impact on

downstream airline operations, including the sclheifor aircraft, crew, maintenance, and
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passengers (Dorneich, Whitlow, Miller, & Allen, 200 In future operations, pilots may be
expected to take a more active role in considethiege aspects of diversion decisions.

For this study, participants were tasked with mglardiversion decision based on the
assumption that the diversion decision making baal already considered all aspects of the
flight related to safety, such as remaining fuel amway lengths at the suggested diversion
airports. As such, they were to focus on the comseces of the diversion options from an
airline operations perspective. This was a modifiay for pilots to consider the diversion
decision-making task for two reasons: 1) they werassume the safety requirements were
met by the automation, and 2) they were not coetdig with airline dispatchers.

From the perspective of the dispatcher, diversierisions consist of two parts:
which of the in-flight aircraft are to be diverteahd to which airports they are diverted.
These two decisions can have dramatic consequant&s disruption of an airline’s four
inter-linked schedules: aircraft, crew, maintenameel passenger schedules.

There are other stakeholders in diversion decisioowever, the diversion decision is
made by only the pilot and the dispatcher. In adidjtthere is very little time available to
produce a diversion plan, which one dispatcheratdtarized as “0-10 minutes” (Dorneich et
al., 2004). The relevant information about how adidate plan will affect various schedules
and their stakeholders is distributed across nialggstems and departments. Consequently,
in current practice the decision is almost solelgdal on fuel limits and other aspects of
aircraft safety. There are typically several diéerr diversion plans possible that will
maintain safe flight and landing profiles, but difividely in their impact on airline

operations, profits, crew and staff convenienced, @arstomer satisfaction.

5.4.2 Policies

A set of company policy statements was establishedpresent the operational
priorities of all stakeholders affected by diversitecisions. These policies are used to assess
the overall “goodness” of a diversion plan. Eachgyovas associated with cost points
operational for each statement that is violated Ipgrticular plan. The policy statements are
shown in Table 9. For example, diverting a flighthraan unaccompanied minor costs 10
points, while delaying a flight greater than 15 otas costs 8 points. The policy statements

are adapted from a list of policy statements degeddoy Dorneich et al. (2004) after



35

conducting interviews with airline dispatchers adlas various stakeholders. The goal of
selecting a diversion option is to minimize theataiost incurred by the selected option. The

lower the cost, the better the plan.

Table 9. Policy statements and their correspondingost values.

Policy Statement Cost
Do not exceed crew duty limits 10
Do not divert a flight with an unaccompanied minor 10
Do not divert a flight with an arriving international passenger to an airport 10
that does not have passport control

Do not divert passengers connecting to an international flight 8
Do not delay flights greater than 15 minutes 8
Do not divert to an airport that has its maximum capacity of aircraft 8
Do not cause crew to miss next flight assignment 5
Do not cause passengers to fail to reach destination 3

5.4.3 Diversion Aid

An information automation tool, the Diversion Aidlas created for the purposes of
the study. The Diversion Aid integrates multipléoimmation sources to provide participants
with data on the current state of flight, aircrafiaintenance, crew, and passenger schedules.
By capturing and showing the implications of divensdecisions to the participant, it was
anticipated that s/he would be better able to natiegthe goals and priorities of interested
airline operations stakeholders into the decisi@king process.

5.4.4 Displays

The Diversion Aid presented the original scheddligtht plan, followed by its
diversion plan recommendations to the participantme of three ways (automation
visibility options), depending on the experimergahdition. Additionally, the Diversion Aid

was presented in one of two display modes:or graphic. The text and graphic displays
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were designed such that the information contentidergtical between thtwo modes
Figures 5 and 6how annotated descriptions of the text and gragisays, respectivel
The automatiomwisibility options were
e Low Visibility: A single best option (see Figures 5 and 6)
e Medium Visibility: A ranked list of the top threoptions(seeFigure 7)
e High Visibility: A ranked list of the top three aphs with the cost valu

shown (seéigure §).

Text Display

Integrated Flight Operations - Diversion Tool
Options

Original Plan

1ail #b42 MSP  07:30 — DEN 09:30 .
DEN 10:00 - ABO 11:20 Or|g|na| crew
ABQ  11:50 — DEN 13:10 Cx: #566 (DEN — PDX)
UEN  13:40 MSP  15:40 Mix > schedule for
Tail #566 DEN 13:50 - PDX 17:20 Cx: end the day
PDX 17:50 — DEN 321:20

Option 1 = Divert to APA than on ta ARO,

Tail 642 MSP  07:30 — APA 0G:30 . . .
APA  10:30 - ABQ 11:40 Diversion Aid
ABQ 12:10 - DEN 13:20 Cx: #566 (DEN — PDX)
DEN  13:50 — MSP 15:40 M > recommended

Tail #566 DEN 13.50 - PDX 17.20 Cxsend plan
PDX 17:50 - DEN 21:20

Reject

KEY:  Cx-Crew Change Mx — Scheduled Maintenance

{a) Overall display example shown to participants.

Tail number Notes section: e.g.,
assignmentls crew Lranslers,
for the crew scheduled maintenance
Tail #642 MSP  07:30 — DON 09:30
DFN 10:00 — ARO 11:20
ABQ  11:50 - DEN 13:10 Cx: #566 (DEN — PDX)
DEN  13:40 - MSP 15:40 Mx
Tail #566 DEN 13:50 - PDX 17:20 Cx: end
PDX 17:50 - DEN 21:20
A J

S
Neparture — Arrival

airports and times

{b) Description of schedule information presented in the displays.

Figure 5. AnnotatedDiversion Aid presenting options with low automation visibilityin text
display form: (a) overall display example shown to participants(b) description of schedule
information presented in the display.
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Graphic Display
Integrated Flight Operations - Diversion Tool
Options  |ubeipul
Tail g2 o " — e m—" 4 Original crew
e ‘ S o - schedule for
[T ' - ' e ' - ) = 1w ) ' - T a0 the day
Option 1 - Divert to APA then on to ABQ Select
Tail 8362 | —— | S usp W Diversion Aid
s ‘ S o = recommended
0600 1200 1800 2400 plan
Reject
m: ON\Gre Ve
{a) Overall display example shown to participants.
Tail number
assignments Departure — Arrival Notes: e.g., crew transfers,
for the crew airports scheduled maintenance
r - - - - . - ] l - - L - -
Tail #462 MsP. DEN ABQ DEN ulsp W
| o || |
Tail #566 DEN PRK_ DEN
L[ [ exed
0600 Y\Vgo / 1800 20
Departure — Arrival times
{b) Description of schedule information presented in the displays.

Figure 6. Annotated Diversion Aid presentin¢ optionswith low automation visibility in graphic
display form: (a) overall display example shown tgarticipants; (b) description of schedule
information presented in the display:



Integrated Flight Operations - Diversion Tool |-]le]x]
Options  |uHelpal
Original Plan
Tail #642 MSP  07:30 — DEN 09:30
DEN  10:00 - ABQ 1120
ABQ 1150 - DEN 13:10 Cx; #566 (DEN—PDX)
DEN 1340 - MSP 1540
Tail #566 N 13:550 - PDX 1720

DEl
PDX 17:50 — DEN 21:20

Option 1 - Divert to APA then on to ABQ select

MSP 07:30 — APA 09:30
APA  10:30 — ABQ 11:40
ABQ 12:10 — DEN 13:20
DEN 13:50 — MSP 15:40
Tail #566 DEN 1350 — PDX 17:20
PDX 17:50 — DEN 21:20

Tail #642

Cx: #566 (DEN — PDX)
Mx.

Cxend

Option 2 - Hold Select

Tail #642 MSP 07:30 — DEN 10:30
DEN 1100 — ABQ 12:10
ABQ 12:40 — DEN 13:50

Cx: #566 (DEN — PDX}
DEN 1420 — MSP 16:10 My

:

Tail #566 DEN 1405 — PDX 17:25 Cxend
PDX 17:55 — DEN 21:20
Option 2 — Divert to COS then on to ABQ, Select
Tail #642 MSP 07:30 — €OS 10:05
€05 11:05 - ABQ 1215
ABQ 12:45 - DEN 13:55 Cx; #566 (DEN—PDX)
DEN 14:25 — MSP 1615 Mx.
Tail #566 DEN 1410 - PDX 17:30 nd

PDX 1800 - DEN 21:20

Reject All

KEY:  Cx—CrewChange

My — Scheduled Maintenance

(text)
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Integrated Flight Operations - Diversion Taol

Options  |uieipil

Original Plan
R
Tail #462 TSP EN
Tail #566 DEN
‘ [T T
0600
Option 1 - Divert to APA then on to ABQ
Tail #452 (5] | APA
1
Tail #5566 DEN
[T 1
0600 1200 1800
Option 2 — Hold Select
4‘—Lm l 4“'@
Tail 4462 P, . N P
of | |
Tail #566 ‘ = DE ‘
[ T e [ 1
0600 1200 1300 2
Option 3 — Divert to COS then on to ABQ
Tail #462 NsP. 5P
Tail #566 ‘ PDX . . DEN
[T Tees |
0600 1200 1300 2

Reject All

Crew W7 Schedued
KEY: Cx &
Change V' Mantenance

(graphic)

Figure 7. Diversion Aid presenting options with metlim automation visibility in text and
graphic display forms.

Integrated Flight Operations - Dives [-]=] x]
Options | Help. |

Original Plan

Tail #4642 MSP  07:30 — DEN 09:30

DEN 10:00 — ABQ 11:20
ABQ 1150 — DEN 13:10
DEN 1340 — MSP 1540

©x: #566 (DEN - PDX)

Tail #566 DEN 1350 — PDX 17:20
PDX 17:50 — DEN 21:20

Option 1 - Divert to APA then on to ABQ Select Decision Cost: 27
Tail #642 MSP 07:30 - APA 08:30 Px(3), Int (B)
APA 10:30 - ABQ 1140 Delay (8)
ABQ 1210 - DEN 1320 Cx #566 (DEN - PDX) Delay (8}
DEN 13:50 — MSP 15:40 M
Tail #566 DEN 13:50 — PDX 17:20 ccend
PDX 17550 — DEN 21:20
Option 2 — Hold Select Decision Cost: 37
Tail 4642 MSP 07:30 — DEN 10:30 Delay (8)
DEN 11:00 — ABQ 12:10 Delay (8)
ABQ 12:40 — DEN 13:50 Gx: #566 (DEN— PDX) Cx (5), Delay (8)
DEN 1420 — MSP 16:10 Mx Delay (8)
Tail #3566 DEN 14:05 — PDX 17225 ccend
PDX 17:55 - DEN 21:20
Option 3 — Divert to COS then on to ABQ Select Decision Cost: 48
Tail #642 MSP 07:30 — COS 1005 P (3), Int(8)
€Os 11:05 — ABQ 12115 Delay (8)
ABQ 12:45 — DEN 1355 O #566 (DEN — PDX) Cx (5), Delay (8)
DEN 14:25 — MSP 1615 Mx Delay (8)
Tail #566 DEN 14:10 — PDX 17:30 Ccend Delay (8)
PDX 1800 — DEN 21:20
Reject All

KEY: UM~ Unaccompanied Minor(s) -
- Crew Change

Passenger Impact

Mx — Scheduled Maintenance

Int~ International Passenger(s) ‘

(text)

Integrated Flight Operations - Diversion Tool
Options
Original Plan
Tail #3562 TABQ DEN [ W
16
Tail 4566 ‘ ‘ DEN POX. DEN
| e
1600 1200 1800
Option 1—Divert to APA then on to ABQ Select Decision Cost: 27
Tail #9562 MSP PxInt | APA [_Fx ABO[ Px DEN » |
: B |
Tail #566 ‘ ‘ DEN POX DEN
5 =T ]
0500 1200 1800
Option 2 - Hold Select Decision Cost: 37
Tail #462 Px. DEN__ Px m Px,Cx JOEN Px nsp
o | | \ |
Tail #566 D POX DEN
< |
0600 1200 1800
Option 3 Divert to COS then on to ABQ. Select Decision Cost: 48
T
Tail #462 €08 Px__ABQ Px.Cx DEN Px. ISP
i T T
=l [E] =
Tail 4566 | P PDX PEN
| [T e T
0600 1200 1800
Reject All
KEY:  Px-Fassengermpact  Int— Interafional Px Impact UM-UnaccompaniedMinor  Cx\, €% i)
2 " =4 Crange V' Maitenance

(graphic)

Figure 8. Diversion Aid presenting options with hi¢p automation visibility in text and graphic
display forms.
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5.5 Tasks / Scenarios

Participants performed two tasks for the experimigat primary task was to select or
reject a diversion plan with the help of the DivernsAid, and the secondary task was to
report traffic as it appeared in an out-the-winddigplay. In every trial, participants knew
they would be diverted, but did not know when ia fitenario they would be instructed to
divert.

Participants acted as the Pilot Monitoring and quened six trials, each with a unique
scenario that represented a typical crew schedulerfe day, including up to one crew
transfer to another aircraft (tail number). In &b@viated pre-flight briefing, the confederate
pilot reviewed the schedule for the day, weathed, @ pre-planned diversion airport with the
participant. These briefings contained both reléaauad irrelevant information specific to the
diversion task, in order to provide the informattbat might be needed to make a correct
decision without explicitly stating that the infoatiron would be required. Participants were
informed that the Diversion Aid may not always h#éve most current or correct
information, in an attempt to appropriately caltiergust. Participants were also told that the
briefings had the most accurate and up-to-datenmdtion and they, as pilots, had the final

authority in the diversion decision.

5.4.5 Primary Task

A flight simulation was presented to the particiyzato help provide a sense of
realism to the trials. The simulation began appr@tely ten minutes from top of decent
After 60 to 90 seconds, the need for a diversioa armounced and the participant was asked
to make a recommendation within five minutes. Tadipipant then started the Diversion
Aid, reviewed its recommended plan(s), and decwleether to accept one of the plans or to
reject its recommendation(s) if he felt he couldige a better plan. The participant did not
need to create a different plan. A help menu wadable that displayed the set of policies
(see Table 9).

5.4.6 Secondary Task

A secondary task of reporting traffic in a simuthtaut the window view was also

assigned in order to increase workload during tiaerdion selection task. Traffic appeared
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out the window (see Figure 9) in random locatiangadom times and did not move. Every
five seconds, the probability of traffic being desged was 60% (a set point determined
during pre-experimental dry runs). If traffic dig@ear, it remained in the view until
participants reported it by pressing a button (ligunreld in their non-dominant hand). If they
failed to press the button after five secondstainget would disappear. Participants were
instructed to press the button as soon as theylsawaffic. While reviewing the Diversion

Aid’s recommendations, the participant continugebréng out-the-window traffic.

Figure 9. Simulated out the window view with traffic.

5.6 Independent Variables

In addition to the two Display Modes and the thhegomation Visibility levels,
Information Quality was also an independent vagablthe experiment. The independent

variables are summarized in Table 10.

Table 10. Independent variables for the experimentastudy.

Independent Variable Levels Description

Some relevant information was not included in the

Information Quality Low calculation of total diversion decision cost
. All relevant information was included in the calatibn
High . ; .
of total diversion decision cost
Automation Visibility Low Best option only
Medium Rank-ordered list of the three best options

High Rank-ordered list with the costs shown

Display Mode Text Plan information was displayedeart form

Graphic Plan information was displayed in graghien
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5.7 Dependent Variables

Table 11 shows the dependent variables that weasumned.

Table 11. Dependent variables and the metrics uséd measure them.

Dependent . Measurement Frequency of
. Metric . . Data Type
Variable / Unit Collection e
Decision . . . .
Time to make a selection seconds once per trial ratio
Performance
Decision binary
Selection of best plan es/no once per trial .
Performance P ves/ P ordinal
TLX measures:
a) Mental Demand
b) Physical Demand —
. subjective
Workload ¢) Temporal Demand 0-10 once per trial .
ordinal
d) Performance
e) Effort
f) Frustration
2x per trial - before
Workload Ratio of detected vs. all targets % and after diversion  continuous
selection task
Time spent on primary and
Attention P . P Y . .
. secondary displays (app vs. out  seconds once per trial ratio
Allocation .
the window)
. Survey question: Confidence in . subjective
Confidence . .y g 1-5 once per trial ) .
decision ordinal
Automation Survey question: . subjective
. . 1-5 once per trial .
Awareness Understanding of automation ordinal
Survey question: Trust in . subjective
Trust ¥ q. 1-5 once per trial I .
automation ordinal
Survey questions on complexity:
Displa a) Perception - Quantit . subjective
P y ) p Q . y 1-4 once per trial ) .
Complexity b) Cognition - Relation ordinal

c¢) Overall Perceptual Complexity

Decision Performance was measured via the time to make a diversion ideciand
the correctness of the decision. Time to make &iecwas the elapsed time from the start
of the Diversion Aid until participants made thédiversion plan selection. Participants were
asked to select a diversion plan from the optiarsgnted by the Diversion Aid, or to reject
all options if they felt that there was a bettemlPlan selection performance was scored as a
1 if the participant selected the best plan thstilted in the least cost according to the policy

statements. If the best plan was not selectedgthdt was 0. In the high Information Quality
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condition, the correct selection was always thedpion on the display. In the low
Information Quality condition, the automation wassmg information that resulted in
incorrect scoring of the options. Participants watiefed earlier and possessed this missing
information. Thus in the low Information Qualityrwditions, the automation’s highest ranked
plan was not actually the best plan — participargse expected to recognize that a different
plan was better once they included the missingimédion into to their assessment. They
could also reject all the plans shown if they fietit the options shown were flawed. In the
medium and high Automation Visibility conditionsrfthe low Information Quality trials,

this means that the actual best plan (correct etgavas listed below the automation’s
highest ranked plan; in the low Automation Visityilcondition, there was only one option
shown by the automation, so if the participant gegped that there was missing information,
he could choose to reject the plan.

Workload while selecting a diversion plan was measuredwags. The first was
subjective workload measured via the NASA-TLX qiestaire (Hart & Staveland, 1988),
which assessed workload along six dimensions tea¢ wummed to arrive at a total
workload value. The second measure was an objeti@asurement of workload based on
performance of the secondary task of reportinditrditected in an out-the-window view.

Attention allocation was estimated using head-tracking data to caloglathe
percentage of time the participant spent lookintpatDiversion Aid while selecting a plan.

Confidence, Automation Awareness, Trust, andDisplay Complexity were measured
via a post-trial questionnaire (see APPENDIX A)eTAutomation Awareness question
asked participants to provide their level of untarding of how the Diversion Aid arrived at
its recommendations. Three survey questions frong X2008) were used to assess
participants’ opinions on the complexity of theplasys.

A post-experiment questionnaire was also admiradt¢see APPENDIX B) to collect
participants’ qualitative responses regarding aatoon visibility, addressing what strategies
they used to come up with their decision, what tited, and what they would improve.
Participants were asked to rate their relativeguesfce between the three automation
visibility levels by distributing a total 100 posfor each of the following five attributes
(with more points indicating higher preference):

e Clarity of information
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e Completeness of information

e Ease of finding information

e Helpfulness in making a decision

e Preference

For example, a participant might allocate the folltg point for the “Completeness

of information” attribute: 20 for low automationsiility, 30 for medium, and 50 for high.

The experiment was designed as a 2 (Informatioritua 3 (Automation

5.8 Experimental Design

Visibility) x 2 (Display Mode). Display mode washatween subjects variable, so

participants saw either the text or graphic disprede, but not both. Information Quality

and Automation Visibility were manipulated withinlgects. Table 12 shows the treatment

assignments for the participants. The odd numbeaeticipants saw the text display while

the even numbered participants saw the graphidayisp

Table 12. Treatment assignments for each of the the participants. Odd numbered
participants saw the text display while the even mabered participants saw the graphic display.

Scen- | Participant | 1 2 3 4 5 6 7 8 9 10 11 12
aro | Treatment
Visibility | High | High | Low | Low | Med | Med | Low | Low | High | High | Med | Med
1 |Info Quality| Low | Low | High | High | Low | Low | Low | Low | High | High | High | High
Display | Text |Graphic| Text |Graphic| Text |Graphic| Text |Graphic| Text |Graphic| Text |Graphic
Visibility | Low | Low | Med | Med | High | High | High | High | Med | Med | Low | Low
2 |Info Quality| High | High | Low | Low | High | High | Low | Low | High | High | Low | Low
Display | Text |Graphic| Text |Graphic| Text |Graphic| Text |Graphic| Text |Graphic| Text |Graphic
Visibility | Med | Med | High | High | Low | Low | Med | Med | Low | Low | High | High
3 |InfoQuality| Low | Low | High | High | High | High | High | High | Low | Low | Low | Low
Display | Text |Graphic| Text |Graphic| Text |Graphic| Text |Graphic| Text |Graphic| Text |Graphic
Visibility | Low | Low | Med | Med | High | High | High | High | Med | Med | Low | Low
4 |Info Quality| Low | Low | High | High | Low | Low | High | High | Low | Low | High | High
Display | Text |Graphic| Text |Graphic| Text |Graphic| Text |Graphic| Text |Graphic| Text |Graphic
Visibility | Med | Med | High | High | Low | Low | Med | Med | Low | Low | High | High
5 |Info Quality| High | High | Low | Low | Low | Low | Low | Low | High | High | High | High
Display | Text |Graphic| Text |Graphic| Text |Graphic| Text |Graphic| Text [Graphic| Text |Graphic
Visibility | High | High | Low | Low | Med | Med | Low | Low | High | High | Med | Med
6 |Info Quality| High | High | Low | Low | High | High | High | High | Low | Low | Low | Low
Display | Text |Graphic| Text |Graphic| Text |Graphic| Text |Graphic| Text |Graphic| Text |Graphic
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The order of the scenarios were counterbalancessa@articipants to avoid learning

effects that might otherwise have been associaitdtiae scenario number.

5.9 Testing Environment

The evaluation was conducted in a low fidelity Hitigimulator in a Honeywell
facility in Golden Valley, MN. Figure 10 shows tgeneral layout of the simulator.
Microsoft® Flight Simulator X (FSX) was used foretHight simulation. An InterSense®
InertiaCube2 head tracker was used to measurergénte spent looking at different
displays (Figure 11). A video camera was useddorteparticipant interactions with the

information automation applications.

Figure 11. Head tracker.
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5.10 Procedure

Upon arrival, each participant was first given amial briefing of the days’ activities
and a consent form to read and sign. A questioaneas then given to gather demographics,
piloting experience, use of electronic flight bagisgd general attitudes toward automation.

Following the preliminary paperwork, participantere trained on the use of the
Diversion Aid, the tasks they would be asked tdgrer, and the post-trial questionnaires
they would complete. The first part of the trainimgs conducted outside the simulator, with
the experimenter reading a script while steppimgugh training slides that followed the
script in order to provide all participants witteteiame information. The training included
stop points at which the participants were askeskfiain what information was being
shown in the aid to ensure they had a reasonablerstanding of how the aid calculated and
presented its recommendations. The questionndiagsviould be administered after each
trial were also given to the participants so theyld practice completing them before
starting the trials.

The second part of the training was performed ensimulator by working through a
training scenario with step-by-step instructiongegi. The conditions for the training
scenario were set to high Information Quality arghbAutomation Visibility. Upon
completion of the training scenatrio, if particippmiere able to make a diversion plan
selection within a five minute time limit, it wagtrmined that their performance was
satisfactory and the actual trials began. If treyuired more than five minutes or still felt
unsure about the task, the training scenario waeated.

Participants completed a total of six differentedsion scenarios in the simulator.
After making each diversion decision, they fillagt the NASA-TLX workload scale and
post-trial questionnaire for each scenario. Aftesia scenarios were completed, participants
filled out a post-experiment questionnaire and vpeovided a short debrief of the

experiment.

5.4.7 Limitations and Assumptions

One limitation of the study was that the task regplipilots to think about diversions

in a completely different way than how they aredusehandling them. Training, repeated
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reminders, and practice runs were used to oriemtto the Diversion Aid and all pilots
were able to accomplish the tasks.

A second limitation of the study was the limitedwher of participants. Given the
2x3x2 experimental design and only 12 participasttstjstical power of the experiment was

anticipated to be low. The data was analyzed fdrssical significance.
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CHAPTER 6

RESULTS

Due to the limited number of participants and latrvely high number of
manipulations (2x2x3), potential significance of ihdependent variables on each of the
dependent variables was first investigated thrauglkast Squares analysis, with significance
threshold alpha = 0.05 and marginal threshold aipBdl. The initial statistical analysis of
the Display Mode manipulation did not reveal sigraiht results, so this independent variable
dimension was collapsed in order to increase theepof the analysis.

Potential significance of the independent varialgie each of the dependent
variables was investigated through a repeated mesmanalysis of variance, where
Information Quality and Information Automation Mudity were treated as the repeated
measures. Results were considered significant foreshold set to alpha = 0.05, and
marginally significant for a threshold of alpha A OTable 13 shows a summary of fhe
values, with the significant and marginally sigcéfnt results in bold font and noted witt) (
and n), respectively. Detailed results of the significand marginally significant results are
presented in the following subsections.

Table 13. Summary of p-values; (*) indicates a sigfiicant result, (m) indicates a marginally
significant result.

Automation
Dependent Metric Automation Information Visibility X
Variable Visibility Quality Information
Quality
Decision Selection of best plan 734 .00013 (*) 534
Performance
Decision : . .
Performance Time to make a selection .042 (%) 118 649
TLX Total Workload 160 463 161
Individual TLX measures:

o a) Mental Demand .0511 (m) .300 122
Subjective b) Physical Demand 146 261 214
Workload ¢) Temporal Demand 022 (*) 634 889

d) Performance 913 920 .050 (*)
e) Effort 119 893 649

f) Frustration 670 529 310
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Automation
Dependent Metric Automation Information Visibility X
Variable Visibility Quality Information
Quality
Objective Ratio of detected vs. all targets 491 072 (m) 663
Workload ' ' ) '
Attention Time spent on primary and secondary « .
Allocation displays (app vs. out the window) 0005 (') 044() 838
. Survey question: Confidence in
Confidence decision 559 .067 (m) A71
Automation Survey question: Understanding of .
Awareness automation 015() 067 (m) -093m
Trust Survey question: Trust in automation .030 (*) 031 (%) 031 (%)

6.1 Decision Performance
6.1.1 Plan Selection

This measure was the percentage of trials thgpdh@cipant chose the best pli
Information Quality was a significant manipulatifam this measureF,11)= 32.98,p <
0.000B). Automation Visibility was not significa. Figure 12shows the means and stand

error of the correct selection percentage for tivednd high Information Qility conditions.

100
80
60
40

20

Correct Selection (%)

Low High
Information Quality

Figure 12 Mean and standard error for the correct selectiorpercentage

In each scenario, one of the plans considereddéwdtomation was to hold and w
for a specified time given by air traffic contrdlll of the participants commented that tF
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were biased towards picking the hold plan if digpthas an option, desg being told tc
only consider the policy statements, because hghdas much easier than diverting ba
on their operational experience. Diversions inte@loew tasks, e.g., reviewing n
approach charts, planning for a new and possiblgmitiar airpot, and making adjustmen
to their schedules. Participants’ comments alsgesstgd that they considered passe
impact in their decisions much more heavily tharatitthe policy statements warrant
Thus, participants were prone to selecting the ptan (if presented) over the top rani
option.

On average, participants correctly identified tlestiplan in 36% of the lo
Information Quality trials and 86% of the high Infeation Quality trials. Automatio
Visibility level was not significant, so thwas not a driving factor in the participants’ ayi
to catch the missing information. Overall, partamps were not able to consistently de

missing information and incorporate that knowledde their decisior.

6.1.2 Time to Make a Selectiol

The time tomake a selection was the elapsed time from thedt#ine Diversion Aic
until participants made their diversion plan setectAutomation Visibility was a significar
factor F(2,22)= 3.67,p < 0.042) for this measure, with the low Automatifisibili ty
condition being significantly fastet,) = 2.15,p < 0.043) than the high Automatit
Visibility condition. Figurel3 shows the time to make desetion as a function ¢

Automation Visibility.

100
o 80
Q
—
g 60
=
c
o 40
=}
3 \ Y )
g 20
*
0
Low Medium High

Automation Visibility

Figure 13 Mean and standard error for diversion plan seledbn time.
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Plan selection times were shorter under the lovibllfity level because there were
fewer options to consider and less informationrtacpss and decipher. One participant
commented that he preferred either the low or thke Automation Visibility level, as the
medium Automation Visibility level (ranked optiomsthout cost) were too much work to
interpret:

“The single option was superior to rank orderedabse a decision made

without seeing the reason can just be a suggeStloree suggestions without

the reason behind add more workload. Having thesieccost allowed

quicker decision making and a more informed denisio

6.2 Workload

Two workload measures were gathered in the expeatsn&he first was a subjective
workload, measured via the NASA-TLX questionnaivljch assess workload along six
dimensions that are summed to arrive at a totaklwad value. The second measure was an
objective measurement of workload based on perfocemaf the secondary task of reporting

traffic detected in an out-the-window view.

6.2.1 Subjective Workload (NASA-TLX)

The total NASA TLX workload showed no significaesults for any of the
dependent variables, nor their interaction. Thezeewhowever, individual TLX measures
that showed significant or marginally significaatults.

Mental Demand: Automation Visibility had a marginally significa(F 22 = 3.41,p
< 0.051) impact on the mental demand results. Lapkirther into a pairetitest between
the three Automation Visibility levels shows sigoantly lower 2= 2.10,p < 0.047)
mental demand for the low Automation Visibility Ews. the medium level (see Figure 14).
With only one plan presented by the automationptiig two choices would be to either
accept the one provided or to reject it, resultmbpss mental demand required compared to
evaluating the costs of multiple plans.
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10

Mental Demand
()]

Low Medium High
Automation Visibility

Figure 14. Mean and standard error of the total workload asassessed by the NAS-TLX.

Temporal Demand: Automation Visibility had a significanF 22)= 4.56,p < 0.022)
impact on the temporal demand results. The pa-test showed that the low Automati
Visibility level resulted in significantlyt,) = 2.38,p < 0.027) lower temporal demand
compared to the medium level and was also margisajhficantly lower {2 = 1.92,p <
0.068) than the high Automation Visibility conditi; Figure 15shows the results of tt

temporal demand as a function of Automation Vigiy.

10

m
J\
- 8 f \
g *
§ o L
8 { ‘.
m
- - =
g /
- 2

Low Medium High
Automation Visibility

Figure 15. NASA-TLX measure of temporal demand as a function of Aumation Visibility .

Performance: a significant F( 22 = 3.45,p < 0.050) resulwas obtained for th

interaction of Information Quality and Automationsibility. However, a Tukey HSD te
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showed no practical significance when comparindn&aenbination of interactionFigure
16 shows the performance results for each Informafaality level as a function «

Automation Visibility.

10

= = = Low Information Quality

High Information Quality

Performance

Low Medium High
Automation Visibility

Figure 16. NASA-TLX measure of performance as a function of Automdbn Visibility for t he
low and high Information Quality levels.

6.2.2 Objective Workload

Performance on the secondary task of reportinfjdrafis used as an objecti
measure of workload. A decrease in percentagetettdal targets indicates an increas
workload. Baseline easurements were also collected. Baseline measotemere take|
during the first 90 seconds of the trial when ggrants were doing only the target detec
task, before the onset of the diversion plannisg.

The percentage of targets detected e participants were deciding on a divers
plan is shown in Figure 1 The baseline measurements are not shown as greyall 100%
The percentage of targets detected while partitsparre deciding on a diversion plan v
marginally significantly greateF 10)= 4.06,p < 0.072) in the high Information Quali

condition.
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Figure 17. Percentage of targets detected durinthe diversion selection task

When participants noticed that there is a discrepamthe information displeed by
the automation, it takes more effort to assessgbemmendations that it provides. T
result follows the trend in the time to make a dswen plan selection, shown previously

Figure 13.

6.3 Attention Allocation

Head tracking data was collected in order to captive percentage of tin
participants spent looking at the aid vs. the tgpent looking out the window. This meas
can be used to compare the ntional requirements between conditions while #sk tis
being completedThe differences between low Automation Visibilitydathe medium an
high Automation Visibility levels were significalt1s)= 4.02,p < 0.0008; ands= 3.24,p
< 0.0045, respectivelykigure1l8 shows th@ercent time on the Diversion Aid as a funct

of Automation Visibility.
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Figure 18 Percentage of time participants spent looking ahe Diversion Aid while making
their diversion plan selection as a function of Autmation Visibility .

Since there is less information in the low AutoroatVisibility level, less attention
required to bserve and orient to the task. Between the twodrniglutomation Visibility
levels, the attentional requirements are simildth@ugh more information is provided at
high level, it is information that is relevant teetdecision task and having it dily available
may offload cognitive resource requirements, thalaficing the overall attention
requirements.

Information Quality also had significarF (1 9= 5.45,p < 0.044) impact on attentic

allocation. Figure 18lustrates these results, where the lower InforomaQuality level took
more attention than the high Information Qualitydk
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Figure 19. Percentage of time participant spent looking at the Diversion Aid while making
their diversion plan selection as a function of Inbrmation Quality.
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6.4 Confidence

Confidence was a seassessment rating gathered from participants fahg
completion of each trial. Information Quality I marginally significantf,11y= 4.125,p <
0.067) impact on confidence, with the low InformatiQuality condition resulting in low:
confidence in the selection ma Figure 20 shows the confiden@sults as a function
Information Quality As Information Quality degrades, the confidenceipigants have i

making decisions based on that information alsoedees.

m

4 I___/—-/-—-"{

Confidence Rating

Low High
Information Quality

Figure 20. Confidence ratings as a function of Information Quaity .

6.5 Automation Awareness

Automation awareness was a -assessment rating gathered from particip
following completion of each trie The question asked p@ipants to provide their level (
understanding of how the Diversion Aid arrivedtatrecommendations. Automati
Visibility was a significant22)= 5.08,p < 0.015) factor in this measure, Informat
Quality was marginally significanF,11y= 4.11,p < 0.067), and the interaction of these |
independent variables was also marginally signifi¢F,,.2)= 2.66,p < 0.093) Figure 21
shows the results of automation aware as a function of Automation Visibility level. Tt
difference between medium and high Automation Viigjowas significant to2) = 2.69,p <
0.013)and the difference between the low and high Autamayisibility levels was

marginally significantt(zz) = 1.69,p < 0.10).
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Autom ation Awareness

Low Medium High

Automation Visibility

Figure 21. Automation awareness rating as a function of Automation Visibility.

Although the low Automtion Visibility level only provided one diversiorign
option, participants rated their understanding®fagic closer to that of the hig
Automation Visibility level than the medium levélaving only one option presented me
that participants onlydd to understand one plan, rather than having denstend thre
plans. With the costs included in the high AutomatVisibility level, the details of the log
are much more readily availak

There wa marginal significanceF;,11)= 4.11,p <0.067) between the low and hi
Information Quality resultéseeFigure 22).
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Automation Awareness

Low High
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Figure 22. Automation awareness ratings as a function of Infamation Quality .
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6.6 Trust

Trust was a seléssessment rating gathered from participants fallgwompletion o
each trial Automation Visibility, Information Quality, and tivanteractions all ha
significant € 20)= 4.18,p < 0.030;F(1,10)= 6.26,p < 0.031;F(2 20)= 4.15,p < 0.031,
respectively) impact on the trust measure. For Auatioon Visibility, the difference in tru:
between the low and high levels was significio) = 2.40,p < 0.026) The result of the

trust ratings are shown Figure23 as a function of Automation Visibility.
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Figure 23. Trust ratings as a function of Automation Visibility.

Trust in the high Infornmtion Quality condition was the same across alldl
Automation Visibility conditions. In the low Inforation Quality condition, trust was low
than in the high Information Quality condition footh the low and medium Automati
Visibility conditions. Inthe high Automation Visibility condition, trust the system was tt
same for all three Automation Visibility conditianBhus only when the system provic
maximum information on its reasoning did the pgwaats’ level of trust in low Informatio

Quialty situations approach the (constant) level o$ttin the high Information Qualit

situation.
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6.7 Diversion Aid Display Attributes

After completing the six trials, participants fill@ut a pos-experimenquestionnaire
to assess their opinions about three AutomatiorVisibility levels for their Display Modt
(since Display Mode was a betwtsubjects variable). Participants were asked toildige a
total of 100 points to the thr Automation Visibilitylevels for each of five attributes:
clarity of information, 2) completeness of information, 3)eeatfinding information, 4
helpfulness in making a decision, and 5) preferemhbe higher the points assigned, the n
that AutomatiorVisibility level was preferred over the other t

The mean scosefor each attribute arAutomationVisibility level are shown i
Figure 24with the standard errors shown in parentheses besmh mean. On averay
participants felt that lovAutomation \isibility was clear and easy to ysehile high
Automation \Msibility was complix. Participants felt that the Automationsibility levels
were about equally helpful, with a slight preferefar the lonAutomation \isibility

condition. No singléAutomation \isibility level was clearly preferred over the ath
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Figure 24. Mean (standard error) Diversion Aid attribute scares vs Automation Visibility level.

Considering individuaPreferenceatings, it becomes clear that participants

strong preferences thadiriec considerablyNine of 12 participants gave 60 points or mor
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a single AutomatioVvisibility level, but they did not all agree arhich level was preferre:
Figure 25graphically shows the individual scores for thetipgrant’s preference attribute

order to convey the variety of the respo..

m High {V3)

Figure 25. Individual preferences for Automation Visibility levels.

6.3.1 Decisionmaking Strategie:

Participants were asked to describe their dec-making strategies in an of-ended
guestion after all the trials had been compleThe strategies that participants used to n
their selection were varied and depended otAutomation Visibility level For the low
Automation Visibility level,half of then trusted what the automation told them and sele
the plan given as long assikemed to make sense and they thought it wa: For the
medium AutomatiorVisibility level, five participants adoptesbme level of accounting
understand why the plans were ranked as they \Four participants did not specify
strategy, while thee indicated that they looked for the option tadrerid selected it becau
it would keep them going to the same airpcOne participant simply trusted the top p

and,as long as he felt it was safe, selected it (dedy@ing briefed that all plansere safe).
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For the high Automation Visibility level, three paipants indicated they were reluctant to
trust the costs provided to them. One, despitenigglveen trained on the purpose of the aid,
commented that he did not care about these casteeg were related to issues outside of his
primary responsibility of getting passengers tartdestinations.

6.3.2 Decision Aid Features

Participants were asked about likes and dislikesiasdach Automation Visibility
level. The most common feedback regarding featineg liked about the low and medium
Automation Visibility levels were their simplicitydowever, in both the low and medium
Automation Visibility levels, participants said thevanted more information and reasoning
behind the best plan they were being shown (iighdn Automation Visibility). The
feedback regarding the medium Automation Visibiléyel was the most varied. Three
participants very much liked that three optionseweffered to them without reasoning
information (i.e., costs) to evaluate on their owhjle three others commented that they
thought this was the worst level to work with besmthey wanted to either have the best
option only (i.e., low Automation Visibility) or #costs provided (i.e., high Automation
Visibility). Generally, participants preferred threclusion of reasoning information in the
high Automation Visibility condition, where thredgis commented that they liked having
some insight into the financial impact of their elision decisions. Two participants,
however, commented that they did not care at a@llathose details.
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CHAPTER 7

DISCUSSION

This study identified and experimentally investeghthree characteristics of
information automation on the flight deck: Infornoet Quality, Automation Visibility, and
Display Complexity. Several hypotheses were tesadh of the hypotheses is reviewed in
the next section, followed by an overall discussibthe study’s findings. The chapter closes

with a set of recommendations generated by aggoegat the study’s conclusions.

7.1 Review of Hypothesis Tests

1. Increased Automation Visibility will result in ineased primary task performance,
increased confidence in decisions, and increasistlitr automation, but at a cost of
higher workload.

In this study, there were no performance effecestduAutomation Visibility. For all
conditions, the increased Automation Visibilityrindow to high came at the cost of higher
workload and increased selection time. In low Infation Quality, an increase in
Automation Visibility from low to high also showeh increase in trust, eventually reaching
the trust level seen at high Information Qualitjare trust remained constant between
Automation Visibility levels. Automation awarenesas greatest in high Automation
Visibility. Finally, for low Information Quality guations, confidence in automation
increased between low and high Automation Visigilitowever, there was a drop in
confidence in the high Information Quality conditia®Coupled with the automation
awareness results, this suggests that confidertbeinchoice and automation awareness
increase when pilots understand the limits of temation, but that confidence is
negatively impacted by high workload.

2. Higher Information Quality will result in betteriprary task performance when
compared to lower Information Quality.
Diversion plan selection performance was signifiyanigher when Information
Quality was high when compared to selection peréoroe when Information Quality was

high when compared to selection performance whemriration Quality was low.
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3. Higher Automation Visibility will result in incre&sl ability for pilots to compensate for
poor Information Quality in the automation to maintoverall primary task performance
(i.e., the difference in primary task performanegénieen the low and high Information
Quality conditions will be greater when Automatiisibility is low than when the
visibility is high).

Making the correct diversion decision under the lofermation Quality condition
required participants to use information receivef another source (the briefing from the
confederate) to check the information from the 8i@n Aid. Participants were able to
compensate for poor Information Quality on avera@# of the time. Automation Visibility
level did not have an effect on these results.

While previous research in this area (Sarter & Wd®92 and 1994b; Pritchett &
Vandor, 2001; Skjerve & Skraaning, 2004; Seong &aBtz, 2008; Bass et al., 2013)
suggests that pilots should be able to compeneafobr automation decisions (in this case
driven by poor Information Quality), the resultstbis study indicate several other factors
contributed to the generally poor performance: Waad, display complexity, trust, and
operational biases. The complexity of the displadenit difficult for participants to detect
missing information, even when they knew they weoking for it (e.g., the participant who
was actively searching to make sure that the umapaaied minor was in the plan, yet failed
to detect that that piece of information was migkiiTheir generally high trust in the
automation coupled with the time pressure of theasion also caused pilots to spend less
time checking for missing information. Even wheayhintuitively knew something was “not
quite right” (as evidenced in the increased timenspnaking a decision in low Information
Quality conditions), they often failed to deteat thissing information. Another factor that
affected performance overall was participants’ grexice for the hold option, despite the

policy cost values.

4. The graphical display will result in increased taskformance, increased detection of
information quality issues, lower complexity, aoaver workload when compared with
the text display.

The research hypothesis was not supported. Seleaftithe best option was not better

with the graphic display than with the text displagr was there improvement in the time to
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make a selection. The graphic display also didshotv any improvement over the text
display when looking into the differences in peni@nce due to Information Quality issues.
Complexity ratings and workload results showedigaoicant reduction due to the Display
Mode variable. The results suggest that, for scleedéormation, the tabular nature of the
text display supported the overall task better tth@spatial display of the schedule in the
graphic mode. This is an example of a situatiowhinch competing display principles need

to be assessed to determine which is more impaxtamterall performance and workload.

7.2 Overall Discussion

The experimental investigation into the human peméince impacts of three
information automation characteristics of InformatiQuality, Automation Visibility, and
Display Complexity has provided some conclusiveltesand others that merit further
investigation. A summary of the findings are:

e Poor Information Quality was difficult for partiapts to detect, even when they
were presented with the highest Automation Vidipikevel. Participants were
able to compensate for poor information qualityaeerage only about a third of
the time. In the times that they did not successftdmpensate, participants
tended to over-trust the automation, so when in&ion was missing and they
were under high workload, they tended to chooséapglan suggested by the
automation even though it was not the truly besh giccording to the company
policy statements.

e The level of Automation Visibility affected decisidzime, with low Automation
Visibility leading to the fastest decision. Autonoat Visibility also affected
workload (but not in a strictly monotonically ineigng capacity). That is, the
highest level of Automation Visibility did not nexsarily yield the lowest
workload. General consensus from the participaqualitative responses,
however, indicated that if multiple options aregaeted, they want some way to
assess those options and understand the autonsatgasoning (high Automation
Visibility level).Trust in automation is affecteq bnformation Quality, but can be
compensated for by increased Automation Visibilitylow Information Quality

situations, trust was lower than in high InformatiQuality situations for low and
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medium Automation Visibility; however trust was th@me at high Automation
Visibility.

e A high level of trust in automation can lead tauthnce to override automation’s
recommendations. This has a negative impact orsidegperformance when
Information Quality is low.

e In decision-making tasks, providing a ranked lisbjations without giving the
reasoning behind the order results in higher wadtld’roviding more options in
a decision-making task should only be done if tggd behind those options is
also provided.

e Higher Information Quality results in lower workiba

e As Information Quality degrades, the confidenceipi@ants have in making
decisions based on that information also decreases.

e As operators are exposed to more of the automatiogic, the more they trust it.

7.3 Recommendations for Design

A set of initial recommendations for design of imf@tion automation on the flight
deck was provided in Honeywell's Phase | reportgéts et al., 2013). Part of the goal of
this study was to help refine and update thosemewendations, and to generate new ones
based on the results of the experimental investigal he resulting recommendations
presented here are organized by the three infoomatitomation characteristics studied:
Information Quality, Automation Visibility, andDisplay Complexity. A complete set of the
combined Honeywell and lowa State University recandations can be found in (Rogers et
al., 2014).

7.3.1 Information Quality

1. Appropriate levels of information quality should bedefined for information
automation systems, depending on the potential imgaof the information on

flight safety.

Various properties of information quality shoulddmnsidered, including: intrinsic

quality, contextual quality, representational gyakand accessibility. The Diversion
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Aid evaluation showed that performance can be itgobloy the quality of
information, and depending on the specific desigih® information automation
system, pilots may or may not be able to compengaigs, it is important that the

automation system meets minimum standards fornmdtion quality.

Information automation systems should check for inpt discrepancies.

Information automation systems that are capablesiofg and processing redundant
sources of data or information could provide congaars of those sources. Any
discrepancies or inconsistencies identified co@cbnunciated to support pilot

awareness.

Information automation systems that produce outputghat vary in quality (e.g.,
accuracy, completeness, timeliness) should annuntgahose variations if

possible.

Systems can be designed so that they producelpartuts or outputs based on
partial inputs (e.g., a flight path Estimated TiaféArrival that does not consider
winds aloft). This might be beneficial, for exampier a decision aid or a system
which performs calculations where some input pataraénave minor effects on the
outcomes. But the results of the study presenteglihdicate that pilots have
difficulty in determining if there is missing infioration, so it may be useful to present
incomplete information with supporting informatiabout the quality (e.g.,
annunciation that a certain factor is not included calculation). Further,

information automation may produce outputs thatdgreamic or can become “stale,”
or which are inherently uncertain or probabilisti;mature, and an indication of these
aspects of quality may be useful as well. For eXxampformation that is 60 seconds
old may be “real-time” in some systems (e.g. weatlgplay) and “stale” in other
systems (e.g. traffic alerting system). Some inthceof the freshness or time last
updated allows the pilots to bring in their undansting of the current context to

decide how timely the data are.
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In general, pilots in this study found it difficati compensate for poor information
quality, most likely due to factors such as integfaesign, task difficulty, and display
complexity. The more the information automationtegscan display its own
assessment of information quality, the more rednog# provides in the joint
human-automation system, since both the pilot hachtitomation should ideally be

assessing the quality of the information.

Training on information automation should considerrules of thumb for how to

assess the quality of information outputs.

As information automation systems become more plolv@e.g., adaptive systems
that can assess contextual factors, intelligerteays that reason and learn), it may be
more important for pilots to receive specific tiagnon how these systems work,
what their limitations are, how to verify their puts, and so on. Further, as
information automation supports pilots more anderiormanagement and decision
making tasks, it would be useful to train the lveays to utilize the aids to support

those tasks.

For effective usage of information automation systes and their output, training
should be provided on issues such as information qlity, distractions, workload,
over-trust, and skill degradation.

Information quality as defined in this work goeytred accuracy and precision. In
cases where the pilots are responsible for mongahe outputs of an information
automation system, they need strategies for seayé¢br and detecting information
quality issues. For instance, when assessing tleegiion plans in our empirical
evaluation, pilots may have benefited from beirgned on a strategy to check
through categories of information to ensure thayttould identify missing

information.
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7.3.2 Automation Visibility

1.

Information for verifying or checking system reasornng and output should be
available, easy to detect, and easy to access.Hosgld be made obvious if some

information that is normally presented is missing.

The complexity of the task, the design of the ifisie, and the saliency of the
information all play a role in whether pilots cagteict that something is missing or
inaccurate. Even in cases of high automation \igipwhere the automation reveals
its reasoning to the pilot, it is often difficuti hotice what is not there. Thus the
interface should provide support to help pilotswrwhat information to look for to
assist in cases where that information is misdtxglanations of system behavior
and states, and quality of information outputs &hbe available upon demand. The
results this study indicate such information lethttreased automation awareness

and to information automation systems that wereenpoeferred by the pilots.

Presentation of information to help pilots understad information automation
state and outputs should be balanced against potealtincreases in pilot

workload due to the time and attention needed to pcess this extra information.

Even though information automation outputs are lsbaneficial, if they require an
inordinate amount of workload to validate (e.g. o searching and integrating of
information), the costs could outweigh the bendfisn a human performance
perspective. A balance between having automatisibility information and the time
and effort needed for the pilot to process thairimation is important. In some cases,
a small amount of automation visibility informatiasr automation visibility
information that can be accessed on demand byirasented automatically, should
be considered. If visibility information can be bumto the information automation
outputs themselves, less processing may be redairealidate the outputs. The
results the empirical study suggest that pilots matyspend extra effort searching for

validation information.
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7.3.3
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If an Information Automation system provides choice or alternatives,
information on how those choices were determined atheir relative merits

should be provided.

The evaluation did not show a clear preferencafdecision aid that showed the best
option only versus one that showed multiple optwith cost information. However,
most participants wanted visibility into how thagations were determined. They felt
it was too much work to try and figure out why #ystem prioritized the options the
way that it did. In comparison to the best optiomptions with supporting
information, presenting options with no supportimgrmation resulted in lower
performance, slower performance, higher workloagkenattention, and lower

automation awareness.

Display Complexity

Information automation display complexity can compiomise usability — in some
cases it may be better to have a less capable systdat reduces complexity and

iS easier to use.

Adding new functions to an existing display areenfseen as a way to improve
operational safety and efficiency. Each additidoattion can add to the complexity
of a single system or device in terms of pilotsderstanding of its behavior and the
ease of interacting with the device. This couldatimgly affect user workload and the

overall usability of the system.
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CHAPTER 8

CONCLUSION

8.1 Summary of Research

Based on a previously published definition and #auork of information automation
on the flight deck (Rogers et al., 2013), both retierand analytical methods were employed
to generate and refine a set of characteristidesaribe information automation in this
domain. Three of these characteristics were seldotgurther experimental study into the
human performance impacts of flight deck informatmutomation. Analysis of the

experimental results informed design recommendatioraddress the observed impacts.

8.2 Contributions

This work addresses a previously identified needfmore formal definition and
characterization of flight deck information autoroat(FAA, 2013b). As more information
becomes available on the flight deck, it is cruthalt the human performance impacts of
information automation systems be well understopddsigners so that pilots and the
automation are able to work in harmony to ensurssion safety as well as a more efficient
flying environment as envisioned by NextGen. Lesdearned by past accidents have shown
that discord between pilots and automation can katestrophic consequences (e.g., Asiana
Airlines, 2014; et d’Analyses, 2009; Palmer, 20M8)th the increasing amount of
information available to pilots, information autctoa is seen to be equally as important as
control automation to achieve these safety andieffcy goals.

This work also provides the experimental results @amalyses that informed a first set
of recommendations for the design of flight dedloimation automation systems. With
these recommendations, the human factors issuesiatesl with these systems can be
addressed.

Lastly, by stepping through each stage of the @®ber developing an experiment to
test a subset of the characteristics identifieel tbrk provides a roadmap for developing
further experimental studies to expand on the tesuid recommendations provided here.
This expansion of research will be necessary iermta further the understanding of the

human factors impacts of information automatiortlenflight deck.
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8.3 Future Work

This work was a first step in understanding the anrfactors impacts of flight deck
information automation systems, but there are apgsstions that warrant further
investigation. For example, this study only looketé subset of the dimensions of
information quality (data that was missing or inqgete). Furthermore, the human factors
impacts of the characteristics that were not studigperimentally during this research are
also important to address. Additional recommendatior design could then be generated to
complement those created from this work.

Another impact of information automation that woblelimportant to understand for
mitigation purposes is the area of cognitive dkdgradation. Designers are continuing to
improve the capabilities of the information autoimatechnology available to pilots, but if
and when something goes wrong, will pilots be ablake over those tasks that have been
done for them? How often should pilots receiveniraj to ensure they are not losing
important skills to accomplish the tasks that haeen taken over by automation? These are
just a few of the questions regarding cognitivél slagradation that will need to be

addressed as information automation becomes motesticated and capable.
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APPENDIX A

POST-TRIAL QUESTIONNAIRE

1. How confident were you in your decision?

1 2 3 4 5
Not at all Slightly Somewhat Fairly Very

2. To what degree do you understand how the aid cgnvéth its recommendations?

1 2 3 4 5
No Slight Some Fairly Good Very High
understanding understanding understanding unaelisi understanding

3. How much did you trust the recommendation(s) gieyou?

1 2 3 4 5
Not at all Slightly Somewhat Mostly Very Much

4. How easy was it for you to find information on ttisplay?
a) | could see the information effortlessly.
b) I could find the information with a few quick glaas
¢) | could find the information by searching in a Ibaeea of the display.
d) I had to search through the display to find theiimfation.

5. How easy was it for you to understand / comprehibadlisplayed information?
a) The information was very straightforward. | coulidderstand the meaning without
thinking.
b) I could integrate the pieces of information and theen properly, but would prefer that
information be presented in a less intermingled maan

c) | needed to use some strategies to manage thaykspinformation. That took my mental
resources away from other tasks.

d) | had to simultaneously associate (or to relatelfipie pieces of displayed information to
use the display. It was difficult to hold them atlonce.

6. How would you rate the perceptual complexity of display?
a) The display looked simple and clear; | could find heeded information easily and
quickly.
b) The display looked busy but | could find the infaton with a little effort.

c) Many pieces of information did not relate to myktabey adversely affected my
perception of information.

d) The display looked too busy for me to find the miiation.

7. Please explain why you made the choice you did.
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APPEDNIX B

POST-EXPERIMENT QUESTIONNAIRE

1) What strategies did you use to make your decisidtign each display?
A — best plan only

B — rank-ordered top three plans

C —rank-ordered top three plans with decision cost

2) For each display, please list three things youdlike
A — best plan only

B — rank-ordered top three plans

C —rank-ordered top three plans with decision cost

3) For each display, please list three things you diauprove.

A — best plan only

B — rank-ordered top three plans

C —rank-ordered top three plans with decision cost
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Please distribute 100 points between the thredagisppes for each of the following attributes (mor
points indicate higher preference; 100 point sumgpeibute):

Attribute

Display
Type

Clarity of
information

Completeness
of information

How easy it
was to find
information

Helpfulness in
performing
the task

Preference

A:
best plan
only

B:
rank-ordered
top three
plans

C:
rank-ordered
top three
plans with
decision cost

SUM must
equal 100 in
each column

SUM = 100

SUM =100

SUM =100

SUM =100

SUM =100

If you have any comments you would like to add rdogy the table above, please write

them here:
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