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The nuclei of atoms are constructed from protons and neutrons that, in turn, are constructed from more fundamental particles: quarks. The distribution of quarks within protons and neutrons, their interactions, and how they define the properties of protons and neutrons, and hence nuclei, are subjects of major research worldwide. This study requires the use of beams of high-energy electrons. Understanding of proton structure at high energies has been greatly expanded by the study of generalized parton distributions and of nucleon spin structure. Photons can separate the roles of quark and gluonic degrees of freedom within hadrons and hence filter glueballs and hybrid mesons. At high energies, both photon and nucleon structure can be probed. The former manifests itself in diffractive photoprocesses, where there is a uniquely rich interplay between perturbative and non-perturbative effects. This book provides an authoritative overview on the subject, and sections on chiral perturbation theory, crucial in understanding soft pions and soft photons near threshold, and duality ideas, equally crucial at intermediate energies, are included.
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Within the Standard Model of particle physics, it is the strong phase of QCD that is least understood, and the electromagnetic interaction that is best understood. It is therefore natural to use the electromagnetic interaction as a relatively gentle probe of the internal structure of hadrons and of other aspects of non-perturbative strong interactions.

This approach is hardly new: electron scattering was first used to measure the charge distribution within the proton some 50 years ago. However, its importance has been enormously enhanced by the recent development of many experimental facilities dedicated to electromagnetic interactions, and the realization that other laboratories can access electromagnetic interactions in novel ways. These facilities are primarily at low and medium energies, which probe the small-$Q^2$ kinematic regions, and upgrades are planned. In contrast, existing high energy electron accelerators, such as HERA, are soon to close, and even $B$-factories in $e^+e^-$ annihilation are coming to the end of their lives. The focus of electromagnetic and hadron physics will be on QCD in the strong interaction regime (‘strong QCD’) as distinct from perturbative QCD physics.

The physics of strong QCD falls mainly into two areas: hadron spectroscopy at low energies and non-perturbative aspects of high-energy processes. In spectroscopy, the ability to tune the virtuality of the photon in electroproduction enables the spatial structure of baryons to be explored; and since photons only couple directly to charged particles, they are a vital tool in separating the roles of quark and gluonic degrees of freedom within hadrons, and hence in filtering glueballs and hybrid mesons. At high energies, there has been considerable progress in understanding both photon and nucleon structure. The former manifests itself in diffractive photoprocesses, where there is a uniquely rich interplay between perturbative and non-perturbative effects, and intermediate colour dipoles play the dominant role; while the study of proton structure at high energies has been greatly expanded by the study of skewed or generalized parton distributions and of nucleon spin structure. In addition we have included reviews of chiral perturbation theory, which plays
a crucial role in understanding both soft pions and soft photons in the threshold region; and of duality ideas, which play an equally crucial role at intermediate energies.

In view of the enormous and continuing interest stimulated by these developments, a review of the present state of knowledge is both timely and useful. Because of the wide range of the material, a cooperative format has been adopted, similar to that used in a review of early work on the same topic published many years ago.* Again, the emphasis throughout is primarily on phenomenology, concentrating on describing the main features of the experimental data and the theoretical ideas used in their interpretation. As such we hope it will be of interest and use to all physicists interested in hadron physics, including graduate students.

For ease, laboratories and experiments will be referred to by their common acronyms or abbreviated forms. For reference the most common of these are the Thomas Jefferson National Accelerator Facility (JLab), LEGS at the Brookhaven National Laboratory (BNL), BaBar at the Stanford Linear Accelerator Center (SLAC), CLEO at Cornell University and MIT-Bates at MIT in the USA; MAMI at Mainz, ELSA at Bonn and HERMES at DESY in Germany; GRAAL at Grenoble in France; FENICE at Frascati in Italy; the COMPASS experiment at CERN; VEPP at Novosibirsk in Russia; and LEPS at Spring-8 and BELLE in Japan.

Finally, we are grateful to all the participating authors, both for their contributions and for their cooperation with the editors in obtaining a well-balanced presentation.

Frank Close
Sandy Donnachie
Graham Shaw

1

Quark models of hadrons and issues in quark dynamics

F E Close

1.1 Chromostatics

The discovery of quarks in inelastic electron scattering experiments, following their hypothesized existence to explain the spectroscopy of hadrons, led rapidly to the quantum chromodynamic (QCD) theory and the Standard Model, which has underpinned particle physics for three decades. Today, all known hadrons contain quarks and/or antiquarks.

The QCD Lagrangian implies that gluons also exist, and the data for inelastic scattering at high energy and large momentum transfer confirm this. What is not yet established is the role that gluons play at low energies in the strong interaction regime characteristic of hadron spectroscopy. QCD implies that there exist ‘glueballs’, containing no quarks or antiquarks, and also quark–gluon hybrids. The electromagnetic production of hybrids is one of the aims of JLab. Glueballs, on the other hand, are not expected to have direct affinity for electromagnetic interactions; hence hadroproduction of a meson that has suppressed electromagnetic coupling is one of the ways that such states might be identified.

Quarks are fermions with spin $\frac{1}{2}$ and baryon number $\frac{1}{3}$. A baryon, with half-integer spin, thus consists of an odd number of quarks ($q$) and/or antiquarks ($\bar{q}$), with a net excess of three quarks. Mesons are bosons with baryon number zero, and so must contain the same number of quarks and antiquarks.

The simplest configuration to make a baryon is thus three quarks, $qqq$; a meson most simply is $q\bar{q}$. Within this hypothesis well over two hundred hadrons listed by the Particle Data Group (PDG) [1] can be described. The question of whether there are hadrons whose basic constitution is more complicated than these, such as mesons made of $qq\bar{q}\bar{q}$ or baryons made of $qqq\bar{q}$, is an active area of research,
which we shall summarize later. First we examine what property of the attractive forces causes such combinations to occur and then discuss how the multitude of hadrons are described.

The fundamental theory of the strong forces between quarks is QCD. The details of this theory and rules of calculation may be found in dedicated texts such as [2]. A quark carries any of three colours – which we label *RBG*. They are the charges that are the source of the force between quarks. The rules of attraction and repulsion are akin to those of electrostatics where like repel and unlike attract. Associate positive charges with quarks and negative with antiquarks. The attraction of plus and minus then naturally leads to the $q\bar{q}$ configurations, the mesons, for which the colour charges have counterbalanced.

In quantum electrodynamics, QED, the electromagnetic force is transmitted by photons; analogously, in QCD the forces between quarks are transmitted by gluons. This far is analogous to the formation of electrically neutral atoms. The novel feature arises from the three different colour charges. Two identical colours repel one another but two different, namely $RG$, $RB$ or $BG$, can mutually attract. A third quark can be mutually attracted to the initial pair so long as its colour differs from that pair. This leads to attraction between three different colours: *RBG*. A fourth quark must carry the same colour charge as one that is already there and will be repelled by that, meanwhile being attracted to the dissimilar pair.

The above pedagogic illustration needs better specification. The rules of attraction and repulsion depend on the symmetry of the pair under interchange. Thus symmetric combinations repel, antisymmetric attract. Two identical colours, being indistinguishable, are trivially symmetric. Two differing colours can be either symmetric or antisymmetric:

$$[RB]_S \equiv \sqrt{\frac{1}{2}}(RB + BR),$$ (1.1)

$$[RB]_A \equiv \sqrt{\frac{1}{2}}(RB - BR).$$ (1.2)

Thus any pair of quarks in a baryon is in an antisymmetric symmetry state for the saturation of the attractive forces. The full wave function for the colour of a three-quark baryon is thus

$$\sqrt{\frac{1}{6}} ((RB - BR)G + (BG - GB)R + (GR - RG)B).$$ (1.3)

The three colours form the basic $3$ representation of SU(3); the three ‘negative’ colours of antiquarks are then a $\bar{3}$. The rules of combining representations give

$$3 \otimes \bar{3} = 1 \oplus 8; \quad 3 \otimes 3 \otimes 3 = 1 \oplus 8 \oplus 8 \oplus 10.$$ (1.4)
It is the colour-singlet representations that are the formally correct SU(3) expressions of the above heuristic combinations. Hadrons are thus colour singlets of colour SU(3). Building a relativistic quantum gauge field theory of colour SU(3) leads to QCD. The baryons are thus in the antisymmetric representation of colour SU(3). The above argument shows how this is a natural consequence of the attractive colour forces in chromostatics. The antisymmetry under interchange of colour labels, combined with the Pauli principle that requires fermions, such as quarks, to be antisymmetric under the exchange of all their quantum numbers, leads to essential constraints on the pattern of hadrons and their properties.

1.2 Mesons as bound states from $b\bar{b}$ to light flavours

For heavy-flavour mesons, such as $c\bar{c}$ and $b\bar{b}$, a non-relativistic potential model description of meson spectroscopy is realized phenomenologically and may be justified theoretically. The ground state $1S$, the first excited state with orbital excitation $L = 1$, denoted by $1P$, and the radial excitation of the $S$-state, $2S$ with the $1D$ level being slightly higher than this, are qualitatively in accord with the pattern of a linear potential $V(r) = Kr$. Here $r$ is the radial separation of the $q$ and $\bar{q}$, and $K$ (known as the string tension) has dimensions of (Energy)$^2$. Empirically $K \sim 1$ GeV/fm $\sim 0.18$ GeV$^2$.

The qualitative features of the spectrum of states survive for all flavours (with some exceptions, such as $0^{++}$, which we discuss later). This has enabled a successful phenomenology to be built in applying the non-relativistic constituent-quark model to light flavours even though the a priori theoretical justification for this remains unproven. A widely-used approach has been to approximate the dynamics to that of the harmonic oscillator, with Gaussian wave functions of form $\exp\left(-r^2\beta^2M/2\right)$ multiplied by the appropriate polynomials and $\beta$ treated as a variational parameter in the Hamiltonian $H$ for each of the $1S$, $1P$, $2S$, $1D$, . . . states.

There are also spin-dependent energy shifts among states with the same overall $L$, the forms of which phenomenologically share features with those generated by the Fermi–Breit Hamiltonian in QED. This is widely interpreted as evidence for analogous chromomagnetic effects in QCD.

The $q\bar{q}$ picture is only literally true for states that are stable. If the number of colours $N_c \to \infty$, the amplitudes for $q\bar{q} \to q\bar{q} + q\bar{q} \sim 1/N_c \to 0$. In the real world $N_c = 3$ and the coupling to meson channels must distort the simple $q\bar{q}$ picture. A particular example occurs for $c\bar{c}$ where the $D\bar{D}$ thresholds cause non-trivial admixtures of $c\bar{c}u\bar{u}$ and $c\bar{c}d\bar{d}$ in the ‘primitive’ $c\bar{c}$ wave functions of the $J^{PC} = (0, 1, 2)^{++}$ $\chi$ states [3–5] and the $1^{--}$ $\psi(3685)$ which are all below the $D\bar{D}$ threshold. In the simple $c\bar{c}$ non-relativistic-potential picture, electromagnetic
transitions among these states, such as

$$\psi(3685) \rightarrow \gamma \chi_J; \chi_J \rightarrow \gamma \psi.$$  \hspace{1cm} (1.5)

are electric dipole, E1, transitions. In this case if $$\psi(3685) \equiv ^3S_1$$, then apart from phase-space effects the relative widths $$\psi(3685) \rightarrow \gamma \chi_J$$ would be in the ratio $$2^+ : 1^+ : 0^+ = 5 : 3 : 1$$, whereas for a $$^3D_1$$ initial state these ratios become $$2^+ : 1^+ : 0^+ = 20 : 15 : 1$$ \cite{6,7}. While data are qualitatively in accord with the predictions of such a model for the $$^3S_1$$ case, future precision data can reveal the presence of relativistic effects, $$^3D_1$$ components and of $$D \bar{D}$$ mixing in the $$c \bar{c}$$ states. This is a particular example where electromagnetic transitions can give precision information on hadron wave functions and dynamics. More discussion of this can be found in chapter 4.

An example of this is the conundrum of the state $$X(3872)$$ \cite{8}. This charmonium state is degenerate with the neutral $$D \bar{D}^*$$ threshold and as such is suspected of having $$u \bar{u}$$ admixture in its $$c \bar{c}$$ wave function. The $$u \bar{u}$$ and absence of $$d \bar{d}$$ will lead to significant isospin violation in its decays. If this state is $$1^{++}$$, then one may anticipate such a light flavour asymmetry at a small level in the wave function of the $$\chi_1(3500)$$. High-statistics data on the hadronic decays of the $$\chi_1(3500)$$ could reveal if this is the case.

Such subtle effects could occur more widely in the charmonium states. The basic idea is as follows. The mass difference between $$d \bar{d}$$ and $$u \bar{u}$$, although small and widely neglected in analysis, can have measurable effects when the dynamics involves the differences among various energies. For example, the mixing of $$d \bar{d}$$ and $$u \bar{u}$$ in the $$\chi$$ states may be driven by $$M(D \bar{D}) - M(\chi)$$. For $$u \bar{u}$$ mixing into the $$\chi_0$$ for example, it will be the neutral threshold $$D^0 \bar{D}^0$$ that is relevant, while for the $$d \bar{d}$$ mixing it is $$D^+ \bar{D}^-$$ The difference in the energy gaps in the two cases is $$\sim 5\%$$; for states that are nearer the threshold such flavour-dependent effects can become highly significant. In the case of the $$c \bar{c}$$ state $$X(3872)$$ \cite{8} one has almost perfect degeneracy with the $$D^0 \bar{D}^{*0}$$ threshold such that admixture of $$u \bar{u}$$ is expected to dominate $$d \bar{d}$$ utterly \cite{9,10}.

High-statistics data on $$\chi$$ hadronic decays should be studied to see if there is an asymmetry between the neutral and charged particles in the final states, which would show a failure of simple isoscalar decay. These data can be taken in the $$e^+ e^-$$ facilities CLEO-c at Cornell University and BES in Beijing.

These mixing effects may be studied in precision data for heavy flavours and the resulting insights applied to light flavours. In the latter we already have qualitative understanding of where the limits of the $$q \bar{q}$$ model occur. The strategy is to quantify these en route to a more mature dynamical picture of the light flavoured hadrons. This has interest in its own right but also is needed when building Monte Carlo models for the decays of $$B$$ and $$D$$ heavy flavours into channels involving light hadrons.
1.2.1 Linear plus Coulomb potential

The phenomenological picture of the linear potential deduced from the pattern of the energy levels gives insight into the nature of the force fields acting on the constituents. As the force field \( \sim dV(r)/dr \), then \( V(r) \sim Kr \) implies the field is constant as a function of the distance \( r \) between the colour sources. This immediately contrasts with the behaviour in QED where \( V(r) \sim 1/r \) implies that \( E(r) \sim 1/r^2 \), whereby the fields spread freely into all directions of three-dimensional space. The message for QCD is that the field lines concentrate along the line connecting the colour source \( q \) and sink \( \bar{q} \). Thus the ‘linear’ potential is aptly named!

This is in accord with the picture that emerges from lattice QCD [11,12]. The potential is predicted to be linear and by implication the field lines collectively form a tube-like configuration. This has led to ‘flux-tube models’ [13,14] of \( q\bar{q} \). These models underpin the potential, which is all that is needed for many calculations. However, they and the lattice computations also imply that the flux-tube provides an independent degree of freedom, which can be excited. The resulting states that form when the flux-tube is excited in the presence of \( q\bar{q} \) are known as ‘hybrids’ [13–18]. We consider their dynamics later.

For the conventional \( q\bar{q} \) states one views the flux-tube as the source of the linear potential, at least at distances comparable to the confinement scale (\( r \sim 1 \) fm). At short range, say \( r \sim 0.1 \) fm, QCD theory implies that the colour force is transmitted by gluons, which act independently of one another analogously to the way that photons behave in QED. This gives a Coulombic contribution to the potential as \( r \to 0 \). The exchange of a single gluon gives perturbative corrections to the simple potential, generating analogues of the spin-dependent hyperfine shifts that are familiar in QED.

The effective potential arising from QCD is thus taken as [3,7]

\[
V(r) = Kr - \frac{4}{3} \frac{\alpha_s}{r} + C
\]  

(1.6)

(the factor \( \frac{4}{3} \) is a normalization factor arising from the SU(3) colour matrices at the quark vertices). In calculations it is often useful to make a Gaussian approximation to the wave functions, which may be found variationally from the Hamiltonian

\[
H = \frac{p^2}{\mu} + Kr - \frac{4}{3} \frac{\alpha_s}{r} + C,
\]  

(1.7)

where \( \mu = m_q m_{\bar{q}}/(m_q + m_{\bar{q}}) \) is the reduced mass, with standard quark-model parameters \( m_q = 0.33 \) GeV for \( u \) and \( d \) quarks and \( 0.45 \) GeV for \( s \) quarks, \( K = 0.18 \) GeV\(^2\) and \( \alpha_s \sim 0.5 \).

Not only are the patterns of the energy levels preserved as one goes from heavy to lighter flavours, but many of the energy gaps are quantitatively approximately
independent of flavour mass. Thus the gap between the $1^{-}-q\bar{q}$ in the $1S$ to $2S$ levels is 563 MeV for $b\bar{b}$ ($\Upsilon(10023) - \Upsilon(9460)$) and 589 MeV for $c\bar{c}$ ($\psi(3686) - \psi(3097)$). For the light flavours the analogous gap between $\rho(1460)$ and $\rho(770)$ is only some 10% larger while the absolute mass scales have changed by over an order of magnitude.

For a constituent of mass $m$ in a potential that behaves as $V(r) \sim r^N$, this gap would vary as $m^{-N/(N+2)}$, hence $\sim m$ for the Coulomb potential and $\sim m^{-1/3}$ for linear. Mass independence would ensue for a potential $V(r) \sim \ln r$, which is approximately how the linear + Coulomb appears in the region of $r$ most sensitive to the bound states.

However, there are also clear mass-dependent effects, notably in the splittings between the $3^S_1-1^S_0$ levels ($1^{-}-0^{++}$). These vary from over 600 MeV for $\rho(770) - \pi(140)$, through 400 MeV for $K^*(890) - K(490)$ to significantly less for $\psi(3095) - \eta_c(2980)$ (we adopt the naming conventions for particles of the PDG [1]).

### 1.2.2 Hyperfine shifts

Although the mass gaps between successive orbital excitation levels of the effective potential are empirically approximately flavour-independent, there is a marked flavour dependence of the splitting between the $S$-wave states of differing total spin. Specifically this concerns the $1^{-}$ and $0^{-}$ states of $q\bar{q}$ and the $J^P = \frac{3}{2}^+$ and $\frac{1}{2}^+$ baryons.

Early evidence that mesons and baryons are made of the same quarks was provided by the remarkable successes of the Sakharov–Zeldovich constituent quark model [19], in which static properties and low-lying excitations of both mesons and baryons are described as simple composites of asymptotically free quasiparticles with a flavour-dependent linear mass term and hyperfine interaction,

$$M = \sum_i m_i + \sum_{i > j} \sigma_i \cdot \sigma_j \cdot v_{ij}^{hyp},$$

where $m_i$ is the effective mass of quark $i$, $\sigma_i$ is a quark spin operator and $v_{ij}^{hyp}$ is a hyperfine interaction. This form has analogy with the source of hyperfine splitting in atomic hydrogen and suggests for hadrons that there is a QCD source in single-gluon exchange. As in the QED case, this (chromo)magnetic interaction is inversely proportional to the constituent masses.

In QCD the colour couplings are proportional to $\lambda_i \cdot \lambda_j$, with $\lambda$ the SU(3) matrices [20]. The spin-dependent $\sigma_i \cdot \sigma_j$ term then causes the lowest-spin combinations to be further attracted, their high-spin analogues suffering a relative repulsion. This
leads to a strong chromomagnetic attraction between a $u$ and a $d$ flavour when the $ud$ diquark is in the $\bar{3}$ of the colour SU(3) and in the $\bar{3}$ of the flavour SU(3) and has $I = 0, S = 0$.

The relative magnitudes of the spin-dependent shifts for a common set of flavours depend on the net colour of the interacting constituent pair. Since the colour expectation values are

$$\langle \lambda_1 \cdot \lambda_2 \rangle_{qq(3)} = \frac{1}{2} \langle \lambda_1 \cdot \lambda_2 \rangle_{q\bar{q}(1)},$$

the relative shifts for colour-singlet mesons and baryons are

$$J = 0 \rightarrow -3; J = 1 \rightarrow +1; J = \frac{3}{2} \rightarrow +\frac{3}{2}; J = \frac{1}{2} \rightarrow -\frac{3}{2},$$

whence $m(\Delta) > m(N)$ and $m(\rho) > m(\pi)$. These need to be rescaled by the appropriate masses following (1.8) when comparing the flavour dependence of the energy shifts [20,21], such as for $m(\Sigma^*) > m(\Sigma)$ and $m(\bar{K}^*) > m(K)$.

These spin- and flavour-dependent energy shifts are manifested not only in the different masses of hadrons with different spins, but also cause the splitting of $\Sigma - \Lambda$ baryons. This is because the $ud$ in $\Sigma_Q(Qud)$ have, by the Pauli correlation, $S = 1$ and are hence pushed up in energy relative to their counterparts in the $\Lambda_Q(Qud)$, which are in $S = 0$. Details are in [21].

These attractive forces can generate correlations among pairs of quarks and/or antiquarks, which are manifested as spin-dependent effects in inelastic scattering and in the appearance of colour-singlet hadrons with content $qq\bar{q}\bar{q}$ or $qqqq\bar{q}$. These attractive correlations arise when a $qq$ or $\bar{q}\bar{q}$ are antisymmetric in each quantum number, thus $qq$ in colour $\bar{3}$ ($\bar{q}\bar{q}$ in 3), spin-zero and flavour singlet. This has significant implications for the structure of mesons with $J^{PC} = 0^{++}$ below 1 GeV [22,23]. It also can lead to the possibility of ‘pentaquark’ states $(ud)(ud)\bar{Q}$, where the $(ud)$ denotes a correlated pair and the antiquark has a distinct flavour $Q = s, c, b$. A particular example of the latter would be $udud\bar{s}$, which would form a baryon with positive strangeness, which is thus manifestly exotic in that it cannot be formed from any combination of $qqq$.

### 1.3 Flavour mixings

Any flavour of quark $Q$ and its antiquark $\bar{Q}$ when attracted together form a state with no net flavour, in particular having zero electric charge and strangeness. How then are we to tell what combination of flavours occurs in any given physical state? We begin with some theoretical expectations.

Consider two heavy flavours, say $b\bar{b}$ and $c\bar{c}$. The mass matrix will have on its diagonal $2m_b$ and $2m_c$, and if this was the whole story these would be the physical
eigenstates. But there is also the possibility that these neutral states can annihilate through some common channel, for example gluons. Let the strength of this annihilation be $A$. It may connect $b\bar{b}$ to $c\bar{c}$ and it can also connect either of these to itself. The matrix thus becomes

$$\begin{pmatrix}
2m_b + A & A \\
A & 2m_c + A
\end{pmatrix}.$$  \hspace{1cm} (1.11)

The eigenstates depend on the relative size of $(m_b - m_c)/A$. If this is large the eigenstates are $b\bar{b}$ and $c\bar{c}$; this is indeed the case if we identify the $c, b$ with the physical charm and bottom quarks where the vector mesons, for example, are the $\psi(c\bar{c})$ and $\Upsilon(b\bar{b})$. If it is small, which would be the case if we chose $u, d$ instead of $c, b$, they tend to the equally mixed states $(u\bar{u} \pm d\bar{d})/\sqrt{2}$, which are the familiar isospin eigenstates. The $I = 1$ state $(u\bar{u} - d\bar{d})/\sqrt{2}$ decouples from the annihilation $A$ channel, while the $I = 0$ $(u\bar{u} + d\bar{d})/\sqrt{2}$ couples with an enhanced amplitude $\sqrt{2}$ times that of an individual flavour and the mass gap is proportional to $A$.

Thus we have a qualitative understanding of why the $c\bar{c}$ and $b\bar{b}$ spectroscopies are distinct (or ‘ideal’) while their $u, d$ counterparts are mixed into the ‘isospin’ basis. Now consider the latter systems but in the presence of the strange quark, which can form $s\bar{s}$ states.

Consider the limit where $m_u \sim m_d$ but $m_s - m_d \gg A$. The eigenstates will then be the same $u\bar{u} \pm d\bar{d}$ as above with the third state being $s\bar{s}$. This is realised in the vector mesons where the isoscalar mesons are $\omega = (u\bar{u} + d\bar{d})/\sqrt{2}$ and $\phi = s\bar{s}$. The evidence for this will be described shortly; the implication of it is that $A$ is small for the vector meson channel [20].

Now consider the limit where $m_s > m_d$ and $A > m_s - m_d$. The eigenstates are now orthogonal mixtures of $u\bar{u} + d\bar{d}$ and $s\bar{s}$. This is what is observed for the $0^{-+}$ mesons where $\eta(550)$ and $\eta'(960)$ are mixtures of these flavours. Specifically, it was found in [20] that $A(0^{-+})$ is in the range $80 - 600 \text{ MeV}$ while $A(1^{--})$ is $5 - 7 \text{ MeV}$, in both cases there being a slight hint that the magnitude falls with increasing energy. The annihilation contribution thus seems to be much smaller for the vector mesons than for the pseudoscalar and a question for dynamics is why?

Determining which $J^{PC}$ states are ‘ideal’ (that is like the $1^{--}$) and which are strongly mixed is one of the unresolved issues in the spectroscopy of light flavours. Answering it may help to identify the dynamics that controls this mixing. Electromagnetic interactions can play a significant role in addressing these issues as we now illustrate by showing how they have already been seminal in the case of the $1^{--}$ and $2^{++}$ multiplets, at least.
1.3.1 The $1^{--}$ and $2^{++}$ nonets

That the vector and tensor multiplets are near ideal can be seen from the pattern of their masses. One $I = 0$ state has mass similar to that of the isovector, while the other $I = 0(s\bar{s})$ is heavier with the strange $K(u\bar{s})$ midway between them. As the $I = 1$ state contains only $u$ and $d$ flavours, this pattern suggests that the lighter isoscalar is $n\bar{n} \equiv (u\bar{u} + d\bar{d})/\sqrt{2}$, while the heavier is $s\bar{s}$. Examples of such nonets are

$$1^{--}: \rho(770) \sim \omega(780); K^*(890); \phi(1020),$$

$$2^{++}: a_2(1320) \sim f_2(1270); K^*(1430); f_2(1525).$$

This pattern of flavours is also confirmed by the strong decays, in the approximation that the dominant hadronic decay is driven by the creation of $q_k\bar{q}_k$ in the field lines between the original $q_i\bar{q}_j$ (where $i,j,k$ denote the flavour labels) such that

$$q_i\bar{q}_j \rightarrow q_i\bar{q}_k q_k\bar{q}_j \rightarrow (q_i\bar{q}_k) + (q_k\bar{q}_j).$$

Thus $s\bar{s}$ can decay to $s\bar{u} + u\bar{s}$, which is $K\bar{K}$, but it does not decay to $\pi\pi$. This rule underpins the suppressed decays of the $\phi$ and $f_2(1525)$ to $\pi\pi$. The relative strengths of the electromagnetic couplings of these states also fit with this ideal picture.

For $1^{--}$ one has the direct coupling $q\bar{q}(1^{--}) \rightarrow \gamma \rightarrow e^+e^-$. Thus the leptonic widths, after phase-space corrections, give a measure of the flavour contents. This is discussed further in chapter 5. The amplitude is proportional to the sums of electric charges of the $q\bar{q}$ contents weighed by their amplitude and phases. Thus for the relative squared amplitudes

$$\rho(d\bar{d} - u\bar{u})/\sqrt{2} : \omega(u\bar{u} + d\bar{d})/\sqrt{2} : \phi(s\bar{s}) = 9 : 1 : 2,$$

which may be compared with their $e^+e^-$ widths in keV

$$\Gamma^{e^+e^-} [\rho : \omega : \phi] = 6.8 \pm 0.11 : 0.60 \pm 0.02 : 1.28 \pm 0.02.$$

The differences in phase space are only small and so do not affect the arguments here. However, it is noticeable that the ratios seem to apply to the widths in that they hold also for the $\Gamma^{e^+e^-}(\psi(c\bar{c}) ; \Upsilon(b\bar{b}))$

$$\Gamma^{e^+e^-} [\psi(c\bar{c}) : \Upsilon(b\bar{b})] = 5.26 \pm 0.37 : 1.32 \pm 0.05,$$

which are experimentally in accord with $4\Gamma^{e^+e^-}(\phi(s\bar{s}))$ and $\Gamma^{e^+e^-}(\phi(s\bar{s}))$ respectively.
For future reference, it is useful to show these states in the $1$–$8$ basis of SU(3)$_F$:

$$
\omega_1 \equiv (u\bar{u} + d\bar{d} + s\bar{s})/\sqrt{3}; \quad \omega_8 \equiv (u\bar{u} + d\bar{d} - 2s\bar{s})/\sqrt{6}
$$

(1.18)

whereby (denoting the light quark component by $n\bar{n} \equiv (u\bar{u} + d\bar{d})/\sqrt{2}$)

$$
\phi(s\bar{s}) = \sqrt{\frac{1}{3}}\omega_1 - \sqrt{\frac{2}{3}}\omega_8,
\omega(n\bar{n}) = \sqrt{\frac{2}{3}}\omega_1 + \sqrt{\frac{1}{3}}\omega_8.
$$

(1.19)

The electromagnetic couplings of the $2^{++}$ states also confirm their tendency towards ideal flavour states. Here the decays to $\gamma\gamma$ have amplitudes proportional to the sum of the squares of the electric charges of the quarks weighted by their relative phases. Thus for the relative squared amplitudes

$$
a_2(d\bar{d} - u\bar{u})/\sqrt{2} : f_2(u\bar{u} + d\bar{d})/\sqrt{2} : f_2(s\bar{s}) = 9 : 25 : 2,
$$

(1.20)

which may be compared with their $\gamma\gamma$ widths in keV

$$
\Gamma(a_2(1320) \rightarrow \gamma\gamma) : \Gamma(f_2(1270) \rightarrow \gamma\gamma) : \Gamma(f_2(1525) \rightarrow \gamma\gamma) = 100 \pm 8 : 261 \pm 30 : 9.3 \pm 1.5.
$$

(1.21)

The $a_2(1320) : f_2(1270)$ ratio is in excellent agreement with this; the $f_2(1525)$ is about a factor 2 smaller. The agreement between the mass-degenerate $a_2 : f_2$ states is in accord with ideal flavour states and then, if the heavier $f_2$ is $s\bar{s}$, its strange quark masses will suppress its magnetic contribution to the $\gamma\gamma$ amplitude and thus be consistent with the reduced strength.

To the extent that the vector mesons are ideal states, the radiative transitions of $C = +$ states ($C = +$) $\rightarrow \gamma V (= \rho : \omega : \phi)$ may be used to determine the flavour contents of the initial $C = +$ states (see chapter 4). As flavour is conserved in electromagnetic transitions to leading order, decays to $\gamma\rho$ weigh the $n\bar{n}$ component of the initial $C = +$ state, and those to $\gamma\phi$ weigh its $s\bar{s}$ component. This can be used as a further measure of the flavours of tensor mesons, where the reduced widths (phase space removed) would be expected to satisfy

$$
\frac{\Gamma_R(f_2 \rightarrow \rho\gamma)}{\Gamma_R(f'_2 \rightarrow \phi\gamma)} = \frac{9}{4}.
$$

(1.22)

Empirically there is only an upper limit on these transitions. Obtaining their magnitudes is thus important, both as a check of this flavour filter and also for comparison with the analogous transition magnitudes for $f_{0,1} \rightarrow \gamma V$ as these can test the single-quark transition hypothesis for radiative transitions [24].

Complementary to this is the question of to what extent these ideal flavour states are realized for excited vector mesons such as $\rho(1460), \rho(1700), \omega(1420), \omega(1650)$.
and $\phi(1680)$. The decays of these $\rho^* : \omega^* : \phi^* \rightarrow 2^{++} \gamma$ have been discussed in [7] and chapter 4 as a potential way of addressing these issues and of discriminating the $^3D_1$ and $^2S_1$ (radial excitation) content of these states. These issues are also important in helping disentangle any hybrid vector meson presence in the wave functions of these states [7,25].

The radiative decays into the ground state $\rho, \omega, \phi$ are potentially especially interesting for the enigmatic scalar mesons, the isoscalar members of which are hypothesized to be mixtures of $n\bar{n}, s\bar{s}$ and also pure glue (‘glueball’) configurations. By studying the relative rates for $0^{++} \rightarrow \gamma V (\rho : \omega : \phi)$ the flavour content of a set of scalar mesons may be weighed and then unitarity be checked to determine how much ‘inert’ (glue) presence is in the wave functions.

### 1.3.2 Allowed $J^{PC}$

The spin-$\frac{1}{2}$ $q$ and $\bar{q}$ couple their spins to a total of 0 (singlet) or 1 (triplet). In the non-relativistic picture these couple with the orbital angular momentum $L$ to give the total spin of the system $\vec{J} = \vec{L} + \vec{S}$. This is analogous to the atomic physics conventions for positronium and is how we combine the spins for quarks of the same or similar mass. In the more extreme asymmetric case of heavy $Q$ and light $\bar{q}$ we follow the scheme more familiar in the hydrogen atom. The spin of the light (anti)quark $s_q$ is first coupled to the orbital angular momentum $l$ to give the total effective state $j_q$. This is then combined with the spin $S_Q$ of the heavy quark. One can of course use either coupling scheme as the one is linearly related to the other. However, their utility varies.

It is when one has more than one state with the same overall spin (for example the $J^{PC} = 1^{+}$ mesons formed from the $q\bar{q}$ with $L = 1$ and $S = 0, 1$) that one or the other scheme becomes more appropriate. For $q$ and $\bar{q}$ of the same flavour the meson is an eigenstate of $C$. Since $C = (-1)^{(L+S)}$, the charge conjugation can distinguish the triplet ($1^{++}$) and singlet ($1^{+-}$) states. Thus the $\vec{J} = \vec{L} + \vec{S}$ basis is appropriate. For flavoured states, such as the $K, D, B$ there is no $C$ eigenvalue. The physical states are in general mixtures of the singlet and triplet basis states:

$$K_1(1273) = \cos \theta |^3P_1\rangle + \sin \theta |^1P_1\rangle,$$

$$K_1(1402) = -\sin \theta |^1P_1\rangle + \cos \theta |^3P_1\rangle. \quad (1.23)$$

It is important to be careful about the convention. Barnes et al [26] uses the mixing angle formula for kaons ($n\bar{s} = K_1$), whereas Blundell et al [27] apply it to antikaons ($s\bar{n}$). The opposite phases in the two conventions arise because the charge conjugation operator gives opposite phases when applied to $|^1P_1\rangle$ and $|^3P_1\rangle$ states.
The precise mechanism of this mixing of different $S_{q\bar{q}}$ states in the $K$-system is an open question. In the heavy-quark limit the angle in the above convention is
\[ \theta = \tan^{-1}(1/\sqrt{2}) \sim +35.3^\circ. \]
In the single-gluon exchange of QCD, the fact that $m_s \neq m_{u,d}$ causes a non-conservation of $q\bar{q}$ spin in the spin–orbit interaction. However, with a realistic strange quark mass the mixing angle is only $\theta = +5^\circ$, which does not appear large enough to explain the observed mixing angle (see footnote number 90 in [26] for further discussion of this point). Contrast this with the hypothesis of Lipkin [28] who notes that the mixing might be determined by the coupling of the two $|K_1\rangle$ states through their decay channels. With sufficiently strong decay couplings the physical resonances are driven into near ‘mode eigenstates’ [26], which explains the separation into ‘$\rho K$’ and ‘$\pi K^*$’ resonances. This model suggests a singlet-triplet mixing angle of $\sim 45^\circ$, which is in accord with an analysis of the hadronic decays in [26]. This mixing pattern needs to be more precisely determined. Radiative transitions $K_1 \to K\gamma$ can help here. The $E1$ transition in leading order conserves the $q\bar{q}$ spin and so one would anticipate the $|P_1\rangle$ component to dominate. Detailed estimates are needed in order to exploit the opportunities presented by radiative transitions in the kaonic system. This may become possible experimentally in $e^+e^- \to \psi \to \bar{K}K_1 \to \bar{K}K\gamma$ at a high-luminosity $\psi$ factory such as CLEO-c or BES.

For the neutral mesons $q\bar{q}$, $C$ is an eigenvalue. However, not all correlations of $J^{PC}$ are accessible. As an antiquark has the opposite intrinsic parity to a quark, the parity of $q\bar{q}$ with relative angular momentum $L$ is $P = (-1)^{L+1}$. Their charge conjugation eigenvalue in a state of total spin $S$ and angular momentum $L$ is $C = (-1)^{L+S}$. Thus the pattern of $J^{PC}$ for the lowest levels is as follows:

\[
S = 0 : 0^{-+}, 1^{+-}, 2^{--},
\]
\[
S = 1 : 1^{-+}, (0, 1, 2)^{++}, (1, 2, 3)^{--}. \tag{1.24}
\]

Thus we see that $J^{\pm, \pm}$ correlations occur for any $J$ with the exception of $0^{--}$. In the series $J^{\pm, \mp}$ the $J = \text{odd}$ correlates with positive parity and $J = \text{even}$ correlates with negative parity. We do not have the sequence $0^{+-}, 1^{-+}, 2^{-+}, \ldots$. Thus we have the concept of ‘exotic’ states

\[ 0^{--}; \quad \text{and} \quad 0^{+-}, 1^{-+}, 2^{-+}, \ldots \]

A meson observed with any of the above exotic combinations cannot be described as a non-relativistic $q\bar{q}$ state. Thus looking for charge-neutral mesons with exotic $J^{PC}$ is a strategy for isolating glueballs or hybrids ($q\bar{q}$ states where the gluonic degrees of freedom are excited) as these can form the ‘exotic’ $J^{PC}$ combinations.
1.4 Baryons

A baryon consists most simply of three quarks. For spectroscopy and the low-energy phenomenology of baryon resonances and transitions, such a picture gives a remarkably good description though precision data are beginning to show this may not be the whole story. The elastic form factors of the nucleons and the transition to $\Delta$ begin to show the effects arising from $\pi$ components in the wave function. These are discussed in chapters 2, 3 and 5. Furthermore, when viewed at high resolution the proton and neutron appear as swarms of quarks, their antimatter counterparts, antiquarks, and gluons – the quantum bundles that bind these constituents. The $q\bar{q}$ meson and $qqq$ baryon configurations are the simplest combinations for which the attractive forces of QCD saturate, leading to stable hadrons. First we consider the $qqq$ picture of baryons in ‘strong QCD’ and then the richer details of nucleons as revealed in deep inelastic scattering in the pQCD regime. In the latter there is evidence that there is a ‘sea’ of $q\bar{q}$ pairs resolved at small distances. There is a wider problem here: QCD does not forbid configurations such as $qq\bar{q}\bar{q}$ or $qqqq\bar{q}$ to occur in the strong QCD regime. The question about such multiquark states is not one of existence but of observability. For example many are expected to have widths that are too broad for the states to be seen.

1.4.1 Role of the Pauli principle

Quarks, being fermions, obey the Pauli exclusion principle, which implies that when two quarks are interchanged, their total wave function must be antisymmetric. This has no impact on $q\bar{q}$ mesons but is essential in baryons. As the $qqq$ is already antisymmetric in the colour degree of freedom, it must be globally symmetric in the space–spin–flavour product.

In the S-state the spatial wave function is symmetric and so we seek symmetry in flavour and spin. This immediately implies that two identically flavoured quarks, such as $uu$ or $dd$, must be symmetric in spin, hence in spin 1. If $\uparrow\downarrow$ refer to $S_z$ projections, then for a pair we have three symmetric combinations for $S = 1$

$$S = 1 : \; \uparrow\uparrow; \; (\uparrow\downarrow + \downarrow\uparrow)/\sqrt{2}; \; \downarrow\downarrow \quad (1.25)$$

and one antisymmetric for $S = 0$

$$S = 0 : \; (\uparrow\downarrow - \downarrow\uparrow)/\sqrt{2}.$$  \quad (1.26)

If we replace $\uparrow$, $\downarrow$ respectively by $u,d$ we can write the analogous states for isospin $I = 1$ (symmetric) and $I = 0$ (antisymmetric). In the S-wave baryons the overall symmetry leads to the correlation that pairs with $I = 0$ must have $S = 0$, and those
Table 1.1. Mixed symmetry combinations of $u$ and $d$ flavours for proton and neutron.

<table>
<thead>
<tr>
<th>$\phi_\lambda$</th>
<th>$\phi_\rho$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P: [(ud+du)u-2uud]/\sqrt{6}$</td>
<td>$(ud-du)u/\sqrt{2}$</td>
</tr>
<tr>
<td>$N: -[(ud+du)d-2dud]/\sqrt{6}$</td>
<td>$(ud-du)d/\sqrt{2}$</td>
</tr>
</tbody>
</table>

with $I = 1$ have $S = 1$. Thus in the $\Sigma(uds)$ and $\Lambda(uds)$, the $(ud)$ are in $I = 1, 0$ respectively and hence are coupled to $S = 1, 0$. This implies that the spin of a polarized $\Lambda$ is carried by that of the strange quark. Also this immediately generalizes to $\Lambda_{c,b}$ where the polarization will be carried by the $c,b$ flavour. These correlations underpin the mass-difference of $\Sigma > \Lambda$. They also drive the phenomenology of the spin polarization asymmetry in inelastic electron scattering.

The above are easy to see for a pair of quarks. The extension to three is more involved. As regards flavour, the $uds$ combinations lead to ten that are flavour symmetric. Write them $(abc)$ to denote the totally-symmetric state $(ab + ba)c + (ac + ca)b + (bc + cb)a$, suitably normalized. The baryons with the corresponding quantum numbers are:

$(uuu); (uud); (ddu); (ddd) \equiv \Delta^{++} , \pm 0 , -$,
$(uus); (uds); (dds) \equiv \Sigma^{(*)} + , 0 , -$,
$(uss); (dss) \equiv \Xi^{(*)} 0 , -$,
$(sss) \equiv \Omega^{-}$.

As these are totally symmetric in flavour they must also be symmetric in spin. This implies they have spin $\frac{3}{2}$; the totally symmetric spin states with $S_z = +\frac{3}{2}; +\frac{1}{2}; -\frac{1}{2}; -\frac{3}{2}$ being

$\uparrow\uparrow\uparrow; (\uparrow\uparrow\downarrow + \uparrow\downarrow\uparrow + \downarrow\uparrow\uparrow)/\sqrt{3}; (\downarrow\downarrow\uparrow + \downarrow\uparrow\downarrow + \uparrow\downarrow\downarrow)/\sqrt{3}; \downarrow\downarrow\downarrow$.

Thus it is the overall symmetry that causes the $10$ to have spin $\frac{3}{2}$.

States where all flavours are identical can only be written in a symmetric form. States where one or more is distinct can be written with antisymmetric parts. Only when all three are distinct can a totally antisymmetric combination be written. Combinations like $uud$ can be written in ‘mixed’ symmetry forms denoted $\phi_{\lambda,\rho}$, which are listed in table 1.1. These are respectively antisymmetric ($\rho$) and symmetric ($\lambda$) under the exchange $1 \leftrightarrow 2$ while they go into linear combinations of one another under $1, 2 \leftrightarrow 3$. Thus we say they transform with mixed symmetry $M_{S,\lambda}$ and $M_{A,\rho}$ respectively. There is no agreed convention and we will use $M_{S,A}$ or the $\lambda$ and $\rho$ notation throughout this book. The corresponding states for other members of the
octet follow by the cyclic replacements \( u \to d \to s \) starting from the \( P \) forms of the table. We have illustrated the result for the \( N \).

In this simple picture of \( qqq \), baryons can only have strangeness 0, \(-1\), \(-2\) or \(-3\). In particular no positive strangeness baryons can be formed. The possibility of such an exotic baryon is discussed in section 1.8.

### 1.5 Spin–flavour correlations

While the flavour content and relative phases of wave functions are probed by electric couplings, the correlations of flavour and spin are most directly probed by the magnetic interaction. Immediate examples are the relative sizes of the magnetic moments of baryons, in particular the neutron and proton.

The Pauli correlation of three nucleons in the nuclei \( ^3\text{He} \) and \( ^3\text{H} \) implies that the two identical fermions (for example \( pp \) in \( ^3\text{He} \)) have net spin \( S = 0 \) and hence do not contribute to the magnetic moment \( \vec{\mu} \) (in the approximation that all are in the S-state). Thus \( \mu(^3\text{He}) : \mu(^3\text{H}) = \mu(n) : \mu(p) \), which is true to \( \sim 20\% \), any discrepancies being due to higher angular momentum components and/or transient pion exchanges. For the \( p \) and \( n \) made of three constituent quarks, the colour degree of freedom causes the Pauli correlation of like flavours to be reversed. Thus \( uu \) in the proton (\( uud \)) has net \( S = 1 \). Hence the S-state wave function involves the coupling of \( S = \frac{1}{2} \otimes S = 1 \rightarrow S = \frac{1}{2} \). The resulting Clebsch–Gordan coefficients then imply that for a proton with \( S_z = \uparrow \)

\[
|p \uparrow\rangle = \sqrt{\frac{5}{3}}|u \uparrow \uparrow d \downarrow\rangle + \sqrt{\frac{1}{3}}|u \uparrow u \uparrow d \downarrow\rangle
\]

(1.28)

(the constitution of the neutron follows immediately upon replacing \( u \leftrightarrow d \)). The spin-weighted probabilities are then \( P(u \uparrow) = \frac{5}{3}, P(u \downarrow) = \frac{1}{3}, P(d \uparrow) = \frac{1}{3} \) and \( P(d \downarrow) = \frac{2}{3} \). The expectation value of \( I_z \sigma_z \), which gives the magnitude of \( g_A/g_V \), is \( 5/3 \) in this simple state. Also the ratio of magnetic moments is given by the expectation value of the charge-weighted sum of the quark spin-projection \( \sigma_z \). The above wave function then implies that the ratio of proton and neutron magnetic moments is \(-\frac{1}{2}\). The assumption that the magnetic moments of quarks are uniformly proportional to their charges is profound and merits deeper understanding. The agreement with data is good to within \( \sim 3\% \), supporting the S-state constituent \( qqq \) model description.

This is better even than the nuclear case and qualitatively suggests that pion-exchange currents and \( qqqq\bar{q} \) components cannot play a major role in this constituent wave function. However, precision data on charge radii and inelastic scattering show that things cannot be so simple (see chapters 2 and 3). Extending the analysis to the baryon octet, assuming that the intrinsic magnetic moment of a
strange quark and a down quark are in the ratio $\mu(s)/\mu(d) = m(d)/m(s)$, gives overall reasonable agreement though the data, especially on the magnetic moments of $\Xi$, merit better precision in order to constrain the wave functions. Thus precision data on the magnetic moments of the octet and on the magnetic dipole $M1$ transition $\gamma N \rightarrow \Delta(1232)$ are needed, as are possible electric quadrupole $E2$ contributions, which are absent in the most naive $qqq$ wave functions but present when pion clouds or admixtures of other components are in the wave function, as suggested by pQCD, are needed. The role of a pion cloud can also be better constrained through measurements of charge radii and of the ratio $G_E(q^2)/G_M(q^2)$ of the electric and magnetic form factors.

The constituent wave function (1.28) is also manifested in spin-dependent asymmetries in deep inelastic polarized scattering. The essential assumption here is of incoherent scattering on the valence quarks at $x \geq 0.1$. In this case, consider for example a polarized photon with $J_z = +1$ incoherently scattering from the polarized quarks forming a final state with $J_z = +\frac{3}{2}$ or $+\frac{1}{2}$. If the total photoabsorption cross section in each of these configurations is denoted $\sigma(\frac{3}{2})$ and $\sigma(\frac{1}{2})$ respectively, the polarization asymmetry $A = (\sigma(\frac{3}{2}) - \sigma(\frac{1}{2}))/\sigma(\frac{3}{2}) + \sigma(\frac{1}{2})$ and is driven by $\sim \sum_{u,d} e_{u,d}^2 \sigma_z$. Thus

$$A(\gamma n) = 0; A(\gamma p) = \frac{5}{9},$$

(1.29)

where in this simple model $\frac{5}{9} \equiv \frac{1}{3}g_A/g_V$. In inelastic electroproduction at modest values of $Q^2$ the valence quarks play a substantial role in determining these cross-sections over a large range of the kinematic variable $x$ (which is roughly interpreted as the fraction of the momentum of the initial nucleon along the direction of the incident virtual photon that was carried by the struck quark). In this picture it is natural that the valence quark contribution peaks when $x \sim 0.2-0.3$ and in this region the above predictions appear to be realized. However, at very large $Q^2$ the ‘pollution’ from gluons and $q\bar{q}$ pairs dominates the valence quark probability and it is only for $x \geq 0.5$ that the valence quarks dominate the wave function. The region $x \rightarrow 1$ probes the rare extreme where a single quark carries all of the momentum. The QCD forces that elevate the energy of a $qq$ pair with $S = 1$ (thus for example $uu$ will carry more than the average) imply that as $x \rightarrow 1$ the probability to find $u$ is greater than that to find $d$. The spin wave function in (1.28) implies that in a polarized nucleon, if a quark carries all of its momentum it also carries all of its spin polarization [29]. So for example for the neutron the asymmetry at large values of $x$, $A(x \rightarrow 1) \rightarrow 1$, which is radically different from the vanishingly small magnitude at smaller $x$. A similar result is expected for the proton but as the value is already rather large, any increase in magnitude as $x \rightarrow 1$ will be harder to establish.
While the prediction of the $A(x \to 1) \to 1$ is universal in pQCD-based models, the approach to this value with increasing $x$ is model-dependent. A dedicated study at JLab with a 12 GeV upgrade may shed light on this. The formalism relevant for polarized leptoproduction is described in chapter 7.

1.6 SU(6) multiplets and excited multiplets

Taking the SU(3)$_F$ fundamental representation $(u,d,s)$ and combining it with the SU(2) spin $(\uparrow, \downarrow)$ one can form a fundamental six-dimensional representation of SU(6): $u \uparrow, d \uparrow, s \uparrow, u \downarrow, d \downarrow, s \downarrow$. The formalism is especially useful when discussing baryons, as here the Pauli principle limits the possibilities under interchange of any pair of quarks such that only the overall antisymmetric wave function is allowed. As the colour-singlet representation $qqq$ is already antisymmetric, then as noted earlier this implies that the product of spatial, spin and flavour degrees of freedom must be overall symmetric under interchange.

The SU(6) representations for $qqq$ are $6 \otimes 6 \otimes 6 = 56_S \oplus 70_M \oplus 70_M \oplus 20_A$ (where the subscripts denote the symmetric, mixed symmetric and antisymmetric behaviour of the representation). The Pauli principle will then constrain the correlations between these states and their spatial state as follows.

The spatial ground state, $L = 0$, is symmetric. Thus here the flavour-spin must be symmetric, namely $56$. Decomposed into SU(3) $\otimes$ SU(2) this becomes $8,2 \oplus 10,4$. The $2$ corresponds to the $2S + 1$ states of spin, hence $S = 1/2$; analogously the $4$ corresponds to $S = 3/2$. Thus we see that the correlation of an octet with spin $\frac{1}{2}$ and a decuplet of spin $\frac{3}{2}$ is forced on us, in accord with data.

This simple assignment of $N$ and $\Delta(1232)$ has immediate constraints on their electromagnetic properties. The magnetic moments of the neutron and proton are predicted to be in the ratio of $\mu_p/\mu_n = -\frac{3}{2}$, which is within $3\%$ of the actual value. The amplitude for $\gamma N \to \Delta$ could in general be either magnetic dipole, $M1$, or electric quadrupole, $E2$ but in this model $E2 \equiv 0$; the magnitude of the $M1$ amplitude for the $N$ to $\Delta(1232)$ transition relative to the magnetic moment of the proton is $\mu(N\Delta) : \mu = 2\sqrt{2}/3$. The ratio of electric and magnetic form factors of the proton, $G_E(Q^2)/G_M(Q^2)$, is predicted to be invariant with $Q^2$; for the neutron $G_E(Q^2) = 0$.

Although these results are qualitatively in agreement with experiment, it has long been known that for real photons there is a small non-zero $E2$ amplitude for $\gamma N \to \Delta(1232)$ [30] and that $\langle r^2 \rangle \sim dG_E^n/dQ^2 < 0$ [31]: see chapters 2 and 3. The latter is most simply described by giving the neutron a pion cloud: $n \to p\pi^-$ giving a negative outer charge due to the light $\pi^-$, whereas the compensating positive requires fluctuation to $\Delta^-\pi^+$, which is suppressed due to the higher mass of the $\Delta$. 
Modern precision data have confirmed and extended these results to higher $Q^2$, where the $E2$ amplitude remains very small compared to expectations from pQCD [32], and shown that $G_E/G_M$ has a non-trivial dependence on $Q^2$ [33]. These data are clear indications that while the constituent-quark model is a good first approximation in certain circumstances, it is not the complete picture of hadrons. Further precision data on the complete set of electromagnetic transitions involving nucleons and $\Delta(1232)$ as a function of $q^2$ can show how to build the more complete picture of these states.

Now consider the excitation of a quark to the first excited level, a P-state, $L^P = 1^-$. For the three-quark system there are two independent degrees of internal spatial freedom. These are conventionally written

$$\sqrt{2}\hat{\rho} = \vec{r}_1 - \vec{r}_2; \quad \sqrt{6}\hat{\lambda} = 2\vec{r}_3 - \vec{r}_1 - \vec{r}_2 \equiv 3\vec{r}_3.$$

These have mixed symmetry under interchange: they are respectively antisymmetric ($\rho$) and symmetric ($\lambda$) under the exchange $1 \leftrightarrow 2$ while they go into one another under $1,2 \leftrightarrow 3$. Thus we say they transform with mixed symmetry $M_S(\lambda)$ and $M_A(\rho)$ respectively.

To form an overall symmetric space–SU(6) state with $L = 1$ thus requires that the SU(6) be in a mixed symmetry state. This is the 70 which under SU(3) $\otimes$ SU(2) becomes $8,2 \oplus 8,4 \oplus 10,2 \oplus 1,2$. Finally combining these spins of $\frac{1}{2}$ or $\frac{3}{2}$ with the $L = 1$ gives negative-parity baryons in the following families, with candidate members identified:

$$2^8 : S_{11}(1550), D_{13}(1550),$$
$$4^8 : S_{11}(1700), D_{13}(1700), D_{15}(1700),$$
$$2^{10} : S_{31}(1700), D_{33}(1700),$$
$$2^1 ; S_{01}(1405), D_{03}(1520).$$

These simple identifications are for illustration only. There are unresolved questions as to the mixing angles for the physical states $S_{11}$ or $D_{13}$ between the $2^8$ and $4^8$ bases and among the $\Lambda$ states in $2^1, 2^8$ and $4^8$. Precision data on the photo- and electroproduction of these states can constrain these: see chapter 3.

While hyperfine splittings are clearly seen for the ground state $L = 0$ hadrons, when $L \neq 0$, spin–orbit splittings are expected. Empirically these are small, as is clear in (1.31), and explaining this continues to be a puzzle. In mesons the contributions to mass shifts arising from the short-range vector potential (single-gluon exchange) and from the long-range scalar potential are individually several hundreds of MeV but cancel.

The small splittings for mesons are therefore explicable. However, for baryons it is not so simple [34]. As this is a three-body system, the rest frame of the baryon
in general differs from that of the interacting pair of quarks; transforming between these frames introduces a spin rotation that acts like a spin–orbit contribution to the Hamiltonian and which is not cancelled in general.

The spin dependence in meson and baryon spectroscopy in QCD is assumed to be due to gluon exchange. An alternative school has posited that \( \pi \) and \( \eta \) exchanges play a role in baryons [35]. This has been robustly criticized [36]. There has been a misconception that \( \pi \) exchange within baryons, being spinless, has no spin–orbit splittings and so may explain the empirical phenomenon. However, this is not so [36]. In all pictures Thomas precession occurs and, left to itself, would give inverted spin–orbit split multiplets (that is for states with the same value of \( L \) and different values of \( J \), one finds that the state with the highest value of \( J \) lies lowest in mass, the splittings being several hundreds of MeV). The problem phenomenologically is to find a cancellation of the inevitable Thomas effects. In mesons this occurs but in baryons it fails, for the reasons above. The cause of the small spin–orbit splittings in baryons remains unresolved.

While it is possible to choose parameters such that \( N^* \) spin–orbit splittings are small, this fails in the case of the \( \Lambda(1405)\frac{1}{2}^- \) and \( \Lambda(1520)\frac{3}{2}^- \) where the parameters would suggest that the \( \frac{1}{2}^- \) should actually be heavier than the \( \frac{3}{2}^- \) [34]. The light mass of the \( \Lambda(1405) \) may be an indicator that this state is affected by the \( K\Lambda \) threshold in S-wave and/or has \( qqq\bar{q} \) ‘pentaquark’ composition. Radiative couplings between the \( \Lambda(1405) \) or \( \Lambda(1520) \) and the ground state \( \Lambda/\Sigma \) can differentiate these pictures.

The single-gluon exchange perturbation also causes mixing among states. In this picture the \( \Lambda(1405; 1800; 1670) \), which are all \( \frac{1}{2}^- \), are mixtures of the \( 70 \)-plet \( ^21 \), \( ^28 \) and \( ^48 \). The \( \Lambda(1405) \) in particular is \( ^0921 \). Improved data on the electromagnetic couplings of these states and on their hadronic branching ratios are required to test these wave functions.

Electromagnetic transitions from the nucleon to \( N^* \) are direct and can test wave function mixings also. In the \( 70 \) one has \( \frac{1}{2}^-; \frac{3}{2}^- \) states (known as \( S_{11}; D_{13} \) respectively), which can be either \( ^28 \) or \( ^48 \). The latter configuration cannot be photoproduced from protons in leading order. The physical states are predicted to be mixed (\( N_{H,L} \) respectively referring to the heavier and lighter mass eigenstates),

\[
|N_H\rangle = \cos(\theta)|^48\rangle + \sin(\theta)|^28\rangle, \\
|N_L\rangle = -\sin(\theta)|^48\rangle + \cos(\theta)|^28\rangle.
\]  

(1.32)

The masses are not well enough known to pin down \( |\theta| \) with precision. Better data on \( \gamma N \rightarrow S_{11} \rightarrow N\eta \) in particular are needed (see chapter 3).

This angle is a sensitive discriminator among models. The QCD inspired model of [37] predicts its magnitude for the \( S_{11} \) parameter free:

\[
\theta = -\arctan[\frac{1}{2}(\sqrt{5} - 1)] \sim -32^\circ.
\]
Other models have more freedom. Hence precision data on the photo- and electro-production of these states together with their hadronic decay branching ratios (in particular into $N\eta: N\pi$) may significantly constrain the wave functions and expose the dynamics.

It is also possible to build negative-parity states by adding a $q\bar{q}$ to make $qqq\bar{q}$ ‘pentaquark’ configurations. The QCD forces, however, appear to be repulsive for such configurations, unless they form the colour-singlet meson–nucleon configuration. If excitation to P-wave is included, however, it is possible for attractive forces to take over, leading to non-trivial pentaquark combinations such as $uudd\bar{s}$, which with positive strangeness is manifestly outside the states that are allowed within the $qqq$ model.

One or more quarks may be excited to higher levels. The symmetry properties of the resulting spatial wave functions then determine the SU(6) representations allowed by Pauli. For the details of forming these configurations see a dedicated text such as [21]. If the $\rho$ degree of freedom were to be ‘frozen’ in the ground state and only the $\lambda$ degree of freedom were excited (thus $qqq$ being effectively a quark–diquark model), then there would be a correlation between $L^p = \text{even}^+ \equiv 56$ and $L^p = \text{odd}^- \equiv 70$. If both $\rho$ and $\lambda$ can be excited, as in a ‘genuine’ $qqq$ system, there is no such correlation and one can have $70^+, 56^-$ and $20$ dimensions for example. One of the challenges for baryon spectroscopy is to determine clearly which of these possibilities is realized in nature.

### 1.7 Role of $Q^2$ as a test of dynamics

Hadron form factors are the most basic observables that reflect the composite nature of hadrons. Indeed, the first indication that the proton is a composite object came from the measurements of the proton form factors in elastic electron–proton scattering [38]. In our modern QCD-based picture of hadrons, the high-$Q^2$ behaviour of elastic and transition form factors probes the high-momentum components of their valence quark wave functions. Of particular interest in this regard is understanding when the dynamics of valence quarks makes a transition from being dominated by the strong QCD of confinement to pQCD.

This transition should first occur in the simplest systems, in particular the elastic form factor of the pion seems the best hope for seeing this experimentally. Here the asymptotic behaviour is rigorously calculable in pQCD [39] and is $Q^2 F_\pi(Q^2) \to 8\pi\alpha_s f^2_\pi$, where $f_\pi = 133$ MeV is the $\pi^+$ axial-vector decay constant (see chapter 2). The approach to this asymptotic value is model-dependent. Experimental knowledge of $F_\pi(Q^2)$ is poor and a dedicated programme at JLab could give important insights.
The development of precise new measurement techniques has begun to give much more detailed images of the structure of the nucleon through its elastic and transition form factors. At small $Q^2(< 1 \text{ GeV}^2)$ precise measurements of the electric form factor of the neutron, $G_E^p(Q^2)$, show values statistically different from zero. The neutron magnetic form factor remains less well determined. For both of these form factors few measurements exist for $Q^2 > 1 \text{ GeV}^2$. A non-zero value for the neutron electric form factor implies flavour-dependent correlations within the wave function. Two immediate possibilities for these are the hyperfine interaction between the quarks [40] and the pion cloud [41].

For the proton, polarization measurements [33] have shown that the electric form factor falls much faster than the magnetic one (see chapter 3). Furthermore, the $E2/M1$ ratio for the $N \rightarrow \Delta$ transition has remained near zero over the entire range of momentum transfer explored up to $Q^2 = 4 \text{ GeV}^2$ [32], in line with the most naive constituent-quark model, whereas the pQCD prediction for this number asymptotically is unity.

The $S_{11}(1535)$ may be considered the negative-parity partner of the nucleon. In the limit of exact chiral symmetry they would be degenerate. The properties of the $S_{11}$ form factor reveal fundamental aspects of dynamical chiral symmetry breaking in QCD. Chiral symmetry is discussed in chapter 5 and applied to baryons in chapter 3.

At $Q^2 = 0$ the excitation of any given resonance with $J \geq \frac{3}{2}$ involves both electric and magnetic multipoles. The relative weight of these is determined by the SU(6) and orbital structure of the resonance wave function. These multipole magnitudes can be translated into predictions for the relative helicity amplitudes, where the resonance is photoproduced with $J_z = \frac{1}{2}$ or $\frac{3}{2}$. Thus for example the $D_{13}(1520)$ is found to be photoproduced from a proton target with $\sigma(\frac{1}{2}) \sim 0$ due to a destructive interference between the $E1$ and $M2$ multipoles. This tendency arises for the tower of resonances in the series $D_{13}$, $F_{15}$, $\ldots$ [42,43] and plays a role in generating the negative sign of the total in the Gerasimov–Drell–Hearn (GDH) integral for $Q^2 = 0$. See chapter 6 for a full discussion.

For $Q^2 \neq 0$ the magnetic multipoles are predicted in constituent models increasingly to dominate over the corresponding electric multipoles [42,43], leading to a reversal of the spin polarization. This causes $\sigma(\frac{1}{2}) > \sigma(\frac{3}{2})$ at large $Q^2$, in accord with the implications of the Bjorken sum rule and predictions of pQCD. An unresolved question is how rapidly this occurs; in the non-relativistic quark model (NRQM) the changeover from $\sigma(\frac{3}{2})$ to $\sigma(\frac{1}{2})$ is predicted to occur at $Q^2 \sim 0.1 - 0.2 \text{ GeV}^2$. This transition has yet to be quantified in data; its dependence on the resonance $J^P$ is also unknown. A precise measure of this systematics is likely to give more detailed insight into dynamics than a global study of the $Q^2$ dependence of departures from the GDH integral.
The $Q^2$ dependence for small $Q^2$ can expose the threshold behaviour of transition form factors and thereby show how many ‘orbital excitation gaps’ occur between the wave functions of the nucleon and resonance state. Thus for example the excitation of $P_{11}(1440)$ needs precision data. Its internal quark structure has been variously suggested to be: (i) a radially excited $qqq$, in which case there would be a large threshold factor in the transition form factor to this radially excited state; (ii) a hybrid baryon, for which the $qqq$ would be in the ground state and so there would be no threshold factors in the excitation form factor, but excitation of the gluonic degrees of freedom is not well understood theoretically; or (iii) a pentaquark ($qqqq\bar{q}$) for which a large suppression may be expected with increasing $Q^2$.

In general the transitions touch on broader questions of the duality between exclusive coherent excitation of $N^*$ and the inclusive sum rules for incoherent inelastic scattering. This brings us to the question of quark–hadron duality.

### 1.7.1 $Q^2$ duality of form factors and deep-inelastic scattering (DIS)

Baryons, in particular the nucleon, appear as $qqq$ states when viewed at low energy. By contrast, in highly inelastic scattering, such as in electron scattering with large momentum transfer $Q^2$, a richer structure of $q, \bar{q}$ and gluons is resolved. The transition between the low-energy ‘constituent’ picture and the short-distance ‘parton’ picture of pQCD is an area of active study both in experiment and theory. This is especially so at machines, such as at JLab, which can both probe the excitation of nucleon resonances as a function of $Q^2$ and also study the beginnings of the highly inelastic scattering where scale invariance appears in the data. One question among many is whether the coherent excitation of resonances disappears at large $Q^2$, thereby exposing the incoherent short-distance world of pQCD, or instead whether the former is in some sense dual to the latter [44,45].

Interest has been partly prompted by high-precision data from JLab [46] on the unpolarized $F_2$ structure function of the proton in the resonance region, which showed a striking similarity, when averaged over resonances, to the structure function measured at much higher energies in the deep-inelastic continuum. This is described in chapter 10. This phenomenon was first observed some time ago by Bloom and Gilman [44], who found that when integrated over the mass of the inclusive hadronic final state, $W$, the scaling structure function at high $Q^2$ smoothly averages that measured in the region dominated by low-lying resonances,

$$
\int dW F_2^{\text{expt}}(W^2, Q^2) = \int dW F_2^{\text{scaling}}(W^2/Q^2).
$$

(1.33)

The integrand on the left-hand side of (1.33) represents the structure function in the resonance region at low $Q^2$, while that on the right-hand side corresponds to
the scaling function, measured in the deep-inelastic region at high \( Q^2 \). The latter is described by leading-twist pQCD as an incoherent sum over quark flavours, whereby the structure functions are proportional to \( \sum e_i^2 \); by contrast the former involves coherent excitation of resonances.

Global duality is said to hold after integration over all \( W \) in (1.33). This equality can be related to the suppression of higher-twist contributions to moments of the structure function [47], in which the total moment becomes dominated by the leading-twist (approximately \( Q^2 \)-independent) component at some lower value of \( Q^2 \). Information on all coherent interaction dynamics is subsequently lost. A more local form of duality is also observed [46], in which the equality in (1.33) holds for restricted regions of \( W \) integration – specifically, for the three prominent resonance regions at \( W \leq 1.8 \text{ GeV} \). The duality between the resonance and scaling structure functions is also being investigated in other structure functions, such as the longitudinal structure function [48], and spin-dependent structure functions of the proton and neutron [49]. For spin-dependent structure functions, in particular, the workings of duality are more intricate, as the difference of cross sections no longer needs to be positive. An example is the contribution of the \( \Delta(1232) \) resonance to the polarization-dependent structure function of the proton, \( g_1 \), which is large and negative at low \( Q^2 \), but may become positive at higher \( Q^2 \).

Early work within the SU(6) symmetric quark model [43,42,50] showed how the ratios of various deep inelastic structure functions at \( x = Q^2 / 2Mv \sim \frac{1}{3} \), for both spin-dependent and spin-independent scattering, could be dual to a sum over \( N^* \) resonances in \( 56 \) and \( 70 \) representations of SU(6). With the emergence of precision data, showing detailed and interesting \( x \) dependence as \( x \to 1 \), various questions arise:

- How do changes in ratios as \( x \to 1 \) relate to the pattern of \( N^* \) resonances identified in [43,50,51]?
- Are certain families (spin–flavour correlations) of resonances required to die out at large \( Q^2 \) in order to maintain duality? If so, can electroproduction of specific examples of such resonances test this?
- Can such a programme reveal the spin–flavour dependence of short distance forces in the QCD bound state?

A detailed discussion of these questions is in [45].

The duality between the simplest SU(6) quark parton model results [52] for ratios of structure functions with sums over the \( 56 \) and \( 70 \) coherent \( N^* \) excitations was described in [42,43,51]. An essential feature of these analyses was that SU(6) was exact and that exotics in the \( t \)-channel were suppressed.
Although the $s$-channel sum was shown to be dual for ratios of incoherent quantities \[43,50,51\], this alone did not explain why (or if) any individual sum over states scaled. The transition from resonances to scaling has been explored in microscopic models at the quark level. The phenomenological quark model duality of \[43,50,51\] was shown \[53\] to arise in a simple model of spinless constituents. A simple model in which the hadron consisted of a point-like scalar ‘quark’ bound to an infinitely massive core by an harmonic oscillator potential was used \[54\] to explicitly demonstrate how a sum over infinitely narrow resonances can lead to a structure function which scales in the $Q^2 \to \infty$ limit.

Since the original quark-model predictions were made in the 1970s, the quantity and quality of structure function data have improved dramatically. We now know, for instance, that in some regions of $\alpha$ SU(6) symmetry is badly broken, the strongest deviations from the naive SU(6) expectations being prevalent at large values of $\alpha$. The new data will set challenges for theories of quark–hadron duality. There are questions such as:

- Can duality survive locally in $\alpha$, in principle?
- What do the observed variations in $\alpha$ require of $N^*$ excitations if duality is to survive?
- In particular, what families (spin–flavour correlations, or SU(6) multiplets) are suppressed as $\alpha \to 1$, or equivalently $Q^2 \to \infty$, for duality to hold?
- Does the excitation of low-lying prominent $N^*$ resonances, belonging to such families, exhibit such behaviour?

If the $\alpha \to 1$ systematics for $N^*$ families are not matched by specific $N \to N^*$ transition form factors as a function of $Q^2$, then duality fails. If, however, they do match, then this can expose the patterns in the flavour–spin dependence of short-distance forces in the strong QCD limit.

1.8 Pentaquarks and exotic baryons

The original conception of the constituent-quark model, and of our modern picture, was based on the observation that hadrons exist with (apparently) unlimited amounts of spin, but with only very restricted amounts of electric charge and strangeness. In particular, all baryons (strongly interacting fermions such as the proton) seen hitherto in 60 years of research with cosmic rays or accelerator-based experiments, carry either no strangeness (like the proton and neutron) or negative amounts (like the $\Lambda$, $\Sigma$ and $\Omega^-$).

During 2003 a range of experiments claimed that a metastable particle known as the theta baryon may exist \[55–59\]. Described most simply: it is like a heavier
version of the proton but it possesses positive strangeness in addition to its positive electrical charge and it is denoted as $\Theta^+$. This made it utterly novel. As the absence of ‘positive strangeness baryons’ in part is what helped establish the quark model in the first place, the claims were indeed radical.

QCD allows more complicated clusters of quarks or antiquarks and there is good evidence for this. For example, when the proton is viewed at high resolution, as in inelastic electron scattering, its wave function is seen to contain configurations where its three ‘valence’ quarks are accompanied by further quarks and antiquarks in its ‘sea’. The three-quark configuration is thus the simplest required to produce its overall positive charge and zero strangeness. The question thus arises whether there are baryons for which the minimal configuration cannot be satisfied by three quarks.

The most familiar examples of course are atomic nuclei, the deuteron for example requiring a minimum of six quarks; it is the attractive forces of QCD that conspire to cluster these into two triplets such that the neutron and proton remain identifiable within the nucleus (there are interesting questions as to whether the six quarks leave an imprint in the properties of the deuteron that go beyond this simple neutron and proton cluster). A baryon with a positive amount of strangeness would be another such example; in this case the positive strangeness could only be produced by the presence of a strange-antiquark $\bar{s}$, the overall baryon number requiring four further quarks to accompany it. Thus we would have three quarks accompanied by an additional quark and antiquark, making what is known as a ‘pentaquark’.

Hitherto unambiguous evidence for such states in the data has been lacking, their absence having been explained by the ease with which they would fall apart into a conventional baryon and a meson. It has been estimated that they would survive for less than $10^{-24}$ seconds, with widths of several hundred MeV which is at the limits of what is detectable.

The surprise was that the claimed pentaquark had a width of less than 10 MeV, perhaps even $\sim 1$ MeV. While this created a challenge for theory, it was also an enigma for experiment. If the width was small, then the production cross section also should be small, yet experiments were claiming to see it produced at a rate comparable to that of conventional hadrons. There were other inconsistencies in the data (for a summary see [60–62]) until a dedicated high-statistics photoproduction experiment at JLab put an upper limit on the production that was less than some previously claimed signals. The pentaquark baryon seems to have been an artefact. However, the large number of theoretical papers addressed to this issue prepared to countenance the possibility of strong correlations in QCD (for example [63,64]) were testimony to how little is understood about the properties of strong QCD. For a detailed summary see [65].
If the $\Theta^+$ were to be confirmed it would become the first clear example of a simple hadronic state with exotic quantum numbers that forced one to go beyond $qqq$ or $q\bar{q}$ in QCD. There is, however, evidence of states in the meson sector, albeit with conventional flavour quantum numbers, that appear to be in accord with predictions that the forces in QCD have a strong attraction in certain correlated states and thereby can give rise to multiquark configurations, such as $qq\bar{q}\bar{q}$.

To introduce these, let us begin with the well-understood heavy flavour sector where there are clearly established scalar mesons $c\bar{c}$ and $b\bar{b}$. They behave as canonical $^3P_0$-states which partner $^3P_{1,2}$ siblings. Their production (for example in radiative transitions from $^2S_1$-states) and decays (into $^1S_0$ or light hadrons) are all in accord with this. There is nothing to suggest that there is anything ‘exotic’ about such scalar mesons.

For light flavours too there are clearly identified $^3P_{1,2}$ nonets which call for analogous $^3P_0$ siblings. However, while all other $J^{PC}$ combinations appear to be realized as expected (apart from well-known and understood anomalies in the $0^{--}$ pseudoscalars), the light scalars empirically stand out as singular.

The interpretation of the nature of the lightest scalar mesons has been controversial for over 30 years. There is still no general agreement on where the $q\bar{q}$ states are, whether there is necessarily a glueball among the light scalars, and whether some of the too numerous scalars are multiquark, $K\bar{K}$ or other meson–meson bound states. These are fundamental questions of great importance in particle physics. The mesons with vacuum quantum numbers are known to be crucial for a full understanding of the symmetry breaking mechanisms in QCD, and presumably also for confinement.

Theory and data are now converging that QCD forces are at work but with different dynamics dominating below and above 1 GeV/$c^2$ mass. The experimental proliferation of light scalar mesons is consistent with two nonets, one in the 1 GeV region (a meson–meson nonet) and another one near 1.5 GeV ($a q\bar{q}$ nonet), with evidence for glueball degrees of freedom. At the constituent level these arise naturally from the attractive interquark forces of QCD. Below 1 GeV these give a strong attraction between pairs of quarks and antiquarks in S-wave leading to a nonet which is ‘inverted’ relative to the ideal nonets of the simple $q\bar{q}$ model. Conversely, above 1 GeV the states seeded by $^3P_0 q\bar{q}$ are present. The scalar glueball, predicted by lattice QCD in the quenched approximation, causes mixing among these states.

As pointed out by Jaffe [22] long ago, there is a strong QCD attraction among $qq$ and $q\bar{q}$ in S-wave, $0^{++}$, whereby a low-lying nonet of scalars may be expected. As far as the quantum numbers are concerned these states will be like two $0^{--}$ $q\bar{q}$.
mesons in S-wave. In the latter spirit, Weinstein and Isgur [66] noticed that they could motivate an attraction among such mesons, to the extent that the \( f_0(980) \) and \( a_0(980) \) could be interpreted as \( K\bar{K} \) molecules.

The relationship between these is being debated [67–71], but while the details remain to be settled, the rather compelling message of the data is as follows. Below 1 GeV the phenomena point clearly towards an S-wave attraction among two quarks and two antiquarks (either as \((qq)\bar{3}(\bar{q}\bar{q})^3\), or \((q\bar{q})^1(q\bar{q})^1\), where superscripts denote their colour state), while above 1 GeV it is the P-wave \( q\bar{q} \) that is manifested. There is a critical distinction between them: the ‘ideal’ flavour pattern of a \( q\bar{q} \) nonet on the one hand, and of a \( qq\bar{q}\bar{q} \) or meson–meson nonet on the other, are radically different; in effect they are flavoured inversions of one another. Thus whereas the former has a single \( s\bar{s} \) heaviest, with strange in the middle and \( I = 0; I = 1 \) set lightest (\( \phi; K; \omega, \rho \)-like), the latter has the \( I = 0; I = 1 \) set heaviest (\( K\bar{K}; \pi\eta \) or \( s\bar{s} (u\bar{u} \pm d\bar{d}) \)) with strange in the middle and an isolated \( I = 0 \) lightest (\( \pi\pi \) or \( u\bar{u}d\bar{d} \)) [22,66].

The phenomenology of the \( 0^{++} \) sector appears to exhibit both of these patterns with \( \sim 1 \) GeV being the critical threshold. Below 1 GeV the inverted structure of the four-quark dynamics in S-wave is revealed with \( f_0(980); a_0(980); \kappa \) and \( \sigma \) as the labels. One can debate whether these are truly resonant or instead are the effects of attractive long-range \( t \)-channel dynamics between the colour-singlet \( 0^{-+} \) members in \( K\bar{K}; K\pi; \pi\pi \), but the systematics of the underlying dynamics seems clear.

For the region below 1 GeV, the debate centres on whether the phenomena are truly resonant or driven by attractive \( t \)-channel exchanges, and if the former, whether they are molecules or \( qq\bar{q}\bar{q} \). The phenomena are consistent with a strong attraction of QCD in the scalar S-wave nonet channels. The difference between molecules and compact \( qq\bar{q}\bar{q} \) will be revealed in the tendency for the former to decay into a single dominant channel – the molecular constituents – while the latter will feed a range of channels driven by the flavour spin Clebsch–Gordan coefficients. For the light scalars it has its analogue in the production characteristics.

The picture that is now emerging from both phenomenology [72–74] and theory [75] is that both components are present. As concerns the theory [75], think for example of the two-component picture as two channels. One, the quarkish channel \( (QQ) \) is somehow associated with the \((qq)\bar{3}(\bar{q}\bar{q})_3^3\) coupling of a two-quark–two-antiquark system, and is where the attraction comes from. The other, the meson–meson channel \( (MM) \) could be completely passive (for example no potential at all). There is some off-diagonal potential which flips that system from the \( QQ \) channel to \( MM \). The way the object appears to experiment depends on the strength of the attraction in the \( QQ \) channel and the strength of the off-diagonal potential. The nearness of the \( f_0 \) and \( a_0 \) to the \( K\bar{K} \) threshold suggests that the \( QQ \) component
cannot be too dominant, but the fact that there is an attraction at all means that the $QQ$ component cannot be negligible. So in this line of argument, $a_0$ and $f_0$ must be superpositions of four-quark states and $K\bar{K}$ molecules.

### 1.9 Gluonic excitations

Lattice QCD predictions for the mass of the lightest (scalar) glueball are now mature. In the quenched approximation the mass is $\sim 1.6$ GeV [77,76,78–80]. Flux-tube models imply that if there is a $q\bar{q}$ nonet nearby, with the same $J^{PC}$ as the glueball, then $G - q\bar{q}$ mixing will dominate the decay [81]. This is found more generally [82] and recent studies on coarse-grained lattices appear to confirm that there is indeed significant mixing between $G$ and $q\bar{q}$ together with associated mass shifts, at least for the scalar sector [83].

Furthermore, the maturity of the $q\bar{q}$ spectrum tells us that we anticipate the $0^{++}q\bar{q}$ nonet to occur in the 1.2–1.6 GeV region. There are the following candidates $a_0(\sim 1400); f_0(1370); K(1430); f_0(1500)$ and $f_0(1710)$.

One immediately notes that if all these states are real there is an excess, precisely as would be expected if the glueball predicted by the lattice is mixing in this region. Any such states will have widths and so will mix with a scalar glueball in the same mass range. It turns out that such mixing will lead to three physical isoscalar states with rather characteristic flavour content [78,72]. Specifically; two will have the $n\bar{n}$ and $s\bar{s}$ in phase (‘singlet tendency’), their mixings with the glueball having opposite relative phases; the third state will have the $n\bar{n}$ and $s\bar{s}$ out of phase (‘octet tendency’) with the glueball tending to decouple in the limit of infinite mixing. There are now clear sightings of prominent scalar resonances $f_0(1500)$ and $f_0(1710)$ and probably also $f_0(1370)$. Confirming the resonant status of the last is one of the critical pieces needed to clinch the proof. The production and decays of these states are in remarkable agreement with this flavour scenario [72].

Precision data on scalar meson production and decay are consistent with this and the challenge now centres on clarifying the details and extent of such mixing.

A major question is whether the effects of the glueball are localized in this region above 1 GeV, as discussed by [72,23] or spread over a wide range, perhaps down to the $\pi\pi$ threshold [84]. This is the phenomenology frontier. There are also two particular experimental issues that need to be settled: to confirm the existence of $a_0(1400)$ and determine its mass and to determine whether the $f_0(1370)$ is truly resonant or is a $t$-channel exchange phenomenon associated with $\rho\rho$.

### 1.9.1 Hybrids and glueballs

While QCD implies that gluons can mutually couple, and thereby offers the prospect of bound states of pure glue, ‘glueballs’, we have no general insight into the
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spectroscopy and widths of these states. According to lattice QCD, the lightest glueball has $J^{PC} = 0^{++}$ and in the absence of mixing with $q\bar{q}$ or hadrons, has a mass $\sim 1.6$ GeV [78]. In this idealized scenario the next states are expected to be $2^{++}$ and $0^{-+}$ with masses $\sim 2$ GeV. A glueball with the same quantum numbers as the photon is not expected until $m \sim 4$ GeV. The lightest glueball with exotic $J^{PC}$ is predicted to be $0^{+-}$ with $m \sim 3.0 \pm 0.8$ GeV.

Neither lattice QCD nor models give any clear guide as to the widths of glueballs. Ideas based on perturbative QCD and the Zweig rule have led to suggestions that they could be narrow. A lattice study of the $0^{++}$ gave the decay width into two pseudoscalars $\sim 100$ MeV, akin to that of conventional hadrons. There are even phenomenological analyses suggesting that the scalar glueball at least mixes strongly with mesons, affecting the spectrum of $I = 0$ states in the region 1.3 to 1.7 GeV [81,72] or even across a broader mass range [84].

As gluons are electrically neutral, how might photons aid in identifying their dynamics? Four areas come to mind: (i) the production of a $C = +$ glueball recoiling against a photon in $Q\bar{Q} \rightarrow \gamma G$; (ii) the measurement of the $q^2$ evolution of a glueball’s structure functions, which will increase in strength as the gluons are resolved into $q\bar{q}$ pairs in contrary fashion to the evolution of ‘normal’ hadrons; (iii) the comparison of the production of a glueball in $gg \rightarrow G$ or in central production $pp \rightarrow pGp$, which are strong as in (i) above, with $\gamma\gamma \rightarrow G$, which is suppressed due to the glueball’s electrical neutrality; (iv) looking for mixing of a glueball with the $I = 0$ members of a $q\bar{q}$ nonet that may be revealed by radiative transitions involving ideally mixed flavour states, for example $M_n(C = +) \rightarrow \gamma \rho$ and $M_s(C = +) \rightarrow \gamma \phi$ weigh the $n\bar{n}$ and $s\bar{s}$ flavour contents respectively of positive charge conjugation states [7,61].

In $\psi \rightarrow \gamma R$, pQCD implies that the rate is sensitive to $J^{PC}(R)$. Thus one has to allow for the $J^{PC}$ before naively assuming that a large branching ratio implies $R \equiv G$. Close et al [85] have quantified this and argue that the production rate for a pure glueball with $m_G \sim 1.5$ GeV depends on its $J^{PC}$ and total width thus

$$10^3b(\psi \rightarrow \gamma G[0^{++}; 2^{++}; 0^{-+}]) \sim \Gamma(\text{MeV})/[96; 26; 50],$$

(1.34)

whereas for a $q\bar{q}$ the scaled factors are $\sim 5–10$ times larger, for example for $0^{++}$ being $O(500–1000)$. Within this uncertainty therefore

$$10^3b(\psi \rightarrow \gamma q\bar{q}[0^{++}; 2^{++}; 0^{-+}]) \sim \Gamma(\text{MeV})/[500–1000; 150–300; 250–500].$$

(1.35)

This result is only qualitative as it is necessary to take account of the SU(3) flavour wave functions of the $q\bar{q}$ (see [85]) but shows why $q\bar{q}$ with $2^{++}$ are prominent whereas those with $0^{++}$ are harder to isolate. With the advent of high-statistics
data from CLEO-c and BES the rates as a function of $J^{PC}$ need to be both better quantified experimentally and put on a more solid theoretical foundation. Using the existing analysis of [85] as a benchmark against which improvements should be made we note the following.

(a) There does appear to be an enhanced rate in the $0^{-+}$ channel around 1.4 GeV consistent with the presence of a glueball, reinforcing early suggestions to this effect. Such a mass is lower than lattice QCD predicts and it is principally this feature that has led to reluctance to accept this as a prima facie glueball. Close et al [85] concluded that the $\eta(1440)$ data in $\psi \rightarrow \gamma \eta(1440)$ appeared to separate into two mesons. The lower-mass state $\eta_L(1410)$ has a strong affinity for glue, or mixing with the $\eta'$ via the $U_A(1)$ anomaly, whereas the higher-mass state $\eta_H(1480)$ is consistent with being the $s\bar{s}$ member of a nonet, perhaps mixed with glue.

(b) In the $0^{++}$ channel there appears to be significant strength in the 1.5–1.7 GeV region where the $f_0(1500)$ and $f_0(1700)$ are seen. The $f_0(1710)$ at least appears at a strength consistent with at least half of its strength being gluonic. Resolving the presence of any further resonant scalars such as the role of $f_0(1370)$ will also be important in this programme.

A challenge for BES and CLEO-c will be to investigate these states at higher precision in $\psi$ decays. In particular the decays of these mesons into $\gamma V(\equiv \rho, \omega, \phi)$ can probe their flavour and hence be done in concert with programme (iv) [7].

### 1.9.2 Hybrid production by photons

An essential step in the phenomenological study of the origin and nature of confinement is to identify the spectrum of hybrid mesons. Lattice QCD predicts such a spectroscopy [86], but there are no unambiguous signals against which these predictions can be tested.

A major stumbling block had been that while predictions for their masses [86,14], hadronic widths [89,88] and decay channels [89,88,87] were rather well agreed upon, the literature contained little discussion of their production rates in electromagnetic interactions. Meanwhile, a significant plank in the proposed upgrade of JLab has been its assumed ability to expose the predicted hybrid mesons in photo- and electroproduction.

Lattice QCD has demonstrated that a string-like chromoelectric flux-tube forms between distant static quarks [12]. In the simplest situation of a long tube with fixed $Q, \bar{Q}$ sources on its ends, a flux-tube has a simple vibrational spectrum corresponding to the excitation of transverse phonons in its string-like structure. The
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essential features of this gluonic spectrum are retained in the spectrum of real mesons with their flux-tube excited – the hybrid mesons. Implications for spectroscopy and hadronic decays in such a flux-tube model [14] have been extensively explored. However, until the late 1990s the only estimates of electromagnetic couplings in this model [90,91] were at best upper limits, in that they were based upon vector meson dominance of hadronic decays into modes including $\rho$ and assumed that certain selection rules [88] against this mode were suspended in $\pi$ exchange. A calculation [92] has quantified the conjecture of Isgur [93] that electromagnetic excitation amplitudes of hybrids may be significant. In particular this was found to be expected for $E1$ transitions between conventional and hybrid mesons for electrically charged states. This could have implications for $\gamma p \rightarrow nH^+$. The lightest hybrids with exotic $J^{PC} (0^{+-}, 1^{-+}, 2^{+-})$ have their $q\bar{q}$ coupled to spin 1. As the photon is already a vector particle there has emerged a folklore that photons may therefore be a good source of hybrid production since in photoproduction it is only necessary then to ‘tickle the flux tube’ to have the possibility of an exotic $J^{PC}$. The more detailed calculations in [92,94,95] find no support for this belief. The excitation of the tube occurs as a combination of the photoexcitation of a quark which is displaced from the centre of mass of the $q\bar{q}$-flux-tube system. This leads to non-zero overlap with excited hybrid states but the net spin of the $q\bar{q}$ need not be trivially conserved. Nonetheless, photoproduction of the exotic states is expected to be significant [92, 94,95]. It is found that the electric dipole transitions of the hybrid axial meson to $\pi^{\pm}\gamma$ and of the exotic $(0, 2)^{++}$ to $\rho\gamma$ give radiative widths that can exceed 1 MeV. This implies significant photoproduction rates in charge-exchange reactions $\gamma p \rightarrow H^+n$. The exotic $2^{+-}$ may also be produced diffractively in $\gamma p \rightarrow H^+n$. The exotic $1^{-+}$ may be produced by $\pi$ exchange in $\gamma N \rightarrow 1^{-+}N$. Depending on its total width, the resulting signal may compare with that for $a_2$ production [96]. The exotic $2^{+-}$ should be more readily produced [95]. It is predicted to havephotoexcitation from $\pi$, with a strength that is comparable to that of the $1^{-+}$, and in addition can be diffractively excited from a gluonic pomeron, $\gamma N \rightarrow 2^{+-}N$. Hence a test for hybrid production is to seek $2^{+-}$ and compare its production amplitudes with those of $1^{-+}$. There is also a spectroscopy of non-exotic $J^{PC}$ and some of these are predicted to have significant photoproduction strength. In particular, the relative (reduced) widths of hybrid $a_{1H}(1^{++})$ and the conventional $b_{1Q}(1^{+-})$ are predicted in the flux-tube model to be

$$\frac{\Gamma_{E1}(a_{1H}^{+} \rightarrow \pi^{+}\gamma)}{\Gamma_{E1}(b_{1Q}^{+} \rightarrow \pi^{+}\gamma)} = \frac{72}{\pi^{3}} \frac{k}{m_{n}^{2}} \left| \frac{\mu(r)_{\pi}}{b(r)_{\pi}} \right|^{2},$$

(1.36)
where \( k \) is the string tension \( k \sim 1 \text{ GeV/fm} \), \( m_n \) is the constituent-quark mass and the \( \langle r \rangle \) factors are measures of the charge radii. This ratio should be studied in lattice QCD as it is the most direct measure of the price for exciting the gluonic degrees of freedom in strong QCD, at least if the flux-tube model is a guide to the dynamics.

Hybrid mesons with heavy flavours, in particular hybrid charmonium states, are anticipated. If a hybrid vector charmonium is above the threshold for decay to \( D\bar{D}_1 \), then it is predicted [88] that the dominant decay will be to this \( D\bar{D}_1 \) state and that decays to pairs of ground-state charmed mesons, such as \( D\bar{D}, D_s\bar{D}_s, D^*\bar{D}^* \), are suppressed. It is thus interesting that a vector state \( \Upsilon(4260) \) has been seen in \( e^+e^- \rightarrow \psi\pi\pi \) [97] with hadronic width \( \sim 90 \text{ MeV} \) and a leptonic width that has been inferred to be \( \sim 100 \text{ eV} \) [98]. Its leptonic width, being much smaller than those of other vector mesons [1], and its significant decay width to \( \psi\pi\pi \) testify to its unusual nature. It has been suggested that it may be a vector hybrid charmonium [99], which had been predicted [88,100], or a tetraquark state, \( cs\bar{c}\bar{s} \) [99]. A test of these competing hypotheses is in their predictions of decay modes. With the tetraquark hypothesis the \( \Upsilon(4260) \) will decay to \( D_s\bar{D}_s \), while this mode is suppressed for a hybrid. As hybrid charmonium is predicted to occur around 4 GeV in mass and a vector state to couple strongly to \( D\bar{D}_1 \) [88], the fact that the \( \Upsilon(4260) \) is near to the \( DD_1 \) threshold is already of interest.

In principle, the \( \psi \) in the \( \psi\pi\pi \) final state can be polarized. As a hybrid vector meson has its \( c\bar{c} \) coupled to spin 0, in contrast to conventional vector mesons where the \( c\bar{c} \) are in spin 1, one may expect that the polarization will differ in these scenarios, though detailed model predictions are not yet agreed upon. Empirically one may study the analogous process at lower energies in the strange sector. The process \( e^+e^- \rightarrow K\bar{K}_1 \rightarrow \phi\pi\pi \) has been seen; the polarization of the \( \phi \) and the mass distribution of \( \pi\pi \) should be measured here and compared with their counterparts in the charm sector \( e^+e^- \rightarrow D\bar{D}_1 \rightarrow \psi\pi\pi \).

This is potentially an exciting example of how comparison of \( e^+e^- \) annihilation at energies appropriate to different flavours can enable the underlying dynamics to be explored.

From a dedicated programme in such photo- and electroproduction evidence for states with exotic quantum numbers should emerge. If they are not seen then there is something seriously amiss in our intuition. However, the observation of exotic quantum numbers does not of itself imply the production of hybrid states. One can form such combinations from \( qq\bar{q}\bar{q} \). A detailed spectroscopy is required, in particular of an entire multiplet, to ascertain whether it forms a regular nonet (as in the simplest \( q\bar{q} \) cases) or an inverted one (as for the \( 0^{++} \) states below 1 GeV). Only when this evidence is available can one decide with any confidence whether exotic
mesons are $qq\bar{q}$ states (the latter case) or hybrids (the former). This brings us to the more general question of how reliable the simple constituent picture should be expected to be and what further tests might be envisaged.

### 1.9.3 When does the quark model work?

There is general agreement that the NRQM is a good phenomenology for $b\bar{b}$ and $c\bar{c}$ states below their respective flavour thresholds. Taking $c\bar{c}$ as an example we have S-states ($\eta_c$, $\psi$, $\psi(2S)$), P-states ($\chi_{0,1,2}$) and a D-state ($\psi(3772)$), the last just above the $D\bar{D}$ threshold. Their masses and the strengths of the E1 radiative transitions between $\psi(2S)$ and $\chi_J$ are in reasonable accord with their potential model status. In particular there is nothing untoward about the scalar states.

Do the same for the light flavours and one finds clear multiplets for the $2^{++}$ and $1^{++}$ states (though the $a_1$ is rather messy); it is when one comes to the scalars that suddenly there is an excess of states. An optimist might suggest that this is the first evidence that there is an extra degree of (gluonic) freedom at work in the light scalar sector. But there is more: there is a clear evidence of states that match onto either $qq\bar{q}$ or correspondingly meson–meson in S-wave. Such a situation is predicted by the attractive colour–flavour correlations in QCD [22,23]. Establishing this has interest in its own right but it is also necessary to ensure that one can classify the scalar states and then identify the role of any glueball by any residual distortion in the spectrum. It is in this context that discovery of narrow states in the heavy flavour sector provide tantalizing hints of this underlying dynamics elsewhere in spectroscopy. If this is established it could lead to a more unified and mature picture of hadron spectroscopy.

The sharpest discoveries have involved narrow resonances: $c\bar{s}$ states, probably $0^+$, $1^+$, lying just below $D\bar{K}$, $D^*\bar{K}$ thresholds; and $c\bar{c}$ degenerate with the $D^0\bar{D}^{*0}$ threshold. These are superficially heavy-flavour states, but their attraction to these thresholds involves light quarks and links to a more general theme.

First note [5] that the $c\bar{c}$ potential picture gets significant distortions from the $DD$ threshold region, such that even the $c\bar{c} \chi$ states can have 10% or more admixtures of meson pairs, or four-quark states, in their wave functions. Also simple potential models of the $D_s$-states are inadequate to explain the 2.32 GeV and 2.46 GeV masses of these novel states as simply $c\bar{s}$ in some potential. Furthermore, the lattice seems to prefer the masses to be higher than actually observed, though the errors here are still large. In summary, there is an emerging picture that these data on the $D_s$ sector (potentially $0^+$ and $1^+$ and the S-wave $D\bar{K}$ and $D^*\bar{K}$ thresholds) and the $c\bar{c}$ sector (with the S-wave $D^0\bar{D}^{*0}$ thresholds) confirm the suspicion that the simple potential models fail in the presence of S-wave continuum threshold(s).
Now let us examine this in the light flavoured sector. The multiplets where the quark model works best are those where the partial wave of the $q\bar{q}$ or $qqq$ is lower than that of the hadronic channels into which they can decay. For example, the $\rho$ is S-wave $q\bar{q}$ but P-wave in $\pi\pi$; as S-wave is lower than P-wave, the quark model wins; by contrast the $\sigma$ is P-wave in $q\bar{q}$ but S-wave in $\pi\pi$ and in this case it is the meson sector that wins and the quark model is obscured.

A similar message comes from the baryons. The quark model does well for the $\Delta$ (S-wave in $qqq$ but P-wave in $\pi N$); at the P-wave $qqq$ level it does well for the $D_{13}$, which as its name implies is D-wave in hadrons, but poorly for the $S_{11}$ which is S-wave in $N\eta$. The story repeats in the strange sector where the strange baryons with negative parity would be $qqq$ in P-wave: the $D_{03}(1520)$ is fine but the $S_{01}(1405)$ is the one that seems to be contaminated with possible $KN$ bound-state effects.

As an exercise I invite you to check this out. It suggests a novel way of classifying the Fock states of hadrons. Instead of classifying by the number of constituent quarks, list by the partial waves with the lowest partial waves leading. Thus for example

$$0^{++} = |0^-0^- (qq\bar{q}q)\rangle_S + |q\bar{q}\rangle_P + \cdots,$$

while

$$1^{--} = |q\bar{q}\rangle_S + |0^-0^- (qq\bar{q}q)\rangle_P + \cdots,$$

or

$$\Delta(1230) = |qqq\rangle_S + |\pi N (qqqq\bar{q})\rangle_P + \cdots.$$

This holds true for

$$2^{++} = |q\bar{q}\rangle_P + |0^-0^- (qq\bar{q}q)\rangle_D + \cdots,$$

the relevant S-wave vector-meson pairs being below threshold. For the remaining P-wave $q\bar{q}$ nonet with $C = +$ we have a delicate balance

$$1^{++} = |q\bar{q}\rangle_P + |0^-1^-\rangle_S + \cdots,$$

where the $\pi\rho$ S-wave distorts the $q\bar{q}$ $a_1$, as is well known; the $f_1(1285)$ is protected because the two-body modes are forbidden by $G$-parity; for the strange mesons the $K^*\pi$ and $K\rho$ channels play significant roles in mixing the $1^{++}$ and $1^{+-}$ states, while the $s\bar{s}$ state is on the borderline of the $K\bar{K}^*$ threshold.

Chiral models which focus on the hadronic colour-singlet degrees of freedom are thus the leading effect for the $0^{++}$ sector but subleading for the vectors. An example has been presented [101] where the $N_c$ dependence of the coefficients of the chiral Lagrangian was studied. In the $N_c \to \infty$ limit it was found that $\Gamma(\rho) \to 0$, like
$q\bar{q}$, whereas $\Gamma(\sigma) \rightarrow \infty$, like a meson S-wave continuum. Thus there appears to be a consistency with the large $N_c$ limit selecting out the leading S-wave components.

Conversely, the ‘valence’ quark model can give the leading description for the vectors or the $\Delta(1232)$ but there will be corrections that can be exposed by fine-detail data. The latter are now becoming available for the baryons from JLab; the elastic form factors of the proton and neutron show their charge and magnetic distributions to be rather subtle, and the transition to the $\Delta(1232)$ is more than simply the M1 dominance of the quark model. There are E2 and scalar multipole transitions which are absent in the leading $qqq$ picture. The role of the $\pi N$ cloud is being exposed; it is the non-leading effect in the above classification scheme. The $\Theta^+(1540)$ as a pentaquark may inspire novel insights into a potential pentaquark – or $N\pi$ cloud – component in the $N$ and $\Delta(1232)$.

The message is to start with the best approximation – quark model or chiral – as appropriate and then seek corrections.

Bearing these thoughts in mind highlights the dangers of relying too literally on the quark model as a leading description for high-mass states unless they have high $J^{PC}$ values for which the S-wave hadron channels may be below threshold. It also has implications for identifying glueballs and where the gluonic degrees of freedom play an explicit role and cannot simply be subsumed into the collective quasiparticle known as the constituent quark.

The lightest glueball is predicted to be scalar [78] for which the problems arising from the S-wave thresholds have already been highlighted. At least here, by exploiting the experimental strategies outlined in this overview, we are possibly going to be able to disentangle the complete picture. For the $2^{++}$ and $0^{--}$ glueballs above 2 GeV there are copious S-wave channels open, which will obscure the deeper ‘parton’ structure. Little serious thinking seems to have been done here.

For the exotic hybrid nonet $1^{-+}$ we have a subtlety. In the flux-tube models abstracted from lattice QCD, the $q\bar{q}$ are in an effective P-wave [13,14,92], which we may describe by $|q\bar{q}g\rangle_P$. There is a leading S-wave $0^{-1^+}$ meson pair at relatively low energies, such that

$$1^{-+} = |0^{-1^+}\rangle_S + |q\bar{q}g\rangle_P + \cdots .$$

The S-wave thresholds for $\pi b_1$ and $\pi f_1$ are around 1400 MeV, which is significantly below the predicted 1.8 GeV for lattice or model and tantalizingly in line with one of the claimed signals for activity in the $1^{-+}$ partial wave. All is not lost however; a $q\bar{q}$ or $q\bar{q}g$ nonet will have a mass pattern and decay channels into a variety of final states controlled by Clebsch–Gordan coefficients, whereas thresholds involve
specific meson channels. These can, in principle, be sorted out, given enough data in a variety of production and decay channels, but it may be hard.

The essential message is that in unravelling the dynamics of hadrons, especially in the light flavour sector, no single experiment will suffice. The strategy involves a range of complementary probes and detailed assessment of their results. The electromagnetic probe, on which this book is focussed, has the special virtue of coupling in leading order to charged constituents. Electric and magnetic couplings can reveal the correlations of flavours and spins. Comparison with other data where gluonic channels are dominant can reveal patterns among hadrons which can disentangle the flavoured $q, \bar{q}$ content and expose electrically neutral gluonic degrees of freedom. Such ideas are not new but now promise to come into sharper focus than hitherto with the advent of a new generation of high-luminosity customized facilities. To this end, it is a purpose of this volume to review and sharpen the arguments and theory of the electromagnetic interactions of hadrons.

References

Quark models of hadrons

[38] R Hofstadter and R W McAllister, Physical Review 98 (1955) 183
[70] N N Achasov, S A Devyatin and G N Shestakov, Physics Letters 88B (1979) 367
[74] A Aloisio et al, KLOE Collaboration, hep-ex/0107024
[75] R L Jaffe (private communication)
[78] F E Close and M J Teper, On the lightest scalar glueball Rutherford Appleton Laboratory report RAL-96-040; Oxford University report no. OUTP-96-35P
A fundamental goal of nuclear and particle physics is to understand the structure and behaviour of strongly interacting matter in terms of its fundamental constituents. An excellent model of atomic nuclei is that they consist of protons and neutrons interacting by the exchange of pions. This is the view of the nucleus studied at low resolution. Hence, protons, neutrons and pions can be considered as the building blocks of the nuclei, a description valid for almost all practical purposes. Nonetheless, these building blocks are themselves composite particles, and studying their electromagnetic structure has been one of the main research thrusts of electron scattering.

The first studies of the electromagnetic structure of nucleons using energetic electron beams as probes began in the 1950s with the work by Hofstadter et al [1]. The experimental goal in these early measurements and in those that followed was to understand how the electromagnetic probe interacts with the charge and current distributions within nucleons. The embodiment of these interactions are the electromagnetic form factors. These quantities could be calculated if a complete theory of hadron structure existed. In the absence of such a theory, they provide an excellent meeting ground between experimental measurements and model calculations.

These nucleon form-factor measurements become increasingly difficult at high \( Q^2 \) because the cross section is found to fall as \( \sim Q^{-12} \) at high \( Q^2 \) and the counting rates drop correspondingly. However, experimental techniques have progressed greatly since the early experiments and, together with the exploitation of spin degrees of freedom, have produced an impressive data set out to large \( Q^2 \).

The large range in \( Q^2 \) accessible to modern experiments, combined with the high precision of the data, allow not only a precise determination of global properties such as the charge radius of these nuclear building blocks, but also the study of...
their detailed internal structure. These data have instigated considerable theoretical interest, although there is still much to be learned about the nucleon by refining both measurement and theory.

2.1 Electron scattering and form-factor measurements

Under Lorentz invariance, spatial symmetries and charge conservation, the most general form of the electromagnetic current of a nucleon can be written as

\[ J^\mu = -ie \left[ F_1(Q^2) \gamma^\mu + \frac{\kappa_N}{2m_N} F_2(Q^2) i\sigma^{\mu\nu} q_\nu \right], \tag{2.1} \]

where \( m_N \) is the nucleon mass, \( F_1 \) denotes the helicity-non-flip Dirac form factor, \( F_2 \) the helicity-flip Pauli form factor and \( e\kappa_N/2m_N \) is the nucleon anomalous magnetic moment. The form factors at \( Q^2 = 0 \) are

\[ F_1^p(0) = F_2^p(0) = F_2^n(0) = 1, \quad F_1^n(0) = 0 \tag{2.2} \]

and \( \kappa_p = 1.79, \kappa_n = -1.91 \). If \( q^2 \) is the momentum transfer to the nucleon, in electron scattering \( q^2 \) is space-like, that is \( q^2 < 0 \) and we define \( Q^2 = -q^2 \). Conversely, if \( q^2 \) is time-like, that is \( q^2 > 0 \), as in \( e^+e^- \) annihilation, we define \( Q^2 = q^2 \) so that \( Q^2 \) is always positive.

Since isospin is a well-preserved symmetry in strong interactions, one can combine the proton and neutron form factors to give the isoscalar \((s)\) and isovector \((v)\) form factors of the nucleon:

\[ F^s_i = \frac{1}{2} (F^p_i + F^n_i); \quad F^v_i = \frac{1}{2} (F^p_i - F^n_i); \quad (i = 1, 2). \tag{2.3} \]

In the space-like region \((q^2 < 0)\) the form factors can be measured through electron scattering. In the time-like region \((q^2 > 0)\) the form factors can be measured through the creation or annihilation reactions \( e^+e^- \rightarrow N\bar{N} \) or vice-versa. The form factors are analytic in the complex \( q^2 \) plane and satisfy a dispersion relation of the form:

\[ F(t) = \frac{1}{\pi} \int_{t_0}^{\infty} dt' \frac{\text{Im} F(t')}{t' - t}, \tag{2.4} \]

with \( t = q^2 \). G-parity requires that \( t_0 = 9(4)m_\pi^2 \) for the isoscalar (isovector) case, where \( m_\pi \) is the pion mass.

For unpolarized electron scattering with single-photon exchange, the elastic differential cross section is [2]

\[ \frac{d\sigma}{d\Omega} = \frac{E'}{E} \sigma_M \left[ (F_1^2 + \kappa^2 \tau F_2^2) + 2\tau(F_1 + \kappa F_2)^2 \tan^2 \left( \frac{1}{2}\theta \right) \right], \tag{2.5} \]
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where \( \tau = Q^2 / 4m_N^2 \), \( \theta \) is the electron scattering angle, \( E, E' \) are the incident and final electron energies, respectively, and

\[
\sigma_M = \left( \frac{\alpha \cos \left( \frac{1}{2} \theta \right)}{2E \sin^2 \left( \frac{1}{2} \theta \right)} \right)^2
\]

is the Mott cross section for point-like scattering [3].

Often the electric and magnetic Sachs form factors \( G_E \) and \( G_M \) are used. In the Breit frame, where the energy transfer is zero and \( |q| = Q \), the Fourier transforms of these Sachs form factors are directly related to the charge and magnetization distributions in the nucleon. They are defined as linear combinations of \( F_1 \) and \( F_2 \):

\[
G_E = F_1 - \tau \kappa F_2, \quad G_M = F_1 + \kappa F_2.
\]

Initially these form factors were separated only by using the Rosenbluth method [4], which can be understood by rewriting (2.5) in terms of the Sachs form factors:

\[
\frac{d\sigma}{d\Omega} = \frac{E'}{E} \sigma_M \left[ \frac{G_E^2 + \tau G_M^2}{1 + \tau} + 2\tau G_M^2 \tan^2 \left( \frac{1}{2} \theta \right) \right].
\]

The polarization, \( \epsilon \), of the virtual photon is given by [2]

\[
\epsilon^{-1} = 1 + 2(1 + \tau) \tan^2 \left( \frac{1}{2} \theta \right),
\]

which can be used to rewrite (2.8) to give the reduced cross section

\[
\sigma_R \equiv \frac{d\sigma}{d\Omega} \frac{\epsilon(1 + \tau)E}{\sigma_M E'} = \tau G_M^2(Q^2) + \epsilon G_E^2(Q^2).
\]

The Rosenbluth method consists of making measurements at a fixed \( Q^2 \) and variable \( \epsilon(\theta, E) \) and fitting the reduced cross section \( \sigma_R \) with a straight line of slope \( G_E^2 \) and intercept \( \tau G_M^2 \).

Early measurements of the form factors suggested a scaling law relating three of the four nucleon elastic form factors by a dipole formula describing their common \( Q^2 \) dependence:

\[
G_E^p(Q^2) \approx \frac{G_M^p(Q^2)}{\mu_p} \approx \frac{G_M^n(Q^2)}{\mu_n} \approx G_D \equiv (1 + Q^2/0.71)^{-2}.
\]

This behaviour was known as form-factor scaling. The dipole parametrization \( G_D \) corresponds, in coordinate space, to an exponentially decreasing radial density. However, high-precision polarization data show that this might not be correct: see subsection 2.2.2.

Although the neutron has no net charge, the non-zero value of its magnetic moment implies that it must have a charge distribution. The neutron electric form factor
Figure 2.1. $G_E^p / G_D$ (left) and $G_M^p / (\mu_p G_D)$ (right) versus $Q^2$ from the Rosenbluth method.

differs from the other three and is well parametrized [5] as

$$G_E^n = -\mu_n G_D \frac{\tau}{1 + 5.6 \tau}. \quad (2.12)$$

### 2.2 Space-like nucleon form factors

A rich body of experiments has been devoted to determine the space-like nucleon form factors and continues today with ever-improving experimental techniques. We will first review the status of the nucleon form-factor determinations from spin-averaged measurements, and then continue with those more recent determinations using spin-dependent techniques.

#### 2.2.1 Spin-averaged measurements

**Proton form factors** The Rosenbluth method described above is problematic as it requires the measurement of absolute cross sections and at large $Q^2$ the cross section is insensitive to $G_E$. This is obvious from (2.10), recalling the definition of $\tau$.

Figure 2.1 presents the Rosenbluth data set for the proton form factors. (See [6] for a compilation and references.) The dipole law describes the $Q^2$ dependence to a good approximation ($\approx 10\%$) for both form factors out to $Q^2 = 8$ GeV$^2$. As a result, one is inclined to believe that form-factor scaling holds well also. The latter was used to extract values of $G_M^p$ from the forward-angle, elastic cross section measurements of SLAC experiment E136 [7], out to $Q^2 = 30$ GeV$^2$. Because $G_M^p$ dominates these measurements at high $Q^2$, the error made due to the assumption of form-factor scaling is small.

However, the limitation of the Rosenbluth method can be seen from the large errors in $G_E^p$ measurements for $Q^2 > 1$ GeV$^2$. This is even more evident in the ratio
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Figure 2.2. The ratio $\mu_p G_p^E / G_p^M$ as determined with the Rosenbluth method. Data are from [8–13]. The statistical and systematic errors are added in quadrature.

$\mu_p G_p^E / G_p^M$ from different data sets: data scatter by up to 50% at $Q^2$ values larger than 1 GeV$^2$ (see figure 2.2). Subsequent measurements of the proton form factors exploiting a double-polarization observable have upset the apparent form-factor scaling as we shall see in subsection 2.2.2.

Neutron form factors

The lack of a free neutron target has limited the quality of the data on neutron form factors. Of all the form factors, the neutron electric form factor is the least well known. Its small intrinsic size, in combination with the dominance of $G_n^p$ over $G_n^E$, makes it difficult to measure. However, the slope at $Q^2 = 0$ is known from thermal neutron scattering from electrons [14]:

$$\left. \frac{dG_n^E}{dQ^2} \right|_{Q^2=0} = 0.678 \pm 0.030. \quad (2.13)$$

The deuteron has served as an approximation to a source of a free neutron target. A good understanding of the ground- and final-state wave functions is required in order to extract reliable information about the neutron form factors. The traditional techniques (restricted to the use of unpolarized beams and targets) used to extract information about $G_n^p$ and $G_n^E$ have been: elastic scattering from the deuteron: $d(e, e')d$; inclusive quasielastic scattering: $d(e, e')X$; and scattering from the deuteron with the coincident detection of the scattered electron and recoiling neutron: $d(e, e'n)p$.

More recently, a ratio method which minimizes uncertainties in the deuteron and final state wave function has been emphasized: $d(e, e'n)/d(e, e'p)$. Sensitivities to nuclear binding effects and experimental fluctuations in the luminosity and detector acceptance are minimized in such a ratio measurement, the main technical difficulty being the absolute determination of the neutron detection efficiency. Such
measurements have been pioneered for $Q^2$ values smaller than 1 GeV$^2$ at Mainz [15–17] and Bonn [18]. The Mainz $G_M^n$ data are 8–10% lower than those from Bonn, at variance with the quoted uncertainty of $\sim$2%. An explanation of this discrepancy could be an error in the detector efficiency of 16–20%, but this remains unconfirmed. The current status of the data on $G_M^n$ is shown in figure 2.3.

The lack of data at large momentum transfers will soon be remedied. A study of $G_M^n$ at $Q^2$ values up to 5 GeV$^2$, using this ratio method, has been completed at JLab [19]. A hydrogen target was in the beam simultaneously with the deuterium target, to determine the neutron detector efficiency in situ via the $p(e, e' n \pi^+)$ reaction. Preliminary results [19] (not shown) indicate that $G_M^n$ is within 10% of $G_D$ over the full $Q^2$ range of the experiment.

Until the early 1990s the extraction of $G_E^n$ was done most successfully through either small angle elastic $e$–d scattering [5,20] or by quasielastic $e$–d scattering [21]. In the impulse approximation, the elastic electron–deuteron cross section is the sum of the proton and neutron responses, weighted with the deuteron wave function. In the limit of small $\theta_e$, the cross section can be written [22]

$$\frac{d\sigma}{d\Omega} \sim \left(G_E^p + G_E^n\right)^2 \int dr \left[u(r)^2 + w(r)^2\right] j_0 \left(\frac{1}{2} qr\right),$$

with $u(r)$ and $w(r)$ the S- and D-state wave functions of the deuteron. The coherent nature of elastic scattering gives rise here to an interference term between the neutron and proton response, which allows the smaller $G_E^n$ contribution to be extracted. Still, the large proton contribution must be removed.

Hence, experiments have been able to achieve small statistical errors but remain sensitive to the deuteron wave function model, leaving a significant residual dependence on the nucleon–nucleon (NN) potential. The most precise data on $G_E^n$ obtained from elastic $e$–d scattering are shown on the right-hand side of figure 2.3 from an experiment at Saclay, published in 1990 [20]. The curves are parametrizations of the data based on different NN potentials used in the extraction. The band they form is a natural measure of the theoretical uncertainty in this method ($\approx$50%) that reflects the knowledge of the NN potentials at that time.

### 2.2.2 Spin-dependent measurements

It has been known for many years that the nucleon form factors could be measured through spin-dependent elastic scattering from the nucleon, accomplished either through a measurement of the scattering asymmetry of polarized electrons from a polarized nucleon target [26,27], or equivalently by measuring the polarization transferred to the nucleon [28,29].
In the scattering of polarized electrons from a polarized target, an asymmetry appears in the elastic scattering cross section when the beam helicity is reversed. In contrast, in scattering a polarized electron from an unpolarized target, the transferred polarization to the nucleon produces an azimuthal asymmetry in the secondary scattering of the nucleon (in a polarimeter) due to its dependence on its polarization. In both cases, the perpendicular asymmetry is sensitive to the product $G_E G_M$. Only since the mid 1990s have experiments exploiting these spin degrees of freedom become possible.

Like spin-averaged measurements, determination of the neutron form factors requires scattering from a nuclear target. As before, the deuteron is the target of choice but, in the case of beam–target asymmetry measurements, $^3\text{He}$ also becomes a viable target as it approximates a polarized neutron [30]. In either case, extraction of the neutron form factors is again complicated by the need to account for ground-state and final-state wave function effects. Fortunately it has been found for the deuteron that in kinematics that emphasize quasi–free neutron knockout, both the transfer polarization $P_T$ [31] and the beam–target asymmetry $A_V$ [32] are especially sensitive to $G_E^n$ and relatively insensitive to the choice of NN potential and other reaction details. Calculations [30] of the beam–target asymmetry from a polarized $^3\text{He}$ target also showed only modest model dependence.

The proton form-factor ratio $G_E^p / G_M^p$. In elastic electron–proton scattering a longitudinally polarized electron will transfer its polarization to the recoil proton. In the one-photon exchange approximation the proton can attain only polarization components in the scattering plane, parallel ($P_L$) and transverse ($P_T$) to its...
The ratio of the charge and magnetic form factors is directly proportional to the ratio of these polarization components:

$$\frac{G_E}{G_M} = \frac{-P_t E_e + E'_e}{2m_N \tan(\frac{1}{2} \theta_e)}.$$  \hspace{1cm} (2.15)

The polarization-transfer technique was used for the first time by Milbrath et al [33] at the MIT-Bates facility. The proton form-factor ratio was measured at $Q^2$ values of 0.38 and 0.50 GeV$^2$. A further measurement at a $Q^2$ value of 0.4 GeV$^2$ was performed at the Mainz MAMI facility [34]. The greatest impact of the polarization-transfer technique, however, was made by two experiments [35,37] at JLab, extending this proton form factor ratio to a $Q^2$ value of 5.6 GeV$^2$.

Figure 2.4 shows the results for the ratio $\mu P G_E^P / G_M^P$. The most striking feature of the data is the sharp, practically linear decline as $Q^2$ increases, which was parametrized [37] as:

$$\mu P G_E^P(Q^2) / G_M^P(Q^2) = 1 - 0.13(Q^2 - 0.04)$$ \hspace{1cm} (2.16)

with $Q^2$ in GeV$^2$. Since it is known that $G_M^P$ is well described by the dipole parametrization, it follows that $G_E^P$ falls more rapidly with $Q^2$ than $G_D$.

This significant fall-off of the form-factor ratio is in clear disagreement with the results from the Rosenbluth method. Arrington [38] performed a careful reanalysis of earlier Rosenbluth data. He selected only experiments in which an adequate $\epsilon$-range was covered with the same detector. The results of this reanalysis are also given in figure 2.4 and do not show the large scatter seen in figure 2.2.
Subsequently, an extensive data set on elastic electron–proton scattering collected in Hall C at JLab has been analysed [39]. The results are evidently in good agreement with Arrington’s reanalysis. Lastly, a high-precision extraction of $G_E^p/G_M^p$ has been made using the ‘super-Rosenbluth’ method in Hall A at JLab [40]. The latter experiment was specifically designed to reduce significantly the systematic errors compared to earlier Rosenbluth measurements. The main improvement came from detecting the recoiling protons instead of the scattered electrons, so that the proton momentum and the cross section remain practically constant when one varies $\epsilon$ at a constant $Q^2$ value. Results [40] of this experiment, covering $Q^2$ values from 2.6 to 4.1 GeV$^2$, are again in excellent agreement with previous Rosenbluth results. This basically rules out the possibility that the disagreement between Rosenbluth and polarization-transfer measurements of the ratio $G_E^p/G_M^p$ is due to an underestimate of $\epsilon$-dependent uncertainties in the Rosenbluth measurements. This is clearly illustrated in figure 2.5(left), which highlights the difference in reduced cross section measurements, as a function of $\epsilon$, found between the Rosenbluth method and the $G_E^p/G_M^p$ ratio from the polarization-transfer technique, at $Q^2 = 2.64$ GeV$^2$.

The $G_E^p/G_M^p$ discrepancy  It has been suggested [41] that two-photon exchange contributions could be responsible for the discrepancy in the $G_E^p/G_M^p$ form-factor ratio as determined from the Rosenbluth and polarization transfer methods. In such a two-photon exchange process the nucleon undergoes a first virtual photon exchange which can lead to an intermediate excited state and then a second exchange to return to its ground state. Such corrections would provide an $\epsilon$-dependent modification of the cross section measurements, thus directly affecting the Rosenbluth method and only to a lesser extent [42] the polarization-transfer method, which contains a direct ratio measurement of recoil polarization.

The most stringent tests of two-photon exchange effects have been carried out by measuring the ratio of electron and positron elastic scattering off a proton. Corrections due to two-photon exchange will have a different sign in these two reactions. Unfortunately, this ($e^+ p/e^- p$) data set is quite limited [43], only extending (with poor statistics) up to a $Q^2$ value of $\sim 5$ GeV$^2$, while at $Q^2$ values larger than $\sim 2$ GeV$^2$ basically all data have been measured at $\epsilon$ values larger than $\sim 0.85$. Existing comparisons yield an average ratio of $1.003 \pm 0.005$, with $\chi^2 = 0.87$. These data have been interpreted as showing that the two-photon effects must be small. However, due to the sparsity of data at low $\epsilon$ and $Q^2 > 2$ GeV$^2$, it is difficult to draw definite conclusions. Arrington [43] has compiled the world’s data for this ratio and show a possible $\epsilon$-dependent slope in the ($e^+ p/e^- p$) ratio, including all data with $Q^2 < 2$ GeV$^2$ (see figure 2.5(right)). This behaviour may be consistent with the two-photon exchange effects required to explain the discrepancy, if confirmed with better data, and at higher $Q^2$. Arrington [44] determined the proton’s
Figure 2.5. Left: the reduced cross section at $Q^2 = 2.64 \text{ GeV}^2$ as determined in the JLab E01-001 experiment using the 'super-Rosenbluth' method [40]. The dashed line indicates the $\epsilon$-dependent slope one would have measured using the polarization-transfer ratio of $G_E^p/G_M^p$ and arbitrarily assuming that the magnetic form factor is fixed. Right: $\sigma_{e^+p}/\sigma_{e^-p}$ cross section ratio as a function of $\epsilon$ for measurements below $Q^2 = 2 \text{ GeV}^2$. The solid line is a fit to the ratio, assuming a linear $\epsilon$ dependence and no $Q^2$ dependence. It yields a slope of $(-5.7 \pm 1.8)\%$ [43].

electric and magnetic form factors by using the Rosenbluth method data, the polarization-transfer data, and the assumption that two-photon exchange effects explain the discrepancy. This analysis is also consistent with the measured $(e^+p/e^-p)$ ratios.

Other tests, also inconclusive, looked for non-linearities in the $\epsilon$-dependence (the linearity of the reduced cross sections is illustrated in figure 2.5(left)) or measured the transverse (out-of-plane) polarization component of the recoiling proton, a non-zero value of which would be a direct measure of the imaginary part of the two-photon exchange amplitude.

Calculations suggest that the two-photon exchange diagram may indeed be the cause of the discrepancy. Blunden et al [45] resolved half of the discrepancy when calculating the elastic contribution to two-photon exchange effects, using a simple monopole $Q^2$ dependence of the hadronic form factors. Of course, a full calculation must include contributions where the intermediate proton is in an excited state, which was not included in [45]. Chen et al [46] include these contributions through two-photon exchange off partons in the proton, with emission and reabsorption of the partons described in terms of generalized parton distributions. About half of the effect needed to bring the two experimental techniques into agreement at larger $Q^2$ is found. Hence, it is becoming more and more likely that two-photon exchange effects are responsible for at least a major part of the measured discrepancy.

**The neutron electric form factor $G^n_E$** Polarized targets have been used to extract $G^n_E$ and $G^n_M$. The beam–target asymmetry can be written schematically ($a$, $b$, $c$,
and \(d\) are known kinematic factors) as [27]

\[
A = \frac{a \cos \theta^* G_E^2 + b \sin \theta^* \cos \phi^* G_E G_M}{c G_M^2 + d G_E^2},
\]

where \(\theta^*\) and \(\phi^*\) fix the target polarization axis (see figure 2.6). With the target polarization axis in the scattering plane and perpendicular to the photon momentum \(q\) (\(\Theta^*, \Phi^* = 90^\circ, 0^\circ\)), the asymmetry \(A_{TL}\) is proportional to \(G_E G_M\). With the polarization axis in the scattering plane and parallel to \(q\) (\(\Theta^*, \Phi^* = 0^\circ, 0^\circ\)), measuring the asymmetry \(A_T\) allows \(G_M\) to be determined [24,25]. The latter extractions are included in figure 2.3. Here, we will show \(G_E^n\) measurements using either polarized-target (2.17) or recoil polarimetry methods (2.15).

The first measurements were carried out at MIT-Bates, both with a polarized \(^3\)He target [47] and with a neutron polarimeter [48]. \(G_E^n\) was later extracted from beam-target asymmetry measurements using polarized \(^3\)He targets at Mainz [49], polarized ND\(_3\) targets at JLab [50] and a polarized atomic-beam target at NIKHEF [51], and from recoil polarimetry measurements using deuterium targets at Mainz [52] and JLab [53]. In all the later measurements a neutron was detected in coincidence with the scattered electron to enhance sensitivity of the measured observables to \(G_E^n\).

At low \(Q^2\) values, \(G_E^n\) extractions require corrections for nuclear-medium and rescattering effects, which can be sizeable: 65\% for \(^2\)H at 0.15 GeV\(^2\) and 50\% for \(^3\)He at 0.35 GeV\(^2\). These corrections are expected to decrease significantly with increasing \(Q^2\), although no reliable calculations are presently available for \(^3\)He above 0.5 GeV\(^2\). There is excellent agreement among the results from the different
techniques. Moreover, nuclear-medium effects seem to become negligible at $\sim 0.7$ GeV$^2$, even for $^3$He [30], on the basis of a large and precise data set accumulated at Mainz [52]. Data from JLab, using either a polarimeter or a polarized target [53,50], extend up to $Q^2 \approx 1.5$ GeV$^2$ with an overall accuracy of $\sim 10\%$. For the sake of clarity, we only show $G_E^n$ extractions using deuterium targets in figure 2.7 that have been published since 1994. A precise data set for $G_E^n$ over a large range in $Q^2$: $0.2 < Q^2 < 1.5$ GeV$^2$ has become available since the mid 1990s.

Lastly, Schiavilla and Sick [54] have extracted $G_E^n$ from available data on the deuteron quadrupole form factor $F_{E2}(Q^2)$ with a much smaller sensitivity to the NN potential than from inclusive (quasi)elastic scattering. Remarkably, the Galster parametrization [5] continues to provide a reasonable description of the data.

**Charge and magnetization distributions** The charge and magnetization root-mean-square radii are related to the slopes of the form factors at $Q^2 = 0$ by

$$\langle r_E^2 \rangle = 4\pi \int dr \rho(r) r^4 = -6 \frac{dG_E(Q^2)}{dQ^2} \bigg|_{Q^2=0},$$

$$\langle r_M^2 \rangle = 4\pi \int dr \mu(r) r^4 = -6 \frac{dG_M(Q^2)}{\mu dQ^2} \bigg|_{Q^2=0},$$

with $\rho(r)$ ($\mu(r)$) denoting the radial charge (magnetization) distribution. Initial results for the proton charge radius did not agree with a three-loop QED calculation [55] of the hydrogen Lamb shift. Accurately taking into account Coulomb distortion effects and higher moments of the radial distribution [56] brings the proton charge
radius into excellent agreement. Within error bars the root-mean-square radii for
the proton charge and magnetization distribution and for the neutron magnetization
distribution are equal (see table 2.1).

In the Breit frame the nucleon form factors can be written as Fourier transforms
of their charge and magnetization distributions (for example see [57])

\[
\rho(r) = \frac{4\pi}{(2\pi)^3} \int_0^\infty dQ \frac{G(Q)}{Q} \frac{\sin Qr}{Qr}.
\]

Beyond the choice of this particular frame, the form factors are not solely determined
by the internal structure of the nucleon, but will also contain dynamical effects due
to relativistic boosts, complicating an intuitive interpretation in terms of spatial
nucleon densities.

Nonetheless, Kelly [58] extracted spatial nucleon densities from the available form-
factor data in a model in which the asymptotic behaviour of the form factors
conformed to perturbative QCD scaling at large \( Q^2 \). The neutron and proton magnetization densities extracted are quite similar to each other, but narrower than
the proton charge density. The neutron charge density exhibits a positive core sur-
rounded by a negative surface charge, peaking at just below 1 fm, attributed to a
negative pion cloud.

A feature common to all nucleon form factors appears to be a ‘bump’ or ‘dip’ in
the ratio to the dipole form at \( \sqrt{Q^2} \approx 0.5 \) GeV with a width of \( \sim 0.2 \) GeV, as obser-
ved by Friedrich and Walcher [57] (see also figure 2.1). They performed a model
fit to all four form factors with two ingredients: a dipole behaviour for constituent-
quark form factors, and a pion cloud with an \( l = 1 \) harmonic oscillator behaviour,
and also extracted spatial densities. Their results suggest a pion cloud peaking at
a radius of \( \sim 1.3 \) fm, close to the Compton wavelength of the pion, slightly larger
than the result of [58]. Note that Hammer et al [59] argue from general principles
that this pion cloud should peak much more inside the nucleon, at \( \sim 0.3 \) fm.

Although an intuitive interpretation of form factors in terms of spatial densities
alone is questionable, the general structure seen in the form factors, at \( \sqrt{Q^2} \sim 0.5 \)
GeV, may still be valid.
2.3 Model calculations of nucleon form factors

Nucleons are composed of quarks and gluons and information about their internal structure is critical for testing quark models. For example, in a symmetric quark model, with all valence quarks having the same wave function, the charge distribution of the neutron would everywhere be zero, and thus $G_E^n = 0$. Hence, any deviation from zero exposes the details of the wave functions. Of course, detailed knowledge on the nucleon form factors is also critical for any study of nuclear structure (for example, see [29]). The accumulation of precise form-factor data, and especially the surprising polarization transfer results for $G_E^p / G_M^p$, have produced a flurry of theoretical studies which we summarize briefly.

Initially, the nucleon form factors were described in terms of vector-meson dominance (VMD) models [60,61], in which it is assumed that the virtual photon couples to the nucleon via intermediate light vector mesons. The coupling strengths between the virtual photon and the vector mesons and between the vector mesons and the nucleon are either constrained by other data or are fitted to the nucleon form factors. Since $u$ and $d$ quarks are the essential building blocks of the nucleons, all VMD models include the lowest-mass mesons, the $\rho$ and $\omega$. The role of the $\phi$ is less clear as it correlates with a possible $s$-quark contribution to the nucleon’s ground-state wave function. The success of the simplest VMD models in describing the form factors at low and moderate $Q^2$ is offset by their difficulty in accommodating the $Q^{-4}$ decrease of the form factors at high $Q^2$. By adding more parameters, for example by including heavier vector mesons, generalized VMD models do succeed [62] in giving an excellent description of all nucleon form-factor data, as shown in figure 2.8, but provide little predictive power.

Numerous attempts have been made to develop more prescriptive models, but these either fail quantitatively with one, or more, of the form factors or only manage to give an overall qualitative description. The VMD model has been modified by imposing [63,64] the large-$Q^2$ behaviour of perturbative QCD (see below), by adding a meson-cloud contribution [65] and by using dispersion relations [59] to limit the number of parameters in generalized VMD models. Other approaches include applying chiral perturbation theory [66] at low $Q^2$, a chiral-soliton model, in which the nucleon becomes a Skyrmion with spatial extension, plus isoscalar and isovector meson exchange [67] and an effective theory based on an SU(3) Nambu–Jona–Lasinio Lagrangian [68] that incorporates spontaneous chiral symmetry breaking and is comparable to the inclusion of vector mesons in the Skyrme model but involves fewer free parameters.

Finally, various forms of relativistic constituent-quark model have been applied [70–74], again with varying degrees of success. The three most successful results are shown in figure 2.8.
Figure 2.8. Comparison of various calculations with a sample of available nucleon form-factor data. For $G_E^p$, only polarization-transfer data are shown. Note that not all available data are presented, especially for $G_E^n$ and $G_M^n$. The calculations shown are from [59,62,65,67–69]. Where applicable, the calculations have been normalized to the calculated values of $\mu_{p,n}$.

At large $Q^2$, quark-dimensional scaling arguments [75] and perturbative QCD [76] can be applied. The photon couples to a single quark and each gluon exchange necessary to share the momentum among the quarks contributes a factor proportional to $Q^{-2}$, thereby directly obtaining $F_1 \propto 1/Q^4$, $F_2 \propto 1/Q^6$ and $F_2/F_1 \propto 1/Q^2$. The polarization-transfer data do not follow this asymptotic form-factor scaling behaviour. In the asymptotically free limit of QCD, hadron helicity is conserved. However, if a quark orbital angular momentum component is introduced [77] into the wave function of the proton, giving non-zero quark transverse momentum, then hadron helicity conservation is broken. This approach predicts a $1/Q$ behaviour for the ratio of the Dirac and Pauli form factors at intermediate values of $Q^2$, in excellent agreement with the polarization-transfer data for $Q^2 \geq 3$ GeV$^2$. It has been pointed out [65] that this $1/Q$ behaviour is accidental and only valid in an
Figure 2.9. The ratio \( (Q^2 F_2/F_1)/\ln^2(Q^2/\Lambda^2) \) as a function of \( Q^2 \) for the proton data (polarization-transfer only) and neutron data, with the calculations of [65,67, 70,73]. A value of 300 MeV has been used for \( \Lambda \) in both figures.

Intermediate \( Q^2 \) region, but a generalization [78] of this issue concludes that the \( Q^2 \) behaviour of the polarization-transfer data signals substantial quark orbital angular momentum in the proton. Belitsky et al [79] and Brodsky et al [80] have revisited the onset of the predicted perturbative QCD behaviour. The former derive the following large \( Q^2 \) behaviour:

\[
\frac{F_2}{F_1} \propto \frac{\ln^2 Q^2/\Lambda^2}{Q^2},
\]

where \( \Lambda \) is a soft scale related to the size of the nucleon. Even though the polarization-transfer data follow this behaviour (see figure 2.9), this could very well be precocious [79], since it is not clear at what \( Q^2 \) one really reaches the perturbative QCD domain. Brodsky et al [80] argue that a non-zero orbital angular momentum wave function contributes to both \( F_1 \) and \( F_2 \) and thus, in the asymptotic limit, \( Q^2 F_2/F_1 \) should still become constant.

It has been realized that the nucleon form factors can be interpreted as the Fourier transforms of charge and current (or quark) density distributions in the plane transverse to the photon–nucleon axis. This is similar to the Feynman parton distribution, which can be interpreted in a frame of reference in which the nucleon travels with the speed of light. This is reflected in the nucleon form factors being moments of generalized parton distributions (GPDs, see chapter 9) and so providing a constraint on these distributions.
All the models that have been described are effective to some degree and highlight features of QCD. In the end, only lattice gauge theory can provide truly *ab initio* calculations, but accurate lattice QCD results are still several years away. As an example, calculations of the nucleon form factors by the QCDSF collaboration [81] are still limited to the quenched approximation, in which sea-quark contributions are neglected, a box size of 1.6 fm and a pion mass of 650 MeV are taken. Ashley *et al* [69] have extrapolated the results of these calculations to the chiral limit using chiral coefficients appropriate to full QCD. The agreement with the data is poor, a clear indication of the technology developments required before lattice QCD calculations can provide an accurate description of experimental form-factor data.

### 2.4 Time-like nucleon form factors

Although a great deal of effort has been put into elucidating the electromagnetic nucleon form factors in the space-like region, much less is known about the time-like form factors. In the time-like region, measurements have been made at electron–positron storage rings and, for the proton, by studying the inverse reaction of antiproton annihilation to $e^+e^-$ on a hydrogen target.

The time-like and space-like form factors are connected by analytic continuation in the complex $q^2$ plane and a comprehensive model of nucleon structure should simultaneously describe the proton and neutron form factors in both regions. Hence, time-like form factors can be used to test unified descriptions of nucleon structure.

Unfortunately, data on time-like form factors are scarce, and measurements that separate the electric and magnetic form factors are only indirectly made in limited regions of $Q^2$ for the proton and not at all for the neutron. This is because the impact of the electric form factor on the cross section in the time-like region is kinematically reduced by a factor $m_N^2/Q^2$, as in the space-like region. This explains the lack of data for $G_E(Q^2)$. For the proton, Bardin *et al* [82] provided cross sections for $p\bar{p} \rightarrow e^+e^-$ at five different beam energies. Although the quality of the data does not allow for a proper separation of the proton electric and magnetic form factors, their ratio at $Q^2 \sim 4$ GeV$^2$ appears unity within the uncertainties.

Estimates of the proton magnetic form factor have mainly been obtained by assuming form-factor scaling, $G_E = G_M$, for which there is little justification except at the $N\bar{N}$ threshold, where the relationship $G_M(4m_N^2) = G_E(4m_N^2)$ must hold (recall (2.7), noting that $\tau = 1$ at $Q^2 = 4m_N^2$). Results range from near threshold to $Q^2 \approx 15$ GeV$^2$ [82–85]. Neutron magnetic form factors have been measured, with very limited statistics, by one single experiment at Frascati [86], from threshold up to $Q^2 \approx 6$ GeV$^2$. 
Very near threshold, the proton magnetic form factor exhibits a strong $Q^2$ dependence. A hint for a similar strong $Q^2$ dependence is also seen in the case of the neutron. Because the relationship $G_M(4m_N^2) = G_E(4m_N^2)$ is only valid at threshold, the strong $Q^2$-dependence may well originate from the $G_E$ contribution to the cross section.

The steep $Q^2$-dependence of these form factors near threshold could be explained [86] by a relatively narrow structure at the boundary of the unphysical region. A similar anomaly has been reported in the total cross section $\sigma_{tot}(e^+e^- \rightarrow \text{hadrons})$, with an apparent dip in the total multihadronic cross section [87]. This dip and the steep variation of the proton form factor near threshold may be fitted with a narrow resonance, with a mass $M \sim 1.87$ GeV and a width $\Gamma$ of 10–20 MeV [86]. This narrow resonance would be consistent with the hypothesis of an $N\bar{N}$ bound state, predicted a long time ago [88–91]. However, this is not conclusive and $N\bar{N}$ experiments do not appear to support it. See chapter 4 for a further discussion.
The rather limited data for time-like magnetic form factors are shown in figure 2.10 (as mentioned above, essentially no data exist for the electric form factors). For this compilation, the magnetic form factors have been extracted from the measurements by Iachello and Wan [92] using their calculated electric form factors (these calculations aim to simultaneously describe proton and neutron, in both space- and time-like regions, in one comprehensive model based on a VMD framework). Clear deviations from the dipole form factor $G_D$ can be seen in the time-like region, from threshold up to 6 GeV$^2$. This is in sharp contrast to the space-like form factors that are reasonably well described by the dipole form.

Iachello and Wan [92], Hammer et al [93], and Dubnicka et al [94] have extended their VMD calculations through analytic continuation from the space-like to the time-like domain. The model of Iachello and Wan appears to provide a consistent description of the magnetic form factors, after adding a very narrow subthreshold isoscalar resonance at $M_X = 1.870$ GeV$^2$ with negligible width. This explains the strong $Q^2$-dependence of the calculation in the threshold region, $Q^2 > 4m_N^2$, and follows the suggestion of [86].

Clearly, extensions of theoretical form-factor calculations to the time-like region are highly desirable, in combination with an extension of the present measurements to separate electric and magnetic form factors. The latter may be possible with high-luminosity $e^+e^-$ colliders at Beijing and Frascati and the use of initial-state radiation at BELLE and BABAR. These would provide a great opportunity to unravel the structure of the nucleon with far greater detail.

### 2.5 The pion form factor

The pion occupies an important place in the study of the quark–gluon structure of hadrons and has been the subject of many calculations [95–104]. Due to its relatively simple $q\bar{q}$ valence structure it is expected that a perturbative QCD approach can be applied at lower energies for the pion than for the nucleon, with estimates [105] suggesting that perturbative QCD contributions start to dominate the pion form factor at $Q^2 \geq 5$ GeV$^2$. In addition, the asymptotic normalization of the pion wave function, in contrast to that of the nucleon, is known from pion decay. Within perturbative QCD one can derive [106]

$$\lim_{Q^2 \to \infty} F_\pi(Q^2) = \frac{8\pi \alpha_s f_\pi^2}{Q^2}, \quad (2.21)$$

where $f_\pi$ is the pion decay constant.

The charge form factor of the pion, $F_\pi(Q^2)$, is an essential element of the structure of the pion. Its behaviour at very low values of $Q^2$ has been determined up to $Q^2 = 0.28$ GeV$^2$ from scattering high-energy pions off atomic electrons [107].
Such data may be used to extract the charge radius of the pion, which leads to a root-mean-squares radius of \(0.663 \pm 0.006\) fm. For the determination of the pion form factor at higher values of \(Q^2\) one has to resort to high-energy electroproduction of pions on a nucleon, that is employ the \(p(e, e'\pi^+)n\) reaction. At sufficiently small momentum transfer \(t\) to the nucleon, the pion-exchange contribution can be determined. This may be considered as quasielastic scattering of the electron from a virtual pion in the proton, and gives access to \(F_\pi\) (see figure 2.11). The cross section for this process can be written as

\[
\frac{d^3\sigma}{dE'd\Omega_e'd\Omega_\pi} = \Gamma_V \frac{d^2\sigma}{dt d\phi}, \tag{2.22}
\]

where \(\Gamma_V\) is the virtual-photon flux factor, \(\phi\) is the azimuthal angle of the outgoing pion with respect to the electron scattering plane and \(t\) is the Mandelstam variable \(t = (p_\pi - q)^2\). The two-fold differential cross section can be written as

\[
2\pi \frac{d^2\sigma}{dt d\phi} = \epsilon \frac{d\sigma_L}{dt} + \frac{d\sigma_T}{dt} + \sqrt{2\epsilon(\epsilon + 1)} \frac{d\sigma_{LT}}{dt} \cos \phi + \epsilon \frac{d\sigma_{TT}}{dt} \cos 2\phi, \tag{2.23}
\]

where \(\epsilon\) is the virtual-photon polarization parameter. The cross sections \(\sigma_X \equiv d\sigma_X/dt\) depend on \(W, Q^2\) and \(t\). In the pole approximation to pion exchange, the longitudinal cross section \(\sigma_L\) is proportional to the square of the pion form factor:

\[
\sigma_L \propto -\frac{t}{(t - m_\pi^2)^2} F_\pi^2. \tag{2.24}
\]

The \(\phi\) acceptance of the experiments should be large enough for the interference terms \(\sigma_{LT}\) and \(\sigma_{TT}\) to be determined. Then, by taking data at two energies at every \(Q^2\), \(\sigma_L\) can be separated from \(\sigma_T\) by means of a longitudinal/transverse (LT) separation.

The pion form factor was studied in the 1970s for \(Q^2\) between 0.4 and 9.8 GeV\(^2\) at CEA/Cornell [108] and at \(Q^2 = 0.7\) GeV\(^2\) at DESY [109]. In the DESY experiment...
an LT separation was performed by taking data at two values of the electron energy. In the experiments done at CEA/Cornell, however, this was done in a few cases only, and even then the resulting uncertainties in $\sigma_L$ were so large that the LT-separated data were not used. Instead (2.24) was used to determine the pion form factor from $\sigma_L$, which was estimated by subtracting $\sigma_T$, assumed to be proportional to the virtual-photon cross section, from the measured (differential) cross section. No uncertainty in $\sigma_T$ was included in this subtraction. Hence values of $F_\pi$ above $Q^2 = 0.7$ GeV$^2$ published in the 1970s were not based on LT-separated cross sections.

Additional LT-separated data for the pion form factor have been published for $Q^2$ up to 1.6 GeV$^2$ [110]. Using the High Momentum Spectrometer and the Short Orbit Spectrometer at JLab, and electron energies between 2.4 and 4.0 GeV, data for the reaction $p(e, e'\pi^+)n$ were taken for central values of $Q^2$ of 0.6, 0.75, 1.0 and 1.6 GeV$^2$, at a central value of the invariant mass $W$ of 1.95 GeV. Because of the excellent properties of the electron beam and experimental setup, LT-separated cross sections could be determined with high accuracy. The extracted cross sections are displayed in figure 2.12. The error bars represent the combined statistical and systematic uncertainties. As a result of the LT separation technique the total error bars on $\sigma_L$ are enlarged considerably, typically to about 10%.

The pion-pole contribution sits on a large background from other exchanges. An attempt to model the $\gamma^* p \rightarrow \pi^+ n$ reaction was made by Vanderhaeghen et al [111] in terms of Regge theory (see chapter 5) with the pion and $\rho$-meson trajectories.
Figure 2.13. The JLab and reanalysed DESY values for $F_\pi$ in comparison to the results of several calculations [96,98,99,100,104]. The model uncertainty is represented by the grey area. The (model-independent) pion-atomic electron scattering data from [107] are also shown. A monopole behaviour of the form factor obeying the measured charge radius is almost identical to the Maris and Tandy curve.

A comparison with the separated $\sigma_L$ and $\sigma_T$ data at $W = 1.95$ GeV is given in figure 2.12 from which it can be seen that the description of the $\sigma_L$ data is only qualitative and the $\sigma_T$ data are underestimated.

To determine $F_\pi$, the experimental data of [110] were compared to the results of a Regge theory fit [111], although the centre-of-mass energy is rather low for this approach. The pion form factor and the $\pi\rho$ transition form factor were treated as free parameters, together with $t$-independent backgrounds at each $Q^2$. The values of $F_\pi$, extracted this way, are shown in figure 2.13. For consistency $F_\pi$ was determined in [110] in the same way from the published DESY cross sections [109] at $Q^2 = 0.7$ GeV$^2$ and $W = 2.19$ GeV. The resulting best value for $F_\pi$, also shown in figure 2.13, is larger by 12% than the original result, which was obtained using the Born-term model of Gutbrod and Kramer [112].

The application of pion-pole dominance for $\sigma_L$ at small $|t|$, as prescribed by (2.24), was checked by Volmer et al [110] by studying the reactions $d(e, e'\pi^+)nn$ and $d(e, e'\pi^-)pp$, which gave within the uncertainties a ratio of unity for the longitudinal cross sections.

The data for $F_\pi$ in the region of $Q^2$ up to 1.6 GeV$^2$, as shown in figure 2.13, globally follow a monopole form obeying the pion charge radius [107]. This can be understood phenomenologically in a VMD picture, with the pion radius well
described by $\sqrt{6}/M_\rho \sim 0.63$ fm. In this picture, the pion form factor is fitted well by a simple monopole form dominated by the $\rho(770)$.

The $F_\pi$ data are also compared to a sample of quark-based calculations. The model by Maris and Tandy [104] provides a good description of the data. It is based on the Bethe–Salpeter equation with dressed quark and gluon propagators, and includes parameters that were determined without the use of these $F_\pi$ data. The data are also well described by the QCD sum rule plus the hard-scattering estimate of [95,96]. Other models [100] were fitted to the older $F_\pi$ data and therefore underestimate the present data. A perturbative QCD calculation [102], extending the basic dependence given by (2.21) to next-to-leading order, and including transverse momenta of the quarks, Sudakov factors, and a way to regularize the infrared divergence, renders an approximately constant value of $Q^2 F_\pi \approx 0.18$ over the whole range of $Q^2$ shown. Other perturbative QCD calculations yield similar results, but with a lower value of $Q^2 F_\pi$ [99]. Hence it is clear that in the region below $Q^2 \approx 2$ GeV$^2$, where accurate data now exist, soft contributions are still larger than perturbative QCD ones. It is of great interest to extend the data to higher values of $Q^2 \approx 5$ GeV$^2$, where as mentioned estimates [105] suggest that perturbative QCD contributions may start to dominate the pion form factor.

The success of the single-pole approximation to the pion form factor with an effective mass $m_{\text{eff}} \approx m_\rho$

$$F_\pi(q^2) = \frac{1}{1 - q^2/m_{\text{eff}}^2}$$

(2.25)

for space-like momenta $q^2$ can be understood through a simple dispersion-relation calculation [113]. The simplest version, a superconvergent dispersion relation, has the form

$$F_\pi(t) = \int_{t_0}^\infty dt' \frac{\text{Im} F_\pi(t')}{t' - t},$$

(2.26)

provided that $F_\pi(t) \to 0$ sufficiently rapidly as $t \to \infty$ to ensure the convergence of the integral in (2.26). Here $t_0 = 4m_\pi^2$ is the physical $\pi-\pi$ threshold.

At large space-like momenta, perturbative QCD gives the rigorous prediction [114] for the asymptotic behaviour of the form factor

$$F_\pi(q^2) \sim \frac{8\pi f_\pi^2 \alpha_s(-q^2)}{-q^2},$$

(2.27)

where $\alpha_s$ is the QCD coupling parameter and $f_\pi = 130.7 \pm 0.4$ MeV is the pion decay constant. In leading order, (2.27) becomes

$$F_\pi(q^2) \sim \frac{32\pi^2 f_\pi^2}{-\beta_0 q^2 \log(|q^2/\Lambda^2|)},$$

(2.28)
where \( \beta_0 = 11 - 2n_f/3 \) is the usual \( \beta \)-function of QCD. To satisfy (2.28), at large positive \( q^2 \) the absorptive part of the pion form factor should have the asymptotic behaviour

\[
\text{Im} F_\pi(t) \to \frac{32\pi^3 f_\pi^2}{q^2 \beta_0 \log^2(q^2/\Lambda^2)}.
\]  

(2.29)

This is more than sufficient to ensure the convergence of the integral in (2.26) and indeed to ensure that the absorptive part of the pion form factor satisfies the superconvergence condition

\[
\int_{s_0}^{\infty} dt' \text{Im} F_\pi(t') = 0.
\]  

(2.30)

The square of the modulus of the pion form factor in the time-like region is related to the cross section for \( e^+e^- \to \pi^+\pi^- \) by

\[
\sigma_{e^+e^-\to\pi\pi} = \frac{\pi\alpha^2}{3q^2} \left(1 - \frac{4m_\pi^2}{q^2}\right)^\frac{3}{2} |F_\pi(q^2)|^2.
\]  

(2.31)

However, what is required for the dispersion integral (2.26) is \( \text{Im} F_\pi(q^2) \), not \( |F_\pi(q^2)|^2 \) and this requires a model-dependent fit. This is discussed in chapter 4 and although there are uncertainties at \( \pi^-\pi^- \) masses above 1 GeV the contribution from this region is small as the integral is dominated by the \( \rho(770) \). This can be seen in figure 2.14, which shows the squared modulus of the space-like and time-like pion form factor. As the P-wave \( \pi\pi \) phase shift is known and the amplitude is elastic until the \( \pi\omega \) threshold, the phase of \( F_\pi(q^2) \) is given by Watson’s theorem [115] (see chapter 3) over this mass range, so there is no model dependence in the dominant mass region.
To obtain $\text{Im} F_\pi$ for the dispersion integral (2.26), a fit is made to the $e^+ e^- \to \pi\pi$ cross section assuming that the low-momentum region is given by a coherent sum over a few vector mesons and that the amplitude matches the QCD prediction asymptotically [113]. Evaluating the dispersion integral is then straightforward. Because of the dominance of the contribution from the $\rho(770)$ to the integral, the uncertainty in the resulting space-like form factor is small, well within the errors of the present data. The result [113] for the space-like form factor is given in figure 2.15, the two curves showing the range of model dependence. In the single-pole approximation, the upper curve corresponds to $m_{\text{eff}}^2 \approx 0.525 \text{ GeV}^2$ and the lower curve to $m_{\text{eff}}^2 \approx 0.505 \text{ GeV}^2$.

### 2.6 The axial form factor

In electroweak interactions we also have to consider matrix elements of the axial-vector current operator as well as the vector current. For weak charged currents, the most general expression for the axial current of the nucleon is

$$A^\mu = -ie \left[ G_A(Q^2)\gamma^\mu\gamma_5 + G_P(Q^2)\frac{1}{2m_N}q^\mu\gamma_5 \right],$$

(2.32)

with $G_A$ the axial and $G_P$ the induced pseudoscalar form factor, respectively. In principle, in the most general form also a scalar form factor and a tensor form factor are present, which disappear in the absence of ‘second class currents’ [116]. Such second class currents would not be invariant under G-parity, and are experimentally excluded to a high precision.
Consider first the axial form factor. For low and moderate momentum transfer, $Q^2 < 1\text{ GeV}^2$, where the bulk of the experimental data exists, the axial form factor can be represented by a dipole fit

$$G_A(Q^2) = \frac{g_A}{(1 + Q^2/m_A^2)^2}$$

(2.33)

in terms of one adjustable parameter, $m_A$, the axial mass, and the axial-vector coupling constant $g_A = 1.2670 \pm 0.035$ [117]. This axial-vector coupling constant is measured in (polarized) neutron $\beta$ decay. The axial root-mean-square radius is given by

$$\langle r_A^2 \rangle = -\frac{6}{g_A} \left. \frac{dG_A(Q^2)}{dQ^2} \right|_{Q^2=0} = \frac{12}{m_A^2}$$

(2.34)

in analogy with the corresponding relations (2.18) for the electromagnetic root-mean-square radii. Two methods have been used to determine the axial form factor of the nucleon. The most direct method is to use (quasi)elastic (anti)neutrino scattering off nucleons, typically $\nu_\mu + n \rightarrow \mu^- + p$ [118]. Data are shown in figure 2.16(left). With new and precise results for the nucleon electromagnetic form factors now available, and the latest value for the axial-vector coupling constant, a new global fit to the neutrino world data has been carried out [119]. The improved fit gives $m_A = 1.001 \pm 0.020$ GeV. This corresponds to an axial radius of $\langle r_A^2 \rangle^{1/2} = (0.683 \pm 0.014)$ fm.
The second method to determine the axial form factor is based on the analysis of charged pion electroproduction data off protons slightly above pion production threshold. First, the transverse component (see also (2.23)) of the near-threshold electroproduction cross section is determined. Then a multipole expansion is used to determine the electric-dipole transition amplitude $E_{0+}^{(-)}$. The axial form factor is then linked to this transition amplitude through the low-energy theorem of Nambu, Lurié and Shrauner [120], valid for massless pions. Model-dependent corrections to allow for finite pion mass were subsequently developed. The resulting axial-vector form factor is shown in figure 2.16(right). In a review, Bernard et al [121] used chiral perturbation theory to compute a finite mass correction to the axial mass extraction that is appreciable, correcting the value extracted from a Mainz Microtron experiment, $m_A = 1.068 \pm 0.015$ GeV [122], to $m_A = 1.013 \pm 0.015$ GeV. This brings the value in agreement with that extracted from the neutrino scattering method. Therefore, it appears $m_A$, and thus the axial radius, is reasonably well determined.

In contrast, the induced pseudoscalar form factor $G_P(Q^2)$ is essentially unknown. Pion-pole dominance arguments relate the induced pseudoscalar form factor to the axial form factor. Under the assumptions of axial-current conservation and massless pions (partially-conserved axial current approximation or PCAC) one can write [123]:

$$G_P(Q^2) = 2m_N \frac{G_A(Q^2)}{m^2_\pi - Q^2}. \tag{2.35}$$

Hence, the pseudoscalar coupling constant $g_P$ equals $2m_N g_A/m^2_\pi$.

The most direct measurement of $G_P$ is from muon capture on the proton, $\mu^- + p \rightarrow \nu_\mu + n$. Such a measurement is constrained to $Q^2 = 0.88m^2_\mu$, the momentum transfer for muon capture by the proton at rest. The results of such measurements often disagree, with atomic physics corrections complicating matters at such low $Q^2$ [121]. The weighted world average for $g_P$ from such measurements amounts to $8.79 \pm 1.92$, in good agreement with expectations from PCAC, although within large uncertainties.

In principle, $G_P(Q^2)$ can also be measured from the longitudinal cross section determined in pion electroproduction. The leading dependence due to the pion pole (and its chiral corrections) is unique and can be tested. However, such experiments are challenging as the pion momentum has to be small in the centre-of-mass system to justify the chiral corrections. The only data published at larger $Q^2$ are from a Saclay experiment [124], where only the lowest pion centre-of-mass momentum could be used to extract $G_P$ reliably.

The existing world data, both the weighted world average from the muon capture experiments and the determination from pion electroproduction, are shown in
Figure 2.17. The ‘world data’ for the induced pseudoscalar form factor $G_P(Q^2)$. The pion electroproduction data are from [124]. The datum at $Q^2 = 0.88 m^2_\mu$ represents the world average of muon capture. The solid line indicates an expectation from pion-pole dominance.

A curve indicating the pion-pole prediction has been added, which illustrates well the usual interpretation of $G_P$ in terms of a nucleon pion-cloud picture. It is clear that more precise data, from both processes, would be very welcome – there is obvious room for improvement in data constraining the $G_P$ form factor. More precise data could, for example, discriminate between the pion-pole prediction and corrections within chiral perturbation theory [121].

### 2.7 Nucleon strange form factors

The electromagnetic vector and the axial nucleon currents, as defined in (2.1) and (2.32), can be related to the currents of the elementary quarks in the nucleon, assuming that the quarks are point-like Dirac particles [125]. Hence, the nucleon form factors can also be expressed as linear combinations of the currents of the different flavours of quarks. This allows a relatively clean determination of the contribution of $u$, $d$ and $s$ quarks to the vector currents of the nucleon by means of comparison of neutral weak and electromagnetic elastic scattering measurements off the nucleons, as shown by Kaplan and Manohar in 1988 [126], assuming that the proton and neutron obey charge symmetry [127].

The lowest-order Feynman diagrams contributing to electron–nucleon scattering are given in figure 2.18. The $Z$-boson has both vector and axial-vector coupling that gives rise to parity violation in electron scattering.
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Figure 2.18. Lowest-order Feynman diagrams contributing to electron–nucleon scattering. The electroweak currents of the nucleon are indicated by solid blobs.

For electroweak electron–neutron scattering the electromagnetic charges, $e^\gamma_f$, of the quarks are related to the neutral weak vector charges, $e^Z_f$, by

$$e^Z_f = 2T_3^f - 4e^\gamma_f \sin^2(\theta_W), \quad (2.36)$$

where $f$ denotes the quark flavour ($u$, $d$, or $s$) and $T_3^f$ is the weak isospin. Factoring out the quark charges, the electromagnetic and neutral weak vector form factors can be written as:

$$G^\gamma_{E,M} = \frac{2}{3}G^u_{E,M} - \frac{1}{3}\left(G^d_{E,M} + G^s_{E,M}\right),$$

$$G^Z_{E,M} = \left(1 - \frac{8}{3} \sin^2\theta_W\right)G^u_{E,M} + \left(-1 + \frac{4}{3} \sin^2\theta_W\right)\left(G^d_{E,M} + G^s_{E,M}\right), \quad (2.37)$$

with $\theta_W$ the weak mixing angle [117]. Similarly, the neutral weak axial currents of the quarks can be identified in the overall axial current as

$$G_A = G_A^u - \left(G_A^d + G_A^s\right). \quad (2.38)$$

The key point here is that the electromagnetic and neutral weak vector form factors (currents) represent different linear combinations of the same matrix elements of contributions from the different flavours of quarks, in the end allowing for a decomposition. Because they have charges of the opposite sign, quarks and antiquarks contribute to the matrix elements $G^{f}_{E,M,A}$ with opposite signs. As a result, if the spatial distributions of $s$ and $\bar{s}$ quarks were the same, their charges would cancel everywhere and $G^{s}_{E}$ would vanish.

It is straightforward to solve for the contributions of the three flavours in the case where one more observable can be found that depends on a different linear combination of these matrix elements. This is what the parity-violating electron–nucleon scattering programme hinges on [125,126].

Because the weak interaction violates parity (that is the weak current contains both vector and axial-vector contributions), the interference of the electromagnetic and weak currents violates parity. Observation of this small effect requires comparison of an experiment and its mirror image. In parity-violating electron scattering, the
mirror measurement is made by reversing the beam helicity. The asymmetry in
cross sections formed with respect to this beam helicity is
\[
A^{PV} \equiv \frac{\sigma_+ - \sigma_-}{\sigma_+ + \sigma_-},
\]
with its overall scale set by the ratio of the neutral weak and electromagnetic
propagators, that is
\[
\frac{\mathcal{M}^Z}{\mathcal{M}^\gamma} \sim \frac{Q^2}{M_Z^2}
\]
or about $10^{-4}$ at $Q^2 = 1 \text{ GeV}^2$.

Of course, a simple three-quark picture of the nucleon yields zero for strange matrix
elements. However, this is clearly too simplistic. A non-zero nucleon’s strangeness
content was historically viewed as a meson-cloud effect – that is the feature that a
(‘dressed’) nucleon can, for a short time consistent with the uncertainty principle,
transform into a (‘bare’) nucleon plus a multi-pion state – within which description
one can intuitively understand the origin of the nucleon’s charge structure. In the
case of the strangeness matrix elements, of course, it is not the pion cloud which is
responsible for the effect but rather the transformation into states containing strange
quarks – $K \Lambda$, $K \Sigma$, $\eta N$ – which yields a non-zero effect. A more contemporary
way to describe the origin of non-zero strangeness current matrix elements is in
terms of the strange quark sea, which can be represented by the fragmentation of
gluons into $s \bar{s}$ pairs.

The parity-violating interaction of electrons with nucleons also involves an axial-
vector coupling to the nucleon, $G_A^e$. This axial-vector coupling can slightly differ
from the corresponding quantity in neutrino scattering, $G_A$, as described in sec-
tion 2.6. Explicitly, it contains additional contributions from the strange-quark helici-
ty content of the nucleon, $\Delta s$, the anapole form factor, that is an additional term to
(2.32), including the possibility that parity is not strictly conserved, and radiative
corrections. The axial form factor $G_A^e$, or at least its isovector piece $G_A^{e(T=1)}$, can be
determined from the parity-violating asymmetry in quasielastic electron scattering
from deuterium, where the strange-quark effects in the neutron and proton tend to
cancel. Hence, this is an experimentally observable quantity that can be used to
correct strange form-factor measurements.

The SAMPLE experiment at the Bates Linear Accelerator Center was the first to
study strange form factors and the anapole contribution. The elastic asymmetry
from the proton was measured, in addition to the quasielastic asymmetry from the
deuteron, for backward angles at $Q^2 = 0.1 \text{ GeV}^2$. In [128], analysis of the SAMPLE
results is presented which yields a value of the strange quark contribution to the
Figure 2.19. Uncertainty bands of $G_M^s$ vs. $G_A^{e(T=1)}$ at $Q^2 = 0.1$ GeV$^2$ resulting from the two 200 MeV data sets of the SAMPLE experiment [128]. Also shown is the uncertainty in the theoretical expectation (vertical band) for $G_A^{e(T=1)}$ as computed by [129] extrapolated to the same $Q^2$. The smaller ellipse corresponds to the 1σ overlap of the hydrogen data and the theoretical prediction, the larger ellipse to the 1σ overlap of the two data sets.

magnetic form factor

$$G_M^s(Q^2 = 0.1) = +0.37 \pm 0.20 \pm 0.26 \pm 0.07,$$

where the uncertainties are due to statistics, systematics, and radiative corrections, respectively. The value for $G_A^s$ is consistent with the theoretical expectation [129], as illustrated in figure 2.19. A similar consistency in $G_A^{e(T=1)}$ is found at $Q^2 = 0.03$ GeV$^2$ [130].

For forward angle experiments in particular, it is convenient to express the deviation due to strange quark contributions in terms of

$$G_E^s + \eta G_M^s \sim (A^{PV} - A^{NVS}),$$

where $\eta = \tau G_B^p / \epsilon G_E^p$ and $A^{NVS}$ is the no-vector-strange (NVS) asymmetry hypothesis ($G_E^s = G_M^s = 0$).

The HAPPEX experiments utilized the two spectrometers in Hall A at JLab to measure parity violation in elastic scattering at very forward angles. In the original HAPPEX measurement at $Q^2 = 0.477$ GeV$^2$ the result was close to that expected with the NVS hypothesis [131]. The A4 experiment at the Mainz Microtron used an array of PbF$_2$ detectors for their forward angle measurements, at $Q^2 = 0.23$ GeV$^2$ [132] and subsequently at $Q^2 = 0.108$ GeV$^2$ [133]. While no measurement
independently indicates a significant strange form-factor contribution, the A4 measurement at $Q^2 = 0.108 \text{ GeV}^2$ is $2\sigma$ away from the theoretical expectation neglecting strange quarks. HAPPEX measurements have been performed at $Q^2 = 0.1 \text{ GeV}^2$ on both hydrogen [134] and $^4\text{He}$ [135] targets, and a summary of the results at $Q^2 = 0.1 \text{ GeV}^2$ is presented in figure 2.20. Note that the elastic scattering from the spin-0 $^4\text{He}$ nucleus does not allow for magnetic or axial-vector current contributions. Although each independent measurement does not show a statistically significant non-zero $G_E^s + \eta G_M^s$, the data at $Q^2 = 0.1 \text{ GeV}^2$ do indeed suggest a positive contribution consistent with $G_M^s \sim +0.5$ and a small, possibly negative, $G_E^s$ at $Q^2 = 0.1 \text{ GeV}^2$. At this $Q^2$, improvements by a factor of 2–3 in precision are expected from a future HAPPEX experiment. Such precision has the potential to dramatically impact our understanding of the role of strange quarks in the nucleon. The role of strange quarks in parity-violating elastic electron–proton scattering has been mapped out over a large range in $Q^2$, $0.12 \leq Q^2 \leq 1.0 \text{ GeV}^2$, by the G0 experiment at JLab [142]. This experiment used a dedicated toroidal spectrometer to detect the recoiling protons following elastic scattering. The results indicate non-zero, $Q^2$-dependent, strange-quark contributions, as shown in figure 2.21, which also includes the earlier HAPPEX and A4 measurements. The agreement between the experiments is excellent. The results show a systematic and intriguing $Q^2$-dependence. The G0 measurements at $Q^2 \sim 0.12 \text{ GeV}^2$ are consistent with the hypothesis mentioned earlier that $G_M^s \sim +0.5$ at $Q^2 = 0.1 \text{ GeV}^2$. Because $\eta$
Increases linearly throughout, the apparent decline of the data in the intermediate region up to \(Q^2 \sim 0.3\) may hint at a negative value for \(G_E^s\) in this range. Lastly, there is a trend to positive values of \(G_E^s + \eta G_M^s\) at higher \(Q^2\). Backward angle measurements planned by G0 at JLab and A4 at Mainz will provide precise separations of \(G_E^s\) and \(G_M^s\) over a range of \(Q^2\) to address this issue.

The planned backward angle G0 experiments include measurements of the parity-violating asymmetry in quasielastic scattering from deuterium, up to \(Q^2 \sim 0.8\) GeV\(^2\). Hence, future parity-violating experiments will not only allow precise determination of \(G_E^s\) and \(G_M^s\) from the hydrogen data, but also the first experimental information on (the isovector piece of) the axial form factor \(G_A^{(T=1)}\) away from the static limit [143]. In combination with neutrino scattering data, this should also allow extraction of the axial strange form factor \(G_A^s\) [144].

### 2.8 Outlook and conclusions

Advances in polarized electron sources, polarized nucleon targets and nucleon recoil polarimeters have enabled accurate measurements of the spin-dependent elastic electron–nucleon cross section. New data on nucleon electromagnetic form factors with unprecedented precision have (and will continue to) become available in an ever increasing \(Q^2\)-domain. The two magnetic form factors \(G_M^p\) and \(G_M^n\) approximately follow the simple dipole form factor \(G_D\), although a clear deviation appears for \(G_M^p\) for \(Q^2 > 8\) GeV\(^2\), increasing with \(Q^2\).
The $G_E^p/G_M^p$ ratio drops linearly with $Q^2$, according to polarization-transfer data, assuming that two-photon exchange effects are the cause for the apparent discrepancy between polarization-transfer and Rosenbluth-method data. The neutron electric form factor $G_E^n$ is still reasonably well described by the Galster parametrization. Plans exist to extend the accurate form-factor measurements of $G_E^p$, $G_E^n$, and $G_M^n$ up to 5–10 GeV$^2$.

The precise data set at low $Q^2$ has been used to constrain the charge and magnetization radii better. Also, global form factor fits point to features reminiscent of a pion cloud. In the time-like region, on the other hand, only limited data are available. Better data and extensions of form-factor calculations to the time-like region are required.

The full nucleon form-factor data place increasingly tight constraints on models of nucleon structure. So far, all available theories are at least to some extent effective, although only a few adequately describe all four form factors. Only lattice gauge theory will in the end provide truly ab initio calculations, but accurate lattice QCD results for the form factors will not be available for some time. An excellent model description of the present data on the pion form factor does already exist. Here, it will be very interesting to extend the $Q^2$ range of these measurements to shed more light on the onset of the anticipated asymptotic scaling behaviour. Hadron form factors can also be connected directly to the quark structure of matter using the generalized parton distribution formalism, discussed in chapter 9.

When extended to electroweak lepton–nucleon scattering, knowledge can be gained on the axial and pseudoscalar form factors, or, through a program of parity-violating elastic electron–nucleon scattering experiments, on the strange quark contributions to the nucleon form factors. Some outstanding discrepancies between neutrino scattering and pion electroproduction methods have been solved, with the axial mass $m_A$ now well established at $1.001 \pm 0.020$ GeV. Data on the pseudoscalar form factor remain scarce.
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Electromagnetic excitations of nucleon resonances

V Burkert and T-S H Lee

It has long been recognized that the study of nucleon resonances ($N^*$) is one of the important steps in the development of a fundamental understanding of strong interactions. While the existing data on the nucleon resonances are consistent with the well-studied SU(6) ⊗ O(3) constituent-quark-model classification, many open questions remain. On the fundamental level, there exists only very limited understanding of the relationship between QCD [1], the fundamental theory of strong interactions, and the constituent-quark model or alternative hadron models.

Experimentally, we still do not have sufficiently complete data that can be used to uncover unambiguously the structure of the nucleon and its excited states. For instance, precise and consistent data on the simplest nucleon form factors and the nucleon–Δ(1232) resonance ($N$–Δ) transition form factors up to sufficiently high momentum transfer are becoming available. Thus the study of $N^*$ structure remains an important task in hadron physics, despite its long history.

With the development since the 1990s of various facilities with electron and photon beams, extensive data on electromagnetic production of mesons have now been accumulated for the study of $N^*$ physics. These facilities include JLab, LEGS at Brookhaven National Laboratory and MIT-Bates in the USA; MAMI at Mainz and ELSA at Bonn in Germany; GRAAL at Grenoble in France and LEPS at Spring-8 in Japan. The details of these facilities are summarized in [2] and will not be included here. The main purpose of this chapter is to review the theoretical models used in analysing these data, and to highlight the results obtained.

3.1 Issues

It is useful first to review briefly the status of theoretical efforts in understanding the structure of the nucleon and the $N^*$ states. The most fundamental approach is
to develop accurate numerical simulation of QCD on the lattice [3] (lattice QCD). Significant progress has been made. Some basic properties of baryons, such as masses of ground states and low-lying excited states, have been reproduced by lattice QCD [4–6]. The first calculation of the electromagnetic transition form factors from the ground state proton to the $\Delta(1232)$ within unquenched QCD has been attempted [7]. However, reliable lattice QCD calculations for electromagnetic meson-production reactions seem to be in the distant future, and models of hadron structure and reactions will likely continue to play an important role and provide theoretical guidance for experimenters.

The development of hadron models for the nucleon and nucleon resonances has a long history. Since the 1970s, the constituent-quark model has been greatly refined to account for residual quark–quark interactions due to one-gluon exchange [8–10] and/or Goldstone boson exchange [11,12]. Efforts are underway to reformulate the model within relativistic quantum mechanics [13–15]. Conceptually completely different models have also been developed, such as bag models [16], chiral bag models [17,18], algebraic models [19], soliton models [20], colour-dielectric models [21], Skyrme models [22], and covariant models based on Dyson–Schwinger equations [23]. With suitable phenomenological procedures, most of these models are comparable in reproducing the low-lying $N^*$ spectrum as determined by the amplitude analyses of elastic $\pi N$ scattering. However, they have rather different predictions on the number and the ordering of the highly excited $N^*$ states. They also differ significantly in predicting some dynamical quantities such as the electromagnetic and mesonic $N–N^*$ transition form factors. Clearly, accurate experimental information for these $N^*$ observables is needed to distinguish these models. This information can be extracted from the data on electromagnetic meson-production reactions. With the very intense experimental efforts in the past few years, such data have now been accumulated with high precision at the various facilities mentioned above. We are now in a very good position to make progress.

We next discuss how the new data can be used to address some of the long-standing problems in the study of $N^*$ physics. The first one is the so-called *missing-resonance problem*. This problem originated from the observation that some of the $N^*$ states predicted by the constituent-quark model are not seen in the baryon spectrum that is determined mainly from the amplitude analyses of $\pi N$ elastic scattering. There are two possible solutions to this problem. First, it is possible that the constituent-quark model has the wrong effective degrees of freedom of QCD in describing the highly-excited baryon states. Other models with fewer degrees of freedom, such as quark–diquark models, or models based on alternative symmetry schemes [24], could be more accurate in reproducing the baryon spectrum. The second possibility is that these missing resonances do not couple strongly to the $\pi N$ channel and can only
be observed in other processes. Data from experiments measuring as many meson–baryon channels as possible are needed to resolve the missing-resonance problem.

The second outstanding problem in the study of $N^*$ physics is that the partial decay widths of baryon resonances compiled and published periodically by the Particle Data Group (PDG) have very large uncertainties in most cases [25]. For some decay channels, such as $\eta N$, $K \Sigma$ and $\omega N$, the large uncertainties are mainly due to insufficient data. However, the discrepancies between the results from different methods of amplitude analysis are also sources of uncertainties. This problem can be resolved only with a sufficiently large database that allows much stronger constraints on amplitude analyses, and a strong reduction in the model dependence of the extracted $N^*$ masses and partial decay widths. This requires that the data must be precise and must cover very large kinematic regions in scattering angles, energies, and momentum transfers. The data on polarization observables must also be as extensive as possible.

These two experimental challenges are now being met. The modern accelerator facilities are well equipped with sophisticated detectors for measuring not only the dominant single-pion channel but also kaon, vector-meson, and two-pion channels.

The third long-standing problem is in the theoretical interpretation of the $N^*$ parameters. Most of the model predictions on $N^* \rightarrow \gamma N$ helicity amplitudes are only in qualitative agreement with the experimental results. In some cases they disagree even in sign. One could attribute this to the large experimental uncertainties, as discussed above. However, the well-determined empirical values of the simplest and most unambiguous $\Delta(1232) \rightarrow \gamma N$ helicity amplitudes are about 40% larger than the predictions from practically all of the hadron models. This raises the question about how the hadron models, as well as the lattice QCD calculations, are related to the $N^*$ parameters extracted from empirical amplitude analyses. We need to evaluate critically their relationships from the point of view of fundamental reaction theory. The discrepancies in the $\Delta(1232)$ region must be understood before meaningful comparisons between theoretical predictions and empirical values can be made. Much progress has been achieved. The results, as will be detailed in section 3.4.1, strongly indicate that it is necessary to apply an appropriate reaction theory in making meaningful comparisons of the empirical values from amplitude analyses and the predictions from hadron models and lattice QCD.

The above discussions clearly indicate that a close collaboration between experimental and theoretical efforts is needed to make progress in the study of $N^*$ physics. A possible interplay between them is illustrated in figure 3.1. On the theoretical side, we need to use lattice QCD calculations and/or hadron structure models to predict properties of nucleon resonances, such as the $N-N^*$ transition form factors indicated in figure 3.1. On the experimental side, sufficiently extensive and precise
data of meson-production reactions must be accumulated. We then must develop reaction models for interpreting the data in terms of hadron structure calculations. The development of empirical amplitude analyses of the data is an important part of this task.

In this chapter, we will focus on the lower parts of figure 3.1. The $N^*$ structure calculations can be found in textbooks, for example [26], or review articles [27]. In section 3.2, the general formulation for calculating cross sections for electromagnetic meson production is presented. Section 3.3 is devoted to reviewing and assessing most of the models being used to analyse the data. Results from the analyses of electromagnetic meson-production data are highlighted in section 3.4. In section 3.5 we discuss future directions.

3.2 General formalism

Most of the experiments for $N^*$ study involve reactions with a single meson and baryon in the final state. We therefore only present the formulation for analysing the data for such reactions. The generalization of the formulation to the cases that the final states are three-body states, such as $\gamma^*N \rightarrow \pi\pi N$, is straightforward.

The $N(e, e'M)B$ reaction is illustrated in figure 3.2. The final meson–baryon ($M–B$) states can be composed of two-body states, such as $\pi N$, $\eta N$, $K \Lambda$, $\omega N$ and $\phi N$, or of quasi-two-body states, such as $\pi \Delta$, $\sigma N$ and $\rho N$. Within relativistic quantum field theory, the Hamiltonian density for describing this process can be written concisely as

$$H_{em}(x) = eA^\mu(x)[j_\mu(x) + J_\mu(x)],$$  \hspace{1cm} (3.1)  

where $A^\mu$ is the photon field,
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Figure 3.2. Kinematics of the meson electroproduction reaction. $M$ is a meson, $B$ represents a nucleon or any baryon ($\Delta, \Lambda, \ldots$), $\phi_M$ is the angle between the $e-e'$ plane and the $M-B$ plane and $\theta_M$ is the angle between the outgoing meson and the virtual photon.

\[ j^\mu(x) = \bar{\psi}_e(x)\gamma^\mu\psi_e(x) \quad (3.2) \]
is the lepton current, and the electromagnetic interactions involving hadrons are induced by the hadron current $J^\mu$.

With the convention of Bjorken and Drell [28], the Hamiltonian density (3.1) leads to

\[
\left\langle kp' \left| \int dx A^\mu(x) J_\mu(x) \right| qp \right\rangle = (2\pi)^4 \delta^4(p + q - k - p') \\
\times \langle kp' \mid \epsilon_\mu(q) J^\mu(0) \mid qp \rangle, \quad (3.3)
\]
where $q, p, k,$ and $p'$ are the four-momenta for the initial photon, initial nucleon, final meson and final nucleon respectively and $\epsilon_\mu(q)$ is the photon polarization vector. It is convenient to write

\[
\langle kp' \mid \epsilon_\mu(q) J^\mu(0) \mid qp \rangle = \frac{1}{(2\pi)^6} \sqrt{\frac{m_N}{E_N(p')}} \sqrt{2E_\pi(k)} \epsilon_\mu(q) J^\mu(k, p'; q, p) \\
\times \sqrt{\frac{m_N}{E_N(p)}} \frac{1}{\sqrt{2\omega}}, \quad (3.4)
\]
where $E_a(p) = \sqrt{p^2 + m_a^2}$, with $m_a$ denoting the mass of particle $a$, and $\omega = q^0$ is the photon energy. Throughout this chapter, we will suppress the spin and isospin indices unless they are needed for detailed explanations. The formula for calculating electromagnetic meson-production cross sections can be expressed in terms of $J^\mu(k, p'; q, p)$.

For evaluating electroproduction cross sections, it is common and convenient to choose a coordinate system in which the virtual photon is in the quantization $z$-direction and the angle between the $e-e'$ plane and $M-B$ plane is $\phi_M$, as illustrated.
in figure 3.2. The differential cross section of the $N(e, e'M)B$ reaction can be written as [29]

$$\frac{d\sigma_h}{dE'_e d\Omega'_e d\Omega^*_M} = \Gamma \frac{d\sigma_h}{d\Omega^*_M}$$

with

$$\frac{d\sigma_h}{d\Omega^*_M} = \left[ \frac{d\sigma_{unpol}}{d\Omega^*_M} + h\sqrt{2\epsilon(1-\epsilon)}\frac{d\sigma_{LT'}}{d\Omega^*_M} \sin\phi_M \right], \quad (3.5)$$

where $h$ is the helicity of the incoming electron, and $\sigma_{LT'}$ is the cross section due to the interference between the longitudinal and transverse components of the current matrix elements. An explicit expression for the unpolarized cross section $\sigma_{unpol}$ will be given later. All cross sections with scattering angle $\Omega^*$ in (3.5) are defined in the centre-of-mass frame of the final $M-B$ system. The kinematic factors associated with the incoming and outgoing electrons are only contained in the following two variables:

$$\epsilon = \left\{ 1 + \frac{2|q|^2}{Q^2 \tan^2(\frac{1}{2}\theta_e)} \right\}^{-1},$$

$$\Gamma = \frac{\alpha K_H}{2\pi^2 Q^2 E_e E'_e (1-\epsilon)} ,\quad (3.6)$$

where $K_H = \omega - Q^2/2m_N$ is the virtual photon flux, $\alpha = e^2/(4\pi) = 1/137$ is the electromagnetic coupling strength, $q^\mu = (\omega, q)$ is the four-momentum of the photon in the laboratory frame, and $Q^2 = -q^2 = |q|^2 - \omega^2$. The incident and outgoing electron energies $E_e$ and $E'_e$ are related to $q^\mu$ by

$$\omega = E_e - E'_e, \quad Q^2 = 4E_e E'_e \sin^2(\frac{1}{2}\theta_e), \quad (3.7)$$

where $\theta_e$ is the angle between the incident and outgoing electrons.

We next present formulae for calculating the centre-of-mass differential cross sections on the right-hand side of (3.5). The unpolarized cross section is given by

$$\frac{d\sigma_{unpol}}{d\Omega^*_M} = \frac{d\sigma_T}{d\Omega^*_M} + \epsilon \frac{d\sigma_L}{d\Omega^*_M} + \epsilon \frac{d\sigma_{TT}}{d\Omega^*_M} \cos 2\phi_M + \sqrt{2\epsilon(1+\epsilon)}\frac{d\sigma_{LT}}{d\Omega^*_M} \cos \phi_M,$$  

$$\quad (3.9)$$

where $\sigma_T$, $\sigma_L$, $\sigma_{TT}$, and $\sigma_{LT}$ are called the transverse, longitudinal, polarization, and interference cross sections. These four cross sections and $\sigma_{LT'}$ in (3.5) can be written as

$$\frac{d\sigma_\alpha}{d\Omega^*_M} = \frac{|k_c|}{q'_c} M_\alpha(k_c, p'_c, q_c, p_c). \quad (3.10)$$
Here \( q_e^\gamma = (W^2 - m_N^2)/(2m_N) = K_H \) is the magnitude of the effective photon centre-of-mass momentum, \( W = \sqrt{s} \) is the centre-of-mass energy, given by \( W^2 = (p + q)^2 = (k + p')^2 \) and \( \alpha = T, L, TT, LT \) and \( LT' \). The centre-of-mass momenta \( k_e, p_e', q_e, \) and \( p_c \) in (3.10) can be calculated from the corresponding momenta in the laboratory frame by a Lorentz boost with \( \vec{p} = \frac{\vec{q}}{\gamma} |/(\omega + m_N) \). Obviously \( q_e^\gamma = |q_e| \) at the real photon point \( Q^2 = 0 \).

The meson-production dynamics is contained in the \( M_d \) of (3.10). They are calculated from various combinations of current matrix elements evaluated on the \( \phi_M = 0 \) plane (see figure 3.2):

\[
M_T(k_e, p_e'; q_e, p_c) = \frac{1}{4} F \sum_{\text{spins}} [ | J^x(k_e, p_e'; q_e, p_c) |^2 + | J^y(k_e, p_e'; q_e, p_c) |^2 ] ,
\]

\[
M_L(k_e, p_e'; q_e, p_c) = \frac{1}{2} F \sum_{\text{spins}} \frac{Q^2}{\omega^2} [ | J^z(k_e, p_e'; q_e, p_c) |^2 ] ,
\]

\[
M_{TT}(k_e, p_e'; q_e, p_c) = \frac{1}{4} F \sum_{\text{spins}} [ | J^x(k_e, p_e'; q_e, p_c) |^2 - | J^y(k_e, p_e'; q_e, p_c) |^2 ] ,
\]

\[
M_{LT}(k_e, p_e'; q_e, p_c) = -\frac{1}{2} F \sum_{\text{spins}} \sqrt{Q^2 \omega^2} \text{Re}\{ J^z(k_e, p_e'; q_e, p_c) J^{*x}(k_e, p_e'; q_e, p_c) \} ,
\]

\[
M_{LT'}(k_e, p_e'; q_e, p_c) = \frac{1}{2} F \sum_{\text{spins}} \sqrt{Q^2 \omega^2} \text{Im}\{ J^z(k_e, p_e'; q_e, p_c) J^{*x}(k_e, p_e'; q_e, p_c) \} ,
\]

(3.11)

with

\[
F(k_e, p_e'; q_e, p_c) = \frac{e^2}{(2\pi)^2} \frac{1}{2E_M(k_e) E_B(p_e')} \frac{m_N}{E_N(p_c)} E_M(k_e) E_B(p_e') \frac{m_N}{2W} .
\]

(3.12)

This formulation can be readily used to calculate various polarization observables with a polarized initial nucleon. For observables with a polarized final baryon, the situation is more complicated. The relevant formulae have been explicitly derived for pseudo-scalar meson production [30,31] and those for analysing spin observables in vector-meson production were developed in [32].

We also note that the unpolarized photoproduction cross section is given by
\[ d\sigma_T/d\Omega_M \] evaluated at \( Q^2 = 0 \) and \( q_e^\gamma \rightarrow |q_e| \). Calculations of pion photoproduction polarization observables are given, for example, in Appendix C of [68].

For investigating nucleon resonances, it is necessary to express the meson-production cross sections in terms of multipole amplitudes corresponding to definite angular momentum, parity and isospin. This is well known when the final hadron state consists of only a pseudo-scalar and a spin-\( \frac{1}{2} \) baryon, such as \( \pi N, KY \) and
\[ \eta N. \text{ Equation (3.4) is written in terms of invariants in the centre-of-mass frame of the final } M-B \text{ system [33] } \]

\[ \epsilon_\mu J^\mu(k_c, p'_c; q_c, p_c) = \sum_{i=1,6} F_i(s, t, Q^2)\bar{u}(p'_c)O_i u(p_c), \tag{3.13} \]

where \( s = (k_c + p'_c)^2 \) and \( t = (k_c - q_c)^2 \) are the usual Mandelstam variables, \( F_i(s, t, Q^2) \) are the Lorentz-invariant amplitudes and \( O_i \) are operators defined in the baryon spin space

\[
\begin{align*}
O_1 &= i \sigma \cdot b, \\
O_2 &= \sigma \cdot \hat{k}_c \sigma \cdot (\hat{q} \times b), \\
O_3 &= i \sigma \cdot \hat{q}_c \hat{k}_c \cdot b, \\
O_4 &= i \sigma \cdot \hat{k}_c \hat{k}_c \cdot b, \\
O_5 &= -i \sigma \cdot \hat{k}_c b_0, \\
O_6 &= -i \sigma \cdot \hat{q}_c b_0, 	ag{3.14} \end{align*}
\]

with

\[
b^\mu = \epsilon^\mu(q_c) - \frac{\hat{\epsilon} \cdot \hat{q}_c}{|q_c|} q_c^\mu. \tag{3.15}\]

Obviously we have \( b \cdot \hat{q}_c = 0. \)

The invariant amplitudes \( F_i(s, t, Q^2) \) can be expanded in terms of multipole amplitudes characterized by the angular momentum and quantum numbers of the initial \( \gamma^*N \) and the final \( M-B \) system:

\[
\begin{align*}
F_1 &= \sum_{\ell} [P'_{\ell,1}(x)E_{\ell,1} + P'_{\ell,-1}(x)E_{\ell,-1} + P'_{\ell,1}(x)M_{\ell,1} + (\ell + 1)P'_{\ell,-1}(x)M_{\ell,-1}], \\
F_2 &= \sum_{\ell} [(\ell + 1)P'_{\ell}(x)M_{\ell,1} + \ell P'_{\ell}(x)M_{\ell}], \\
F_3 &= \sum_{\ell} [P''_{\ell,1}(x)E_{\ell,1} + P''_{\ell,-1}(x)E_{\ell,-1} + P''_{\ell,1}(x)M_{\ell,1} + P''_{\ell,-1}(x)M_{\ell,-1}], \\
F_4 &= \sum_{\ell} [-P''_{\ell}(x)E_{\ell,1} - P''_{\ell,1}(x)E_{\ell,-1} + P''_{\ell}(x)M_{\ell,1} - P''_{\ell}(x)M_{\ell,-1}], \\
F_5 &= \sum_{\ell} [-(\ell + 1)P''_{\ell}(x)S_{\ell,1} + \ell P''_{\ell}(x)S_{\ell,-1}], \\
F_6 &= \sum_{\ell} [(\ell + 1)P''_{\ell,1}(x)S_{\ell,1} - \ell P''_{\ell,-1}(x)S_{\ell,-1}]. \tag{3.16} \end{align*}
\]

In the above equations, the multipole amplitudes \( E_{\ell,\pm}, M_{\ell,\pm} \) and \( S_{\ell,\pm} \) are functions of \( W \) and \( Q^2 \) only, with the subindices \( \pm \) denoting the total angular momentum \( J = \ell \pm \frac{1}{2} \) of the final \( M-B \) state. They describe the transitions which can be classified according to the transverse or scalar (\( S \)) character of the photon. The transverse photon states can either be electric (\( E \)) with parity \((-1)^J\), or magnetic...
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$(M)$ with parity $(-1)^J \gamma J + 1$, where $J_\gamma$ is the angular momentum of the initial photon. The relation between the longitudinal multipoles and the scalar multipoles is $L_{\ell \pm} = (\omega/ |q|) S_{\ell \pm}$.

The application of the standard isospin formalism to electromagnetic processes [34] rests on the assumption that the electromagnetic current of the hadrons, like the electric charge, transforms as an isoscalar plus the third component of an isovector. In first-order processes, this is equivalent to treating the photon as a linear combination of isoscalar and isovector particles, both with $I_3 = 0$, and assuming isospin conservation. For any multipole $M_\ell \equiv E_\ell \pm, M_\ell \pm, S_\ell \pm$, this leads to three isospin amplitudes $M_\ell^I$ with $I = 0, \frac{1}{2}, \frac{3}{2}$. The superscript 0 indicates an isoscalar-photon amplitude leading to an $I = \frac{1}{2}$ final state, while the superscripts $\frac{1}{2}$ and $\frac{3}{2}$ indicate isovector-photon amplitudes leading to $I = \frac{1}{2}$ and $I = \frac{3}{2}$ final states respectively.

In the energy region where pion–nucleon scattering is purely elastic, the multipole amplitudes for $\gamma N \rightarrow \pi N$ satisfy Watson’s theorem [35]

$$\text{Im} M^I_\ell(W) = \pm |M^I_\ell(W)| e^{-i \delta^I_\ell(W)}$$

or equivalently

$$\text{Im} M^I_\ell(W) = M^I_\ell(W) e^{-i \delta^I_\ell(W)} \sin \delta^I_\ell(W),$$

where $\delta^I_\ell(W)$ is the phase shift for pion–nucleon scattering in the partial wave with the same quantum numbers ($\ell, I$). This result follows from unitarity and time-reversal invariance and implies that the phases of the multipole amplitudes are given by the corresponding elastic scattering phase shifts.

3.3 Theoretical models

A theoretical framework for investigating pion photoproduction reactions was first developed by Watson [34,35] and by Chew, Goldberger, Low and Nambu [36] (CGLN) using dispersion relations. With the advent of accurate experimental pion–nucleon phase shifts, the application of dispersion relations [37–42] led rapidly to the elucidation of all the main features of pion photoproduction in the $\Delta(1232)$ resonance region, including detailed values of both resonant excitation amplitudes [38]. Subsequently the method was extended to discuss both the higher-mass $N^*$ resonances [43,44] and pion electroproduction [45–47]. It was further exploited [48,49] to give the only significant test, to date, of the isospin properties of the electromagnetic current discussed above. The dispersion-relation approach has been revived [50,51] to analyse new pion photoproduction and electroproduction data and has been extended [52,53] to the analysis of $\eta$ photoproduction.
Isobar models [54,55] were developed to extract the parameters of the higher-mass nucleon resonances and to incorporate final states other than the pion, for example two pions and other mesons such as $\eta$, $K$, $\omega$, and $\phi$. Later, the $K$-matrix effective-Lagrangian models [56,57] were developed to study the $\Delta(1232)$ excitation. The $K$-matrix method and isobar parametrization have been used subsequently as tools for performing amplitude analyses of the data and determining resonance parameters. Examples are the dial-in codes SAID [58] and MAID [59]. In SAID, the dispersion relations are also used in their analyses of $\pi N$ elastic scattering. Progress has also been made in extracting resonance parameters using the multi-channel $K$-matrix method [60–62] and the unitary coupled-channel isobar model [63–65].

More recently, a rather different theoretical point of view has been taken to develop dynamical models of meson production reactions [66–81]. These models account for off-shell scattering effects and can therefore provide a much more direct way to interpret the resonance parameters in terms of existing models of hadron structure. So far, the dynamical reaction model has been able to interpret the resonance parameters, in particular of the $\Delta(1232)$ resonance, in terms of constituent-quark models. Its connection with the results from quenched and unquenched lattice QCD calculations remains to be established. In the first part of this section, we derive schematically the formalism for the models which have often been used to analyse the data of electromagnetic meson production reactions. This enables us to see the differences between these models and to assess the results from applying them in analysing the data. We then give some detailed formulae for the dynamical models that are needed for discussing the results in section 3.4. The approach based on dispersion relations will be described in the last part of this section.

### 3.3.1 Hamiltonian formulation

To give a general derivation of most of the existing models of meson production in electromagnetic interactions, it is convenient to consider a Hamiltonian formulation. Such a formulation can be derived from relativistic quantum field theory by using various approximations such as the unitary transformation method developed in [70,78]. The Hamiltonian formulation is most commonly used in the study of nucleon–nucleon and pion–nucleon scattering. It is equally valid in the study of reactions involving photons as we will now describe in this subsection.

Within this framework, the Hamiltonian describing the meson–baryon reactions can be cast into the form

$$H = H_0 + V,$$  \hspace{1cm} (3.19)
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Figure 3.3. Tree diagrams for meson–baryon reactions. $N^*$ represents an excited baryon state.

where the free Hamiltonian $H_0$ is the sum of kinetic energy operators of the photon and of the mesons and baryons in the reaction. The interaction term is defined as

$$V = v^{bg} + v^R(E),$$

(3.20)

where $v^{bg}$ is the non-resonant (background) term due to mechanisms such as the tree diagrams illustrated in figure 3.3(a)–(d), and $v^R$ describes the $N^*$ excitation, figure 3.3(e). Schematically, the resonant term of (3.20) can be written as

$$v^R(E) = \sum_{i,a} \sum_{N_i^*} \frac{\Gamma^\dagger_{i,a} \Gamma_{i,b}}{E - M^0_i}.$$  

(3.21)

Here $E$ is the total energy of the system, $\Gamma_{i,a}$ defines the decay of the $i$th $N^*$ state into a meson–baryon state $a: \gamma N, \pi N, \eta N, \pi \Delta, \rho N, \sigma N, \ldots$. The mass parameter $M^0_i$ is related to the resonance position. For example, $M^0_\Delta$ is a bare mass of the $\Delta(1232)$ state which will be dressed by the non-resonant interaction $v^{bg}$ to generate a physical mass $M_\Delta \sim (1232 + 120)$ MeV at $E = 1232$ MeV resonance position.

With the Hamiltonian (3.19), the $S$-matrix of the reaction $(a,b)$, where $(a,b)$ denote specific channels, is defined by

$$S_{a,b}(E) = \delta_{a,b} - 2\pi i \delta(E - H_0)T_{a,b}(E),$$

(3.22)

and the scattering $T$-matrix is given by

$$T_{a,b}(E) = V_{a,b} + \sum_c V_{a,c} g_c(E) T_{c,b}(E).$$

(3.23)

Here the propagator of channel $c$ is

$$g_c(E) = \langle c | g(E) | c \rangle.$$
with

\[ g(E) = \frac{1}{E - H_0 + i\epsilon} = g^P(E) - i\pi \delta(E - H_0), \]  

where

\[ g^P(E) \equiv P\left(\frac{1}{E - H_0}\right). \]  

Here \( P \) denotes taking the principal-value part of any integration over the propagator. We can also define the \( K \)-matrix as

\[ K_{a,b}(E) = V_{a,b} + \sum_c V_{a,c} g^P_c(E) K_{c,b}(E). \]  

Equations (3.23) and (3.26) then define the following relation between the \( K \)-matrix and \( T \)-matrix:

\[ T_{a,b}(E) = K_{a,b}(E) - \sum_c T_{a,c}(E)[i\pi \delta(E - H_0)]_c K_{c,b}(E). \]  

By using the two-potential formulation [82], one can cast (3.23) into the form

\[ T_{a,b}(E) = t_{a,b}^{bg}(E) + t_{a,b}^R(E), \]  

where the first term

\[ t_{a,b}^{bg}(E) = v_{a,b}^{bg} + \sum_c v_{a,c}^{bg} g_c(E) t_{c,b}^{bg}(E) \]  

is determined only by the non-resonant interaction. The resonant amplitude

\[ t_{a,b}^R(E) = \sum_{i,j} \tilde{\Gamma}^{\dagger}_{N^*,a}(E)[G(E)]_{i,j} \tilde{\Gamma}_{N^*,b}(E) \]  

is determined by the dressed vertex

\[ \tilde{\Gamma}_{N^*,a}(E) = \Gamma_{N^*,a} + \sum_b \Gamma_{N^*,b} g_b(E) t_{b,a}^{bg}(E) \]  

and the dressed propagator

\[ [G(E)^{-1}]_{i,j}(E) = (E - M_i^0)\delta_{i,j} - \Sigma_{i,j}(E). \]  

Here \( M_i^0 \) is the bare mass of the \( i \)th \( N^* \) resonance and the self-energy is

\[ \Sigma_{i,j}(E) = \sum_a \Gamma^{\dagger}_{N^*,a} g_a(E) \tilde{\Gamma}_{N^*,a}(E). \]
Note that the propagator $g_a(E)$ for channels including an unstable particle, such as $\pi\Delta$, $\rho N$ and $\sigma N$, must be modified to include a width. In the Hamiltonian formulation this amounts to the replacement

$$g_a(E) \rightarrow \left( a \left| \frac{1}{E - H_0 - \sigma_v(E)} \right| a \right),$$

(3.34)

where the energy shift $\sigma_v(E)$ is due to the decay of an unstable particle in the presence of a spectator. Schematically it can be written as

$$\sigma_v(E) = g_v^\dagger \frac{P_{\pi\pi N}}{E - H_0 + i\epsilon} g_v,$$

(3.35)

where $g_v$ describes the decays of $\rho$, $\sigma$ or $\Delta$ and $P_{\pi\pi N}$ is the projection operator for the $\pi\pi N$ subspace.

Equations (3.23) and (3.27)–(3.35) are the starting points of our derivations. From now on, we consider the formulation in the partial-wave representation. The channel labels, $(a, b, c)$, will also include the usual angular momentum and isospin quantum numbers.

### 3.3.2 Tree-diagram models

The tree-diagram models are based on the simplification that $T \approx V = v^{bg} + v^R$. The resonant effect is included by modifying the mass parameter of $v^R$, defined in (3.21), to include a width, such as $M_i^0 = M_i - \frac{1}{2} i \Gamma_i^{tot}(E)$. Equation (3.23) then simplifies to

$$T_{a,b}(\text{tree}) = v^{bg}_{a,b} + \sum_{N_i^*} \frac{\Gamma_i^{\dagger}_{i,a} \Gamma_i^{i,b}}{E - M_i + \frac{1}{2} i \Gamma_i^{tot}(E)},$$

(3.36)

where $v^{bg}$ is calculated from the tree diagrams of a chosen Lagrangian (see figures 3.3(a)–(d)) and $\Gamma_i^{tot}$ is the total decay width of the $i$th $N^*$. Tree-diagram models have been applied mainly to the photoproduction and electroproduction of $K$ mesons [83–90], vector mesons ($\omega, \phi$) [91–93] and two pions [94]. At high energies, the $t$- and $u$-channel amplitudes (figures 3.3(b)–(c)) are replaced in some tree-diagram models by a Regge parametrization [95,96]. The validity of using tree-diagram models to investigate nucleon resonances is obviously very questionable, as discussed in the studies of $\omega$ photoproduction [93] and kaon photoproduction [76]. For example, it is found that the coupling with the $\pi N$ channel can change the total cross section of $\gamma p \rightarrow K^+ \Lambda$ by about 20% [76] and can drastically change the photon asymmetry of $\omega$ photoproduction reactions [93].
### 3.3.3 Unitary isobar models

The unitary isobar model (UIM) developed [59] by the Mainz group (MAID) is based on the on-shell relation (3.27). By including only one hadron channel, $\pi N$, (3.27) leads to

$$
T_{\pi N,\gamma N} = \frac{1}{1 + iK_{\pi N,\pi N}} K_{\pi N,\gamma N}.
$$

(3.37)

In the energy region below the two-pion production threshold, we can use the relation $K_{\pi N,\pi N} = -\tan \delta_{\pi N}$ with $\delta_{\pi N}$ being the pion–nucleon scattering phase shift. One then can write the right-hand side of (3.37) as $\sim e^{i\delta_{\pi N}} K_{\pi N,\gamma N}$, which is consistent with Watson’s theorem [35]. This relation with the $\pi N$ phase shift is simply extended in MAID to higher energies where the phase shifts become complex. By further assuming that $K = V = v_{bg} + v_R$, one can cast the above equation into the form

$$
T_{\pi N,\gamma N} (UIM) = \eta_{\pi N} e^{i\delta_{\pi N}} v_{\pi N,\gamma N}^{bg} + \sum_{N^*} T_{\pi N,\gamma N}^{N^*}(E),
$$

(3.38)

where $\eta_{\pi N}$ is the inelasticity parameter of the $\pi N$ elastic scattering. Clearly, the non-resonant multi-channel effects, such as $\gamma N \rightarrow (\rho N, \pi \Delta) \rightarrow \pi N$ which could be important in the second and third resonance regions, are neglected in MAID. In addition, the non-resonant amplitude $v_{\pi N,\gamma N}^{bg}$ is evaluated using an energy-dependent mixture of pseudo-vector (PV) and pseudo-scalar (PS) $\pi N N$ coupling

$$
L_{\pi NN} = \frac{\Lambda_m^2}{\Lambda_m^2 + q_0^2} L_{\pi NN}^{PV} + \frac{q_0^2}{\Lambda_m^2 + q_0^2} L_{\pi NN}^{PS},
$$

(3.39)

where $q_0$ is the on-shell photon energy. With a cutoff $\Lambda_m = 450$ MeV, one then gets PV coupling at low energies and PS coupling at high energies.

For the resonant terms in (3.38), MAID uses the parametrization due to Walker [54]:

$$
T_{\pi N,\gamma N}^{N^*}(E) = f_{\pi N}^i(E) \frac{\Gamma_{tot} M_i e^{i\Phi}}{M_i^2 - E^2 - iM_i\Gamma_{tot}} f_{\gamma N}^i(E) \tilde{A}^i,
$$

(3.40)

where $f_{\pi N}^i(E)$ and $f_{\gamma N}^i(E)$ are the form factors describing the decays of $N^*$, $\Gamma_{tot}$ is the total decay width and $\tilde{A}^i$ is the $\gamma N \rightarrow N^*$ excitation strength. The phase $\Phi$ is determined by the unitarity condition and the assumption that the phase $\psi$ of the total amplitude is related to the $\pi N$ phase shift $\delta_{\pi N}$ and inelasticity $\eta_{\pi N}$ by

$$
\psi(E) = \tan^{-1} \left[ \frac{1 - \eta_{\pi N}(E) \cos 2\delta_{\pi N}(E)}{\eta_{\pi N}(E) \sin 2\delta_{\pi N}(E)} \right].
$$

(3.41)
At energies below the two-pion production threshold, where $\eta_{\pi N} = 1$, then $\psi = \delta_{\pi N}$ so that Watson’s theorem is recovered. This is the motivation for choosing this prescription. It is, however, not clear whether the prescription (3.40)–(3.41) can be derived within a Hamiltonian formulation. In addition to the assumption (3.39) on the $\pi NN$ coupling, this phenomenological aspect of MAID must be clarified before the $N^*$ parameters extracted from the analyses using MAID can be interpreted correctly.

The UIM developed by the JLab/Yerevan group (JANR) [53] is similar to that of MAID, but it implements a Regge parametrization in calculating the amplitudes at high energies. MAID and JANR-UIM have been used extensively to analyse the data on $\pi$ and $\eta$ production. Information for a few $N^*$ resonances has been extracted from data and will be discussed in some detail in section 3.4.

### 3.3.4 Multi-channel K-matrix models

**The SAID model** The model employed in the SAID collaboration [58] is based on the on-shell relation (3.27) with three channels: $\gamma N$, $\pi N$, and $\pi \Delta$ that represents all other open channels. The solution of the resulting $3 \times 3$ matrix equation can be written as

$$T_{\gamma N,\pi N}(SAID) = A_I (1 + iT_{\pi N,\pi N}) + A_R T_{\pi N,\pi N},$$

where

$$A_I = K_{\gamma N,\pi N} - K_{\gamma N,\pi \Delta} K_{\pi N,\pi \Delta} K_{\pi N,\pi \Delta},$$

$$A_R = \frac{K_{\gamma N,\pi \Delta}}{K_{\pi N,\pi \Delta}}.$$

In the analysis, $A_I$ and $A_R$ are simply parametrized as

$$A_I = \left[ v^{bg}_{\gamma N,\pi N} \right] + \sum_{n=0}^{M} \bar{p}_n z Q_{l_n + n}(z),$$

$$A_R = \frac{m_\pi}{k_0} \left( \frac{q_0}{k_0} \right)^{l_n} \sum_{n=0}^{N} p_n \left( \frac{E_\pi}{m_\pi} \right)^n,$$

where $k_0$ and $q_0$ are the on-shell momenta for the pion and photon respectively, $z = \sqrt{k_0^2 + 4m_\pi^2}/k_0$, $Q_L(z)$ is the Legendre function of the second kind, $E_\pi = E_\gamma - m_\pi(1 + m_\pi/(2m_N))$, and $p_n$ and $\bar{p}_n$ are free parameters. SAID calculates $v^{bg}_{\gamma N,\pi N}$ of (3.45) from the standard PS Born term and $\rho$ and $\omega$ exchanges. The empirical $\pi N$ amplitude $T_{\pi N,\pi N}$ needed to evaluate (3.42) is also included in SAID.
Once the parameters $\bar{p}_n$ and $p_n$ in (3.45) and (3.46) are determined, the $N^*$ parameters are then extracted by fitting the resulting amplitude $T_{\gamma N,\pi N}$ at energies near the resonance position to a Breit–Wigner parametrization similar to (3.40). Extensive data on pion photoproduction have been analysed by SAID and the method extended to pion electroproduction.

While the the parametrizations (3.45) and (3.46) are convenient for fitting the data, it is not clear whether they are sound theoretically. If the data were extensive enough to cover most of the possible observables, perhaps the extracted $N^*$ parameters would not depend too much on the parametrizations of the amplitudes. On the other hand, this is unlikely to be the case. A theoretical understanding of the prescription (3.45) and (3.46) used in SAID is needed to make progress.

The Giessen model  The coupled-channel model developed by the Giessen group [62] can be obtained from (3.27) by making the approximation $K = V$; that is by neglecting all multiple-scattering effects for the K-matrix included in (3.26). This leads to a matrix equation involving only the on-shell matrix elements of $V$:

$$T_{a,b}(\text{Giessen}) = \sum_c \left[ (1 + iV(E))^{-1} \right]_{a,c} V_{c,b}(E).$$  \hspace{1cm} (3.47)

The interaction $V = v^b g + v^R$ is evaluated from tree diagrams corresponding to various effective Lagrangians. The form factors, coupling constants, and resonance parameters are adjusted to fit both the $\pi N$ and $\gamma N$ reaction data. They include up to five channels in some fits, and have claimed to identify several new $N^*$ states. However, further confirmation is needed to establish their findings conclusively. In particular, it remains to investigate how the off-shell multiple scattering effect, neglected in this model, influences the resonant amplitudes.

3.3.5 Dynamical models

The development of dynamical models has been aimed at separating the reaction mechanisms from the hadron structure in interpreting the data of electromagnetic meson-production reactions. The importance of this theoretical effort can be understood by recalling the experience in the development of nuclear physics. For example, the information about the deformation of $^{12}\text{C}$ can be extracted from the inelastic scattering reaction $^{12}\text{C}(p, p')^{12}\text{C}(2^+, 4.44 \text{ MeV})$ only when a reliable theory [97], such as the distorted-wave impulse approximation and the coupled-channels method, is used to calculate the initial and final proton--$^{12}\text{C}$ interactions including off-shell scattering effects. Accordingly, one expects that the $N^*$ structure can be determined only when the interactions in its decay channels $\pi N, \pi\pi N, \ldots$ can be calculated from a reliable reaction theory. This has been pursued by developing
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Dynamical models which are guided to a very large extent by the early work on meson-exchange models of nucleon–nucleon and pion–nucleon scattering.

We will give a detailed account of the dynamical models in the $\Delta(1232)$ region. Dynamical models for higher-mass $N^*$ states are still being developed and will only be briefly described.

The $\Delta(1232)$ region Keeping only the $\Delta(1232)$ and the two channels $a, b = \pi N, \gamma N$, (3.28)–(3.33) reduce to the Sato–Lee (SL) model [70,72]. Explicitly, we have

$$T_{\pi N,\pi N}(E) = t_{\pi N,\pi N}^{bg}(E) + \frac{\tilde{\Gamma}_{\Delta,\pi N}(E)\tilde{\Gamma}_{\Delta,\pi N}(E)}{E - M_\Delta^0 - \Sigma_\Delta(E)}, \quad (3.48)$$

$$T_{\gamma N,\pi N}(E) = t_{\gamma N,\pi N}^{bg}(E) + \frac{\tilde{\Gamma}_{\Delta,\gamma N}(E)\tilde{\Gamma}_{\Delta,\pi N}(E)}{E - M_\Delta^0 - \Sigma_\Delta(E)}, \quad (3.49)$$

with

$$\tilde{\Gamma}_{\Delta,\gamma N}(E) = \Gamma_{\Delta,\gamma N} + \Gamma_{\Delta,\pi N}G_{\pi N}(E)t_{\pi N,\gamma N}^{bg}(E), \quad (3.50)$$

$$\tilde{\Gamma}_{\Delta,\pi N}(E) = \Gamma_{\Delta,\pi N} + \Gamma_{\Delta,\pi N}G_{\pi N}(E)t_{\pi N,\pi N}^{bg}(E), \quad (3.51)$$

$$t_{\pi N,\gamma N}^{bg}(E) = v_{\pi N,\gamma N}^{bg} + t_{\pi N,\pi N}^{bg}(E)G_{\pi N}(E)v_{\pi N,\gamma N}^{bg}, \quad (3.52)$$

$$t_{\pi N,\pi N}^{bg}(E) = v_{\pi N,\pi N}^{bg} + v_{\pi N,\pi N}^{bg}G_{\pi N}(E)v_{\pi N,\pi N}^{bg}, \quad (3.53)$$

and

$$\Sigma_\Delta(E) = \Gamma_{\Delta,\pi N}^i(E)G_{\pi N}(E)\tilde{\Gamma}_{\Delta,\pi N}(E). \quad (3.54)$$

These equations indicate clearly how the non-resonant interactions modify the resonant amplitude. Specifically, (3.50) is illustrated in figure 3.4 for the dressed $\gamma N \to \Delta(1232)$ transition in the SL model. We see that the pion-cloud effect is
due to the non-resonant photon interactions before the \( \Delta(1232) \) is excited by the intermediate off-shell pions. This reaction mechanism is calculated explicitly in a dynamical approach such that the direct photoexcitation of the \( \Delta(1232) \) in figure 3.4 can be identified \cite{70} with the constituent-quark-model predictions. We will see later that the pion-cloud effect plays a crucial role in obtaining a good description of the data.

Alternatively, we can recast (3.23) in the \( \Delta(1232) \) region as

\[
T_{\gamma N,\pi N}(E) = t_{\gamma N,\pi N}^B(E) + t_{\gamma N,\pi N}^R(E),
\]

(3.55)

with

\[
t_{\gamma N,\pi N}^B(E) = v_{\gamma N,\pi N}^{bg} + v_{\gamma N,\pi N}^{bg} G_{\pi N}(E) T_{\pi N,\pi N}(E),
\]

\[
t_{\gamma N,\pi N}^R(E) = v_{\gamma N,\pi N}^{R} + v_{\gamma N,\pi N}^{R} G_{\pi N}(E) T_{\pi N,\pi N}(E).
\]

(3.56)

These latter equations are used by the Dubna–Mainz–Taiwan (DMT) model \cite{73,75}, except that it departs from a consistent Hamiltonian formulation and replaces the term \( t^R \) by Walker’s parametrization, (3.40):

\[
t_{\gamma N,\pi N}^R(E) = f_{\pi N}(E) \frac{\Gamma_{tot} M_\Delta e^{i\Phi}}{M_\Delta^2 - E^2 - i M_\Delta \Gamma_{tot}} f_{\gamma N}(E) \tilde{A}_{\gamma N}.
\]

(3.57)

Other differences between the SL model and the DMT model are in the \( \pi N \) potential employed and how the non-resonant \( \gamma N \rightarrow \pi N \) amplitudes are regularized. The \( \pi N \) potentials in both models are constrained by the fits to \( \pi N \) scattering phase shifts, but they could generate different off-shell effects because of the differences in the approximations used in deriving the meson-exchange mechanisms from relativistic quantum field theory. In the DMT model, the non-resonant \( \gamma N \rightarrow \pi N \) amplitudes are calculated by using MAID’s mixture (3.39) of PS and PV couplings, while their \( \pi N \) potential is from a model \cite{98} using PV coupling. In the SL model, the standard PV coupling is used in a consistent derivation of both the \( \pi N \) potential and \( \gamma N \rightarrow \pi N \) transition interaction using a unitary transformation method.

We now give the formulae required for the discussions in section 3.4.1 on the \( \Delta(1232) \) resonance. The \( \Delta(1232) \) excitation is parametrized in terms of a Rarita–Schwinger field. In the \( \Delta \) rest frame, where \( m_\Delta = q_0 + E_N(q) \), the resulting \( \gamma N \rightarrow \Delta(1232) \) vertex function can be written in the more transparent form

\[
\langle \Delta | \Gamma_{\gamma N \rightarrow \Delta} | q \rangle = -\frac{e}{(2\pi)^3} \sqrt{E_N(q) + m_N} \frac{1}{\sqrt{2\epsilon}} \frac{3(m_\Delta + m_N)}{4m_N(E_N(q) + m_N)} T_3 \times [i G_M(q^2) S \times q \cdot \epsilon + G_E(q^2)(S \cdot \epsilon \sigma \cdot q + S \cdot q \sigma \cdot \epsilon) + \frac{G_C(q^2)}{m_\Delta} S \cdot q \sigma \cdot \epsilon_0],
\]

(3.58)
where \( q = (\omega, q) \) is the photon four-momentum, and \( \epsilon = (\epsilon_0, \epsilon) \) is the photon polarization vector. The transition operators \( S \) and \( T \) are normalized by the reduced matrix elements \( \langle \Delta | \vec{S} | N \rangle = \langle \Delta | \vec{T} | N \rangle = 2 \). The convention

\[
\langle J'M' | T_{kj} | JM \rangle = (-1)^{2k} \langle J'M' | J k M q \rangle / \sqrt{2J' + 1}
\]

has been used.

By using (3.58) and the standard definitions [99,100] for multipole amplitudes, it is straightforward to evaluate the magnetic M1, electric E2 and longitudinal (‘Coulomb’ in nuclear-physics convention) C2 amplitudes of the \( \gamma N \rightarrow \Delta(1232) \) transition. With the commonly-used convention \( Q^2 = -q^2 > 0 \), it is found [72] that

\[
G_M(Q^2) = \frac{1}{N} \Gamma_{\gamma N \rightarrow \Delta} M_1, \tag{3.59}
\]

\[
G_E(Q^2) = -\frac{1}{N} \Gamma_{\gamma N \rightarrow \Delta} E_2, \tag{3.60}
\]

\[
G_C(Q^2) = \frac{2m_\Delta}{qN} \Gamma_{\gamma N \rightarrow \Delta} C_2, \tag{3.61}
\]

with

\[
N = \frac{e}{2m_N} \sqrt{m_\Delta q} / m_N \left[ 1 + Q^2/(m_N + m_\Delta)^2 \right]^{1/2}.
\]

At \( Q^2 = 0 \), the above relations agree with that given in Appendix A of [68]. Equations (3.59)–(3.61) can also be defined to relate the dressed vertex \( \tilde{\Gamma}_{\gamma N \rightarrow \Delta} \), defined by (3.50), to the corresponding dressed transition form factors:

\[
G_M^*(Q^2) = \frac{1}{N} \left[ \tilde{\Gamma}_{\gamma N \rightarrow \Delta}^K \right] M_1, \tag{3.62}
\]

\[
G_E^*(Q^2) = -\frac{1}{N} \left[ \tilde{\Gamma}_{\gamma N \rightarrow \Delta}^K \right] E_2, \tag{3.63}
\]

\[
G_C^*(Q^2) = \frac{2m_\Delta}{qN} \left[ \tilde{\Gamma}_{\gamma N \rightarrow \Delta}^K \right] C_2. \tag{3.64}
\]

Note that in these equations, the upper index \( K \) in \( \Gamma_{\Delta,\gamma N}^K \) means taking only the principal-value integration in evaluating the second term of (3.50). Details are discussed in [70].

At the \( Q^2 = 0 \) real-photon point, we will also compare the theoretical predictions with the helicity amplitudes listed by the PDG [25]. These amplitudes are related to the multipole amplitudes by

\[
A_{3/2} = \sqrt{\frac{3}{2}} \left[ \left[ \tilde{\Gamma}_{\gamma N \rightarrow \Delta}^K \right] E_2 - \left[ \tilde{\Gamma}_{\gamma N \rightarrow \Delta} \right] M_1 \right], \tag{3.65}
\]

\[
A_{1/2} = -\frac{1}{2} \left[ 3 \left[ \tilde{\Gamma}_{\gamma N \rightarrow \Delta}^K \right] E_2 + \left[ \tilde{\Gamma}_{\gamma N \rightarrow \Delta} \right] M_1 \right]. \tag{3.66}
\]
At the $\Delta(1232)$ resonance position $E = M_R = 1232$ MeV, the $\pi N$ phase shift in the $P_{33}$ channel passes through 90 degrees. As derived in detail in [70], this leads to a relation between the multipole components of the dressed vertex $\tilde{\Gamma}_{\gamma N \rightarrow \Delta(1232)}$ and the imaginary parts of the $\gamma N \rightarrow \pi N$ multipole amplitudes in the $\pi N \ P_{33}$ channel:

\[
G_M^*(Q^2) = \frac{1}{N} \sqrt{\frac{8 \pi m_\Delta k_\Delta}{3 m_N q}} \times \text{Im} \left\{ M^{3/2}_{1+} \right\},
\]

\[
G_E^*(Q^2) = \frac{1}{N} \sqrt{\frac{8 \pi m_\Delta k_\Delta}{3 m_N q}} \times \text{Im} \left\{ E^{3/2}_{1+} \right\},
\]

\[
\frac{q}{2 m_\Delta} G_C^*(Q^2) = \frac{1}{N} \sqrt{\frac{8 \pi m_\Delta k_\Delta}{3 m_N q}} \times \text{Im} \left\{ S^{3/2}_{1+} \right\},
\]

where $\Gamma_\Delta$ is the $\Delta(1232)$ width, $k$ and $q$ are respectively the magnitudes of the three-momenta of the pion and photon in the rest frame of the $\Delta$. We can then obtain the useful relations that the $E_2/M_1$ ratio, $R_{EM}$, and the $C_2/M_1$ ratio, $R_{SM}$, of the dressed $\gamma N \rightarrow \Delta(1232)$ transition at $W = 1232$ MeV can be evaluated directly by using the $\gamma N \rightarrow \pi N$ multipole amplitudes:

\[
R_{EM} = \frac{[\tilde{\Gamma}_{\gamma N \rightarrow \Delta}^K]_{E_2}}{[\tilde{\Gamma}_{\gamma N \rightarrow \Delta}^K]_{M_1}} = \frac{\text{Im} \left\{ E^{3/2}_{1+} \right\}}{\text{Im} \left\{ M^{3/2}_{1+} \right\}},
\]

\[
R_{SM} = \frac{[\tilde{\Gamma}_{\gamma N \rightarrow \Delta}^K]_{C_2}}{[\tilde{\Gamma}_{\gamma N \rightarrow \Delta}^K]_{M_1}} = \frac{\text{Im} \left\{ S^{3/2}_{1+} \right\}}{\text{Im} \left\{ M^{3/2}_{1+} \right\}}.
\]

Equations (3.70) and (3.71) can be used in empirical amplitude analyses to extract the transition form factors and the $E_2/M_1$ and $C_2/M_1$ ratios of the $\gamma N \rightarrow \Delta(1232)$ transition. The extractions of the bare vertices, which can be compared with the predictions from some hadron-structure calculations, can only be achieved by using dynamical models through (3.50). This indicates why an appropriate reaction theory is needed in the $N^*$ study, as illustrated in figure 3.1 and the results of [70,72].

**The second and third resonance regions** In these regions we need to include more than the $\pi N$ channel to solve equations (3.28)–(3.35). In addition, these formulae must be extended [78] to account explicitly for the $\pi \pi N$ channel, instead of using the quasi-two-particle channels $\pi \Delta$, $\rho N$, and $\sigma N$ to simulate the $\pi \pi N$ continuum. This, however, has not been fully developed. Studies in the second and third resonance regions are within the formulation defined by (3.28)–(3.35). These equations are the basis of examining $N^*$ effects [92] and coupled-channel effects
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[93] on ω meson photoproduction [92,93] and K photoproduction [76]. Both effects are found to be important in determining the differential cross sections and various polarization observables. In these studies, all $N^*$ resonances listed by PDG [25] or predicted by constituent-quark models are considered, but only the coupling with $\pi N$ channel is emphasized. Clearly, their results should be further examined by considering the effects due to other channels.

A coupled-channel study of both $\pi N$ scattering and $\gamma N \rightarrow \pi N$ in the $S_{11}$ partial wave [74] included the $\pi N$, $\eta N$ and $\gamma N$ channels. In their $\gamma N \rightarrow \pi N$ calculation, they neglected the $\gamma N \rightarrow \eta N \rightarrow \pi N$ coupled-channel effect, and followed the procedure of the DMT model to evaluate the resonant contribution in terms of Walker’s parametrization (3.40). They found that four $N^*$ resonances are required to fit the empirical amplitudes in the $S_{11}$ partial wave up to $W = 2$ GeV. Obviously their results must be re-examined because of the lack of a complete treatment of coupled-channel effects, in particular those due to two-pion channels.

There are also some coupled-channel calculations [77,69] of pion photoproduction up to the second resonance region, $W = 1.5$ GeV, although the treatment is not complete. While they can give reasonable fits to the pion photoproduction data, their results on the $N^*$ parameters cannot be interpreted until further investigations of coupled-channel effects are made.

The dynamical study of electromagnetic meson-production reactions in the higher mass $N^*$ region are still being developed. It is an outstanding challenge to develop a complete dynamical coupled-channel calculation including all $N^*$ resonances listed by the PDG [25] or predicted by the constituent-quark model to fit all meson-production data up to $W = 2.5$ GeV. Such a complex task requires close collaboration between theoretical and experimental efforts.

### 3.3.6 Dispersion-relation approaches

The dispersion-relation approach is based on the unitarity of the $S$-matrix and on the analyticity and crossing properties of the scattering amplitudes, which can be proven with some degree of rigour [101]. This approach played a key role in the early study of pion photoproduction, as outlined at the beginning of this section. Here we summarize briefly later work that has been used in analysing the data discussed in this chapter, referring to the many review articles, for example [44,102,100], for a more complete discussion.

To discuss models based on dispersion relations, it is necessary first to write the hadronic current matrix element defined by (3.3) as

$$
\langle kp' | \epsilon_\mu J^\mu(0) | qp \rangle = \sum_{i=1,6} \bar{u}(p') [A_i(s, t, u) M_i] u(p),
$$

(3.72)
where \( u(p) \) is the Dirac spinor, \( A_i(s, t, u) \) are Lorentz-invariant functions of Mandelstam variables \( s, t \) and \( u \). The \( M_i \) are independent invariants formed from \( \gamma^\mu, \gamma_5 \) and momenta. The expressions for \( M_i \) can be found, for example, in [44]. For pion production, the amplitudes can be further classified by isospin quantum numbers. These are \( A_i^{(0)} \) for the isoscalar photon, and for the isovector the two amplitudes \( A_i^{(1/2)} \) and \( A_i^{(3/2)} \) for the final \( \pi N \) system with total isospin \( I = \frac{1}{2} \) and \( I = \frac{3}{2} \) respectively. Each invariant amplitude in (3.72) can be expanded as

\[
A_i = \frac{1}{2} A_i^{(-)}[\tau_\alpha, \tau_3] + A_i^{(+)\delta_{\alpha,3}} + A_i^{(0)}\tau_\alpha, \tag{3.73}
\]

where \( \tau \) is the isospin Pauli operator, and \( \alpha \) is the isospin quantum number associated with the produced pion. Equation (3.73) then leads to \( A_i^{(1/2)} = A_i^{(+)} + 2A_i^{(-)} \) and \( A_i^{(3/2)} = A_i^{(+)} - A_i^{(-)} \).

For pion and \( \eta \) production, the starting point is the fixed-\( t \) dispersion relation [37] for the invariant amplitudes \( A_i \):

\[
\text{Re}[A_i(s, t)] = A_i^{L,\text{pole}} + \frac{1}{\pi} P \int_{s_{thr}}^\infty ds' \left[ \frac{1}{s' - s} + \frac{e^I_i \xi_i}{s' - u} \right] \text{Im}[A_i(s', t)], \tag{3.74}
\]

where \( I = 0, +, - \) denotes the isospin component and \( \xi_1 = \xi_2 = -\xi_3 = -\xi_4 = 1, \ e^+ = e^0 = -e^- = 1 \) are defined such that the crossing symmetry relation \( A_i(s, t, u) = \xi_i e^I A_i^I(u, t, s) \) is satisfied. With the relations (3.13) and (3.72) and the multipole expansion defined by (3.17), the fixed-\( t \) dispersion relation (3.74) leads to the following set of coupled equations relating the real part and imaginary parts of multipole amplitudes:

\[
\text{Re}[M^I_\ell(W)] = M_i^{L,\text{pole}}(W) + \frac{1}{\pi} P \int_{W_{thr}}^\infty dW' \frac{\text{Im}[M^I_\ell(W)]}{W' - W} \nonumber \\
+ \frac{1}{\pi} \int_{W_{thr}}^\infty dW' \sum_{\ell'} K^{I_\ell}_{I_\ell'}(W, W') \text{Im}[M^I_{\ell'}(W)], \tag{3.75}
\]

where \( M^I_\ell \) is the multipole amplitude, \( M_i^{L,\text{pole}}(W) \) is calculated from the PS Born term and the kernel \( K^{I_\ell}_{I_\ell'}(W, W') \) contains various kinematic factors. These equations are valid up to a centre-of-mass energy of \( W \approx 1.3 \text{ GeV} \) and should form the basis of a reasonable approximation at somewhat higher energies [39]. In the work of [50], the procedures of [42] are used to solve the above equations by using the method of Omnes [103]. It assumes that the multipole amplitude can be written as

\[
M^I_\ell(W) = \frac{e^{i\phi(W)}}{r_{\ell I}} \tilde{M}^I_\ell(W), \tag{3.76}
\]

where \( \tilde{M}^I_\ell \) is a real function and \( r_{\ell I} \) is some kinematic factor. Hence

\[
\text{Im}[M^I_\ell(W)] = h^*_{\ell I}(W)M^I_\ell(W), \tag{3.77}
\]
with \( h_{I}^{\ell}(w) = \sin(\phi_{I}^{\ell}) \exp(i\phi_{I}^{\ell}(W)) \). In the elastic region, the phase \( \phi_{I}^{\ell} = \delta_{I}^{\ell} \) by Watson’s theorem [35]: see (3.18). At higher energies it is assumed to be

\[
\phi_{I}^{\ell}(W) = \arctan \left[ \frac{1 - \eta_{I}^{\ell}(W) \cos 2\delta_{I}^{\ell}(W)}{\eta_{I}^{\ell}(W) \sin 2\delta_{I}^{\ell}(W)} \right],
\]

(3.78)

where \( \delta_{I}^{\ell} \) and \( \eta_{I}^{\ell} \) are the phase and inelasticity of \( \pi N \) scattering in the partial wave with quantum numbers \((\ell, I)\).

The next approximation is to limit the sum over \( \ell' \) in the right-hand-side of (3.75) to a cutoff \( \ell_{\text{max}} \). For investigating production below \( E_{\gamma} = 500 \text{ MeV} \), \( \ell_{\text{max}} = 1 \) is taken. Another approximation is needed to handle the integration over \( W \) in (3.75). In [50], the integration is cutoff at \( W = \Lambda = 2 \text{ GeV} \) such that the required phases \( \Phi_{I}^{\ell} \) can be determined by the empirical \( \pi N \) phase shifts. The contribution neglected from \( W > 2 \text{ GeV} \) is then accounted for by adding vector-meson exchange terms, \( M_{I}^{\ell, V}(W) \). Equation (3.75) then takes the form

\[
\bar{M}_{I}^{\ell}(W) = \bar{M}_{I}^{\ell, \text{pole}}(W) + \frac{1}{\pi} \int_{W_{thr}}^{\Lambda} dW' \frac{h_{I}^{\ell*}(W') \bar{M}_{I}^{\ell}(W')}{W' - W - i\epsilon} + \frac{1}{\pi} \sum_{\ell', I'} \int_{W_{thr}}^{\Lambda} dW' \bar{K}_{I I'}^{\ell, \ell'}(W W') h_{I'}^{\ell*}(W') \bar{M}_{I'}^{\ell}(W') + M_{I}^{\ell, V}(W).
\]

(3.79)

The method of solving (3.79) is given in [50]. With the above procedures, the model contains ten adjustable parameters. An excellent fit to all \( \gamma N \rightarrow \pi N \) data up to \( E_{\gamma} = 500 \text{ MeV} \) has been obtained in [50]. The resonance parameters of the \( \Delta(1232) \) resonance have been extracted.

The calculations in [51] follow the same approach with the additional simplification that the couplings among different multipoles and the contribution from \( W > \Lambda \) to the integration are neglected; setting \( \bar{K}_{I I'}^{\ell, \ell'} = 0 \) and \( M_{I}^{\ell, V} = 0 \) in solving (3.79). These simplifications are justified in calculating the dominant \( \Delta(1232) \) excitation amplitude \( M_{1+}^{(3/2)} \). But it is questionable if they can be applied for calculating weaker amplitudes. Thus no attempt was made in [51,52] to fit the data directly using dispersion relations. Rather, the emphasis was in the interpretation of the empirical amplitudes \( M_{1+}^{(3/2)}, E_{1+}^{(3/2)} \) in terms of rescattering effects and constituent-quark model predictions. By assuming that the multipole expansion is also valid in electroproduction, the \( Q^{2} \) dependence of these \( \Delta(1232) \) excitation amplitudes is then predicted.

The dispersion-relation approach is also used in [52] to analyse the pion photoproduction and electroproduction data in the second and third resonance regions. It is assumed that the imaginary parts of the amplitudes for \( M_{N} + m_{\pi} < W < 2 \text{ GeV} \)
are from the resonant amplitudes parametrized as Walker’s Breit–Wigner form (3.40) and above $W = 2.5$ GeV are from a Regge-pole model. The imaginary parts of the amplitudes in $2$ GeV < $W$ < $2.5$ GeV are obtained by interpolation. The real parts of the amplitude in the second and third resonance regions are then calculated from the dispersion relations. The empirical amplitudes are then fitted by adjusting the resonant parameters. It turns out that the resulting parameters are close to those obtained using the UIM described in subsection 3.3.3.

With appropriate modification, the dispersion-relation approach can be applied to investigate the production of other PS mesons. This has been achieved in [53] in analysing the $\eta$ photo- and electroproduction data.

### 3.4 Data and results

A large volume of data is needed to extract the fundamental physics on resonance parameters or discover new baryon states from the electromagnetic meson-production reactions. Efforts in this direction in the 1970s and 1980s at various laboratories were hampered by the low-duty-cycle synchrotrons that were available and by the limitations of magnetic spectrometers with relatively small apertures. For a discussion on these results see the review by Foster and Hughes [104]. The construction of continuous-wave (CW) electron accelerators, and advances in detector technologies, making it possible to use detector systems with nearly $4\pi$ solid angle coverage and the ability to operate at high luminosity, have revolutionized the subject. These experimental advances have been reviewed in [2]. In this section we focus on the main results from the analyses of the new data.

#### 3.4.1 Single-pion production

Single-pion photoproduction and electroproduction have been the main processes in the study of the electromagnetic transition amplitudes of the lower-mass nucleon resonances. A large amount of data on pion photoproduction now exists [105–108], including results from measuring beam asymmetries and beam–target double-polarization observables [109,110]. Similar advances have also been made for $\pi^0$ and $\pi^+$ electroproduction from protons [111–124], covering a large range in $W$ and $Q^2$ and the full polar and azimuthal angles. For the first time, high-precision data from measurements using polarized electron beams and polarized nucleon targets and detection of recoil nucleon polarization have been obtained. A summary of the new electroproduction data is presented in table 3.2 (see below). In addition to the unpolarized differential cross section $(d\sigma_{unpol}/d\Omega_M^*)$, various polarization observables have also been measured.
One of the main outcomes from analyses of these single-pion production data is a more detailed understanding of the $\Delta(1232)$ resonance. The focus has been on the determination of the magnetic $M_1$, electric $E_2$, and Coulomb $C_2$ form factors of the $\gamma N \rightarrow \Delta(1232)$ transition. This development is discussed in detail in this subsection. The analyses of the data for the single-pion production in the second and third resonance regions are discussed in sections 3.4.2 and 3.4.3.

**Pion photoproduction** High-statistics data on the photon asymmetry of the $\gamma N \rightarrow \pi N$ reaction are essential in extracting the small $E_{1+}$ amplitude which can be used in (3.68) to determine the electric $E_2$ strength of the $\gamma N \rightarrow \Delta(1232)$ transition. Figure 3.5 shows the $\gamma p \rightarrow p\pi^0$ data from MAMI [106]. The results from the SL model [70] are also displayed. When the $E_{1+}$ amplitude is turned off in the dynamical calculation, the predicted photon asymmetries (dotted curves) deviate from the data. Amplitude analyses of these new data have been performed by several groups and we now have a world-averaged value of the $R_{EM}$ ratio, defined by (3.70), $R_{EM}(0) = (-2.38 \pm 0.27)\%$ [125]. The magnetic $M_1$ transition strength has been determined as $G^*_M(0) = 3.18 \pm 0.04$ (unitless as defined by (3.58)). It is
Table 3.1. Helicity amplitude $A_{3/2}$ and $E_2/M_1$ ratio $R_{EM}$ for the $\gamma N \to \Delta(1232)$ transition at $Q^2 = 0$ photon point. $A_{3/2}$ is in units of $10^{-3}$ GeV$^{-1/2}$ and $R_{EM}$ is given as a percentage.

<table>
<thead>
<tr>
<th></th>
<th>$A_{3/2}$</th>
<th>$R_{EM}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dressed</td>
<td>Bare</td>
</tr>
<tr>
<td>Dynamical model</td>
<td>-258</td>
<td>-153</td>
</tr>
<tr>
<td></td>
<td>-256</td>
<td>-136</td>
</tr>
<tr>
<td>$K$-matrix</td>
<td>-255</td>
<td>-2.1</td>
</tr>
<tr>
<td>Dispersion</td>
<td>-252</td>
<td>-2.5</td>
</tr>
<tr>
<td>Quark model</td>
<td>-186</td>
<td>$\sim 0$</td>
</tr>
<tr>
<td></td>
<td>-157</td>
<td>$\sim 0$</td>
</tr>
</tbody>
</table>

instructive to note that in the SU(6) quark model $G^*_M(0)$ is related to the proton magnetic moment $G_p = 1 + \kappa_p = 2.793$ by

$$[G^*_M(0)]_{SU(6)} = \frac{4}{3} \sqrt{\frac{m_N}{2m_\Delta}} G_p = 2.298.$$  \hspace{1cm} (3.80)

This relation can be obtained by following the derivations given in Appendix A of [68] and using the relationship between the decay width $\Gamma_{\Delta \to \gamma N}$ and the multipole amplitudes $M_{1+}$ and $E_{1+}$:

$$\Gamma_{\Delta \to \gamma N} = \frac{q^2 m_N}{2\pi m_\Delta} [ |M_{1+}|^2 + 3 |E_{1+}|^2 ].$$  \hspace{1cm} (3.81)

The SU(6) value 2.298 given in (3.80) clearly seriously underestimates the empirical value 3.18 ± 0.04. This has long been noticed in many quark-model calculations.

Using the dynamical model of section 3.3.5, the bare transition strengths can be extracted by separating the pion-cloud effects from the full (dressed) transition strengths, as defined in (3.50) and illustrated in figure 3.4. The pion-cloud effect can be more clearly seen in table 3.1. The dressed values of the helicity amplitude $A_{3/2}$, calculated from two dynamical models [70,73], agree well with the empirical values from amplitude analyses based on the $K$-matrix method and dispersion relations. Within the dynamical models, the dressed values are about 40% larger in magnitude than the bare strengths, indicating the importance of the pion cloud. These bare values are within the range predicted by two constituent-quark models [19,126]. This suggests that the bare parameters of the dynamical models can be identified with some hadron structure calculations. From table 3.1 it can also be seen that the difference between the dressed and bare values of $R_{EM}$ is even larger. The bare values from the two dynamical-model analyses are quite different, indicating some significant differences in their formulations as discussed in section 3.3.5.
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<table>
<thead>
<tr>
<th>Reaction</th>
<th>$W$ range (GeV)</th>
<th>$Q^2$ range (GeV$^2$)</th>
<th>Lab/experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>$ep \to ep\pi^0$</td>
<td>$&lt; 1.8$</td>
<td>$0.4–1.8$</td>
<td>JLab-CLAS [113]</td>
</tr>
<tr>
<td>$\Delta(1232)$</td>
<td>$0.1–0.9$</td>
<td></td>
<td>ELSA-Elan [119]</td>
</tr>
<tr>
<td>$\Delta(1232)$</td>
<td>$2.8, 4.0$</td>
<td></td>
<td>JLab-HallC [111]</td>
</tr>
<tr>
<td>$&lt; 2$</td>
<td>$2–6$</td>
<td></td>
<td>JLab-CLAS [120]</td>
</tr>
<tr>
<td>$\Delta(1232)$</td>
<td>$7.5$</td>
<td></td>
<td>JLab-HallC [121]</td>
</tr>
<tr>
<td>$&lt; 2.0$</td>
<td>$1.0$</td>
<td></td>
<td>JLab-HallA [115]</td>
</tr>
<tr>
<td>$ep \to en\pi^+$</td>
<td>$&lt; 1.6$</td>
<td>$0.3–0.65$</td>
<td>JLab-CLAS [112]</td>
</tr>
<tr>
<td>$\Delta(1232)$</td>
<td>$0.1–0.9$</td>
<td></td>
<td>ELSA-Elan [119]</td>
</tr>
<tr>
<td>$&lt; 2$</td>
<td>$2–6$</td>
<td></td>
<td>JLab-CLAS [120]</td>
</tr>
<tr>
<td>$\bar{e}p \to e\bar{p}\pi^0$</td>
<td>$\Delta(1232)$</td>
<td>$0.2$</td>
<td>MAMI-A1 [117]</td>
</tr>
<tr>
<td>$\Delta(1232)$</td>
<td>$0.3–0.65$</td>
<td></td>
<td>JLab-CLAS [114]</td>
</tr>
<tr>
<td>$\Delta(1232)$</td>
<td>$0.12$</td>
<td></td>
<td>Bates-OOPS [118]</td>
</tr>
<tr>
<td>$\bar{e}p \to en\pi^+$</td>
<td>$&lt; 1.6$</td>
<td>$0.3–0.65$</td>
<td>JLab-CLAS [116]</td>
</tr>
<tr>
<td>$\bar{e}p \to e\bar{p}\pi^0$</td>
<td>$\Delta(1232)$</td>
<td>$1.0$</td>
<td>JLab-HallA [122]</td>
</tr>
<tr>
<td>$\bar{e}p \to e\bar{p}\pi^0$</td>
<td>$\Delta(1232)$</td>
<td>$0.5–1.5$</td>
<td>JLab-CLAS [124]</td>
</tr>
<tr>
<td>$\bar{e}p \to en\pi^+$</td>
<td>$&lt; 1.85$</td>
<td>$0.4, 0.65, 1.1$</td>
<td>JLab-CLAS [123]</td>
</tr>
</tbody>
</table>

Table 3.2. Summary of data of single-pion electroproduction reactions. The arrows in the reaction indicate if the electron beam or the target nucleon is polarized.

**Pion electroproduction** High-precision pion electroproduction data started to become available in 1999 with the publication [111] of $p(e, e'\pi^0)p$ data at $Q^2 = 2.8$ and $4 \text{ GeV}^2$ from JLab. These data allowed the determination of the parametrization of the $\gamma^*N \to \Delta(1232)$ transition form factors within the SL [72], MAID [59], and DMT [73] models. For example, the resulting bare magnetic M1 form factor $G_M(Q^2)$ of the SL model takes the form

$$G_M(Q^2) = G_M(0)[(1 + aQ^2)\exp(-bQ^2)]G_D(Q^2), \quad (3.82)$$

where $G_M(0) = 1.9 \pm 0.05$, $a = 0.154 \text{ GeV}^{-2}$, $b = 0.166 \text{ GeV}^{-2}$ and $G_D(Q^2) = 1/(1 + Q^2/0.71)^2$ is the dipole form factor of the proton. With this phenomenological step, these three models have since been most commonly used to make predictions for the data listed in table 3.2. Sample comparisons with the data from JLab are shown in figures 3.6 and 3.7. In general, the predictions from the SL, MAID, and DMT models are in good agreement with all of the available data in the $\Delta(1232)$ region. However, work is still needed to remove the remaining discrepancies so that the $\gamma^*N \to \Delta(1232)$ form factors can be more precisely determined. In particular, the electric E2 form factor $G_E(Q^2)$ and Coulomb C2 form factor $G_C(Q^2)$ within each model must be further examined and refined before they can be used for testing the predictions from hadron models or lattice QCD calculations.
Figure 3.6. $p(e, e'\pi^0)p$ cross section data [113] from CLAS at JLab compared with the predictions from the SL Model [72].

Figure 3.7. CLAS data [114] on $\sigma_{LT'}$ of the $p(e, e'\pi^+)^n$ reaction in the $\Delta(1232)$ region are compared with predictions from SL [72] (solid), MAID [59] (dashed) and DMT [73] (dash-dotted) models.
The data from JLab have extensive coverage in angle and energy and hence allow nearly model-independent determination of the $\gamma^*N \rightarrow \Delta(1232)$ transition form factors. Analyses are based on the consideration that, at the $\Delta(1232)$ peak, the dominant amplitude is $M_{1+}$ and the small quadrupole $E_{1+}$ and $S_{1+}$ are accessible through their interference with it. Thus analysis can be started by using a truncation in which only terms involving $M_{1+}$ are retained. With the partial-wave decompositions of (3.17), the differential cross sections in (3.9) can be expanded in terms of Legendre polynomials:

$$
\frac{d\sigma_T}{d\Omega} + \epsilon \frac{d\sigma_L}{d\Omega} = \sum_{l=0}^{\infty} A_l P_l(\cos \theta),
$$

(3.83)

$$\sqrt{2\epsilon(\epsilon + 1)} \frac{d\sigma_{LT}}{d\Omega} = \sum_{l=1}^{\infty} B_l P_l'(\cos \theta),
$$

(3.84)

$$\epsilon \frac{d\sigma_{TT}}{d\Omega} = \sum_{l=2}^{\infty} C_l P_l''(\cos \theta),
$$

(3.85)

where $P_l'(x) = dP_l(x)/dx$ and $P_l''(x) = d^2P_l(x)/d^2x$.

In the approximation that we retain only terms that contain the dominant multipole $M_{1+}$, the coefficients in these equations are related to $|M_{1+}|^2$ and its projections on to the other $S$- and $P$-wave multipoles $E_{1+}, S_{1+}, M_{1-}, E_{0+}$ and $S_{0+}$:

$$|M_{1+}|^2 = \frac{1}{2} A_0,
$$

(3.86)

$$\text{Re}(E_{1+}M_{1+}^*) = \frac{1}{8} (A_2 - \frac{2}{3} C_2),
$$

(3.87)

$$\text{Re}(M_{1-}M_{1+}^*) = -\frac{1}{8} (A_2 + 2(A_0 + \frac{1}{3} C_2)),
$$

(3.88)

$$\text{Re}(E_{0+}M_{1+}^*) = \frac{1}{2} A_1,
$$

(3.89)

$$\text{Re}(S_{0+}M_{1+}^*) = B_1,
$$

(3.90)

$$\text{Re}(S_{1+}M_{1+}^*) = \frac{1}{6} B_2.
$$

(3.91)

The coefficients $A_\ell$, $B_\ell$ and $C_\ell$ of (3.86)–(3.91) are determined by fitting (3.83)–(3.85) to the data. As the pion–nucleon $P_{33}$ phase shift is known, (3.86) can be used to give both the real and imaginary parts of the $M_{1+}$ amplitude and, through the interference terms (3.87) and (3.91), the $E_{1+}$ and $S_{1+}$ amplitudes. Finally, the $\gamma^*N \rightarrow \Delta(1232)$ transition form factors are determined through (3.67)–(3.69). Although this procedure is largely model-independent, the corrections from the truncation of multipoles in fitting the data can be estimated by using, for example, the UIM of the JLab/Yerevan group (JANR) described in section 3.3. The resulting values (solid and open squares) of $G_M^*$ of the $\gamma N \rightarrow \Delta(1232)$ transition up to $Q^2 = 6 \text{ GeV}^2$ are displayed in figure 3.8, along with the values given by earlier
Figure 3.8. Data on the magnetic transition form factor $G_M^*$ for the $\gamma^* N \rightarrow \Delta(1232)$ transition are compared with the predictions from SL [72] (Sato–Lee (dressed)), MAID [59] of 2003 (MAID03) and DMT [73] (DMT) models. The dotted curve (Sato–Lee (bare)) is obtained from the SL model by turning off the pion-cloud effect. $G_D(Q^2) = 1/(1 + Q^2/0.71)^2$ is the usual dipole form factor of the proton. Data extracted from old single-arm electron scattering experiments are labelled ‘inclusive’. All other data have been obtained from multipole fits to the data of exclusive $\pi^0$ production from protons. The data are from a compilation in [2].

work. They are compared with the results calculated from the models of SL (Sato–Lee (dressed)), MAID of 2003 (MAID03) and DMT. For the SL model, we also show the bare form factor (Sato–Lee (bare), dotted curve) that is obtained by turning off the pion-cloud effect and using (3.82). As mentioned above, the parameters of these three models have been determined mainly by using the data [111] at $Q^2 = 2.8$ and 4 GeV$^2$. The results at other low $Q^2$ and in the $Q^2 > 4$ GeV$^2$ region are the predictions. The agreement between these three model predictions with the new empirical values from JLab clearly indicates that the magnetic M1 form factors in the three models considered are consistent with the new data.

Comparing the solid and dotted curves in figure 3.8, it is seen that the pion-cloud effect is about 40% at $Q^2 = 0$, but becomes much smaller at high $Q^2$. This suggests that results at $Q^2 \geq 6$ (GeV$^2$) will essentially probe the bare form factor which describes the direct excitation of the quark core as illustrated in figure 3.4. It remains to be verified that the bare form factor (3.82) of the SL model can be identified with the constituent-quark-model predictions, as is the case for the $Q^2 = 0$
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Figure 3.9. The imaginary parts of the $E_{1+}^{3/2}$ and $S_{1+}^{3/2}$ at $W = 1.232$ GeV calculated from the SL model [72]. The dotted curves are obtained from setting the pion-cloud effect to zero.

photoproduction amplitudes given in table 3.1. How the results shown in figure 3.8 can be related to lattice QCD calculations [7] is still an open question mainly because of the difficulties involved in handling the meson–baryon continuum states on the lattice.

The pion-cloud effect is even more dramatic in the $E_{1+}$ and $S_{1+}$ amplitudes. This is illustrated in figure 3.9. We see that the pion-cloud effect greatly enhances these two amplitudes at low $Q^2$ and yields non-trivial $Q^2$ dependence. The ratios $R_{EM}$ and $R_{SM}$, which are defined by these two amplitudes in (3.70) and (3.71), calculated from the SL and DMT models are compared with the empirical values in figure 3.10. The models agree well with each other and with the empirical values of $R_{EM}$. However, they differ greatly in $R_{SM}$ at low $Q^2$, indicating significant differences in their formulations as discussed in section 3.3. The results from the SL model appear to be consistent with the JLab results. On the other hand, efforts are still being made to improve the empirical values at low $Q^2$ for a more detailed verification of the pion-cloud effects illustrated in figure 3.9.

### 3.4.2 $\eta$-meson production

The photo- and electroproduction of the $\eta$ meson on protons is another example of a successful single-channel analysis and the photocoupling amplitude of the $S_{11}(1535)$ resonance has now been extracted with confidence.

As $\eta$ is an isoscalar meson it can only couple with nucleons to form isospin $I = \frac{1}{2}$ states. This makes the production of $\eta$ from nucleon targets an ideal tool to separate isospin-$\frac{1}{2}$ resonances from isospin-$\frac{3}{2}$ resonances. The total photoproduction cross section, shown in figure 3.11(left), exhibits a rapid rise just above the $N\eta$ threshold, indicative of a strong S-wave contribution. This behaviour is known to be due to the first negative-parity nucleon resonance, the $S_{11}(1535)$, which couples to the $N\eta$ channel with a branching fraction of approximately 55% [127]. The next
Figure 3.10. Data on ratios $R_{EM}$ (denoted as $E_{1+}/M_{1+}$) and $R_{SM}$ (denoted as $S_{1+}/M_{1+}$) for the $\gamma N \rightarrow \Delta(1232)$ transition compared with predictions from the SL [72] and DMT [73] models. These two ratios are related to the $E_{3/2}^3$, $S_{3/2}^3$, and $M_{3/2}^3$ multipole amplitudes of $\gamma^* N \rightarrow \pi N$, by (3.70) and (3.71). Preliminary data from CLAS at low $Q^2$ are also included (open circles). The data are from a compilation in [2].

A higher-mass nucleon resonance with a significant $N\eta$ coupling is the $P_{11}(1710)$. This makes the production of $\eta$ from nucleon targets the reaction of choice for detailed studies of the electromagnetic excitation of the $S_{11}(1535)$ resonance. As can be seen in figure 3.11 (right) the $S_{11}$ remains dominant up to rather high values of $Q^2$.

While the various data sets agree in their general behaviour, there are apparent discrepancies between two of them near 1070 MeV photon energy. The discrepancy may be traced to the differences in the way the extrapolations to $\theta_{\eta}^* = 0^\circ$ and $\theta_{\eta}^* = 180^\circ$ have been made in the two experiments. In order to obtain a total cross section, extrapolations are necessary if the experiments do not cover the full angular range, and models are used to guide the extrapolation into the unmeasured regions.

Table 3.3 gives an overview of the kinematics covered in $\eta$-production measurements [128–138].

**$\eta$ photoproduction from protons** The $\eta$-photoproduction data on differential cross sections [128,129,133,135] cover the $p\eta$ invariant mass range from production threshold up to $W = 2.3$ GeV, and have allowed a detailed analysis of the $S_{11}(1535)$ resonance.
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Table 3.3. Summary of $\eta$ photoproduction data. $\Sigma$ is the linearly-polarized photon asymmetry and $T$ is the polarized-target asymmetry.

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Observables</th>
<th>$W$ range (GeV)</th>
<th>$Q^2$ range (GeV$^2$)</th>
<th>Laboratory</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma p \rightarrow p\eta$</td>
<td>$d\sigma/d\Omega$</td>
<td>&lt; 2.0</td>
<td></td>
<td>JLab-CLAS [128]</td>
</tr>
<tr>
<td></td>
<td>$d\sigma/d\Omega$</td>
<td>&lt; 1.7</td>
<td></td>
<td>GRAAL [130,135]</td>
</tr>
<tr>
<td></td>
<td>$d\sigma/d\Omega$</td>
<td>&lt; 2.3</td>
<td></td>
<td>ELSA-CB [129]</td>
</tr>
<tr>
<td></td>
<td>$d\sigma/d\Omega$</td>
<td>&lt; 1.53</td>
<td></td>
<td>MAMI-TAPS [133]</td>
</tr>
<tr>
<td>$\gamma(n/p) \rightarrow (n/p)\eta$</td>
<td>$d\sigma_n/d\sigma_p$</td>
<td>&lt; 2.3</td>
<td></td>
<td>GRAAL [131]</td>
</tr>
<tr>
<td>$\gamma p \rightarrow p\eta$</td>
<td>$\Sigma$</td>
<td>&lt; 2.3</td>
<td></td>
<td>GRAAL [136]</td>
</tr>
<tr>
<td>$\gamma\bar{p} \rightarrow p\eta$</td>
<td>$T$</td>
<td>&lt; 2.3</td>
<td></td>
<td>ELSA [138]</td>
</tr>
<tr>
<td>$e p \rightarrow ep\eta$</td>
<td>$\sigma_{LT}, \sigma_{TT}$, $\sigma_T + \epsilon\sigma_L$</td>
<td>&lt; 2.2</td>
<td>2.8–4.0</td>
<td>JLab-Hall-C [127]</td>
</tr>
<tr>
<td></td>
<td>$\sigma_{LT}, \sigma_{TT}$</td>
<td>&lt; 2.2</td>
<td>0.3–4.0</td>
<td>JLab-CLAS [134,137]</td>
</tr>
</tbody>
</table>

Figure 3.11. Left: total cross section for $\gamma p \rightarrow p\eta$. The open circles are data from MAMI [132,133]. The solid circles are from GRAAL [130], and open squares are from JLab [128]. Right: the $Q^2$ dependence of the total cross sections for $\gamma^* p \rightarrow \eta p$ from JLab [134,137].

The $S_{11}(1535)$ has been treated as a three-quark state in the quark model. However, its nature as a three-quark state has been questioned. For example, in [139] the state is characterized as a dynamically-generated $\Sigma\bar{K}$ state. On the other hand, a three-quark state with $J^P = \frac{1}{2}^-$ is clearly seen in quenched lattice QCD.
calculations. The photocoupling amplitudes and their $Q^2$ dependence could be powerful tools in determining the internal resonance structure.

Several analyses have been performed on $\eta$ photoproduction [53,140,141]. We describe the results from a global analysis [53] that uses both the UIM, as explained in section 3.3.3, and a dispersion-relation approach, as also described in section 3.3.6, to assess the model dependence of the resulting amplitudes. In addition to the differential cross sections this global analysis includes polarized target asymmetries [138] and polarized beam asymmetries [136]. All established $N^*$ resonances above the $N\eta$ threshold were included, that is $S_{11}(1535)$, $D_{13}(1520)$, $S_{11}(1650)$, $D_{15}(1675)$, $F_{15}(1680)$, $D_{13}(1700)$, $P_{11}(1710)$ and $P_{13}(1720)$. The cross section data were fitted for invariant masses in the range $1.49 < W < 2.15$ GeV. The polarization data cover only the range up to $W = 1.7$ GeV.

The analysis results for the $S_{11}(1535)$ resonance are summarized in table 3.4. We see that the results from the UIM and dispersion relation analyses are consistent and are within the rather wide ranges given by the PDG [25]. More importantly, both analyses confirm the large helicity amplitude $A_{1/2}^0$.

We note that the results for $S_{11}(1535)$ from the global fits are also in good agreement with the analysis of pion and $\eta$ electroproduction data at $Q^2 = 0.4$ GeV$^2$, as will be discussed in section 3.4.3. From the fit to the differential cross sections one can then also extract the total $\eta$-photoproduction cross section. The results are compared with the experimental data in figure 3.11(left).

The global analysis incorporates also the beam asymmetry, $\Sigma$, in the fit. This observable is highly sensitive to the interference of the dominant $E_{0+}$ multipole with the $E_{2-}$ and $M_{2-}$ multipoles of the neighbouring $D_{13}(1520)$ state. The sensitivity of $\Sigma$ to the contributions from the $D_{13}(1520)$ can be seen if we express $\Sigma$ in the approximation that only $S$-waves, $P$-waves, and $D$-waves with spin $J \leq \frac{3}{2}$ contribute, and only terms containing the dominant $E_{0+}^{\eta}$ multipole are retained [140]:

$$\Sigma = \frac{3 \sin^2 \theta \text{Re}[E_{0+}^{*\eta}(E_{2-}^{\eta} + M_{2-}^{\eta})]}{|E_{0+}^{\eta}|^2}. \quad (3.92)$$

<table>
<thead>
<tr>
<th>Resonance</th>
<th>Mass (MeV)</th>
<th>$\Gamma$ (MeV)</th>
<th>$A_{1/2}^0$</th>
<th>Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_{11}(1535)$</td>
<td>1527</td>
<td>142</td>
<td>96</td>
<td>UIM</td>
</tr>
<tr>
<td></td>
<td>1542</td>
<td>195</td>
<td>119</td>
<td>Dispersion relations</td>
</tr>
<tr>
<td></td>
<td>1520−1555</td>
<td>100−200</td>
<td>60−120</td>
<td>PDG</td>
</tr>
</tbody>
</table>

Table 3.4. $S_{11}(1535)$ photocoupling in units $(10^{-3}$ GeV$^{-1/2})$ from global fit [53] using the UIM and dispersion relations compared with the PDG values [25].
Resonance Mass (MeV) $\Gamma$ (MeV) $\beta_{\eta N}$ (%) $\beta_{\pi N}$ (%)

$D_{13}(1520)$ 1520 120 0.05 ± 0.02 50–60
$F_{15}(1680)$ 1675 130 0.15 ± 0.03 60–70

Table 3.5. The mass, width ($\Gamma$), and branching fractions $\beta_{\eta N}$ and $\beta_{\pi N}$ for the $D_{13}(1520)$ and $F_{15}(1680)$ states extracted from the global fits [53] of $\eta$ photoproduction data.

This expression can be fitted to the measured beam asymmetry $\Sigma$. Using $E_{0+}^\eta$ from fits to the cross section data, the multipoles $E_{2-}^\eta + M_{2-}^\eta$ for the $D_{13}(1520)$ can then be determined. Using the known pion multipoles $E_{2-}^\pi + M_{2-}^\pi$ and the branching fraction $\beta_{\pi N}$, the branching fraction $\beta_{\eta N}$ can then be extracted.

In the mass range of the $F_{15}(1680)$, the beam asymmetry is also sensitive to the branching ratio $\beta_{\eta N}$ for that state. The results for the $D_{13}(1520)$ and $F_{15}(1680)$ are summarized in table 3.5. Both results represent significantly improved values for the branching fractions.

**$\eta$ electroproduction from protons** $\eta$ electroproduction experiments have focussed on the $Q^2$ evolution of the $S_{11}(1535)$ transverse photocoupling amplitude $A_{1/2}(Q^2)$. Experiments in the 1970s [142–145] indicated a very slow falloff with $Q^2$. More recent experiments [127,134,137] have studied this behaviour in detail with high statistics over a wide kinematic range. Applying the Legendre polynomial expansions (3.83)–(3.85) with a limit of $l = 2$ to fit the differential cross section data, the coefficients $A_0$, $A_1$, $A_2$, $B_1$, $B_2$ and $C_2$ can be extracted. The resulting values of these coefficients are shown in figure 3.12(left). We note that $A_0$ is mostly due to the $S_{11}(1535)$ resonance, and is by far the largest amplitude. The longitudinal and transverse amplitudes cannot be separated in this analysis. However, the global analysis that includes single-pion channels, discussed below, finds a rather small longitudinal contribution to $A_0$. Assuming $\sigma_L = 0$, $|A_{1/2}|$ can then be computed from a Breit–Wigner resonance fit to $A_0$. The figure 3.12(right) shows a compilation of results for $A_{1/2}(Q^2)$. The striking feature is the slow falloff with $Q^2$, indicating a hard transition form factor throughout the entire $Q^2$ range. It should be noted that while the $Q^2$ evolution is well determined, the absolute normalization of $A_{1/2}(Q^2)$ is uncertain to the extent that the branching fraction $\beta_{N\eta}(S_{11}) = 0.55$ and a total width of 150 MeV have been used in extracting $A_{1/2}$. The PDG [25] allows a large range of 0.30–0.55 for this branching fraction. However, the analysis of Armstrong et al [127], gives a most-probable value of $\beta_{N\eta}(S_{11}) \approx 0.55$. The use of this value is consistent with the values $\beta_{N\eta}(S_{11}) = 0.55$ and $\beta_{N\pi}(S_{11}) = 0.4$ used in the combined analysis [146] of $\pi$ and $\eta$ electroproduction, which is the subject of the next section.
Figure 3.12. Left: the fitted values of the partial-wave coefficients (defined in (3.83) to (3.85)) of $\eta$ production are compared to the predictions of $\eta$MAID [30]. Right: the $Q^2$ evolution of the photocoupling helicity amplitudes ($A_{1/2}$) determined from Breit–Wigner resonance fits to the parameter $A_0(W)$ at fixed $W$. The full circles are the most recent CLAS data [134,137]. The open diamonds are JLab data [127] and the open circles are from the compilation of older data in [134]. Solid and dashed lines are quark-model predictions from [153] and [150] respectively.

3.4.3 Combined analysis of $N\pi$ and $N\eta$ electroproduction

Most previous results on the $Q^2$ evolution of the $S_{11}(1535)$ transition amplitude were obtained from Breit–Wigner resonance parametrizations to fit the $\eta$-production data. This has been justified because of the dominant contribution of the $S_{11}(1535)$ to the $p\eta$ channel. However, this is not a fully satisfactory solution since the higher-mass states that couple to $N\eta$ may also contribute to the lower-mass region. Furthermore, there are also non-resonant contributions that must be taken into account. A much more constrained approach is to carry out a global analysis that takes higher-mass resonances as well as non-resonant terms into account and fits both the $\pi$ and $\eta$ production data.

A large-acceptance detector allows simultaneous measurements of cross sections and polarization observables for several channels, for example $p\pi^0$, $n\pi^+$ and $p\eta$. Also, the large acceptance provides complete angular distributions, including the full azimuthal dependence. As can be seen in (3.9) this allows the separation of three response functions in the unpolarized cross section. Furthermore, the use of a highly-polarized electron beam provides data on the helicity-dependent response function $\sigma_{LT}$. The full set of these data taken with a hydrogen target has been analysed using both the UIM [52] and the dispersion-relation approach [53]. The results for the $S_{11}(1535)$ are shown in table 3.6.
In table 3.6, we see that the transverse helicity amplitude $A_{1/2}(Q^2)$ at low $Q^2$ shows little $Q^2$ dependence. These values of $A_{1/2}(Q^2)$ are slightly higher than those obtained in the single-resonance analyses shown in figure 3.12(right). We also note that the longitudinal amplitude $S_{1/2}$ for the $S_{11}(1535)$ is rather small. The uncertainties are the differences between the results obtained from the two conceptually very different approaches, and thus indicate the model dependence of the analysis. Clearly, the two approaches are remarkably consistent in extracting the $A_{1/2}$ and $S_{1/2}$ amplitudes. As can be seen in figure 3.12, the slow falloff with $Q^2$ is only qualitatively reproduced by constituent quark model calculations [150,153].

The results for the $P_{11}(1440)$ and $D_{13}(1520)$ are compared with models in figures 3.13 and 3.14. For the $P_{11}(1440)$, the magnitude of $A_{1/2}(Q^2)$ drops rapidly with $Q^2$ and changes sign near $Q^2 = 0.5$ GeV$^2$. The $P_{11}(1440)$ also shows a strong longitudinal coupling. The comparison with a variety of models shows that none of them describes the data, for either the transverse or longitudinal amplitudes. The data need to establish whether there is a sign change in $A_{1/2}$ as models [147–153] differ as to whether this is to be expected.

The results of the global analysis for the $D_{13}(1520)$ are shown in figure 3.14. These new results are compared with the previous data in the top panels of figure 3.16. We see from figure 3.14 that the $A_{1/2}$ and $A_{3/2}$ amplitudes have a strikingly-different $Q^2$ dependence. While $A_{3/2}$ is large at the real photon point and drops rapidly with $Q^2$, $A_{1/2}$ is small at $Q^2 = 0$ and then rises in magnitude with increasing $Q^2$ before falling slowly at high $Q^2$. One can discuss this in terms of the helicity asymmetry $A_1$, defined as:

$$A_1 = \frac{A_{1/2}^2 - A_{3/2}^2}{A_{1/2}^2 + A_{3/2}^2}. \quad (3.93)$$

The data imply that $A_1 \approx -1$ at $Q^2 = 0$, and crosses zero near $Q^2 = 0.5$ GeV$^2$, where $A_{1/2} \approx A_{3/2}$. The ratio $A_1$ approaches $+1$ at high $Q^2$. Such a ‘helicity switch’
Figure 3.13. JLab results for the $Q^2$ evolution of the $P_{11}(1440)$ photocoupling helicity amplitudes $A_{1/2}(Q^2)$ (left), and $S_{1/2}(Q^2)$ (right) from a combined analysis [146] of $\pi N$ and $\eta N$ data. Curves are the predictions of the hybrid model of [147] (bold solid), the light-cone model of [149] (thin solid), the light-cone model of [152] (dashed) and the meson-cloud model of [148] (dashed-dot).

Figure 3.14. JLab results for the $Q^2$ evolution of the $D_{13}(1520)$ photocoupling amplitudes $A_{1/2}$, $A_{3/2}$ and $S_{1/2}$ from a combined analysis [146] of $\pi N$ and $\eta N$ data. The shaded bands indicate the uncertainties seen in previous analyses using mostly $p\pi^0$ cross section data. Solid, dot, and dot-dashed lines show predictions of theoretical calculations [149,152,151].
was indeed predicted [154,155] within the non-relativistic quark model. In such a model [156], the ratio of helicity amplitudes for $\gamma p \rightarrow D_{13}^+(1520)$ is given by:

$$\frac{A_{1/2}^{D_{13}}}{A_{3/2}^{D_{13}}} = \frac{1}{\sqrt{3}} \left( \frac{q^2}{\beta^2} - 1 \right),$$

(3.94)

where $q^2$ is the square of the three-momentum transfer to the $D_{13}(1520)$ at the real photon point, evaluated in the laboratory system, and $\beta$ is the strength of the oscillator string constant in the simple-harmonic-oscillator model. The $q^2$-dependent term corresponds to the spin-flip term $B$ in the single-quark transition model (SQTM), to be explained in section 3.4.4, while the constant term is the quark-orbit flip amplitude $A$. At the real photon point, the ratio $A_1 \approx -1$ in the model as $\beta^2 \approx q^2$ for the photoproduction of $D_{13}(1520)$. This agrees remarkably with the data for $\gamma p \rightarrow D_{13}^+(1520)$. For electroproduction, where $Q^2 \neq 0$, the momentum transfer $q^2$ increases causing the ratio $A_1$ to increase and $A_{1/2}$ becomes dominant at high $Q^2$. Modern quark models include other terms in addition to the quark spin-flip and orbit-flip, but predict qualitatively the same behaviour [126,149,150]. A similar behaviour is predicted by quark models [126,153,155,156] for the transition to the $F_{15}(1680)$. Here the data quality is not sufficient to allow stringent tests of the prediction.

In summary, the combined analysis of complete data sets with high statistics in $p\eta$, $n\pi^+$ and $p\pi^0$ cross sections and the beam-spin response functions $\sigma_{LT'}$, has produced a nearly model-independent result for the electrocoupling amplitudes of the $P_{11}(1440)$, $S_{11}(1535)$ and $D_{13}(1520)$ resonances. The $Q^2$ evolution of the $A_{1/2}$ and $S_{1/2}$ amplitudes for the $P_{11}(1440)$ is qualitatively consistent with the predictions of a model including a meson cloud. The latter result confirms what was found for the $\gamma^*N \rightarrow \Delta(1232)$ transition. As discussed in section 3.4.1, the meson-cloud effects can be sizeable and must be taken into account in modelling the $\gamma N \rightarrow N^*$ transition amplitudes.

### 3.4.4 Electromagnetic transitions to the $[70, 1^-]$ supermultiplet

Analyses of the data on $\pi$ and $\eta$ production have established the electromagnetic transition amplitudes for the $S_{11}(1535)$, $P_{11}(1440)$ and $D_{13}(1520)$ resonances. In this section, we discuss how this information can be used to test the constituent-quark model.

The existing data for nucleon resonance properties, such as mass, spin-parity and flavour, fit well into the representations of the $SU(6) \otimes O(3)$ symmetry group. This symmetry group leads to supermultiplets of baryon states with the same orbital
angular momentum $L$. Within an $SU(6) \otimes O(3)$ supermultiplet the quark spins are aligned to form a total quark spin $S$, with $s = \frac{1}{2}, \frac{3}{2}$, which combines with $L$ to form the total angular momentum $J = L + S$. A large number of explicit dynamical quark models have been developed to predict the electromagnetic transitions between the nucleon ground state and its excited states [157,148–150]. Many of these calculations belong to the SQTM within which it is assumed that only a single quark is involved in the electromagnetic transition. The fundamentals of the SQTM are described in [158,159,154], where the symmetry properties for the transition from the ground state nucleon $[56, 0^+]$ to the $[70, 1^-]$ and the $[56, 2^+]$ supermultiplet are discussed. Within the SQTM, algebraic relations between resonance excitations can be derived from symmetry properties. The parameters of these algebraic equations can be determined [160] from the experimental information on just a few resonances. Predictions for other resonances belonging to the same $SU(6) \otimes O(3)$ supermultiplet can then be made.

The $[70, 1^-]$ supermultiplet contains $S_{11}(1535)$ and $D_{13}(1520)$ which have been studied with a large amount of data of $\pi$ and $\eta$ production, as discussed in the previous subsections. Thus we can make use of this new information to predict electromagnetic transitions to the $[70, 1^-]$ supermultiplet. For the transition to the $[70, 1^-]$, the quark transverse current can be written within the SQTM as a sum of three terms [158,159,154]:

$$J^+ = AL^+ + B\sigma^+ + C\sigma_z L^+, \quad (3.95)$$

where $\sigma$ is the quark Pauli-spin operator, $L_z$ is the projection of the quark orbital angular momentum $L$ onto the photon direction ($z$-axis), and $L^+ = -\frac{1}{\sqrt{2}}(L_x + iL_y)$ is a raising operator for $L$. Clearly, the term $A$ in (3.95) corresponds to a quark orbit-flip with $\Delta L_z = +1$, and the term $B$ to a quark spin-flip with $\Delta L_z = 0$. The term $C$ corresponds to both a quark spin-flip and an orbit-flip with $\Delta L_z = +1$. The relationships between the $A$, $B$ and $C$ amplitudes and the usual helicity photocoupling amplitudes $A_{1/2}$ and $A_{3/2}$ are listed in table 3.7.

The coefficients $A$, $B$ and $C$ of (3.95) can be determined for the $\gamma + [56, 0^+] \rightarrow [70, 1^-]$ transitions [160], using table 3.7 and the data on the photocoupling amplitudes of the $S_{11}(1535)$ and $D_{13}(1520)$ resonances. The results are shown in figure 3.15. The shaded bands are the ranges of these three coefficients allowed by the errors on the photocoupling amplitudes of the $S_{11}(1535)$ and $D_{13}(1520)$ resonances. Knowledge of these three coefficients and of two mixing angles for the transition to the $[70, 1^-]$ allows predictions for 16 amplitudes of states belonging to the same supermultiplet. The first mixing angle $\theta$ is between two $J^P = \frac{1}{2}^-$ states resulting in physical $S_{11}(1535)$ and $S_{11}(1650)$ states. There is also a small mixing angle of $6^\circ$ for the two $\frac{3}{2}^-$ states resulting in the physical states $D_{13}(1520)$ and $D_{13}(1700)$. 
Table 3.7. Helicity amplitudes for the electromagnetic transition from the ground state $[56, 0^+]$ to the $[70, 1^-]$ multiplet expressed in terms of the SQTM amplitudes. $\theta$ is the mixing angle relating two $J^P = \frac{1}{2}^-$ states resulting in the physical states $S_{11}(1535)$ and $S_{11}(1650)$. The mixing angle used in the calculations is $\theta = 31^\circ$ [9,158].

<table>
<thead>
<tr>
<th>State</th>
<th>Proton target</th>
<th>Neutron target</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_{11}(1535)$</td>
<td>$A_{1/2}^+ = \frac{1}{6}(A + B - C) \cos \theta$</td>
<td>$A_{1/2}^0 = -\frac{1}{6}(A + \frac{1}{6}B - \frac{7}{6}C)$</td>
</tr>
<tr>
<td>$D_{13}(1520)$</td>
<td>$A_{1/2}^+ = \frac{1}{6\sqrt{2}}(A - 2B - C)$</td>
<td>$A_{1/2}^0 = -\frac{1}{18\sqrt{2}}(3A - 2B - C)$</td>
</tr>
<tr>
<td></td>
<td>$A_{3/2}^+ = \frac{1}{2\sqrt{6}}(A + C)$</td>
<td>$A_{3/2}^0 = \frac{1}{6\sqrt{6}}(3A - C)$</td>
</tr>
<tr>
<td>$S_{11}(1650)$</td>
<td>$A_{1/2}^+ = \frac{1}{6}(A + B - C) \sin \theta$</td>
<td>$A_{1/2}^0 = \frac{1}{18}(B - C)$</td>
</tr>
<tr>
<td>$D_{13}(1700)$</td>
<td>$A_{1/2}^+ = 0$</td>
<td>$A_{1/2}^0 = -\frac{1}{6\sqrt{2}}(B - 4C)$</td>
</tr>
<tr>
<td></td>
<td>$A_{3/2}^+ = 0$</td>
<td>$A_{3/2}^0 = \frac{1}{6\sqrt{15}}(3B - 2C)$</td>
</tr>
<tr>
<td>$D_{15}(1675)$</td>
<td>$A_{1/2}^+ = 0$</td>
<td>$A_{1/2}^0 = -\frac{1}{6\sqrt{2}}(B + C)$</td>
</tr>
<tr>
<td></td>
<td>$A_{3/2}^+ = 0$</td>
<td>$A_{3/2}^0 = -\frac{1}{6\sqrt{2}}\sqrt{5}(B + C)$</td>
</tr>
<tr>
<td>$D_{13}(1700)$</td>
<td>$A_{1/2}^+ = \frac{1}{6\sqrt{2}}(A - 2B - C)$</td>
<td>Same</td>
</tr>
<tr>
<td></td>
<td>$A_{3/2}^+ = \frac{1}{2\sqrt{6}}(A + C)$</td>
<td>Same</td>
</tr>
<tr>
<td>$S_{31}(1620)$</td>
<td>$A_{1/2}^+ = \frac{1}{18}(3A - B + C)$</td>
<td>Same</td>
</tr>
</tbody>
</table>

Figure 3.15. The single-quark transition amplitudes $A$, $B$, $C$ (defined in (3.95)) extracted [160] using world data on the $S_{11}(1535)$ and on the $D_{13}(1520)$. The shaded bands are the ranges of these three coefficients allowed by the errors on the photocoupling amplitudes of the $S_{11}(1535)$ and $D_{13}(1520)$ resonances.
Figure 3.16. Helicity amplitudes $A_{1/2}$ for the $[70, 1^-]$ multiplet. The shaded bands are the SQTM predictions [160] using the shaded bands of figure 3.15 for the coefficients $A$, $B$, and $C$ of (3.95). The superscript '0' refers to amplitude for the neutron target.

This mixing angle is not included in the calculation. The predictions, calculated from the shaded bands in figure 3.15, are shown in figure 3.16 and compared with the available helicity amplitude data. Note that the data points for $S_{11}(1535)$ and $D_{13}(1520)$ (three figures on the top row of figure 3.16) are used to determine the coefficients $A$, $B$ and $C$ of (3.95) shown in figure 3.15. The rest of the figures 3.16 are the SQTM predictions.
In the second to fifth rows of figure 3.16 we see that the SQTM predictions agree very well with the data at the $Q^2 = 0$ real-photon point. This suggests that the single-quark transition may be the dominant contribution to the excitation of the states in $[70, 1^-]$. More electroproduction data for extracting transition amplitudes at $Q^2 > 0$ and for other members of the $[70, 1^-]$ multiplet are needed for a conclusive test of the SQTM. Most of the states in the $[70, 1^-]$ with masses near 1700 MeV couple strongly to $N\pi\pi$ channels and require more involved analysis techniques. Progress in this area is discussed in the next section. There are similar SQTM relations for the transition from the nucleon ground state to the members of the $[56, 2^+]$ supermultiplet. In this case four SQTM amplitudes can contribute. The only state for which the two transverse photocoupling amplitudes have been measured in electroproduction is the $F_{15}(1680)$, which is insufficient to extract the four SQTM amplitudes.

3.4.5 Two-pion production

Two-pion channels dominate the electromagnetic meson-production cross sections in the second and third resonance regions where we hope to resolve the missing resonance problem [157] and ultimately determine what basic symmetry group [24] is underlying the baryon spectrum. Thus a detailed understanding of two-pion production is very important in the $N^*$ study, and has been pursued very actively. Extensive two-pion production data have now been accumulated at JLab, Mainz and Bonn, but have not been fully analysed and understood theoretically. Here we will mainly report on the status of the data and describe some very preliminary attempts to identify $N^*$ states.

The study of $\pi\pi N$ channels requires the use of detectors with nearly $4\pi$ solid angle coverage for charged or neutral particle detection. Several such detectors have been in operation for a number of years, and have generated large data sets for the reactions

\begin{align}
\gamma p &\rightarrow p\pi^0\pi^0, \\
\gamma p &\rightarrow p\pi^+\pi^-, \\
e p &\rightarrow ep\pi^+\pi^-.
\end{align}

(3.96) \hspace{1cm} (3.97) \hspace{1cm} (3.98)

These processes can be projected onto various isobar channels which are useful in identifying the nucleon resonances from the data. The $p\pi^+\pi^-$ final state contains the $\Delta^{++}\pi^-$ and $\rho^0 p$ isobar components, which could have large sensitivity to resonance decays. But it also has very strong contributions from non-resonant mechanisms which complicate the analysis of the data. The $p\pi^0\pi^0$ final state has the advantage of high sensitivity to resonances because it has fewer non-resonant
Table 3.8. Summary of $\gamma p \rightarrow p\pi\pi$ reaction data. $M_{N\pi}$ denotes the invariant mass of the produced $N\pi$ subsystem. $\Sigma$ is the photon asymmetry.

**Contributions.** It also does not couple to the $p\rho^0$ isobar state. Table 3.8 gives a summary of two-pion production data obtained at various laboratories.

**Analysis of $p\pi^+\pi^-$ final state** The $p\pi^+\pi^-$ channel has been studied in both photoproduction [161,163] and electroproduction [162] reactions. Two distinctly different approaches, based on isobar models, have been applied to analyse the data from JLab [163,167] and CB-ELSA [161]. The first approach is to adjust the parameters of an isobar model [167] to fit the fully-extracted cross section and polarization-asymmetry data [167,169]. The second one is to fit directly the unbinned data [161].

The first approach makes use of knowledge obtained from production by pion beams. The energy dependence of non-resonant processes is parametrized and resonance photocouplings and hadronic couplings are fixed if known, for example from single-pion processes. Resonances in specific partial waves can be introduced to search for undiscovered states. Model parameters are then obtained by fitting to the one-dimensional projections of the multi-dimensional differential cross section. Such a model can lead to a qualitatively good description of the projected data. The method has been used in the analysis of CLAS electroproduction data [162]. As displayed in figure 3.17(left), a significant discrepancy was
found near $W = 1.7$ GeV between the data and the predictions (dotted curves) from the isobar model employed. This discrepancy was attributed either to inaccurate hadronic couplings for the well-known $P_{13}(1720)$ resonance, determined from the analysis of hadronic experiments, or to an additional resonance with $J^P = \frac{3}{2}^+$ with either $I = \frac{1}{2}$ or $I = \frac{3}{2}$. The discrepancy is best visible in the total cross sections for electroproduction, shown in figure 3.17(right). The dotted line shows the model predictions using resonance parameters from single-pion electroproduction and from the analysis of $\pi N \rightarrow N\pi\pi$ data [25,60,65]. The solid line represents the fit when the hadronic couplings of the $P_{13}(1720)$ to $\Delta\pi$ and to $N\rho$ are allowed to vary well beyond the ranges established in the analysis of hadronic data. Alternatively, a new state was introduced with hadronic couplings extracted from the data. Table 3.9 summarizes the results of the analysis using a single $P_{13}$ with modified hadronic couplings, and a new $P_{13}$ state with undetermined isospin while keeping the PDG $P_{13}(1720)$ hadronic couplings unchanged.

The total photoproduction cross section in figure 3.17(left) shows a dependence on $W$ that is very different from the electroproduction data in the right panel. In particular, the photoproduction data have a much higher non-resonant contribution largely due to increased non-resonant $\rho^0$ production. Both data sets are consistent with a strong resonance near $W = 1.72$ GeV in the $P_{13}$ partial wave [170].

The drawback of this approach is that when fitting one-dimensional projections of cross sections, correlations between data sets are lost. The second approach [163] is based on a partial-wave formalism starting from the $T$ matrix at a given photon
| $P_{13}$ from [167] | 1725 ± 20 | 114 ± 19 | 63 ± 12 | 19 ± 9 |
| $P_{13}(1720)$ of PDG | 1650–1750 | 100–200 | 70–85 |
| New $P_{13}$ from [167] | 1720 ± 20 | 88 ± 17 | 41 ± 13 | 17 ± 10 |

Table 3.9. The PDG [25] parameters for the $P_{13}(1720)$ are compared with the values determined from fitting [167] the $\pi^+\pi^-$ electroproduction data on protons. The parameters of the newly proposed $P_{13}$ with undetermined isospin $I$ are also listed.

energy $E$:

$$T_{fi}(E) = \langle p\pi^+\pi^-; \tau_f | T | \gamma p; E \rangle$$

$$= \sum_{\alpha} \langle p\pi^+\pi^-; \tau_f | \alpha \rangle \langle \alpha | T | \gamma p; E \rangle$$

$$= \sum_{\alpha} \psi^\alpha(\tau_f) V^\alpha(E) ,$$  \hspace{1cm} (3.99)

where $\alpha$ denotes all intermediate states, and $\tau_f$ characterizes the final state kinematics. The decay amplitude $\psi^\alpha(\tau_f) = \langle p\pi^+\pi^-; \tau_f | \alpha \rangle$ is calculated using an isobar model for specific decay channels, for example $\Delta^{++}\pi^-$, $\Delta^0\pi^+$ or $p\rho^0$. The production amplitude $V^\alpha = \langle \alpha | T | \gamma p; E \rangle$ is then determined by using an unbinned maximum-likelihood procedure to fit the data event by event. This method takes into account all correlations between the variables.

In this analysis, 35 partial waves were included in addition to $t$-channel processes with adjustable parameters. Figure 3.18 shows intensity distributions in different isobar channels, for the $J = \frac{5}{2}(m = \frac{1}{2})$ and $J = \frac{3}{2}(m = \frac{1}{2})$ partial waves. Clear signals of the well-known $F_{15}(1680)$ and the poorly-known $P_{33}(1600)$ are seen. In the final analysis the energy dependence is fitted to a Breit–Wigner form to determine masses and widths of resonant states. This method is closer to a model-independent approach and can directly ‘discover’ new resonances in specific partial waves.

**Analysis of the $p\pi^0\pi^0$ final state** The CB-ELSA collaboration has analysed the $p\pi^0\pi^0$ final state using a more model-dependent version of the partial-wave analysis. Here $s$-channel Breit–Wigner distributions are fitted to the data on an event-by-event basis, therefore retaining the correlations in the data. However, the fit is constrained by the parametrized energy dependence of the Breit–Wigner function. Neglecting $t$-channel processes may be suitable for the $p\pi^0\pi^0$ channel, but is insufficient for the $p\pi^+\pi^-$ channel. The method has been applied in the mass range up to 1800 MeV [161]. The decay channels $\Delta(1232)\pi$, $N(\pi\pi)s$, and $P_{11}(1440)\pi$ are included. The data can be fitted with partial waves of known states,
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Figure 3.18. Preliminary results [163] of a partial-wave analysis of the $\gamma p \rightarrow p\pi^+\pi^-$ reaction showing the well-known $F_{15}(1680)$ (left) and evidence for the poorly-known $P_{33}(1600)$ (right).

Figure 3.19. Preliminary results [161] of a partial-wave analysis for the reaction $\gamma p \rightarrow p\pi^0\pi^0$, shown by the histogram, compared with the total cross section measured by TAPS [164] and GRAAL [165].

and do not require additional new states. At the present time the solutions are not unique, and equally good fits are obtained with different partial waves. This points to a need for the inclusion of polarization observables or other final states into the analysis. In figure 3.19 the total cross section for $\gamma p \rightarrow \pi^0\pi^0 p$ is shown as extracted from the integral over all partial-wave contributions and compared to previous data from TABS [164] and GRAAL [165].
3.4.6 Kaon production

Production of kaons from nucleons has long been recognized as a potentially very sensitive tool in the search for excited non-strange baryon states [168]. The lack of consistent data sets for $K\Lambda$ and $K\Sigma$ production in a wide kinematic range has hampered the research in this area. Moreover, the interpretation of these data in terms of $N^*$ excitations, mainly for charged $K^+\Lambda$ and $K^+\Sigma^0$ channels, is complicated by the fact that they may be dominated by non-resonant particle-exchange processes. Another drawback in comparison to $N\pi$ and $N\pi\pi$ is the relatively small cross section and the lack of known strong resonances with a dominant coupling to kaon–hyperon channels. This fact makes it more difficult to use strangeness production as a tool in the study of excited baryons, and specifically in the search for new resonances.

Most of the theoretical models [83–90] for kaon production are based on the tree-diagrams approach, as described in section 3.3.2. The validity of these tree-diagram models is questionable, as discussed, for example, in a coupled-channel study [76] of kaon photoproduction. We therefore focus mainly on the status of the data, not on the results from these theoretical models.

The $K\Lambda$ and $K\Sigma$ channels allow isospin separation as the $K\Lambda$ final state selects isospin-$\frac{1}{2}$ states, while $K\Sigma$ couples to both isospin states. An important tool in resonance studies is the measurement of polarization observables. The self-analysing power of the weak decay $\Lambda \rightarrow p\pi^-$ can be used to measure the $\Lambda$ recoil polarization. To make full use of this unique feature large acceptance detectors are needed.

Photoproduction of $K^+\Lambda$ and $K^+\Sigma$ High-statistics data on kaon photoproduction covering the resonance region are available from the SAPHIR [172] and the CLAS [173] collaborations. These data consist of angular distributions and $\Lambda$ polarization asymmetries, as summarized in table 3.10.

Typical data of angular distributions for $K^+\Lambda$ and $K^+\Sigma$ production are shown in figure 3.20. We see that the $K^+\Lambda$ data (left panel) show a strong forward peaking for photon energies greater than 1 GeV, indicating large $t$-channel contributions. For the $K^+\Sigma^0$ channel (right panel) the angular distributions are more symmetric or ‘resonance-like’ at low energies, but become somewhat more forward-peaked at energies above 1.3 GeV.

The high statistics of these data allows, for the first time, the identification of the structures in the differential cross section that hint at interference between resonances and the non-resonant background. The presence of $s$-channel resonances is particularly evident in the $W$ dependence shown in figure 3.21. At the most forward angles (upper panel), two resonance-like structures are visible at $W \approx 1.7$ GeV,
Reaction | Observables | $W$ range (GeV) | $\cos \theta_K$ range | $Q^2$ | Laboratory
--- | --- | --- | --- | --- | ---
$\gamma p \to \Lambda K$ | $d\sigma/d\Omega$ | $< 2.15$ | $-0.95$ to $0.95$ | SAPHIR [171]
$\gamma p \to \Sigma K$ | $d\sigma/d\Omega$ | $< 2.6$ | $-0.95$ to $0.95$ | SAPHIR [172]
$\gamma p \to K^+ \bar{\Lambda}, \bar{\Sigma}$ | $P$ | $< 2.3$ | $-0.85$ to $0.85$ | CLAS [173]
$ep \to eK^+ \bar{\Lambda}$ | $\sigma_T, \sigma_{TT}, \sigma_T + \epsilon \sigma_L$ | $< 2.2$ | $-1.0$ to $1.0$ | CLAS [173]
$ep \to eK^+ \bar{\Sigma}$ | $P_x', P_z'$ | $< 2.2$ | $-1.0$ to $1.0$ | CLAS [174]

Table 3.10. Summary of hyperon photo- and electroproduction data. The transfer polarization components $P_x'$ and $P_z'$ are defined in (3.100) and p.r.f. is the polarization response function.

Figure 3.20. Angular distributions of $K^+ \Lambda$ photoproduction (left) and $K^+ \Sigma^0$ photoproduction (right). Both data sets are from SAPHIR [172]. The curves represent Legendre polynomial fits to the data.
and at $W \approx 1.95$ GeV. The structure at 1.7 GeV could be accommodated by the known states $S_{11}(1650)$, $P_{11}(1710)$ and $P_{13}(1720)$ if the $K \Lambda$ coupling of these states is allowed to vary. From hadronic processes these couplings are very poorly known [25]. At intermediate angles (middle panel) the data indicate a smoother fall-off with $W$, while at backward angles (lower panel) another resonance-like structure near $W \approx 1.875$ GeV emerges, overlapping with the structure at the higher mass. These distributions reveal complex processes, indicating contributions from more than a single resonance near $W = 1.9$ GeV.

**Electroproduction of $K^{+} \Lambda$ and $K^{+} \Sigma$** Kaon electroproduction is another tool in the study of non-strange nucleon resonances. While the $K^{+} \Lambda$ and $K^{+} \Sigma^{0}$ photoproduction cross sections exhibit complex structures of resonant and non-resonant
Electromagnetic excitations of nucleon resonances

Figure 3.22. Cross section from CLAS [174] for $K^+\Lambda$ electroproduction at $Q^2 = 0.7$ GeV$^2$ integrated over to the forward hemisphere (left panel) and backward hemisphere (right panel) in the centre of mass angle $\theta_K$. Here $\epsilon_L \equiv \epsilon$ of (3.6).

contributions that are difficult to disentangle, some of the resonance contributions in electroproduction may be enhanced at higher $Q^2$ due to their slower form factor falloff compared to other resonances and compared to the background amplitudes. A significant amount of data is available from CLAS [174,175]. In these experiments the electron beam is polarized, and hence the virtual photon also has a net circular polarization.

Figure 3.22 shows samples of the $K^+\Lambda$ production cross sections integrated over either the forward hemisphere (left panel) and backward hemisphere (right panel) at fixed $Q^2$. Clearly, the angular dependence of electroproduction data at fixed $W$ also show strong forward peaking, indicating significant $t$-channel mechanisms. This is similar to what has been observed in photoproduction data. The results shown in figure 3.22(right) reveal resonance-like behaviour near $W = 1.7$ GeV and 1.87 GeV at large angles, while at the forward angles (left panel) the resonant structures are masked by the large non-resonant contributions. The enhancements in the cross section appear in the same range of $W$ as in photoproduction and are likely to be due to the same resonances contributions.

The data on $\Lambda$ recoil polarization have been obtained in measurements with polarized electron beams. The total $\Lambda$ recoil polarization can be written as

$$\mathbf{P}_\Lambda = \mathbf{P}^0 \pm \mathbf{P}_e \mathbf{P}'$$

where $\mathbf{P}_e$ is the electron beam polarization, $\mathbf{P}^0$ is the induced polarization, which is present without beam polarization, and $\mathbf{P}'$ is the transferred polarization. Figure 3.23 displays the data of the transferred $\Lambda$ polarization integrated over all $Q^2$ for three bins in $W$. The quantities $P'_{x'}$ and $P'_{z'}$ are the projections of the polarization vector $\mathbf{P}'$ on to the $x'$- and $z'$-axes, which are also defined in figure 3.23. The data show that the
z′ polarization is large and is rising with $\cos \theta_K^*$, indicating a $t$-channel mechanism. On the other hand, the $x'$ polarization is large and remains negative throughout the angular range. None of the theoretical results from tree-diagram models [83–90] or a Regge model [176] can give an adequate description of the data.

To summarize, production of $K^+\Lambda$ and $K^+\Sigma^0$ from protons exhibits evidence of $s$-channel nucleon resonance contributions in the mass range where no $N$ or $\Delta(1232)$ resonances have been well established. However, resonances are masked by large $t$-channel processes. In order to extract reliable information on contributing resonances a better understanding of non-resonant processes is needed. Currently, the most important task is to continue experimentally to establish a broad and solid base of consistent data in the strangeness sector, including extensive differential cross sections, beam and target polarization asymmetries and polarization transfer measurements. A ‘complete’ measurement of all observables, which is needed to extract unambiguously all helicity amplitudes, can be achieved [178,179]. This requires use of a polarized photon beam and of a polarized target and the measurement of the hyperon recoil polarization. Experimental effort in this direction will continue with a series of new measurements planned at JLab. On the theoretical side, a dynamical coupled-channels approach, such as that described in section 3.3.5, must be developed to interpret the resonance parameters extracted from the data.

3.4.7 Photoproduction and electroproduction of vector mesons

Early investigations of photoproduction and electroproduction of vector mesons were mainly in the high-energy region where the data can be explained largely by diffractive pomeron exchange. In the low-energy region, the meson-exchange
mechanisms play an important role. This is illustrated in figure 3.24, which is taken from the calculation of [92]. We see that the diffractive pomeron-exchange (dash-dotted curve) becomes negligible at energies near the $\omega$ photoproduction threshold. The $s$- and $u$-channel nucleon terms, and $\pi$ and $\eta$ exchanges, account for the main part of the total cross section.

Here we describe only the status of $\omega$ photoproduction in the resonance region $W < 2.5$ GeV, where the excitations of nucleon resonances can be studied. High-quality data in this region have been obtained at ELSA, JLab and GRAAL. As an example, the data from ELSA are shown in figure 3.25. Photoproduction of the $\rho$ will not be discussed since the $\rho$ is broad and the coupling of the $\rho N$ channel to $N^*$ states can be meaningfully defined only in an analysis involving two-pion production channels as discussed in section 3.4.5. Photoproduction of the $\phi$ will also not be covered here since the $\phi$ meson has little, if any, contribution from $s$-channel resonances, as the predominantly $s\bar{s}$ quark structure of the $\phi$ makes $N^* \rightarrow N\phi$ an OZI suppressed decay[182].

Quark models that also couple to hadronic channels predict that $\omega$ photoproduction off protons is a promising tool in the search for undiscovered $N^*$ states [126,183]. As in the case of $N\eta$ and $K^+\Lambda$, the $p\omega$ final state, due to the isoscalar nature of the $\omega$, is only sensitive to isospin-1/2 $N^*$ resonances. Experimentally, $\omega$ production has been measured in both magnetic detectors and neutral-particle detectors. In magnetic detectors the $p\omega$ channel is usually identified through the $\omega \rightarrow \pi^+\pi^-\pi^0$ decay. This channel has an 89% branching ratio. Detectors with large acceptance
for the detection of photons allow the $\omega \rightarrow \pi^0\gamma$ channel with an 8.5% branching ratio to be measured.

Theoretical models for investigating low-energy $\omega$ production are still being developed. Most of the calculations, such as that displayed in figure 3.24, are based on tree diagrams. It has been recognized that coupled-channels effects must be accounted for before the models can be used reliably to extract resonance parameters from the data. The importance of coupled-channels effects on $\omega$ photoproduction has been demonstrated in a one-loop calculation [93] based on the dynamical coupled-channel formulation, and also in a $K$-matrix coupled-channels model of the Giessen group [62]. More effort is clearly needed to improve these theoretical approaches.

3.5 Concluding remarks and outlook

Very significant progress is being made in the study of $N^*$ physics. We now have fairly extensive data for $\pi$, $\eta$, $K$, $\omega$, $\phi$ and $\pi\pi$ production. Theoretical models for interpreting these new data and/or extracting the $N^*$ parameters have also been developed.
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From the analyses of the single-pion data in the \( \Delta(1232) \) region, quantitative information about the \( \gamma N \to \Delta(1232) \) transition form factors has been obtained. With the development of dynamical reaction models, the role of pion-cloud effects in determining the \( \Delta(1232) \) excitation has been identified as the source of the long-standing discrepancy between the data and the constituent-quark-model predictions. Moreover, the \( Q^2 \)-dependence of the \( \gamma N \to \Delta(1232) \) form factors has also been determined up to about \( Q^2 \sim 6 \text{ GeV}^2 \). The \( M1, E2 \) and \( C2 \) transition form factors should be considered along with the proton and neutron form factors as benchmark data for testing various hadron models as well as lattice QCD calculations.

The combined analysis of the \( \pi \) and \( \eta \) production data has led to a quantitative determination of several \( N^* \) parameters in the second resonance region. However, a correct interpretation of the \( N^* \) parameters in terms of current hadron-model predictions requires a rigorous investigation of the dynamical coupled-channels effects which are not included in amplitude analyses based on either the \( K \)-matrix isobar model or the dispersion relation approach.

Analyses of the data for \( K \Lambda, K \Sigma, N \pi \pi \) and \( p \omega \) channels are still being developed. So far, most of the analyses are based on tree-diagram models with isobar parameterizations for the resonances. Final state interactions, as required by the unitarity condition, are either neglected completely or calculated perturbatively using effective Lagrangians. The coupled-channels \( K \)-matrix effective Lagrangian model, pioneered by the Giessen Group, looks very promising for extracting the resonance parameters from a combined analysis of the data for all channels. However, much work is needed to reduce the uncertainties in their non-resonant parameters and to account for the \( \pi \pi N \) unitarity condition. There is also a need for better tracking of systematics and model-dependent uncertainties in such complex fits. For a rigorous interpretation of the resonance parameters in terms of predictions from hadron models or lattice QCD calculations, the analyses based on the dynamical coupled-channels model, as given in section 3.3.5, are indispensable.

Progress made since the 1990s has resulted from close collaboration between experimentalists and theorists. With much more complex data to be analysed and interpreted, such collaborations must be continued and extended in order to bring the study of \( N^* \) physics to a complete success.
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Three aspects of meson radiative decays are discussed in this chapter. The first, electron–positron annihilation to hadrons, is aimed primarily at the study of the light-quark vector mesons, both isovector and isoscalar, to determine their spectrum, decay modes and nature. An important byproduct is the evaluation of the contribution from hadronic vacuum polarization to the muon magnetic moment. Directly related to the isovector states, through the assumption of conserved vector current, are the semileptonic decays of the $\tau$ and hadronic decays of $B$ mesons. The second topic deals with single-photon transitions between two mesons $A \rightarrow \gamma B$ that are a much cleaner probe of the meson wave functions than are hadronic decays. The direct coupling of the photon to the charges and spins of constituents makes it possible for single-photon decays to discriminate among different models for mesons. In particular, they can be very relevant for distinguishing hybrids and glue-balls from conventional $q\bar{q}$ excitations. Two-photon decays of mesons, discussed in the third section, provide an even more powerful probe of meson structure and a qualitative distinction between glueballs and $q\bar{q}$ excitations, although restricted to a more limited set of states than are single-photon decays.

4.1 Electron–positron annihilation and $\tau$ decay

There are two principal fields of interest in $e^+e^-$ annihilation and the corresponding channels in $\tau$ decay. These are the spectroscopy and decays of the vector-mesons and the contribution from the total $e^+e^-$ annihilation cross section to vacuum polarization integrals relevant for Standard Model calculations of the muon anomalous magnetic moment.

To the extent that the conserved vector current (CVC) hypothesis is correct, the isovector part of $\sigma(e^+e^- \rightarrow \text{hadrons})$ is related to the corresponding $\tau$ decay by an
isospin rotation [1]. The $e^+e^-$ annihilation cross section to a final hadronic state $X$ may be written in terms of a spectral function $v_0^X(s)$ as

$$\sigma(e^+e^- \rightarrow X) = \frac{4\pi\alpha^2}{s}v_0^X(s), \quad (4.1)$$

where $s \equiv M_X^2$ is the square of the $e^+e^-$ centre-of-mass energy. For the decay $\tau^- \rightarrow X^-\nu_\tau$,

$$\frac{d\Gamma}{ds} = \frac{G_F^2|V_{ud}|^2S_{EW}}{32\pi^2M_\tau^2}(M_\tau^2 - s)^2(M_\tau^2 + 2s)v_\tau^X(s), \quad (4.2)$$

where $G_F$ is the Fermi constant, $|V_{ud}|$ is the Cabibbo–Kobayashi–Maskawa (CKM) weak mixing-matrix element, $S_{EW}$ accounts for electroweak radiative corrections [2] and $M_\tau$ is the mass of the $\tau$. The assumption of CVC then implies

$$v_\tau^X = v_\tau^X, \quad (4.3)$$

where $v_\tau^X$ is the $\tau$-decay spectral function with an appropriate combination of final states. For example,

$$\sigma(e^+e^- \rightarrow \pi^+\pi^-) = \frac{4\pi\alpha^2}{s}v_{\pi^+\pi^-}, \quad (4.4)$$

$$\sigma(e^+e^- \rightarrow \pi^+\pi^-\pi^+\pi^-) = \frac{4\pi\alpha^2}{s}v_{\pi^+\pi^-3\pi^0}, \quad (4.5)$$

$$\sigma(e^+e^- \rightarrow \pi^+\pi^-\pi^0\pi^0) = \frac{4\pi\alpha^2}{s}(v_{2\pi^+\pi^-\pi^0} - v_{\pi^+\pi^-3\pi^0}). \quad (4.6)$$

The reaction $e^+e^- \rightarrow \gamma + X$, where the photon emission is caused by initial-state radiation (ISR) and $X$ is a hadronic final state, can be used [3–5] to measure the cross section for $e^+e^- \rightarrow X$. The ISR cross section for a particular hadronic final state $X$ is related to the corresponding $e^+e^-$ annihilation cross section by

$$\frac{d\sigma_{e^+e^-\rightarrow\gamma X(s, x)}}{dx} = W(s, x)\sigma_{e^+e^-\rightarrow X}(s(1 - x)), \quad (4.7)$$

where $x = 2E_\gamma/\sqrt{s}$, $E_\gamma$ is the energy of the ISR photon in the $e^+e^-$ centre-of-mass frame, $\sqrt{s}$ is the $e^+e^-$ centre-of-mass energy and $\sqrt{s}(1 - x)$ is the mass of the final state $X$. The function $W(s, x)$ describes the energy dependence of the ISR photons and is given by [5]

$$W(s, x) = \beta[(1 + \delta)x^{(\beta - 1)} - 1 + \frac{1}{2}x], \quad (4.8)$$

where

$$\beta = \frac{2\alpha}{\pi}\left[2\log(\sqrt{s}/m_e) - 1\right] \quad (4.9)$$

and $\delta$ takes into account vertex and self-energy corrections.
An advantage of ISR data is that an entire range of centre-of-mass energies is scanned in one experiment, avoiding relative normalization uncertainties. A disadvantage is that the mass resolution is less good than that obtained in direct annihilation.

The vector-meson spectrum can also be accessed via appropriate hadronic $B$-meson decays, $\bar{B} \to D^{(*)}X$, where $X$ is a light-quark hadronic system. The particular case of $X = \omega\pi^-$ has been observed [6]. Conversely, knowledge of the vector-meson spectrum and decay modes can be used to study the mechanism of factorization in $B$ decays [7].

### 4.1.1 The $\rho$, $\omega$ and $\phi$

For a given final state $X$, the $e^+e^-$ cross section at a centre-of-mass energy $\sqrt{s}$ produced via a single Breit–Wigner resonance of mass $m_V$ is

$$\sigma_{e^+e^- \to X(s)} = 4\pi\alpha^2 \frac{4\pi m_V^2}{\gamma_V^2} \frac{m_V \Gamma_X(s)}{s - m_V^2 + m_V^2 \Gamma_{tot}^2(s)},$$  \hfill (4.10)

where $\Gamma_X(s)$ is the partial width for the final state $X$, $\Gamma_{tot}(s)$ is the total width and $4\pi/\gamma_V^2$ is a measure of the strength of the radiative decay width

$$\Gamma_{V \to e^+e^-} = \frac{m_V \alpha^2}{3} \frac{4\pi}{\gamma_V^2}. \hfill (4.11)$$

Hence (4.10) may be rewritten as

$$\sigma_{e^+e^- \to X(s)} = \frac{12\pi}{s} \frac{(m_V \Gamma_{e^+e^-})(m_V \Gamma_X(s))}{(s - m_V^2)^2 + m_V^2 \Gamma_{tot}^2(s)}. \hfill (4.12)$$

The radiative decay width is determined by the wave function of the $q\bar{q}$ bound state at the origin, $\psi(0, m_V)$, by

$$\Gamma_{V \to e^+e^-} = \frac{16\pi\alpha^2}{m_V^2} C_V^2 |\psi(0, m_V)|^2,$$  \hfill (4.13)

where $C_V$ is the mean electric charge of the valence quarks inside the vector meson: $C^2_\rho = \frac{1}{2}$, $C^2_\omega = \frac{1}{18}$, $C^2_\phi = \frac{1}{5}$, $C^2_J/\psi = \frac{4}{9}$, $C^2_\Upsilon = \frac{1}{9}$. If the bound state is given by a Coulomb-like non-relativistic potential, then $|\psi(0, m_V)|^2 \propto m_V^3$ as, in general, $|\psi(0, m_V)|^2 \propto m_V^{3/2(n+1)}$ for $V(r) \propto r^n$. Then (4.13) does not give the correct ratios of widths which are [8]

$$\Gamma_{\rho \to e^+e^-} : \Gamma_{\omega \to e^+e^-} : \Gamma_{\phi \to e^+e^-} : \Gamma_{J/\psi \to e^+e^-} : \Gamma_{\Upsilon \to e^+e^-} =$$

$$10.68 \pm 0.29 : 0.913 \pm 0.036 : 1.93 \pm 0.074 : 8.22 \pm 0.31 : 2. \hfill (4.14)$$
To obtain the ratios (4.14) it is necessary to assume that $|\psi(0, m_V)|^2 \propto m_V^2$ in which case the ratios of widths becomes 9:1:2:8:2 in the absence of mixing, in good agreement with (4.14).

The cross section for the reaction $e^+e^- \rightarrow \pi^+\pi^-$ is dominated by the $\rho$, although the line-shape does not correspond to a relativistic Breit–Wigner with a conventional P-wave width. An additional shape parameter is required and this, together with the large width of the $\rho$, creates difficulties in determining the resonance parameters. Another effect on the cross section comes from interference with the isospin-violating $\pi^+\pi^-\pi^0$ decay of the $\omega$. Although the $\pi^+\pi^-$ branching fraction of the $\omega$ is small, less than 2% [8,9], the interference results in a significant distortion of the line shape, as can be seen in figure 4.1. The sharp drop in the cross section at the $\omega$ mass is clearly visible. Conversely there must be an isospin-violating $\pi^+\pi^-\pi^0$ decay of the $\rho$, although this is much more difficult to measure as, because of the large $\rho$ width, the interference term appears as a small background under the $\omega$ peak, giving a slight distortion of the $\omega$ line-shape. The branching fraction has been determined [10] as $B_{\rho \rightarrow 3\pi} = (1.0^{+0.54}_{-0.36} \pm 0.34) \times 10^{-4}$.

A third topic of interest is the $\pi^+\pi^-\pi^0$ decay of the $\phi$. Because of the Okuba–Zweig–Iizuka (OZI) rule [11], which implies suppression of this decay mode, the conventional view is that it is due to $\omega$–$\phi$ mixing. That is

$$|\phi⟩ \approx |\phi^0⟩ + \epsilon_{\phi\omega}|\omega^0⟩, \quad |\phi^0⟩ = s \bar{s}, \quad |\omega^0⟩ = \frac{1}{\sqrt{2}}(u \bar{u} + d \bar{d}), \quad (4.15)$$

where $|\phi^0⟩$ and $|\omega^0⟩$ are the unmixed states and $\epsilon_{\phi\omega}$ is the $\omega$–$\phi$ mixing parameter. An alternative to $\omega$–$\phi$ mixing is direct decay. A particularly sensitive test is provided [12] by the ratio $\Gamma(\phi \rightarrow e^+e^-)/\Gamma(\omega \rightarrow e^+e^-)$. If the $3\pi$ decay of the $\phi$ is due
entirely to mixing, then $\epsilon_{\phi\omega} \approx 0.05$. However, the preferred value appears to be $\epsilon_{\phi\omega} \approx 0.015$ [10], indicating that the direct transition is the principal mechanism.

4.1.2 The continuum: vector-meson spectroscopy

The existence of the isovectors $\rho(1450)$ and $\rho(1700)$ and their isoscalar counterparts $\omega(1420)$ and $\omega(1600)$ appears to be well established [8]. Following the original suggestion [13] from a theoretical analysis on the consistency of the $2\pi$ and $4\pi$ electromagnetic form factors and the $\pi\pi$ scattering length, a full analysis [14] of the $2\pi$ and $4\pi$ channels in $e^+e^-$ annihilation and photoproduction reactions confirmed the conjecture that there are two isovector vector states in this mass region and determined their masses. The existence of the $\rho(1450)$ was supported by the analysis [15] of the $\eta\rho^0$ mass spectra obtained in photoproduction and $e^+e^-$ annihilation. Numerous subsequent analyses, summarized in [8], of the $2\pi$, $4\pi$ and $\eta\rho^0$ channels in $e^+e^-$ annihilation and $\tau$ decay, confirm the earlier conclusions with a caveat on the mass of the $\rho(1450)$ that we discuss below. The evidence for the $\rho(1450)$ and the $\rho(1700)$ comes primarily from the $\pi^+\pi^-$ and $\omega\pi^0$ channels in $e^+e^-$ annihilation and the corresponding charged channels in $\tau$ decay. The data on $e^+e^- \rightarrow \pi^+\pi^-\pi^+\pi^-$ and $e^+e^- \rightarrow \pi^+\pi^-\pi^0\pi^0$ (excluding $\omega\pi^0$) and the corresponding charged channels in $\tau$ decay are compatible with the two-resonance interpretation [16–18] but do not provide such good discrimination, despite these being the two major decay channels in the continuum. The reason is that in $\pi\pi$ and $\omega\pi$ there is strong interference with the tail of the $\rho$ which is absent in the other two channels. The $\pi\pi$ data show the interference quite unambiguously, as can be seen in figure 4.2. There is a clear shoulder below 1.5 GeV from the interference of the $\rho(1450)$ with the (primarily real) high-mass tail of the $\rho$ followed by destructive interference with the $\rho(1700)$ and then possibly constructive interference with yet another state at higher mass. In contrast the $4\pi$ data, an example of which is given in figure 4.3, are rather featureless with no detailed structure.

The emphasis has been on the isovector states for several reasons. The two-body $\pi\pi$ and $\omega\pi$ channels have no counterpart in the isoscalar sector, the cross sections for the excitation of the $\rho(1450)$ and the $\rho(1700)$ are an order of magnitude larger than those for the $\omega(1420)$ and $\omega(1650)$ and $\tau$ decay provides an additional data source with comparable statistics to $e^+e^-$ annihilation but very different systematics. The data available for the study of the $\omega(1420)$ and $\omega(1650)$ are $e^+e^- \rightarrow \pi^+\pi^-\pi^0$ (which is dominated by $\rho\pi$) and $\omega\pi^+\pi^-$. The latter cross section shows a clear peak that is apparently dominated by the $\omega(1650)$. The $e^+e^-$ data for the former cross section show little structure, but are appreciably larger than estimated from the tails of the $\omega$ and $\phi$, indicating that an additional contribution was required.
Figure 4.2. Cross section for $e^+e^- \rightarrow \pi^+\pi^-$. The data are from [19] (crosses) and [20] (bars).

Figure 4.3. Cross section for $e^+e^- \rightarrow \pi^+\pi^-\pi^+\pi^-$. The data are from [18].

A best fit was obtained with two states [16], although a fit with only the $\omega(1650)$ could not be completely excluded. However ISR data [21] are quite unambiguous with two clear resonance peaks, see figure 4.4.

There is an interesting structure in $e^+e^- \rightarrow 6\pi$ near 1.9 GeV, as shown in the combination $\sigma(e^+e^- \rightarrow 2\pi^+2\pi^-2\pi^0) + \sigma(e^+e^- \rightarrow 3\pi^+3\pi^-)$ in figure 4.5. A good fit to these data is obtained [24] with two resonances, one of mass about 1.78 GeV and one of mass about 2.11 GeV. The latter is a candidate for another resonance, but the former could be the known $\rho(1700)$ with the resonance peak distorted.
Figure 4.4. Cross section for $e^+e^- \rightarrow \pi^+\pi^-\pi^0$. The data are from [21].

Figure 4.5. Combined cross sections $\sigma(e^+e^- \rightarrow 2\pi^+2\pi^-2\pi^0) + \sigma(e^+e^- \rightarrow 3\pi^+3\pi^-)$. The data are from [22] and [23], quoted in [24].

by threshold effects, causing an apparent increase in the mass. Similar structure is found [25,26] in diffractive photoproduction of $6\pi$ states, although the interpretation put on the data is different. A satisfactory fit can be obtained assuming that the dip is due to the interference of a narrow resonance either with a continuum [25] or with a continuum plus a second resonance [26]. In the latter case the narrow resonance has a mass of $1.91 \pm 0.01$ GeV and a width of $37 \pm 13$ MeV,
consistent with the result found in [25]. The second resonance has a mass of 1.730 ± 0.034 GeV and a width of 315 ± 100 MeV and so can be identified with the ρ(1700). This narrow-resonance model is equally applicable to the 6π data in e⁺e⁻ annihilation. A similar narrow-dip structure occurs in the total e⁺e⁻ annihilation cross section [27]. The mass is close to the N̅N threshold and the time-like nucleon form factors have an anomalously strong Q² dependence that can be explained by postulating a narrow resonance close to the threshold: see section 2.5.

The hidden-strangeness sector is complicated by the fact that the excited ρ and ω states can decay into open strangeness and indeed are expected to have significant partial widths in the K̅K and K*K + c.c. channels [28]. There is clear evidence in e⁺e⁻ → K⁰_LK^0_S, K⁺K⁻ and K^0_SKπ for the φ(1680), the dominant decay mode being KKK*. However, as we shall see in chapter 5, there is no evidence for this latter decay mode in photoproduction and the mass in the K⁺K⁻ mode is appreciably higher, at 1750 MeV [29].

Although there is general consensus on the existence of the ρ(1450), ρ(1700), ω(1420), ω(1650) and φ(1680), there is considerable ambiguity in the parameters of these resonances. Results from channels for which there is strong interference with the tail of the ρ, ω or φ, for example in π⁺π⁻ and ωπ⁰, are sensitive to the choice of model used to estimate this contribution. The data being analysed are many half-widths above the ρ, ω or φ peak and the high-energy tail of a resonance is a rather ill-defined quantity. The relative phases of the higher-mass vector-mesons are unknown except in a simple non-relativistic model. Corrections to the model and mixing of bare states through common hadronic channels can induce arbitrary phases among the physical states. Allowing these to vary can drastically change the interference and hence the resonance parameters. It is essential to analyse all available channels simultaneously in order to take account correctly of the contribution of opening channels to the total width. However, not all data are of comparable quality and the data in some channels are inconsistent, for example e⁺e⁻ → ωπ shown in figure 4.6.

Independent evidence for both the ρ(1450) and ρ(1700) in their 2π and 4π decay modes has come from the study of the reactions ρn → π⁻π⁰π⁰ [33] and ρn → π⁻4π⁰, ρn → 2π⁻2π⁻π⁺ [34]. However, in a reanalysis [35] of the CERN–Munich data [36] for the reaction π⁻ p → π⁻π⁺n at 17.2 GeV beam energy, no significant evidence of the ρ(1450) was found, but a definite contribution was required from the ρ(1700). There is also clear evidence [37] for the ω(1650) in the reaction π⁻ p → ωηn at a beam energy of 18 GeV.

The initial explanation of these vector-meson states was that they are the first radial, 2³S₁, and first orbital, 1³D₁, excitations of the ρ and ω and the first radial excitation of the φ as the masses are close to those predicted by the quark model [38]. However,
the data on the 4π channels do not appear to be compatible with what is expected for the isovector radial and orbital excitations of the ρ. Of course, this is a model-dependent statement as it assumes that the hadronic decays of the vector $q\bar{q}$ can be predicted. The standard decay model, the $^3P_0$ model [28,39], does appear to allow this with some accuracy. A systematic study [28] of known light-$q\bar{q}$ decays shows that a $^3P_0$-type amplitude dominates and calculated widths agree with data to 25–40%. Assuming that their masses are 1.45 and 1.7 GeV, the $^3P_0$ partial widths for $\rho_{2S}$ and $\rho_{1D}$ are given in table 4.1, where ‘other’ includes $K\bar{K}$, $K^*\bar{K}$ + c.c. and 6π channels, and the $\sigma$ is the broad S-wave $\pi\pi$ enhancement. Altogether 16 channels have been incorporated in the calculation [28,40].

From table 4.1 one can see that the 4π decays of the $\rho_{2S}$, other than $\omega\pi$, are negligible and so the $\rho_{2S}$ effectively makes no contribution to the 4π channel. In contrast, the 4π decays of the $\rho_{1D}$ are large and the two dominant ones, $a_1\pi$ and $h_1\pi$, are comparable. However, in the non-relativistic limit the $e^+e^-$ width of the $1^3D_1$ state vanishes. Some non-zero width will be created by relativistic corrections [38], but this is expected to be small, so again one does not anticipate a large contribution to the 4π channel. This is in direct contrast to the data, as

<table>
<thead>
<tr>
<th>Channel</th>
<th>$\pi\pi$</th>
<th>$\pi\omega$</th>
<th>$\rho\eta$</th>
<th>$\pi h_1$</th>
<th>$\pi a_1$</th>
<th>$\rho\rho$</th>
<th>$\rho(\pi\pi)_S$</th>
<th>Other</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho_{2S}$</td>
<td>68</td>
<td>115</td>
<td>18</td>
<td>1</td>
<td>3</td>
<td>10</td>
<td>1</td>
<td>80</td>
<td>295</td>
</tr>
<tr>
<td>$\rho_{1D}$</td>
<td>27</td>
<td>23</td>
<td>13</td>
<td>104</td>
<td>105</td>
<td>6</td>
<td>0</td>
<td>137</td>
<td>415</td>
</tr>
</tbody>
</table>

Table 4.1. The $^3P_0$ partial widths for $\rho_{2S}$ and $\rho_{1D}$. 

Figure 4.6. Cross section for $e^+e^- \rightarrow \omega\pi^0$. The data are from [30] (crosses), [31] (stars) and [32] (bars).
experimentally the $\pi^+\pi^-\pi^+\pi^-$ and $\pi^+\pi^0\pi^0\pi^0$ channels are dominant. Further, it has been claimed in $e^+e^-$ annihilation in the range $1.05–1.38$ GeV [41] that the principal $4\pi$ channel, other than $\omega\pi$, is $a_1\pi$, a conclusion supported from the analysis [32] of $\tau \to 3\pi\pi^0\nu_\tau$.

One explanation of this has been to suggest that the $q\bar{q}$ vector states are mixed with a hybrid vector [42,43] as this decays predominantly to $a_1\pi$ in flux-tube models [43], and to $a_1\pi$ and $\rho(\pi\pi)_S$ in constituent-gluon models [44]. Both the $\pi^+\pi^-\pi^+\pi^-$ and the $\pi^+\pi^-\pi^0\pi^0$ channels are accessed by the $a_1\pi$ and $\rho(\pi\pi)_S$ decays so, in either case, $e^+e^-$ annihilation and the corresponding $\tau$ decays should in principle be explicable in terms of some suitable combination of $\rho$, $\rho_{2S}$, $\rho_{1D}$ and hybrid $\rho_H$. Such evidence that we have on the isoscalar states implies the need for more than the $\omega$ plus its radial and orbital excitations, although the picture that emerges is not entirely clear. There is no unique signal, in contrast to the $a_1\pi$ in the isovector case. The $\omega_{2S}$, the $\omega_{1D}$ and the hybrid $\omega_H$ are all expected to have $\rho\pi$, which is known to dominate the $\pi^+\pi^-\pi^0$ channel, as a strong decay mode. The $^3P_0$ predictions for the decays of the $\omega_{2S}$ and $\omega_{1D}$ are shown in table 4.2. It is known [45,46] that the $5\pi$ channel is dominated by $\omega\pi^+\pi^-$, so is consistent with $b_1\pi$. In the flux-tube model the width of the hybrid $\omega_H$ is predicted to be small, $\sim 20$ MeV, and is essentially all $\rho\pi$. The $\omega_H$ width is predicted to be appreciably larger in constituent-gluon models [44] with $\rho\pi$ dominant, although some $\omega(\pi\pi)_S$ is allowed.

In [40] a simple mixing scheme was proposed for the isovector channels assuming that there is no direct mixing between the $2^3S_1$ and $1^3D_1$ $q\bar{q}$ states and that the bare hybrid has no direct $e^+e^-$ coupling. The results were reasonable and qualitatively consistent with observation. Two of the three physical states were identified with the $\rho(1450)$ and the $\rho(1700)$ and the third state was put ‘off stage’ at a higher mass, provisionally identified with the possible isovector state in the vicinity of 2.0 GeV. However, there is another possibility, namely that the $\rho(1450)$ is not the lightest of the isovector states. Identifying the $\rho(1450)$ and $\rho(1700)$ states as the first radial and first orbital excitations of the $\rho$ is suspect as the masses of the corresponding $J^P = 1^-$ strange mesons are less than the predictions, particularly for the $2^3S_1$ at $1414 \pm 15$ MeV [8] compared to the predicted 1580 MeV [38]. Quite apart from comparing predicted and observed masses, one would expect the $n\bar{n}$ mesons to

<table>
<thead>
<tr>
<th>Channel</th>
<th>$\rho\pi$</th>
<th>$\omega\eta$</th>
<th>$b_1\pi$</th>
<th>$\omega(\pi\pi)_S$</th>
<th>Other</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega_{2S}$</td>
<td>328</td>
<td>12</td>
<td>1</td>
<td>8</td>
<td>36</td>
<td>385</td>
</tr>
<tr>
<td>$\omega_{1D}$</td>
<td>101</td>
<td>13</td>
<td>371</td>
<td>0</td>
<td>53</td>
<td>561</td>
</tr>
</tbody>
</table>

Table 4.2. The $^3P_0$ widths for the $\omega_{2S}$ and $\omega_{1D}$. 
be 100–150 MeV lighter than their strange counterparts, putting the $2^3S_1$ at less than 1300 MeV and the $1^3D_1$ at less than 1600 MeV. Analysis of $\tau \to \nu_\tau \pi^+\pi^-$ [20] gives a mass in the range 1300–1350 MeV, depending on the model used for the tail of the $\rho$, and there are numerous indications in other reactions supporting this.

Regge theory (see chapter 5) requires the existence of an infinite set of trajectories, daughter trajectories, successively one unit lower in angular momentum. This concept was developed at a time when little was known about meson spectroscopy. The evidence for daughter trajectories is now very convincing [47]. This then requires isoscalar and isovector $J^P = 1^-\pi$ mesons approximately degenerate with the $f_2(1270)$ and $a_2(1320)$. Over the years there have been numerous indications of an excited $\rho$ in the region of 1250–1300 MeV. A vector state at about this mass, decaying predominantly to $\pi\omega$ and approximately decoupling from $\pi\pi$, was predicted long ago from an analysis of form-factor data [48]. More generally, it emerged naturally in applications of generalized vector dominance (GVD) [49] and corresponded to that given by the Veneziano spectrum [50] with a universal slope: see chapter 5.

At the time photoproduction data on $\gamma p \to (\omega\pi)p$, with the $\omega\pi$ peaking at around 1240 MeV, were believed to provide direct experimental evidence for the $\rho(1250)$ [51]. However, the conclusion of spin-parity analyses of later data [52,53] was that the enhancement is consistent with predominant $J^P = 1^+ b_1(1235)$ production, with $\sim 20\%$ $J^P = 1^-$ background, if only these two spin-parity states are included in the analysis. However, if a $J^P = 0^-$ state is added, then $J^P = 1^-$ becomes the largest partial wave. It has been suggested [54,55] that there is strong evidence for a $\rho(1200)$ in the $\omega\pi$ channel in the reaction $\bar{p}n \to \omega\pi^-\pi^0$. Intriguingly, many years ago evidence was presented [56] for two $J^P = 1^-$ states with masses $(1097_{-19}^{+16})$ and $(1266 \pm 5)$ MeV in the reaction $\gamma p \to e^+e^-p$. The evidence for these two states was obtained from the interference between the Bethe–Heitler amplitude and the real part of the hadronic photoproduction amplitude. There is further evidence from the analysis [57] of the $\pi^+\pi^-$ channel in the reaction $K^-p \to \pi^+\pi^-\Lambda$ for a $J^P = 1^-$ state with mass $(1302_{-28}^{+28})$ MeV. Finally, a spin-parity analysis [58] of the $\omega\pi^-$ system in the $D\omega\pi^-$ and $D^*\omega\pi^-$ decays of the $\bar{B}$ shows preference for a $J^P = 1^-$ resonance with mass $(1349 \pm 25_{-5}^{+10})$ MeV and width $(547 \pm 86_{-45}^{+46})$ MeV.

If there is a $\rho(1250)$, then the picture proposed in [40] is incorrect. A more reasonable interpretation would be that the $\rho(1250)$ is the $2^3S_1$ radial excitation of the $\rho$, with the $\rho(1450)$ and $\rho(1700)$ being mixed states of the hybrid and the $1^3D_1$ orbital excitation of the $\rho$. In some ways this is natural as the hybrid and the $1^3D_1$
are believed to have a common channel, namely $a_1\pi$, so mixing between these two states can be expected.

An alternative explanation for the strong $a_1\pi$ component in the $4\pi$ channel is direct non-resonant production as the $a_1-\rho-\pi$ coupling is strong. A current algebra calculation of the $e^+e^- \to 2\pi^+2\pi^-$ cross section using the axial-current matrix element obtained from $\tau \to \rho\pi\nu$ indicated that this dominates the low-mass part of the $2\pi^+2\pi^-$ spectrum [59]. This would explain the observed strong $a_1\pi$ component in the $4\pi$ channels without the need to invoke a hybrid meson. In this scenario, the $\rho(1250)$, if it exists, would be identified with the $2^3S_1$ radial excitation of the $\rho$ and the $\rho(1700)$ identified with the $1^3D_1$ orbital excitation or this mixed with a higher-mass hybrid meson. A second effect of direct $a_1\pi$ production is that the $e^+e^-$ coupling of the $\rho(1700)$ is greatly reduced, making its interpretation as the orbital excitation of the $\rho$ more plausible.

It is clear that neither the number nor the nature of the vector states is known with certainty. Detailed knowledge of the specific hadronic channels in their decays is lacking and is an essential requisite to make progress. We shall see in chapter 5 that photoproduction data add further complexity to this already confused situation. High-statistics $e^+e^-$ experiments using ISR and photoproduction experiments at JLab have the potential to change this situation.

### 4.1.3 The contribution to the muon magnetic moment

The Standard Model prediction for the anomalous magnetic moment of the muon can be separated into three basic contributions, the purely electromagnetic [60,61], the weak [62] and the hadronic. The hadronic component, $a_{\mu}^{had}$, can itself be divided into three:

$$a_{\mu}^{had} = a_{\mu}^{had,LO} + a_{\mu}^{had,HO} + a_{\mu}^{had,LBL}, \quad (4.16)$$

where $a_{\mu}^{had,LO}$ is the lowest-order contribution from hadronic vacuum polarization [63–65], $a_{\mu}^{had,HO}$ is the corresponding higher-order part [66] and $a_{\mu}^{had,LBL}$ is a small contribution from light-by-light scattering [67,68] that includes, among other terms, a pion-pole contribution.

The contribution from $a_{\mu}^{had,LO}$ is calculated from the dispersion relation [69]

$$a_{\mu}^{had,LO} = \frac{\alpha^2}{3\pi^2 \int_{4m_e^2}^{\infty} ds \frac{K(s)}{s}} R(s), \quad (4.17)$$

where $R(s)$ is the ratio of the ‘bare’ cross section for $e^+e^-$ annihilation into hadrons to the point-like muon-pair cross section and $K(s)$ is the QED
with \( x = (1 - \beta_\mu)/(1 + \beta_\mu) \) and \( \beta_\mu = \sqrt{1 - 4m_\mu^2/s} \). The reason for using the ‘bare’ cross section, defined as the measured cross section corrected for initial-state radiation, electron-vertex loop and photon vacuum polarization contributions, is to avoid possible double-counting of higher-order contributions which are already part of \( a_\mu \). As the kernel \( K(s) \) decreases with increasing \( s \), the integrand in (4.17) is weighted to low energies, emphasizing the contribution from the \( \rho \), which is about 73%. About 93% comes from values of \( \sqrt{s} \) below 1.8 GeV [65].

As the directly-measured total cross section for \( e^+e^- \) annihilation into hadrons is not known with sufficient accuracy above \( \sqrt{s} \approx 1 \) GeV, it is customary to use the individual exclusive cross sections. Both \( e^+e^- \) and \( \tau \)-decay are available, but there is disagreement between the \( 2\pi \) and \( 4\pi \) spectral functions from these two reactions. This poses a serious problem as these are the two dominant channels. Evaluating all exclusive cross sections [65] gives the lowest-order hadronic vacuum polarization contribution to \( a_\mu \) as \( (684.7 \pm 6.0 \pm 3.6) \times 10^{-10} \), based on \( e^+e^- \) data, and \( (709 \pm 5.1 \pm 1.2 \pm 2.8) \times 10^{-10} \), based on \( \tau \)-decay data. These lead respectively to \( 3\sigma \) and \( 0.9\sigma \) deviations of the Standard Model predictions for \( a_\mu \) from the measured value [71] of \( (11 659 204 \pm 7 \pm 5) \times 10^{-10} \).

It has been suggested [72] that the difference between the \( 2\pi \) spectral functions in \( e^+e^- \) annihilation and \( \tau \) decay may be explained by the isospin breaking due to a difference between the masses and widths of the charged and neutral \( \rho \) mesons. The \( \tau \) data are about 10% larger than the \( e^+e^- \) data in the tail above the \( \rho \) and this can be reduced significantly, to 2 or 3%, by a mass difference of a few MeV between \( \rho^0 \) and \( \rho^\pm \), the latter being the heavier, and a consequential change in the widths, the \( \rho^\pm \) width being the larger by several MeV. This then leads to the lowest-order hadronic vacuum polarization contribution to \( a_\mu \) being \( (694.8 \pm 8.6) \times 10^{-10} \), a Standard Model prediction for \( a_\mu \) of \( (11 659 179.4 \pm 9.3) \times 10^{-10} \) and a discrepancy of \( (23.6 \pm 12.3) \times 10^{-10} \), corresponding to a deviation of 1.9\( \sigma \).

### 4.1.4 Testing factorization in hadronic B decay

An understanding of non-leptonic \( B \) decays is important for the study of CP violation. In certain kinematic situations it has been argued that factorization may be applied, that is matrix elements of four-quark operators may be written as the product of pairs of matrix elements of two-quark operators. Two different
approaches have been used to support this assumption, perturbative QCD [73] and the large-$N_c$ limit of QCD [74]. Reactions such as $B \rightarrow D^{(*)}X$, where $X$ is a hadronic state of low invariant mass and $D^{(*)}$ retains the light quark from the $B$ meson, provide specific tests of the factorization hypothesis. The perturbative QCD arguments for factorization depend on the light quarks being produced in an almost collinear state and corrections are expected to grow with $m_X/E_X$, where $m_X$ is the invariant mass of the final state $X$ and $E_X$ is its energy in the $B$ rest frame. However, if factorization works primarily due to the large $N_c$ limit, then its accuracy is not expected to decrease as $m_X$ increases. Thus multi-body final states provide more information than do two-body final states.

Factorization has been shown to be consistent with experiment in two-body decays, such as $B \rightarrow D^{(*)}\pi$ and $D^{(*)}\pi\pi$ [75], but these do not allow the study of corrections to factorization as a function of $m_X$. This is obviously so for $X \equiv \pi$ and, as the $\rho$ dominates for $X \equiv \pi\pi$, $d\Gamma(B \rightarrow D^{(*)}\pi\pi)/dm_X$ is a steeply-falling function of $m_X$. The case of $X \equiv \omega\pi^-$, which has been measured [6], does permit factorization to be studied over a range of $m_X$. The factorization prediction for the decay $B \rightarrow D^{(*)}X$ is [7]

$$\frac{d\Gamma(B \rightarrow D^{(*)}X)/dm_X^2}{d\Gamma(B \rightarrow D^{(*)}\ell\nu)/dm_X^2} = 3\pi \left(c_1(m_B) + \frac{1}{3}c_2(m_B)\right)^2 v_X \left(m_X^2\right),$$  \hspace{1cm} (4.19)

where $c_1$ and $c_2$ are known functions that occur in the weak Hamiltonian, and $v_X$ is the $\tau$-decay spectral function defined in (4.2). A comparison of $\tau$-decay and $\beta$-decay data is made in figure 4.7, from which it can be deduced that factorization
is a reasonable approximation that does not appear to worsen as $m_X$ increases. However, it should be recalled, see figure 4.6, that there are considerable discrepancies among the different $\omega \pi$ data sets in $\tau$ decay and $e^+e^-$ annihilation.

4.2 Single-photon transitions between mesons

As the electromagnetic interaction is much better known than the strong one, radiative decays are a cleaner probe of wave functions than hadronic decays. The photon couples directly to the charges and spins of constituents, and it is possible to discriminate among different models for mesons. This can be particularly relevant in distinguishing gluonic excitations (hybrids and glueballs) from conventional excitations with the same $J^{PC}$.

The simplest single-photon transition process is that between two mesons $A \rightarrow \gamma B$. For the initial meson $A$ with spin-parity $J^P_A$ and final meson $B$ with spin-parity $J^P_B$, conservation of angular momentum and parity gives the selection rules

$$|J_A - J_B| \leq J \leq J_A + J_B,$$

(4.20)

where $J$ is the photon angular momentum,

$$P_A P_B = (-1)^J$$

(4.21)

for electric-multipole $EJ$ photon emission and

$$P_A P_B = (-1)^{J+1}$$

(4.22)

for magnetic-multipole $MJ$ photon emission.

Electromagnetic gauge invariance requires the matrix element $M_\mu$ of the radiative decay current to be transverse,

$$k_\mu M_\mu = 0,$$

(4.23)

where $k_\mu$ is the photon four-momentum. For the transition $A \rightarrow \gamma B$ it means that the matrix elements of the current vanish in the limit $k \rightarrow 0$.

4.2.1 Quark model description of $A \rightarrow \gamma B$

The transition amplitude is readily calculated in the framework of the non-relativistic quark model, where mesonic spectra and wave functions are defined from the Schrödinger equation with the Hamiltonian

$$H = \frac{p^2}{2\mu} + V(r),$$

(4.24)
where \( \mu = (m_q m_{\bar{q}})/(m_q + m_{\bar{q}}) \) is the reduced mass in the quark–antiquark system, and \( r \) is the interquark distance. A popular choice for the potential is ‘linear plus Coulomb’, motivated by lattice Wilson-loop calculations [76].

As soon as the model for the effective potential \( V \) is defined and mesonic wave functions are found, the amplitude for the radiative transition \( A \to \gamma B \) is given by well-known quantum-mechanical expressions. Let the initial meson \( A \), with mass \( m_A \), decay at rest to the final meson \( B \), with mass \( m_B \), and a photon with three-momentum \( k \). The transition amplitude has the form

\[
M_{A \to B} = e_q \left( \begin{array}{c} B \\ \frac{1}{2m_q} (p_q e^{-ikr_q} + e^{-ikr_{\bar{q}}} \bar{p}_q) - \frac{i}{2m_q} \sigma \times k e^{-ikr_q} \end{array} \right) A \\
(\bar{q} \leftrightarrow q),
\]

(4.25)

where \( m_q \) is the constituent-quark mass, \( r_q \) is the quark coordinate and \( p_q \) is the quark three-momentum.

The differential decay rate is given by

\[
\frac{d\Gamma}{d \cos \theta} = k \frac{E_B}{m_A} \alpha \sum |M_{A \to B}|^2,
\]

(4.26)

where the sum is over final-state polarizations, and \( E_B \) is the centre-of-mass energy of the final meson.

Expanding (4.25) in powers of \( kR \), where \( R \) is the meson radius, one obtains standard multipole expansion formulae. The lowest multipoles are electric dipole, \( E_1 \), and magnetic dipole, \( M_1 \), transitions. Those most readily accessible experimentally are \( E_1 \) transitions between \( S \) and \( P \) levels and \( M_1 \) transitions between \( S \) levels.

If the quarks are treated non-relativistically, the long-wavelength approximation \( kR \ll 1 \) should be applicable. \( M_1 \) transitions proceed via the spin-flip part of the amplitude (the second term in (4.25)), so that the amplitude is proportional to the overlap of wave functions,

\[
M \sim \int d^3r \psi_B^*(r)\psi_A(r).
\]

(4.27)

This is either 1 or 0, so in this limit \( M_1 \) transitions do not require knowledge of exact wave functions.

The \( E_1 \) transitions are not so simple even in the long-wavelength approximation. Not only is knowledge of wave functions required, the amplitude must be proportional to the photon momentum. While this is obviously the case for the spin-flip part of the amplitude, the convective term (the first term in (4.25)) responsible for \( E_1 \) transitions apparently does not exhibit such behaviour. To reproduce low-energy theorems in electromagnetic interactions one should invoke the Schrödinger
equation for the wave functions together with the commutation relation

\[ p_i = \frac{i}{2} [p^2, r_i]. \]  

(4.28)

As the strong Hamiltonian takes the form (4.24), one has

\[ \langle B | \frac{p_k}{2\mu} | A \rangle = -\frac{i}{2} \omega \langle B | r_k | A \rangle, \]  

(4.29)

where \( \omega = m_A - m_B \) is the photon energy in this approximation. In this way the well-known dipole formula is established:

\[ M_k \sim \omega \int d^3r \psi^*_B(r) r_k \psi_A(r), \]  

(4.30)

where \( \psi_A(r) \) and \( \psi_B(r) \) are the wave functions of initial and final mesons in the coordinate representation.

The result (4.30) is of a more general nature. The amplitude should vanish in the \( k_\mu \rightarrow 0 \) limit. This property follows from the QCD Lagrangian and manifests itself as electromagnetic-current conservation (4.23). At the level of the Lagrangian, properties like vector-current conservation are obvious, but in order to retain such properties for physical matrix elements at the mesonic level the initial and final states must be proper solutions of the bound-state problem.

\( E1 \) rates are sensitive to the potential, especially if the mesons involved are radial excitations with nodes in their wave functions. However, the main uncertainty comes from the relation (4.30), which holds true only if the masses of the initial and final states are the ‘correct’ eigenvalues of the quark-model Hamiltonian (4.24), and not the physical masses. In other words, the naive quark model (4.24) does not take into account the fine and hyperfine corrections to the spectra.

Such corrections are relativistic, \( O(1/m^2) \), and come from the Fermi–Breit reduction of a Dirac-type equation with vector and scalar interaction (for example see [77]). To be self-consistent, one should take into account not only relativistic corrections to the spectra and the wave functions, but also the corrections of the same order to the radiative decay amplitude. The latter are not exhausted by retaining the subleading \( O((kR)^2) \) corrections in (4.25), but add extra terms as was shown in [77–79].

A comprehensive analysis of these extra terms, including the spin–orbit term in radiative transitions, is given in [80], where the expression for the radiative decay amplitude is derived using a variety of methods. The result for the transition...
amplitude with next-to-leading relativistic corrections is

\[ M_k = \sum_{q(\bar{q})} e_q \left( B \left| -\frac{1}{2m_q} (p_k e^{-ikr} + e^{-ikr} p_k) + \frac{i}{2m_q} \sigma_n \epsilon_{njk} k_i e^{-ikr} \right. \right. \]

\[ \left. + \frac{1}{2m_q^3} k^2 k_k - \frac{1}{2m_q^2} \epsilon_{kin} \sigma_n \frac{\partial V_v(r)}{\partial r_i} + \frac{1}{2m_q^2} [p_k, V_s(r)]_+ \right| A \rangle. \] (4.31)

Here \( V_v \) and \( V_s \) are vector and scalar confining potentials in the Dirac bound-state equation. Hence the answer for the radiative transition amplitude depends not only on the form of the binding potential, but also on the Lorentz nature of the confining force. In particular, the scalar piece of the confining potential does not contribute to the spin–orbit term in (4.31).

The states \( A, B \) are eigenfunctions of the full Fermi–Breit Hamiltonian. Using the explicit form of this Hamiltonian and the commutation relation

\[ p_i e^{-ikr} = \frac{i}{2} \left( [p^2, r_i e^{-ikr}] + r_i e^{-ikr}, p^2 \right), \] (4.32)

one can obtain the modified dipole formula

\[ M_k = \sum_{q(\bar{q})} e_q \left( B \left| -i \omega r_k e^{-ikr} + \frac{i}{2m_q} \sigma_n \epsilon_{njk} p_j e^{-ikr} - \frac{i \omega}{4m_q^2} \sigma_n \epsilon_{njk} k_j \right| A \right), \] (4.33)

where \( \omega \) is the difference of eigenvalues of the Fermi–Breit Hamiltonian. This dipole formula contains the same model dependence on the Lorentz nature of confinement as the equivalent formula (4.31), as this dependence is hidden in (4.33) in the initial and final meson wave functions.

Various relativistic models based on Bethe–Salpeter equations with instantaneous [81] or fully-covariant [82] interaction kernels not only reproduce the formulae (4.31) and (4.33) for heavy quarks, but also justify some phenomenological concepts employed in the description of radiative decay amplitudes. For example, quarks are dressed by the strong interaction that leads, in particular, to a modification of the quark–photon vertex [83]. In a theory with confinement such a modification should give rise to a vector-meson-dominant quark form factor, thus confirming the vector-meson-dominance hypothesis [84]. On the other hand, it can be viewed as a mechanism generating in a natural way an anomalous magnetic moment for the quark, a quantity introduced phenomenologically to fit the data on radiative mesonic transitions (see, for example, [85]). Another point concerns the backward-in-time motion of the quark pair in a meson. In the radiative transition amplitude these negative-energy components of the mesonic wave function lead to exchange-current contributions [86,87]. One should have in mind, however, that the results of relativistic quark models are very model-dependent.
4.2.2 Applications: heavy flavours

In practice, the calculations of radiative decay amplitudes often include lowest $E1$ and $M1$ amplitudes and subleading $M2$ transitions only, neglecting the relativistic corrections described. The most notable successes of this approach have been in reproducing qualitatively the magnitudes and relative phases of over 100 helicity amplitudes for photoexcitation of the proton and neutron [88–90]. These give a clear indication of which amplitudes are large or small, and of their relative sizes and signs. This suggests that although corrections may be individually significant, their collective effect is small.

For the case $m_q = m_{\bar{q}} = m$ the total width for the $M1$ transition between the ground state $^3S_1$ and excited $^1S_0$ levels in the dipole approximation is

$$\Gamma(1S \rightarrow 1S) = \frac{4}{3} \alpha \frac{E_B}{m_A} \langle e^2_q \rangle \frac{k^3}{m}, \quad (4.34)$$

where $\langle e^2_q \rangle$ is the charge factor:

- $\langle e^2_q \rangle = \frac{1}{36}$ for $n\bar{n} \rightarrow n\bar{n}$ with the same isospin,
- $\langle e^2_q \rangle = \frac{1}{4}$ for $n\bar{n} \rightarrow n\bar{n}$ with different isospin,
- $\langle e^2_q \rangle = \frac{1}{9}$ for $s\bar{s} \rightarrow s\bar{s},$
- $\langle e^2_q \rangle = \frac{4}{9}$ for $c\bar{c} \rightarrow c\bar{c}. \quad (4.35)$

The first successes in calculations of meson radiative decay rates were in describing these transitions. The rate for the decay $\omega \rightarrow \pi^0\gamma$, calculated with (4.34) and the standard value of 0.33 GeV for the constituent light-quark mass, is about 600 keV, which is not far from the empirical value $717 \pm 43$ keV [8]. This agreement should not be taken too seriously as, in spite of the phenomenological successes of the naive quark model (4.24), the pion cannot be described in such a simple way as its Goldstone-boson nature is completely lost. Nonetheless, the relations (4.35) give the value $\frac{1}{9}$ for the ratio $\Gamma(\rho^0 \rightarrow \pi^0\gamma)/\Gamma(\omega \rightarrow \pi^0\gamma)$, in satisfactory agreement with data: $0.09 \pm 0.02$ [8].

The quark model gives a natural explanation for the ratios of radiative transition rates of charged and neutral $^3S_1$ heavy–light mesons, such as $D^* \rightarrow D\gamma$. Indeed, from (4.25) one has

$$\frac{M(D^{*0} \rightarrow D^0\gamma)}{M(D^{*+} \rightarrow D^{+}\gamma)} = \frac{2/3m_c + 2/3m_u}{2/3m_c - 1/3m_d}. \quad (4.36)$$

Substituting the values of constituent-quark masses one immediately sees that $BR(D^{*0} \rightarrow D^0\gamma) \gg BR(D^{*+} \rightarrow D^{+}\gamma)$. 
Table 4.3. $E_1$ transition rates calculated in the Cornell model [93] for charmonium.

One expects that the most reliable calculations are those of transitions between heavy quarkonia levels, as this situation is non-relativistic. Taking the mass of charmed quarks as 1.8 GeV, the naive calculation (4.34) gives

$$\Gamma(J/\psi \rightarrow \gamma \eta_c) = 1.94 \text{ keV},$$

while the experimental number is $1.13 \pm 0.41 \text{ keV}$ [8]. More elaborate calculations in the framework of the Cornell model [91,92] for the binding potential give essentially the same number, 1.92 keV [93].

The transition $\psi' \rightarrow \gamma \eta_c$ is forbidden in the dipole approximation due to the orthogonality of the wave functions (see (4.27)), and one must expand the factors $e^{-ikr}$ in (4.25) further. To calculate this knowledge of wave functions is required and, due to the node in the wave function of the radial excitation, these calculations are rather unstable. Nevertheless, the Cornell model describes this decay quite satisfactorily: the calculated width is 0.91 keV, while data give $0.78 \pm 0.25 \text{ keV}$.

The $S$–$P$ radiative transitions in charmonium are known and can be used to check the formalism. The leading $E_1$ transition rate in the dipole approximation is

$$\Gamma = \frac{4(2J + 1)}{27} \alpha \langle e_q^2 \rangle k^3 r_{AB}^2$$

for $^3S_1 \rightarrow ^3P_J \gamma$ decays, and

$$\Gamma = \frac{4}{9} \alpha \langle e_q^2 \rangle k^3 r_{AB}^2$$

for $^3P_J \rightarrow ^3S_1 \gamma$ decays, where $r_{AB}$ is the radial part of the dipole matrix element (4.30). Up to differences in phase space, (4.38) gives

$$\Gamma(\psi' \rightarrow \gamma \chi_{c0}) : \Gamma(\psi' \rightarrow \gamma \chi_{c1}) : \Gamma(\psi' \rightarrow \gamma \chi_{c2}) = 1 : 3 : 5$$

and the rates $\chi_{cJ} \rightarrow \gamma J/\psi$ should be equal. The results of the full calculations with the Cornell model are summarized in table 4.3.
The agreement is not very satisfactory, though the trends are more or less reproduced. It is argued in [87] that including exchange-current contributions brings the calculated widths into closer agreement with data. Note, however, that as was discussed above, accounting for exchange currents also brings uncertainties due to the strong model dependence.

Other corrections discussed in this regard are those due to coupled channels effects [92]. A well-known example is the position of the $^3D_1$ charmonium level. Potential models place it at 3815 MeV, while it is the $\psi(3770)$ that is usually identified as $^3D_1$ charmonium. On the other hand, the relevant open-charm thresholds are $D^0\bar{D}^0$ at 3729 MeV and $D^+D^-$ at 3739 MeV. It is usually assumed that the coupling to $D\bar{D}$ pulls the $^3D_1$ charmonium down to the observed mass of 3770 MeV.

For the transitions $^3D_1 \to \gamma^3P_J$ in the dipole approximation one has the ratio

$$\Gamma(^3D_1 \to \gamma \chi_{c0}) : \Gamma(^3D_1 \to \gamma \chi_{c1}) : \Gamma(^3D_1 \to \gamma \chi_{c2}) = 20 : 15 : 1,$$

a trend quite opposite to (4.40). Full Cornell-model calculations [94] yield the rates

$$\Gamma(\psi(3770) \to \gamma \chi_{c0}) = 225 \text{ keV (254 keV)},$$
$$\Gamma(\psi(3770) \to \gamma \chi_{c1}) = 59 \text{ keV (183 keV)},$$
$$\Gamma(\psi(3770) \to \gamma \chi_{c2}) = 3.2 \text{ keV (3.9 keV)},$$

where the numbers in parentheses are calculated without coupled-channel corrections. There are no experimental data with which to compare, but the results (4.42), as well as other results of the Cornell model, demonstrate that coupled-channel corrections can be substantial for higher quarkonia.

### 4.2.3 Angular distributions

Further information can be obtained from angular distributions [95], which is most naturally done in terms of helicity amplitudes. For example, consider the process

$$e^+e^- \to 1^- \to J^{P^+} \gamma,$$

where the only allowed values of the projection of the vector-meson spin are $\pm 1$, with the $z$-axis taken along the electron beam direction. Then, for $J = 0$ there is only one helicity amplitude $A$, which leads to

$$\frac{d\sigma}{d\cos\theta} \sim |A|^2(1 + \cos^2\theta).$$
For $J = 1$ there are two helicity amplitudes, $B_0$ and $B_1$, and
\[
\frac{d\sigma}{d\cos\theta} \sim (|B_0|^2 + 2|B_1|^2) \left(1 + \frac{|B_0|^2 - 2|B_1|^2}{|B_0|^2 + 2|B_1|^2} \cos^2\theta\right).
\] (4.45)

For $J = 2$ there are three helicity amplitudes, $C_0$, $C_1$ and $C_2$, and
\[
\frac{d\sigma}{d\cos\theta} \sim (|C_0|^2 + |C_2|^2 + 2|C_1|^2) \left(1 + \frac{|C_0|^2 + |C_2|^2 - 2|C_1|^2}{|C_0|^2 + |C_2|^2 + 2|C_1|^2} \cos^2\theta\right).
\] (4.46)

Quark-model predictions constrain the relations between various helicity amplitudes. For example, the structure of the current responsible for the radiative transition with a transversely-polarized photon, between $q\bar{q}$ $S$ and $P$ states is [84,96,97]
\[
J_{\pm 1} \equiv A\langle L_{\pm}\rangle + B\langle S_{\pm}\rangle + C\langle S_z L_{\pm}\rangle.
\] (4.47)

Here $\langle L_{\pm}\rangle$, $\langle S_{\pm}\rangle$ and $\langle S_z L_{\pm}\rangle$ are the relevant Clebsch–Gordan coefficients for coupling $L \times S \rightarrow J$, and the $z$-axis is directed along the photon momentum. In terms of unknown quantities $A$, $B$ and $C$ the helicity amplitudes can be written as
\[
A = \sqrt{2}(A - B - C),
\] (4.48)
\[
B_0 = \sqrt{3}(A - C), \quad B_1 = \sqrt{3}(A - B),
\] (4.49)
\[
C_0 = (A + 2B - C), \quad C_1 = \sqrt{3}(A + B), \quad C_2 = \sqrt{6}(A + C).
\] (4.50)

As the electric and magnetic multipole amplitudes are linear combinations of $A$, $B$ and $C$, the amplitudes may be written alternatively in terms of multipoles, as in [98], giving
\[
A \equiv E_1; \quad B \equiv (M - E_R); \quad C \equiv -(M + E_R).
\] (4.51)

Here $E_1$ is the leading electric-dipole term, $E_R$ is the ‘extra’ electric-dipole term and $M$ is the magnetic-quadrupole term. Note that electric octupole contributions, while allowed in general for radiative transitions between tensor and vector-mesons, will vanish if the vector is a pure $^3S_1$ state, and the tensor is a pure $^3P_2$ state [96].

In accordance with (4.44), (4.45) and (4.46) the angular distributions can measure the ratios of helicity amplitudes, which, in turn, allows possible deviations from $q\bar{q}$ structure to be studied.

### 4.2.4 Light flavours and a flavour filter

Calculations in the light-quark sector are more ambiguous. Nevertheless, one may hope that quark-model calculations can provide a reliable estimate of which radiative decay rates are large or small and which ones are accessible experimentally.
Table 4.4. Rates and final states for some radiative decays calculated in [99].

<table>
<thead>
<tr>
<th>Decay</th>
<th>Width (keV)</th>
<th>Final state</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho^0(1450) \rightarrow f_2(1270)\gamma$</td>
<td>712</td>
<td>$\pi\pi\gamma$</td>
</tr>
<tr>
<td>$\phi(1690) \rightarrow f_2(1525)\gamma$</td>
<td>148</td>
<td>$K\bar{K}\gamma$</td>
</tr>
<tr>
<td>$\phi(1900) \rightarrow f_1(1420)\gamma$</td>
<td>408</td>
<td>$K\bar{K}\pi\gamma$</td>
</tr>
</tbody>
</table>

The calculations [99] in the model given by strong Hamiltonian (4.24) and transition current (4.25) indeed demonstrate that some radiative transitions in the light-quark sector should be measurable at high-intensity facilities. Results for some interesting radiative decays are listed in table 4.4 together with the corresponding final states. The results quoted in table 4.4 were obtained assuming $\rho(1450)$ and $\phi(1690)$ to be $2^3S_1 n\bar{n}$ and $s\bar{s}$ states respectively, while the (unobserved) $\phi(1900)$ was taken to be the $1^3D_1 s\bar{s}$ state.

The advantages of $\rho^0(1450) \rightarrow f_2(1270)\gamma$ and $\phi(1690) \rightarrow f_2(1525)\gamma$ are that the final-state mesons are comparatively narrow, their decays are two-body and there are no neutrals in the final state other than the photon.

These two decays are unique identifiers of the $\rho(1450)$ and the $\phi(1690)$ as quarkonia, and discriminate between quarkonia and hybrid assignments for these states. In a hybrid vector the quark–antiquark pair is in a spin-singlet, while in quarkonia it is in a spin-triplet. Thus for hybrids the transition to $^3P_J q\bar{q}$ states is necessarily magnetic spin-flip and is suppressed.

The decay $\phi(1900) \rightarrow f_1(1420)\gamma$ discriminates between the $f_1(1420)$ and the $\eta(1440)$, as the width of $\phi(1900) \rightarrow f_1(1420)\gamma$ appears necessarily to be much larger than that of $\phi(1900) \rightarrow \eta(1440)\gamma$. The nearness of the masses and widths of the $f_1(1420)$ and the $\eta(1440)$, and several common hadronic decay modes, have hitherto been sources of confusion.

Radiative decays to and from scalar mesons offer the possibility to determine the flavour content of scalar mesons. Moreover, as lattice calculations [100] identify the lightest glueball to be a scalar $0^{++}$ with mass around 1.5 GeV, it should mix with scalar $q\bar{q}$ mesons in the 1.3–1.7 GeV range. Radiative decays may disentangle the role of the glueball in these scalar mesons.

In the absence of glueball mixing one has in the model [97]

$$\Gamma(f_0(1370) \rightarrow \gamma\rho) \sim 2300 \text{ keV}$$

and

$$\Gamma(f_0(1710) \rightarrow \gamma\phi) \sim 870 \text{ keV},$$

assuming $f_0(1370)$ and $f_0(1710)$ to be $n\bar{n}$ and $s\bar{s}$ scalar states.
Table 4.5. Effect of mixing in the scalar sector of the $1^3 P_0$ nonet for radiative decays to $\rho$ and $\phi$. The radiative widths, in keV, are given for three different mixing scenarios as described in the text: light glueball (L), medium-weight glueball (M) and heavy glueball (H).

<table>
<thead>
<tr>
<th></th>
<th>L</th>
<th>$\rho$(770)</th>
<th>M</th>
<th>H</th>
<th>L</th>
<th>$\phi$(1020)</th>
<th>M</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_0$(1370)</td>
<td>443</td>
<td>1121</td>
<td>1540</td>
<td>8</td>
<td>9</td>
<td>32</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$f_0$(1500)</td>
<td>2519</td>
<td>1458</td>
<td>476</td>
<td>9</td>
<td>60</td>
<td>454</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$f_0$(1710)</td>
<td>42</td>
<td>94</td>
<td>705</td>
<td>800</td>
<td>718</td>
<td>78</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The width of the decay $f_1(1285) \rightarrow \gamma \rho$ is measured and provides a check on the model. The calculated width is 1400 keV, which compares well with the data [8,101,102] of $1320 \pm 312$ keV. The width for $f_2 \rightarrow \gamma \rho$ appears to be rather smaller, 644 keV. Experimentally this width is small as neither the MARKIII [101] nor the WA102 [102] experiments has any evidence for it, so it is reasonable to suppose that the results for the $f_0$ radiative decays are valid as well.

The widths (4.52) and (4.53) can be changed substantially when glueball mixing is included, the degree of modification depending on the mass of the bare glueball. Three different mixing scenarios have been proposed: the bare glueball is lighter than the bare $n\bar{n}$ state [103]; its mass lies between the bare $n\bar{n}$ state and the bare $s\bar{s}$ state [103]; or it is heavier than the bare $s\bar{s}$ state [104]. We denote these three possibilities by L, M and H respectively. The predicted widths for the decays of $f_0(1370)$, $f_0(1500)$ and $f_0(1710)$ to $\gamma \rho$ and $\gamma \phi$ for each of these possibilities are given in table 4.5.

It is clear that the discrimination between different mixing scenarios is strong. Other potentially powerful ways of determining glueball mixing in the scalar mesons were identified in [99] through the radiative transitions $\rho_D \rightarrow \gamma f_0(1370)$ and $\gamma f_0(1500)$. There is also similar sensitivity in the decays $\phi_D \rightarrow \gamma f_0(1500)$ and $\phi_D \rightarrow \gamma f_0(1710)$.

### 4.2.5 Photoexcitation of hybrid mesons

Theory [105] has provided compelling arguments from QCD that confinement occurs via the formation of a flux tube: a relativistic object with an infinite number of degrees of freedom. Conventional mesons arise when this flux tube is unexcited, acting as an effective potential, which underpins the application of potential models such as those described elsewhere in this chapter. Excitations of the flux tube give new states, known as hybrids.
A significant plank in the proposed upgrade of JLab is its assumed ability to expose the predicted hybrid mesons in photo- and electroproduction. Direct calculations [106,107] of such electromagnetic transitions predict that the $E1$ transition amplitudes may be large and accessible in forthcoming experiments.

In [105,108,109] the flux tube was discretized into $N + 1$ cells, and then $N \to \infty$. Up to $N$ modes may be excited. We shall focus on the first excited state, with excitation energy $\omega = \pi/r$.

The flux tube is dynamic, with degrees of freedom in the two dimensions transverse to the $Q\bar{Q}$-axis. The state of the flux tube can be written in terms of a complete set of transverse eigenstates $|\tilde{y}_1 \ldots \tilde{y}_n \ldots \tilde{y}_N\rangle$ and the Fourier mode for the first excited state is

$$\tilde{y}_n = \sqrt{\frac{2}{N + 1}} \tilde{a}_1 \sin \frac{\pi n}{N + 1}.$$  

In the small-oscillation approximation the system becomes harmonic in $\tilde{y}$ ($\tilde{a}$). The states of the flux tube are then described by Gaussians (see equations (11), (12) and (13) in [108]). For a pedagogic illustration, consider the tube to be modelled by a single bead, mass $br$.

If the transverse displacement is $\tilde{y}$, then conservation of the position of the centre of mass and of orbital angular momentum about the centre of mass leads to a mean transverse displacement of the $Q$ and $\bar{Q}$. If these have masses $m_Q$, then relative to the centre of mass, the position vector of the quark has components in the longitudinal $\tilde{r}$ and transverse $\tilde{y}$ directions:

$$\tilde{r}_Q = \left[ \frac{1}{2} \tilde{r} ; \left( \frac{br}{2m_Q} \right) \tilde{y} \right].$$

The dependence of $\tilde{r}_Q$ on $\tilde{y}$ enables a quark–current interaction at $r_Q$ to excite transitions in the $\tilde{y}$ oscillator, leading to excitation of the flux tube.

This is the essential physics behind the excitation of hybrid modes by current interactions with the quark or antiquark. Extending to $N$ beads leads to more mathematical detail, but the underlying principles are the same. The position vector of the quark becomes [108]

$$\tilde{r}_{Q;\bar{Q}} = \tilde{R} \pm \frac{1}{2} \tilde{r} + \frac{br}{\pi m_Q} \sqrt{\frac{2}{N + 1}} \tilde{a}_1$$

with $\tilde{R}$ the position of the centre of mass of the $q\bar{q}$-tube system.

It has been argued that this dependence $\tilde{r}_Q = f(\tilde{r}, \tilde{y})$ gives significant contributions to static properties of hadrons, such as charge radii, $\langle r_{1\pi}^2 \rangle$, and to the slope of
the Isgur–Wise function $\rho(v \cdot v')$, which seem to be required experimentally [108].
Isgur showed that these ‘transverse excursions’ give huge $\sim 51\%$ corrections in light-quark systems where $m_Q = m_d$, and $\sim 13\%$ corrections in heavy–light $Q\bar{q}$ systems. Furthermore, the $\sum_1^\infty (1/p^3)$ is $\sim 80\%$ saturated by its $p = 1$ term. Together, these suggest that the transition amplitudes to the lowest hybrids ($p = 1$ phonon modes) could be substantial. In [106] it was demonstrated that this can be so, at least for certain quantum numbers.

The respective amplitudes for conventional $E1$ transitions and the hybrid excitation come from expanding the incoming plane wave to leading order in the momentum transfer, thereby enabling the linear terms in $\hat{q} \cdot \vec{r}_Q$ to break the orthogonality of initial and final wave functions and cause the transition.

By combining with the tensor decomposition of the current–quark interaction, we may calculate excitation amplitudes to hybrids, and compare with those for conventional mesons in various multipoles. Full details are in [107].

A general feature of operators required to excite the lowest hybrid states (the first flux-tube mode) is the presence of the transverse position vector $\vec{y}$ to break the orthogonality between the lowest $Q\bar{Q}$ state and the ‘$\vec{y}$-excited’ hybrid states. Hence in photoproduction one accesses $E1$ or (orbitally excited) $M1$ transitions in leading order. These are $\Delta S = 0$, for example $0_Q^+ \rightarrow 1_H^{\pm\pm}$ or $1_Q^- \rightarrow (0, 1, 2)^{\mp\mp}_H$. (Note that states with the ‘wrong’ charge conjugation will only be accessible for flavoured mesons, for example in $\gamma p \rightarrow H^+ n$, and hence will have no analogue for $c\bar{c}$ and other $I = 0$ states.)

Transitions involving spin-flip, $\Delta S = 1$, will need a $\vec{\sigma}$ spin operator as well as the above. Such terms arise as finite-size corrections to the $\vec{\sigma} \cdot \vec{B}$ magnetic interaction and also in the spin–orbit interaction $\vec{\sigma} \cdot \vec{p} \times \vec{E}$, in $J_{em}$. These are normally non-leading effects at $O(v/c)^2$ in amplitude and hence much suppressed for heavy flavours.

The familiar $E1$ amplitude between $Q_1 \bar{Q}_2$ conventional states (e.g $\gamma \pi \leftrightarrow b_1$) may be summarized by

$$\hat{\mathcal{M}}(\gamma \pi \leftrightarrow b_1) = \left( \frac{e_1}{m_1} - \frac{e_2}{m_2} \right) b_\pi(r) \mu \sqrt{3},$$

(4.54)

where $b_\pi(r)$ is the radial wave function moment $\int_0^\infty r^2 dr R_{b\pi}(r) r R_{\pi}(r)$, and $\mu$ is the reduced mass of the $Q\bar{Q}$ system.

Following [105] we denote the number of positive or negative helicity phonon modes transverse to the body vector $\vec{r}$ by $\{n_+, n_-\}$, which for our present purposes will be $\{1, 0\}$ or $\{0, 1\}$. The analogous amplitude for exciting the $\vec{y}$ oscillator between
spin-singlet states leads to $\hat{\mathcal{M}} \equiv \mathcal{M} (\delta_+ - \delta_-)$, where

$$
\mathcal{M}(\gamma \pi \to a_{1H}) = \left( \frac{e_1}{m_1} + \frac{e_2}{m_2} \right) H(r)_{\pi} |\vec{q}| \sqrt{\frac{b}{3\pi^3}} \delta_{m+1} \quad (4.55)
$$

(where the factors $\delta_{+,-}$ correspond to $\{1, 0\}$ and $\{0, 1\}$ respectively, while the $\delta_{m,+1}$ refers to the hybrid polarization in the fixed axes $x, y, z$ [105]). The transition $\gamma \pi \leftrightarrow a_{1H}$ is seen to vanish when $m_1 = m_2$ and $e_1 = -e_2$ in accord with the constraints of charge conjugation. The above formula can be immediately taken over to flavoured states where $m_1 \neq m_2$.

The parity eigenstates in the flux tube are given in [105]. Parity eigenstates $\pm$ are then the linear superpositions $\frac{1}{\sqrt{2}} (\{1, 0\} \mp \{0, 1\})$ such that for $\pi \gamma E1$ transitions we have

$$
\langle P = -|\pi \gamma \rangle = 0; \quad \langle P = +|\pi \gamma \rangle = \sqrt{2}\mathcal{M}.
$$

This applies immediately to the excitation of the hybrid $a_{1H}^\pm$ in $\gamma \pi \pm \rightarrow a_{1H}^\pm$, where there is no spin-flip between the spin-singlet $\pi$ and $a_{1H}$. In general we can write the radiative width $\Gamma(A \rightarrow B \gamma)$ as

$$
\frac{4E_B}{m_A (2J_A + 1)} \sum_{m_A^J} |\hat{\mathcal{M}}(m_A^J, m_B^J = m_A^J + 1)|^2,
$$

where the sum is over all possible helicities of the initial meson. The ratio of widths $\Gamma_{E1}(a_{1H}^\pm \rightarrow \pi^+ \gamma)/\Gamma_{E1}(b_{1}^+ \rightarrow \pi^+ \gamma)$ is then

$$
\frac{72}{\pi^3} \frac{b}{m_n^2 \frac{H(r)_\pi}{b(r)_\pi}} \left[ \frac{|\vec{q}|^3 \exp \left( -|\vec{q}|^2/8 \beta_H^2 \right)}{|\vec{q}_b|^3 \exp \left( -|\vec{q}_b|^2/8 \beta_b^2 \right)} \right], \quad (4.56)
$$

where $m_n = m_q m_{\bar{q}} / (m_q + m_{\bar{q}})$ and the factor in square brackets includes the $q^3$ phase-space and a ‘typical’ form factor taken from the case of harmonic-oscillator binding [99].

The adiabatic model of [105], with a variational harmonic-oscillator solution, gives $|H(r)_\pi/b(r)_\pi|^2 \approx 1.0$, so the radial moments do not suppress hybrids [107]. The main uncertainty is the computed size of the $\pi$ [99]. Assuming that this hybrid has mass $\sim 1.9$ GeV [105,109], and using the measured width $\Gamma(b_{1}^+ \rightarrow \pi^+ \gamma) = 230 \pm 60$ keV [8] we predict using (4.56) that

$$
\Gamma(a_{1H}^+ \rightarrow \pi^+ \gamma) = 2.1 \pm 0.9$ $\text{MeV},
$$

where the error allows for the uncertainty in $\beta_{\pi}$.

The equivalent $E1$ process for spin-triplet $Q \bar{Q}$ states is $(0, 1, 2)_{H}^{+,-} \leftrightarrow \rho \gamma$, where the only difference from the $S = 0$ case is the addition of $L, S$ Clebsch–Gordan
factors coupling the $Q\bar{Q}$ spin and flux-tube angular momentum to the total $J$ of the hybrid meson in question. The matrix element is analogous to (4.55) multiplied by the Clebsch–Gordan $\langle 1 + 1; 1 m_{\rho} | J m_J \rangle$. We find (for $J = 0, 1, 2$ in this $E1$ limit)

$$\Gamma(b_{1H}^+ \rightarrow \rho^+ \gamma) = 2.3 \pm 0.8 \text{ MeV},$$

where the error reflects the uncertainties in the conventional $E1$ strength and $\beta_{f_{1}}$ and where we have taken $m_H = 1.9 \text{ GeV}$.

The transition to the exotic $2^{+-}$ may be significant from either $\rho$ or $\pi$ exchange [107,110]. This state may also be excited diffractively by photons, the gluon exchanges (pomeron) exciting the flux tube. Hence the exotic $2^{+-}$ is expected to be photoproduced at least as copiously as the $1^{--}$ and should be sought at JLab via meson exchange and at higher energy diffractively.

### 4.2.6 Radiative transitions $A \rightarrow \gamma M_1 M_2$

The process $A \rightarrow \gamma B$ can be viewed as the $O((1/N_C)^0)$ single-photon emission process in the $1/N_C$ expansion. More complicated transitions $A \rightarrow \gamma M_1 M_2$ are of order $1/\sqrt{N_C}$ at most, and are described with decay chains

$$A \rightarrow \gamma B, \quad B \rightarrow M_1 M_2,$$

$$A \rightarrow M_1 B, \quad B \rightarrow \gamma M_2. \quad (4.57)$$

Consider, for example, the radiative decay of a neutral vector-meson $V^0$ into a pair of charged pseudoscalars $P^+ P^-$. It can go via scalar intermediate state $S$,

$$V^0 \rightarrow \gamma S, \quad S \rightarrow P^+ P^-,$$

that is an $E1$ radiative transition, and, as was discussed above, the amplitude is proportional to the photon energy $\omega$. It can also go via a vector intermediate state $V'$,

$$V^0 \rightarrow V'^{\pm} P^\mp, \quad V'^{\pm} \rightarrow \gamma P^{\pm} \quad (4.59)$$

($M1$ radiative transition), and the amplitude is again proportional to $\omega$.

However, the photon couples to charged constituents in all possible ways, including emission from the charged external lines, which corresponds to the decay chain

$$V^0 \rightarrow P^\pm P^-, \quad P^\pm \rightarrow \gamma P^{\pm}. \quad (4.60)$$
In the soft photon limit $\omega \to 0$ the amplitude is

\[
M_\mu = e g_V \left( \frac{q_+ \cdot \epsilon}{(q_+ \cdot k)} - \frac{q_- \cdot \epsilon}{(q_- \cdot k)} - 2\epsilon_\mu \right),
\]

where $g_V$ is the $VP$ coupling constant, $q_\pm$ are the pseudoscalar four-momenta, $k$ is the photon four-momentum, and $\epsilon$ is the polarization four-vector of the vector meson. The first terms in (4.61) correspond to the emission from the external pseudoscalar lines, while the last term is the so-called contact term required by electromagnetic gauge invariance.

Equation (4.61) is, actually, the Low theorem [111] for a given process. In the soft-photon limit there are the terms $O(1/\omega)$ and $O(\omega^0)$ in the radiative transition amplitude; these terms are proportional to the elastic $V \to P^+P^-$ amplitude $g_V$, and can be obtained in a model-independent form (4.61). As the amplitudes (4.58) and (4.59) are proportional to $\omega$, they are next-to-next-to-leading in the limit $\omega \to 0$.

There are no such terms if the final-state mesons are neutral, so the mechanisms (4.58) and (4.59) compete, depending on the flavour content of the mesons involved. Nevertheless, the existence of the decay chain (4.60) suggests that the process $V \to \gamma P^0P^0$ can proceed also via an intermediate loop of charged pseudoscalars:

\[
V^0 \to \gamma P^+P^-, \quad P^+P^- \to P^0P^0.
\]

(4.62)

The latter amplitude is formally $O(1/N_C^{3/2})$, but may be dominant in some kinematical circumstances due to threshold effects.

Special cases are the decays $\phi \to \gamma \pi^0\pi^0$ and $\phi \to \gamma \pi^0\eta$. In the upper part of the final-meson invariant mass spectra narrow peaks are observed [112], which are the manifestation of scalar $f_0(980)$ and $a_0(980)$ resonances.

The $\phi$-meson is predominantly $s\bar{s}$, in the quarkonium picture the isovector $a_0(980)$ is made of light quarks. Thus the amplitude (4.25) cannot be responsible for the decay $\phi \to \gamma \pi^0\pi^0$ in the $a_0$ resonance region. The same is true for the decay $\phi \to \pi^0\pi^0\gamma$, if the isoscalar $f_0(980)$ is made of light quarks. Conversely, if $f_0(980)$ is an $s\bar{s}$ state, then its decay to $\pi^0\pi^0$ final state is suppressed by the OZI rule [11]. On the other hand, both $a_0(980)$ and $f_0(980)$ are known to couple strongly to the $K\bar{K}$ channel, so independently of the model for these scalars, the decay mechanism via a charged kaon loop is operative, as was suggested in [113] and [114], and this amplitude is enhanced due to the nearby $K\bar{K}$ threshold.
In the kaon loop model the transition current describing the decay $\phi \rightarrow \gamma S$, where $S$ is $a_0$ or $f_0$, is written as

$$M_\mu = e \frac{g_\phi g_S}{2\pi^2 i m_K^2} \left( \epsilon_\mu (p \cdot k) - p_\mu (k \cdot \epsilon) \right),$$  \hspace{1cm} (4.63)

where $p$ and $k$ are the $\phi$-meson and photon momenta, $m_K$ is kaon mass, $g_\phi$ and $g_S$ are $\phi K^+ K^-$ and $SK^+ K^-$ coupling constants, $a = m_\phi^2 / m_K^2$, $b = m_S^2 / m_K^2$, and $I(a, b)$ is the loop integral function:

$$I(a, b) = \frac{1}{2(a - b)} - \frac{2}{(a - b)^2} \left( f(b^{-1}) - f(a^{-1}) \right) + \frac{a}{(a - b)^2} \left( g(b^{-1}) - g(a^{-1}) \right),$$  \hspace{1cm} (4.64)

where

$$f(x) = \begin{cases} -(\arcsin(1/2\sqrt{x}))^2 & x > \frac{1}{4}, \\ \frac{1}{4}(\log(\eta_+/\eta_-) - i\pi) & x < \frac{1}{4}, \end{cases}$$

$$g(x) = \begin{cases} (4x - 1)^{1/2} \arcsin(1/2\sqrt{x}) & x > \frac{1}{4}, \\ \frac{1}{2}(1 - 4x)^{1/2}(\log(\eta_+/\eta_-) - i\pi) & x < \frac{1}{4}. \end{cases}$$

$$\eta_\pm = \frac{1}{2x} \left(1 \pm (1 - 4x)^{1/2}\right).$$

Calculation of the loop integral (4.64) is rather instructive, as it is governed to a large extent by electromagnetic gauge invariance. As already mentioned, one should add the contact term in (4.61) to make the $\phi \gamma K \bar{K}$ interaction gauge invariant. Substituting the vertex (4.61) into the loop integral one immediately notes that both the contact graph and the one describing the emission from the kaon line diverge, and only the sum of these graphs is finite. Moreover, the correct finite part of the loop integral is extracted by appealing to gauge invariance. This can be done either by imposing the condition $M_\mu k_\mu = 0$ [114], or by calculating the imaginary part of the amplitude and reconstructing the real part by means of a subtracted dispersion relation, with the subtraction constrained by gauge invariance [113]. In such a way, the integral $I(A, b)$ remains finite in the limit $a \rightarrow b$, and the amplitude (4.63) is proportional to the photon momentum.

The data [112] on $\phi \rightarrow \gamma \pi^0 \eta$ and $\phi \rightarrow \gamma \pi^0 \pi^0$ are compatible with the kaon loop model [115].
4.3 Two-photon decays of mesons

4.3.1 General motivation

As photons couple to charged particles, $\gamma\gamma$ decays are a useful tool for studying the structure of mesons. The cross sections also reveal the dynamics rather directly. In $\gamma\gamma \rightarrow \pi\pi$ at low energies the photon sees the pion’s overall charge, whereby $\sigma(\gamma\gamma \rightarrow \pi^+\pi^-)$ is much larger near threshold than $\sigma(\gamma\gamma \rightarrow \pi^0\pi^0)$. At higher energies the photon begins to resolve the $\pi$, coupling to its constituent $q\bar{q}$ and causing them to resonate. The $f_2(1270)$ and various $f_0(980; 400–1200; 1500;1710)$ scalar resonances then dominate the cross sections of both charged and neutral $\pi\pi$.

If one had full information on the polarization of the incident photons and angular correlations between the initial and final directions and spins, it would be possible to extract the couplings of states with a definite set of $J^{PC}$. In practice, experiments have limited angular coverage and initial polarizations are not measured. This restricted information affects determination of the resonance parameters [116] and progress has come from the imposition of constraints.

Low-energy theorems for Compton scattering $\gamma\pi \rightarrow \gamma\pi$ at threshold [117,118] absolutely normalize the threshold cross sections for $\gamma\gamma \rightarrow \pi\pi$ [119].

At threshold the amplitude is proportional to the squared charge of the $\pi$ and hence $\sigma(\gamma\gamma \rightarrow \pi^+\pi^-) \gg \sigma(\gamma\gamma \rightarrow \pi^0\pi^0)$. The pion pole that determines the Born amplitude is so near the $\gamma\gamma \rightarrow \pi\pi$ physical region that it dominates the behaviour of the $\gamma\gamma \rightarrow \pi\pi$ amplitude in the low-energy region [116,120,119].

Above about 500 MeV unitarity adds constraints where each $\gamma\gamma \rightarrow h \rightarrow \pi\pi$ partial wave amplitude is related to the corresponding hadronic process $h \rightarrow \pi\pi$ [121]. At energies below 1 GeV, where $h \equiv \pi\pi$, the constraints are very restrictive but above this energy the $K\bar{K}$ threshold is crossed and coupled channel unitarity requires inputs from $\pi\pi \rightarrow K\bar{K}$. The $\eta\eta$ channel is relatively weak but above 1.4 GeV $\gamma\gamma \rightarrow 4\pi$ becomes important and analysis has not yet been made. Thus, at the present, highly constrained analyses of $\gamma\gamma \rightarrow \pi\pi$ exist only up to $\sim 1.4$ GeV.

The $\gamma\gamma$ couplings of resonances determined in such amplitude analyses are calculated by two different methods [120]. One involves analytic continuation to the pole position of the extracted amplitudes found in the complex $s$-plane and is formally correct; the other is a more naive approach based on the height of the Breit–Wigner-like peak. In the case of prominent isolated resonances, such as the $f_2(1270)$, the two methods give nearly identical results. However, for the $f_0(980)$, which overlaps both the $K\bar{K}$ threshold and the very broad S-wave enhancement described as $f_0(400–1200)$ [121], only the pole method is applicable. Conversely, for the $f_0(400–1200)$ itself, the pole is far from the real axis and only the peak-height
provides a sensible measure of its $\gamma\gamma$ width via
\[
\Gamma_{\gamma\gamma}^{R}(\text{peak}) = \frac{\sigma_{\gamma\gamma}^{\text{peak}} m_{R}^{2} \Gamma_{\text{tot}}}{8\pi (\hbar c)^{2} (2J + 1) BR},
\]
where $BR$ is the hadronic branching ratio to the particular final state.

The resulting widths are found to be [121]
\[
\Gamma(f_{0}(980) \rightarrow \gamma\gamma) = (0.28^{+0.09}_{-0.13}) \text{keV},
\]
\[
\Gamma(f_{0}(400 - 1200) \rightarrow \gamma\gamma) = (3.8 \pm 1.5) \text{keV}.
\]

The implications of these for models are discussed later.

The $\gamma\gamma$ widths of the prominent tensor resonances are abstracted from data on $\gamma\gamma \rightarrow \pi \eta(a_{2})$ and $\gamma\gamma \rightarrow K \bar{K}(f_{2}(1525))$ relatively directly. The current values in keV are [8]
\[
\Gamma_{\gamma\gamma}(a_{2}(1320) : f_{2}(1270) : f_{2}(1525)) = 1.00 \pm 0.08 : 2.61 \pm 0.30 : 0.093 \pm 0.015.
\]

These electromagnetic couplings of the $2^{++}$ states confirm their tendency towards ideal flavour states. Independently we know that the $f_{2}(1270)$ is to good approximation the $n \bar{n}$ member of an ideal flavour nonet. Here the decays to $\gamma\gamma$ of the neutral members have amplitudes proportional to the sum of the squares of the electric charges of the quarks weighted by their relative phases. Thus for the relative squared amplitudes
\[
a_{2}(u\bar{u} - d\bar{d})/\sqrt{2} : f_{2}(u\bar{u} + d\bar{d})/\sqrt{2} : f_{2}(s\bar{s}) = 9 : 25 : 2,
\]
which are very close to the experimental values in (4.67) (the shortfall for the $s\bar{s}$ state being consistent with the suppression of magnetic couplings $\sim (m_{n}/m_{s})^{2}$).

The predictions for the $\gamma\gamma$ widths depend not only on the flavour content but also on the probability for the constituents to overlap in order to annihilate. Within a $q\bar{q}$ multiplet we expect these to be approximately the same, as confirmed above. If this is true throughout the supermultiplet of $q\bar{q}$ states $^{3}P_{2,1,0}$, one can relate the tensor widths to those of the scalars, with some model dependence. We now review this and then consider the implications for the light scalar mesons.

### 4.3.2 Non-relativistic approach to $Q \bar{Q} \rightarrow \gamma\gamma$

Two-photon widths have been estimated by modelling mesons as non-relativistic $Q \bar{Q}$ states. In lowest-order perturbation theory, begin with the free-quark scattering
amplitude $\mathcal{M}_{\text{scat}}$ and use the prescription

$$\mathcal{M}_{BS} = \int d^3p \Phi(p) \mathcal{M}_{\text{scat}} \frac{(2\pi)^{3/2}(2M)^{1/2}}{[(2\pi)^{3/2}(2m)^{1/2}]^2}, \quad (4.69)$$

where $\mathcal{M}_{BS}$ is the invariant amplitude for the $\gamma\gamma$ transition from the bound state to the final state, $\Phi(p)$ is the momentum-space wave function, $M$ is the bound-state mass and $m = \frac{1}{2}M$ is the quark mass. Then if $R(r)$ is the radial part of the wave function normalized to $\int dr r^2 |R(r)|^2 = 1$, including a factor of three for colour, and $\langle e_q^2 \rangle^2$ is the square of the effective quark charge for the process, one has [122–124]

$$\Gamma_{\gamma\gamma}(1S_0) = 12\alpha^2 \langle e_q^2 \rangle^2 \frac{|R(0)|^2}{M^2}, \quad (4.70)$$

$$\Gamma_{\gamma\gamma}(3P_0) = \frac{15}{4} \Gamma_{\gamma\gamma}(3P_2) = 432\alpha^2 \langle e_q^2 \rangle^2 \frac{|R'(0)|^2}{M^4} \quad (4.71)$$

and

$$\Gamma_{\gamma\gamma}(1D_2) = 192\alpha^2 \langle e_q^2 \rangle^2 \frac{|R''(0)|^2}{M^6}. \quad (4.72)$$

These results have been generalized in [125]. Denoting $R^{(l)}(0)$ as the $l$th derivative of the wave function, the non-relativistic $\gamma\gamma$ widths of positronium are of the form

$$\Gamma[2S+1L_J(e^+e^-) \to \gamma\gamma] = \Sigma_{\lambda=0,2} \frac{\alpha^2}{m_e^{2L+2}} |R^{(l)}(0)|^2. \quad (4.73)$$

The allowed values of the $\gamma\gamma$ helicity $\lambda$ are 0 and 2 for ($S = 1$, $J = L \pm 1$), and $\lambda = 2$ only for the ‘middle of the multiplet’ triplet states. For the $q\bar{q}$ case again, replace $m_e \to m_q$, and multiply by a flavour factor $|\langle e_q^2 / e_e^2 \rangle|^2$ and a colour factor of three. The authors argue (see next subsection) that $M$ in the above formulae should be understood as $2m$, where $m$ is the constituent mass. This distinction becomes important for high partial waves.

For the spin-singlet case, $J^{PC} = \text{even}^{--}$, the reduced partial width is

$$\Gamma_{\lambda=0}(1L_J=L) = 1 \quad (4.74)$$

for all $L$ [126]. This reproduces (4.70) and (4.72) as special cases. For spin-triplet states, $S = 1$ and $L = \text{odd}$, the coefficients $\Gamma_{\lambda}$ have non-trivial $J$, $L$, $\lambda$ dependences. The general results are [125]

$$\Gamma_{\lambda=2}(3L_J=L+1) = \frac{(L+2)(L+3)}{L(2L+3)}, \quad (4.75)$$

$$\Gamma_{\lambda=0}(3L_J=L+1) = 0, \quad (4.76)$$
\[
\Gamma_{\lambda=2}(^3L_J=L) = \frac{(L-1)(L+2)}{L^2},
\]
(4.77)

\[
\Gamma_{\lambda=2}(^3L_J=L-1) = \frac{(L-2)(L-1)(L+1)}{L^2(2L-1)}(1 + \chi)^2,
\]
(4.78)

\[
\Gamma_{\lambda=0}(^3L_J=L-1) = \frac{(2L+1)^2}{L(2L-1)},
\]
(4.79)

where \(\chi\) is

\[
\chi = 0(L = 1); = \frac{L(2L+1)}{2(L-2)(L-1)}(L \geq 3).
\]
(4.80)

Spin-triplet decays of immediate interest are those with \(L = 1, 3\). For \(L = 1\) the above results recover the well-known relative widths of

\[
[\Gamma_{\lambda=2}(^3P_2) : \Gamma_{\lambda=0}(^3P_2)] : \Gamma_{\lambda=3}(^3P_1) : \Gamma_{\lambda=0}(^3P_0) = [1 : 0] : 0 : \frac{15}{4}.
\]
(4.81)

The light-quark \(L = 3\) \(q\bar{q}\) states will probably be the first \(L > 2\) states to be detected in \(\gamma\gamma\). The theoretical partial widths and helicity couplings implicit in the above relations are potentially useful as experimental signatures. For the \(L = 3\) multiplet, the relative \(\gamma\gamma\) widths, summed over helicities, are

\[
\Gamma(^3F_4) : \Gamma(^3F_3) : \Gamma(^3F_2) = 1 : 1 : \frac{919}{100},
\]
(4.82)

which imply that the \(2^{++}^3F_2\) state should be the easiest to observe by an order of magnitude in the partial width (but somewhat less in the cross section due to \(2J+1\) factors). We expect the \(3^{++}\) and \(4^{++}^3F_J\) states to have similar \(\gamma\gamma\) widths; this is in marked contrast to the analogous \(L = 1\) states for which the \(J = 1; 1^{++}\) state is forbidden to decay to on-shell photons by the Landau–Yang symmetry theorem. As the \(4^{++}\) state \(f_4(2050)\) is well established and has known branching ratios to \(\pi\pi\) and \(\omega\omega\) [8], a search for \(\gamma\gamma\) production of this state could be carried out using existing data sets. Both the helicity couplings of \(^3F_2\) \(q\bar{q}\) states are present with comparable amplitudes

\[
\frac{\Gamma_{\lambda=0}(^3F_2)}{\Gamma_{\lambda=2}(^3F_2)} = \frac{294}{625},
\]
(4.83)

so it should be possible to distinguish this state from a radially excited \(^3P_2\) for which the \(\lambda = 2\) amplitude is dominant. Close and Li [127] found that \(\lambda = 2\) dominance is characteristic of the lightest \(2^{++}\) hybrids as well; hence a large \(\lambda = 0\) width for a \(2^{++}\) state would be a clear signature for \(^3F_2\).
The matrix element for $Q\bar{Q} \to \gamma\gamma$ is the coherent sum of $e_q^2$ contributions from the individual quark flavours. For $I = 1$, $\frac{1}{\sqrt{2}}(u\bar{u} - d\bar{d})$ this is $\langle e_q^2 \rangle = \frac{1}{18}$. For $I = 0$ the mixing between $n\bar{n}$ and $s\bar{s}$, or equivalently between SU(3)$_F$ 8 and 1, can be deduced by comparison of the $\gamma\gamma$ widths. As a function of the mixing angle (where $\theta = 0$ is ideal mixing) the two $\langle e_q^2 \rangle$ are

$$\langle e_q^2 \rangle_a = \left[ \frac{5}{9\sqrt{2}} \cos \theta - \frac{1}{9} \sin \theta \right]^2; \quad \langle e_q^2 \rangle_b = \left[ \frac{5}{9\sqrt{2}} \sin \theta + \frac{1}{9} \cos \theta \right]^2.$$  \hspace{1cm} (4.84)

This implies that at least one of the two isoscalars must have a significantly larger $\gamma\gamma$ width than the $I = 1$ partner. Furthermore, the correlation of $d\bar{d}$ (lighter) and $s\bar{s}$ (heavier) masses and the above couplings implies that one expects the lighter of the two isoscalars to have the larger $\gamma\gamma$ partial width. As we have seen above, the tensor mesons agree with these generalities with $\theta \sim 0$.

The above relations are among different flavoured states of the same $J^{PC}$. Complementary to this we have relations among common flavour states of different $J^{PC}$, typified by the relations (4.70)–(4.72).

These formulae can be applied to the hadronic decays of heavy flavour $Q\bar{Q}$ where in perturbative QCD these are driven by $Q\bar{Q} \to gg$ annihilation. At leading order the relation is

$$\Gamma_{\gamma\gamma}(R) = \frac{9\langle e_q^2 \rangle^2}{2} \left( \frac{\alpha}{\alpha_s} \right)^2 \Gamma_{gg}(R),$$  \hspace{1cm} (4.85)

though there are considerable QCD corrections, in particular the possibility of $c\bar{c}g$ components in the wave function such that the (colour octet) $c\bar{c}$ can annihilate into a gluon in S-wave. These may be responsible for the excessive relative strength in the $0^{++}$ [8], where for $c\bar{c}$ the ratio of $0^{++} : 2^{++}$ hadronic widths can be compared with (4.71):

$$\Gamma_T(0^{++}) : \Gamma_T(2^{++}) = 8 \pm 1$$  \hspace{1cm} (4.86)

and for the $\gamma\gamma$ widths

$$\Gamma_{\gamma\gamma}(0^{++}) : \Gamma_{\gamma\gamma}(2^{++}) = 7 \pm 2.$$  \hspace{1cm} (4.87)

Although the magnitudes of the ratio are not precise, the clear message is that the scalar width to $\gamma\gamma$ is significantly larger than that of the tensor, as predicted in the non-relativistic picture.
4.3.3 Phenomenology

The absolute scale of $\gamma\gamma$ widths of light $q\bar{q}$ states is a rather sensitive quantity and one can easily be misled into believing that predictions of $\gamma\gamma$ widths are stable by models that reproduce the $0^{-+}, 2^{++}$ widths to $\sim 30\%$. The $^1D_2$ is an example. Ackleh and Barnes [126] stressed that the calculations involve $m_q$ more directly than $\frac{1}{2}M$. The resulting width for the $^1D_2$ is proportional to $m_q^{-6}$ and so is highly sensitive. With $m_q \sim 330$ MeV, Ackleh and Barnes [126] found $\Gamma_{\gamma\gamma}(1D_2) \sim 0.3 - 2$ keV, whereas with $M = 1670$ MeV the width is predicted to be only 1–10 eV! Comparison with data [8] is unclear. Signals have been claimed corresponding to $\Gamma_{\gamma\gamma}(\pi_2(1670)) \sim 1$ keV, whereas other experiments report only upper limits of less than 72 eV. The test of this procedure is to apply it in searching for the $I = 0$ partner, $\eta_2(\sim 1700)$ for which $\Gamma_{\gamma\gamma} \sim (25/9)\Gamma_{\gamma\gamma}(\pi_2)$.

Ackleh and Barnes [126] derived the exact relativistic result for the singlet $q\bar{q}$:

$$\Gamma^J(\gamma\gamma) = \frac{6\alpha^2}{\pi m^2} \left( \frac{e^2_{\bar{q}}}{e^2} \right)^2 \int_0^\infty dp \, p^2 \Phi(p) \left( \frac{1 - \beta^2}{\beta} \right) Q_J(\beta^{-1})^2,$$

(4.88)

where $Q_J(x)$ is the Legendre function of the second kind. As $\beta \to 0$ this is

$$\Gamma_{NR}(^1D_2 \to \gamma\gamma) = \frac{3\alpha^2}{m^6} \left( \frac{e^2_{\bar{q}}}{e^2} \right)^2 |R''(0)|^2,$$

(4.89)

which agrees with Anderson et al [124] so long as their $M \to 2m_q$.

The limitations of such calculations are exposed for the $\gamma\gamma$ decay widths of $\pi, \eta, \eta'$ that are approximately proportional to $M_\pi^3$. This can be motivated by an effective Lagrangian

$$\mathcal{L} = \frac{1}{2} g \phi F_{\mu\nu} F^{\mu\nu} \to \Gamma_{\gamma\gamma} = \frac{1}{64\pi} g^2 M_{K_R}^3.$$

(4.90)

The problem with the quark-model calculation is that it does not incorporate the physical mass of the initial state, which must be restored as a physical input. In effect the quark-model calculation determines $g$ and then imposes the $M_\pi^3$ dependence. Similar arguments lead to $M_{K_R}^3$ dependence for the $L = 1, 2$ $q\bar{q}$ state also.

The relativistic calculations of [126] find no significant suppression with increasing $L$ for $\Gamma(q\bar{q} \to \gamma\gamma)$ for light flavours. This would be consistent if the signals claimed for $\pi_2$ [8] are confirmed, as they are of similar strength to that of the $a_2 \to \gamma\gamma$. If this is the case, then one might plausibly expect to observe higher-$L$ states such as $L = 3 (2, 3, 4)^{++}$. 


This is in marked contrast to the predictions for heavy flavours. The prediction for $c\bar{c}$ is successful

$$\Gamma_{\gamma\gamma}(\eta_c) = 4.8 \text{ keV (Theory, [126])}; \quad 7.5 \pm 1.8 \text{ keV (Data [8])},$$  

(4.91)

though the predictions are rather sensitive to the choice of $m_c$ [128]. There is strong orbital suppression, $0^{-+} \rightarrow 2^{-+}$ falling by $\sim 10^2$ for $c\bar{c}$ and by $\sim 10^3$ for $b\bar{b}$. Hence it is unrealistic to expect to see $L \geq 2$ $c\bar{c}$ and $b\bar{b}$ coupling to $\gamma\gamma$.

### 4.3.4 Scalar mesons in $\gamma\gamma$

The non-relativistic calculations that give rise to the above also imply that the tensor is produced polarized, $A(\gamma\gamma \rightarrow 2^{++})_{J_z=0} = 0$. This result is predicted to be robust even for light relativistic $q\bar{q}$ [129] and appears to be good empirically for the $f_2(1270)$. Thus it may be reasonable to apply these ideas to light flavours. Including $M^3$ factors as discussed above

$$\Gamma_{\gamma\gamma}(3P_0) = \frac{15}{4} \left(\frac{m_0}{m_2}\right)^3 \Gamma_{\gamma\gamma}(3P_2).$$  

(4.92)

The relativistic corrections to this have been calculated [129]. For $m_q \rightarrow 0$ the ratio $\rightarrow 0$ as a result of chiral symmetry. For constituent masses of $\sim 300$ MeV the ratio $\Gamma_{\gamma\gamma}(3P_0)/\Gamma_{\gamma\gamma}(3P_2)$ is reduced by $\sim 2$; a larger $\gamma\gamma$ width for $0^{++}$ relative to $2^{++}$ is still expected. The width for $f_0(400 - 1200)$ in (4.66) is thus consistent with $3P_0$ $n\bar{n}$, whereas that for $f_0(980)$ is not, though $3P_0$ $s\bar{s}$ is possible.

There is much discussion that the $f_0(980)$ may be a $K\bar{K}$ molecule [130] or a $qq\bar{q}\bar{q}$ state [131] (for detailed discussion of this issue and further references see [132]). For a $K\bar{K}$ molecule, the fourth power of the constituent charges is much larger than for an $s\bar{s}$ state but the state is more diffuse and so the annihilation probability will be much smaller. The actual magnitude of the $\gamma\gamma$ width is thus model-dependent. In the non-relativistic model of [130], the $\gamma\gamma$ width has been calculated [133] to be $\Gamma(f_0(K\bar{K}) \rightarrow \gamma\gamma) = 0.6 \text{ keV}$, which is somewhat larger but not inconsistent with the data in (4.66). Within the compact $qq\bar{q}\bar{q}$ picture the predictions are approximately $0.3 \text{ keV}$ for both $f_0$ and $a_0$ [134,113]. Experimentally [8]

$$\Gamma_{\gamma\gamma}(f_0(980)) = 0.39^{+0.10}_{-0.13} \text{ keV}; \quad \Gamma_{\gamma\gamma}(a_0(980)) = 0.24^{+0.08}_{-0.07} \text{ keV},$$  

(4.93)

where for the $a_0$ it is assumed that the branching ratio to $\eta\pi$ is 100%. Thus technically its $\gamma\gamma$ width is larger than this value.

There is also discussion as to whether these states are compact $qq\bar{q}\bar{q}$ states and what implications this has for their $\gamma\gamma$ widths [113]. Rather than focussing on absolute magnitudes there may be lessons to learn from the ratio of the $f_0/a_0 \rightarrow \gamma\gamma$ widths.
From (4.93) this is in the region of 1–2. This is somewhat below the \( \frac{25}{9} \) expected if these were pure \( s\bar{s} \) and \( n\bar{n} \) states, as could be the case given their mass degeneracy [135]. It is consistent with unity, as expected in the simplest form of \( K\bar{K} \) molecule, where only the charged kaons contribute and isospin is assumed to be exact. It is possible that, due to the closeness of \( K\bar{K} \) thresholds, and the mass difference between charged and neutral kaons, there could be significant breaking of \( G \)-parity in these states. The effect on the \( \gamma\gamma \) ratio has not been definitively discussed.

The production by highly virtual \( \gamma^*\gamma^* \) in \( e^+e^- \rightarrow e^+e^- f_0/a_0 \) could probe the spatial dependence of their wave functions. It would be especially instructive were the ratio to be strongly \( Q^2 \) dependent.

Above 1 GeV there are other scalars, notably the \( f_0(1370, 1500, 1710) \) and an isovector \( a_0(1450) \). The \( \gamma\gamma \) widths of these states can be important in elucidating their structure. This is particularly interesting in view of the expectation that there is a scalar glueball in this region and may mix with the \( I=0 \) states [136–138]. The effects of such mixings on the pattern of \( \gamma\gamma \) widths can be dramatic [139]. Only rough estimates of these widths are available and a detailed analysis is awaited.

The width \( f_0(1710) \rightarrow \gamma\gamma \) in particular is important to measure in order to complete the analysis and isolate the role of a scalar glueball [139].

### 4.3.5 Glueballs and \( \gamma\gamma \) constraints

If a state is a glueball it will occur in \( \psi \rightarrow \gamma R_J \) as a singleton and be strongly suppressed in \( R_J \rightarrow \gamma\gamma \). By contrast, if \( R_J \) is an \( I = 0 \) member of a \( q\bar{q} \) nonet,
there will be two orthogonal states in the 1-8 flavour basis for production in both \( \psi \rightarrow \gamma R J \) and \( R J \rightarrow \gamma \gamma \). Flavour mixing angles may suppress one or the other of the pair in either \( R J \rightarrow \gamma \gamma \) or \( \psi \rightarrow \gamma R J \) but there are strong correlations between the two processes, so that a comparison between them can help to distinguish glueball from \( q \bar{q} \). In particular, if a \( q \bar{q} \) state is flavour ‘favoured’ in \( \psi \rightarrow \gamma R J \), so that it is prominent and superficially ‘glueball-like’, it will also be flavour favoured in \( \gamma \gamma \rightarrow R(q \bar{q}) \) in dramatic contrast to a glueball. The detailed arguments are presented in [139].

Such discrimination between a glueball \( G \) and a \( q \bar{q} \ M \) can be rather powerful. Chanowitz [141] suggests a quantitative measure for glueballs via ‘stickiness’, which after phase space is removed is given by

\[
S_R = \frac{\Gamma(\psi \rightarrow \gamma R)}{\Gamma(R \rightarrow \gamma \gamma)},
\]

such that for \( G \) and \( M \) with the same \( J^{PC} \), \( S_G / S_M \sim 1/\alpha_s^4 \gg 1 \).

The essence of stickiness is that \( G \rightarrow \gamma \gamma \) proceeds via a \( q \bar{q} \) loop whereby

\[
\frac{\Gamma(G \rightarrow \gamma \gamma)}{\Gamma(M \rightarrow \gamma \gamma)} \sim \left( \frac{\alpha_s}{\pi} \right)^2,
\]

while in perturbation theory

\[
\frac{\Gamma(\psi \rightarrow \gamma G)}{\Gamma(\psi \rightarrow \gamma M)} \sim \left( \frac{1}{\alpha_s} \right)^2.
\]

This provides a qualitative distinction between \( G \) and \( q \bar{q} \) with some empirical success, for example that \( S(\eta(1440)) \sim 10 S(\eta(550)) \). However, the absolute normalization of \( S \) was not defined until [139].

The detailed analysis in section 5 of [139] showed how the relationship has to be applied to the set of \( I = 0 \) states in a nonet and that for the \( q \bar{q} \) states \( f_2(1270) \) and \( f_2(1520) \) the \( \gamma \gamma \) and \( \psi \rightarrow \gamma R \) data give consistent results if this pair are orthogonal \( q \bar{q} \) states. For the scalar mesons above 1 GeV the analysis involves both \( q \bar{q} \) and \( G \) states mixed together. It is data, such as \( \gamma \gamma \) couplings, that are required to determine these mixings.

Within a tightly-constrained mixing analysis based on the known hadronic decays of these states, two possible solutions were found. The details are in [139] and [138]. They can, in principle, be distinguished once \( \gamma \gamma \) widths are established. Both schemes imply that \( \Gamma(f_0(1710) \rightarrow \gamma \gamma) = 1–2 \text{ keV} \), while \( \Gamma(f_0(1500) \rightarrow \gamma \gamma) \sim 0.1–0.5 \text{ keV} \). In general it was found that for three states, such as the \( f_0(1370, 1500, 1710) \), that are mixtures of \( n\bar{n}, s\bar{s} \) and \( G \), the pattern of relative \( \gamma \gamma \)
widths for the three states will be \( f_0(1370) : f_0(1500) : f_0(1710) = \text{large: small: medium, typically 10: \leq 1:3} \) in order of magnitude.

This needs to be tested for these scalar states. This relative ordering of \( \gamma \gamma \) widths is a common feature of mixings for all initial configurations for which the bare \( G \) does not lie nearly degenerate with the \( n\bar{n} \) state. As such it is a robust test of the general idea of \( n\bar{n} \) and \( s\bar{s} \) mixing with a nearby \( G \). If, say, the \( \gamma \gamma \) width of the \( f_0(1710) \) were to be smaller than that of the \( f_0(1500) \) or comparable or greater than that of the \( f_0(1370) \), the general hypothesis of three-state mixing would be disproved. The corollary is that qualitative agreement may be used to begin isolating in detail the mixing pattern.

Combined with the radiative analyses described elsewhere in this chapter, these could be critical tests for identifying the presence and mixing dynamics of glueballs.

### 4.3.6 \( \gamma \gamma \) amplitudes and relation to \( V \gamma \)

The \( \gamma \gamma \) decay widths of \( 0^{++}/2^{++} \) being in the ratio of 15/4 arises non-relativistically and it is instructive to see how this is related to the essential \( q\bar{q} \) structure and to the electromagnetic transition. The \( 2J + 1 \) factor accounts for a factor 5; the essential spin dynamics yields 3/4 and it is this latter that we need to understand.

The approach of a quark-model practitioner is to consider \([98,84,99]\)

\[
\langle q\bar{q}, S = 1, L = 1; J = 0, 2 | H_{em} | q\bar{q}, S = 1, L = 0; J = 1 \rangle \tag{4.97}
\]

for transitions between \( 0^{++} \) or \( 2^{++} \) and a vector meson \((^3S_1)\), the latter then turning into the second photon by vector-meson dominance. In this

\[
H_{em} \sim AL_+ + BS_+ + CS_L L_+ \tag{4.98}
\]

is the most general transformation structure for a positive helicity \( \gamma \) that can flip the \( q\bar{q} \) system’s \( L_z, S_z \) by one unit (with arbitrary strength \( A, B \) respectively) or flip \( L_z \) weighted by \( S_z \) (strength \( C \)). The magnitudes of \( A, B, C \) may be calculated in a specific model but in general the relative matrix elements for \( J = 0, 2 \) may be related to Clebsch–Gordan coefficients driven by the \( L_+, S_+, S_L L_+ \) folded into the \( L \otimes S = J \) of the \( q\bar{q} \) states. The result is

\[
T_2 = A + C, \quad T_0 = \frac{1}{\sqrt{6}}(A + 2B - C), \quad S_0 = \frac{1}{\sqrt{3}}(A - B - C), \tag{4.99}
\]

where \( T, S \) refer to tensor or scalar meson and the subscript denotes \( J_\gamma \). See also page 370 in \([96]\).

The static limit of the electric-dipole approximation corresponds to retaining only the \( A \) terms. However, both electric and magnetic transitions can occur in the
non-relativistic limit of the positronium calculation, corresponding to [129]

\[ \begin{align*}
A &= -2B, \quad C \equiv 0. 
\end{align*} \] (4.100)

This immediately gives

\[ \begin{align*}
T_0 &\equiv 0, \quad S_0 \equiv \frac{\sqrt{3}}{2} T_2. 
\end{align*} \] (4.101)

Hence we see that the helicity-zero selection rule and the \( \frac{15}{4} \) ratio of widths \( \left( \frac{15}{4} \equiv (2J + 1)(\sqrt{3}/2)^2 \right) \) emerges.

That the ‘magic’ relation at (4.101) follows may be seen by disentangling the positronium calculation. The key is to study its \( \gamma \)-matrix structure and to interpret it in the time-ordered way [129]. The essential structure of the decay in the non-relativistic limit is

\[ (p \cdot \epsilon_2 + i \sigma \cdot k \times \epsilon_2 k \cdot p)\sigma \cdot \epsilon_1 \] (4.102)

and hence the structure at (4.100).

But we can now go further and consider the effect of relativistic corrections, specifically \( p^2/m^2 \) effects [129]. Note that even for \( c\bar{c} \) systems \( v^2/c^2 \sim 1/4 \) and so these effects cannot simply be ignored. The structure now is more general than (4.102). Full details are given in [129] but we may approximate the effects here by replacing (4.100) by \( A \sim -2B; C \neq 0 \). Equation (4.99) then becomes

\[ \begin{align*}
T_2 &= A + C, \quad T_0 = \frac{1}{\sqrt{6}} (0 - C), \quad S_0 = \frac{1}{\sqrt{3}} \left( \frac{3A}{2} - C \right), 
\end{align*} \] (4.103)

which shows that in the rates \( |T_0|^2 \sim 0 \) in leading order in the relativistic correction. If \( A \) and \( C \) are positive (as in specific models), then the scalar rate is reduced and the tensor relatively enhanced, that is

\[ \frac{\sigma(S \to \gamma \gamma)}{\sigma(T \to \gamma \gamma)} < \frac{15}{4}, \] (4.104)

though still

\[ T_0 \sim 0. \] (4.105)

This prediction of a vanishing amplitude for \( T_0 \) is thus robust and has even been used as a constraint in some amplitude analyses [142]. In summary, the relative \( \gamma \gamma \) amplitudes for \( C = + \) mesons complement their radiative transitions to and from vector-mesons, such as \( M \to \gamma(\rho, \omega, \phi) \) and provide a sharp measure of the flavour content of mesons. These promise to come into practical focus with the advent of high-statistics data at \( \psi \) factories.
References

   E Braaten and C S Li, Physical Review D42 (1990) 3888
   E Braaten, S Narison and A Pich, Nuclear Physics B373 (1992) 581
   R Decker and M Finkemeier, Nuclear Physics B438 (1995) 17
   J Erler, hep-ph/0211345
   G Zweig, CERN report TH-412, Geneva (1964)
   G Zweig in Developments in the Quark Theory of Hadrons volume 1, D B
   J Iizuka, Progress in Theoretical Physics Supplement 37/38 (1966) 21
[12] N N Achasov and A A Kozhevnikov, Physical Review D52 (1995) 3119; Physics of
   Atoms and Nuclei 59 (1996) 144
[23] R Baldini-Ferroli, Proceedings of “Fenice” Workshop, Frascati, INFN, Frascati
   (1988)
   4157
[34] A Abele et al, Crystal Barrel Collaboration, European Physical Journal C21 (2001)
   261
[36] B Hyams et al, Nuclear Physics B64 (1973) 134
Meson radiative decays

[38] S Godfrey and N Isgur, Physical Review D32 (1985) 189
  G Busetto and L Oliver, Zeitschrift für Physik C20 (1983) 247
  P Geier and E S Swanson, Physical Review D50 (1994) 6855
  E S Ackleh, T Barnes and E S Swanson, Physical Review D54 (1996) 6811
[49] A Donnachie and G Shaw, in Electromagnetic Interactions of Hadrons Vol.2, A
[51] D G S Leith, in Electromagnetic Interactions of Hadrons Vol.1, A Donnachie and G
[54] B Pick, in Proceedings Ninth International Conference on Hadron Spectroscopy, D
  Conference on Hadron Spectroscopy, E Klempt, H Koch and H Orth eds, American
  Institute of Physics, New York (2004)
  3267; Physical Review D52 (1995) 2619
  073006, erratum ibid D73 (2006), 119901
  (2003) 497
[70] S J Brodsky and E de Rafael, Physical Review 168 (1968) 1620
The principal objective of intermediate-energy photoproduction is to determine the spectrum of higher-mass mesons, particularly the little-known $s\bar{s}$ states and exotic $q\bar{q}g$ or $q\bar{q}q\bar{q}$ mesons discussed in chapter 1. The ability to provide linearly-polarized photon beams is an important feature as this can be used as a filter for exotics, in contrast to pion or kaon beams. Understanding the production mechanism has been shown to be an essential feature in extracting spectroscopic information and this requires an understanding of the concept of complex angular momentum and the Regge-pole formalism.

This formalism is first introduced briefly as a description of high-energy scattering and photoproduction processes in general. Details can be found in [1] and [2]. An appreciation of this formalism and its limitations is essential to an understanding of medium-energy and high-energy two-body and quasi-two-body reactions at small $|t|$. The formalism is applied to the photoproduction of pseudoscalar and vector mesons to illustrate these points explicitly. The prospects for exploring the spectrum of exotic mesons are then discussed.

At large $|t|$ it is more appropriate to use a partonic approach to describe the data. At fixed centre-of-mass angles and large $|t|$, the constituent-quark counting rule makes specific predictions for the energy dependence of exclusive processes. The rule was first derived from simple dimensional counting arguments [3] and was later confirmed in a short-distance perturbative QCD (pQCD) approach [4]. Pseudoscalar and vector meson production at $\theta_{c.m.} = 90^\circ$ appear to be compatible with the predictions of the model from the surprisingly low energy of $E_\gamma \approx 3.3$ GeV.

In the extreme backward direction, the cross sections are dominated by Reggeized $u$-channel baryon exchange. The main interest here focuses on the $\phi$ as a guide to a possible intrinsic $s\bar{s}$ component in the wave function of the proton.
5.1 Regge poles

Consider the two-body process \( 1 + 2 \rightarrow 3 + 4 \) at large \( s \) and small \( t \). The final state need not be the same as the initial state. Most such processes exhibit a strong forward peak and there is a correlation between the existence of a forward peak (small \( t < 0 \)) in \( s \)-channel processes and the exchange of particles or resonances in the \( t \)-channel. This is connected directly to the quantum numbers of the exchange and reactions which do not have resonances allowed in the \( t \)-channel have appreciably smaller cross sections than those of similar ones which do. For example \([2]\) \( \sigma(K^- p \rightarrow \pi^- \Sigma^+) \gg \sigma(K^- p \rightarrow \pi^+ \Sigma^-) \) and \( \sigma(\bar{p} p \rightarrow \bar{\Sigma}^- \Sigma^+) \gg \sigma(\bar{p} p \rightarrow \bar{\Sigma}^+ \Sigma^-) \).

Particle exchange and resonance exchange in the crossed channel thus appear as an important part of high-energy scattering. However, it is straightforward to show \([2]\) that the scattering amplitude cannot be dominated by the exchange of just a few \( t \)-channel resonances. For simplicity consider the elastic scattering of equal-mass spinless particles. The \( t \)-channel partial-wave series is

\[
A(s, t) = 16\pi \sum_{l=0}^{\infty} (2l + 1)A_l(t)P_l(z_t), \tag{5.1}
\]

where

\[
z_t = \cos \theta_t = 1 + \frac{2s}{t - 4m^2}. \tag{5.2}
\]

Suppose that only one resonance is exchanged with a given spin, \( \sigma \) say, so that only one partial wave in (5.1) will contribute. Dropping the other terms in the sum, then for large \( s \)

\[
A(s, t) = 16\pi (2\sigma + 1)A_\sigma(t)P_\sigma\left(1 + \frac{2s}{t - 4m^2}\right) \\
\sim f(t)s^\sigma. \tag{5.3}
\]

The optical theorem relates the total cross section \( \sigma^{tot} \) to the imaginary part of the forward amplitude. At large \( \sqrt{s} \) the theorem is

\[
\sigma^{tot}(s) \sim s^{-1} \Im A(s, t = 0). \tag{5.4}
\]

Applying the optical theorem to (5.3) then gives \( \sigma^{tot} \sim s^{\sigma - 1} \) at large \( s \). Thus exchange of a spin-0 particle, for example the pion, would give a total cross section that decreases as \( s^{-1} \). The exchange of a spin-1 meson, such as the \( \rho \), would give a constant total cross section and the exchange of a spin-2 meson like the \( f_2 \) would require the total cross section to increase linearly with \( s \). None of this is observed in total cross sections. Above the \( s \)-channel resonance region, say for centre-of-mass energies \( \sqrt{s} \geq 2.5 \) GeV, total cross sections initially decrease with increasing energy, approximately as \( s^{-0.5} \), and then ultimately increase but only slowly, very
much more slowly than would be implied by the exchange of a single spin-2 particle in the $t$ channel.

If we are to retain the picture of particle exchange, then all the resonance contributions in the $t$ channel must act collectively and combine in some way to give the observed energy dependence. Thus any meson, the $f_2$ for example, has to be considered as a member of a whole family of resonances of increasing spin and mass, and we must consider the exchange of all this family simultaneously and their contributions must be correlated with each other. The mathematical framework for adding the resonances together is based on a formalism initially developed by Regge [5–7] for non-relativistic potential scattering. His formalism involved making the orbital angular momentum $l$, which is initially defined only for non-negative integer values, into a continuous complex variable. He showed that the radial Schrödinger equation with a spherically-symmetric potential can be solved for complex $l$. That is, the partial-wave amplitudes $A_l(t)$ can be considered as functions $A(l, t)$ of complex $l$, such that

$$A(l, t) = A_l(t) \quad l = 0, 1, 2, \ldots \quad (5.5)$$

Regge found that if the potential $V(r)$ is a superposition of Yukawa potentials, then the singularities of $A(l, t)$ in the complex $l$-plane are poles whose locations vary with $t$:

$$l = \alpha(t). \quad (5.6)$$

These poles are known as Regge poles, or reggeons, and as $t$ is varied they trace out paths defined by (5.6) in the complex $l$-plane. The functions $\alpha(t)$ are called Regge trajectories. In relativistic scattering theory they are associated with the exchanges of families of particles. Values of $t$ such that $\alpha(t)$ is a non-negative integer correspond to the squared mass of a bound state or resonance having that spin. The theory allows us to sum the whole family of exchanges corresponding to the particles associated with the Regge trajectory $\alpha(t)$.

In relativistic theory it is necessary [2] to introduce two amplitudes $A^\pm(l, t)$, such that

$$A^+(l, t) = A_l(t), \quad l \text{ even}, \quad A^-(l, t) = A_l(t), \quad l \text{ odd} \quad (5.7)$$

and write the $t$-channel partial-wave expansion (5.1) as

$$A(s, t) = A^+(s, t) + A^-(s, t) \quad (5.8)$$

with

$$A^\pm(s, t) = 8\pi \sum_{l=0}^{\infty} (2l + 1)A_l(t)(P_l(z_t) \pm P_l(-z_t)). \quad (5.9)$$
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Because \( P_l(-z) = (-1)^l P_l(z) \), \( A^+(s, t) \) receives contributions only from even \( l \) and \( A^-(s, t) \) only from odd \( l \). Therefore in \( A^+(s, t) \) we can replace \( A_l(t) \) by \( A^+_l(t) \) and in \( A^-(s, t) \) we can replace \( A_l(t) \) by \( A^-_l(t) \). The amplitudes \( A^\pm \) are known as even- and odd-signatured amplitudes.

The final Regge representation for \( A^\pm(s, t) \) is [2]

\[
A^\pm(s, t) = -\pi \sum_l \frac{\beta_i^\pm(t)}{\Gamma(\alpha_i^\pm(t) + 1) \sin(\pi \alpha_i^\pm(t))} \left(1 \pm e^{-i\pi \alpha_i^\pm(t)}\right) \left(\frac{s}{s_0}\right)^{\alpha_i^\pm(t)},
\]

where we have used the property \( \Gamma(\alpha + 1)\Gamma(-\alpha) = -\pi / \sin(\pi \alpha) \). The sum in (5.10) is over allowed exchanges, the \( \beta_i^\pm(t) \) are the corresponding Regge trajectories, the \( \beta_i^\pm(t) \) the residues at the poles and \( s_0 \) an arbitrary fixed scale. The form (5.10) gives the behaviour of \( A^\pm(s, t) \) for large \( s \) and small \( t \), with \( |t| \ll s \). This latter requirement is a very important constraint in applications. Frequently the variable \( \nu = \frac{1}{4}(s - u) \) is used instead of \( s \) as consideration of \( s \)-channel ↔ \( u \)-channel crossing is important. Crossing simply takes \( \nu \to -\nu \). It is also common for the \( \Gamma \)-functions in (5.10) to be absorbed into the (unknown) residues \( \beta_i(t) \).

The factors

\[
\xi_{\alpha_i}(t) = 1 \pm e^{-i\pi \alpha_i(t)}
\]

are called signature factors. It can be shown [2] that for values of \( t \) in the \( s \)-channel physical region, the amplitudes \( A^\pm(l, t) \) are real for real \( l \) and for these physical values of \( t \) both the positions \( \alpha_i^\pm(t) \) of the poles of the amplitudes and their residues \( \beta_i^\pm(t) \) are real, so the phase of the high-energy behaviour of a Regge-pole contribution to \( A^\pm(s, t) \) is given by the signature factor. Similar considerations apply to the \( u \)-channel [8].

The Regge formalism tells us nothing about the trajectories \( \alpha^\pm_i(t) \), which can only be obtained from experiment.

The \( \Gamma(-\alpha^\pm_i(t)) \) in (5.10) have poles for values of \( t \) when one of the \( \alpha^\pm_i(t) \) has a non-negative integer value. The signature factors \( \xi^+_\alpha_i(t) \) vanish when \( \alpha \) is an odd integer, so that the even-signatured amplitude has poles at those values of \( t \) for which an \( \alpha^+_i(t) \) is a non-negative even integer \( \sigma^+ \). Similarly, the odd-signatured amplitude has poles at the values of \( t \) for which an \( \alpha^-_i(t) \) is a positive odd integer \( \sigma^- \).

These poles can be identified with the exchanges of particles of spin \( \sigma^\pm \), whose squared mass is the corresponding value of \( t \).

The real part of the trajectory for the meson states \( \rho(770), \rho_3(1690) \) and \( \rho_5(2350) \) is shown in figure 5.1, together with its extension to negative \( t \), extracted from
the $\pi^- p \to \pi^0 n$ differential cross section. A plot such as this is known as a Chew–Frautschi plot [9]. The near linearity of the trajectory allows a simple extrapolation from the $t$-channel physical region $t > 4m^2$ to the $s$-channel scattering region $t < 0$. That is, the trajectory has the form
\[ \alpha(t) = \alpha_0 + \alpha't. \] (5.12)

The four trajectories \{f_2(1270), f_4(2050), \ldots\}, \{a_2(1320), a_4(2040), \ldots\}, \{\omega(780), \omega_3(1670), \ldots\} and \{\rho(770), \rho_3(1690), \ldots\} are nearly degenerate [2]. The first pair are even signature, the second pair odd. Each pair contains an isospin-0 and an isospin-1 trajectory, so effectively the ‘leading trajectory’ contains four near-degenerate trajectories all of which are nearly linear.

Although the real parts of the Regge trajectories $\alpha(t)$ cannot be exactly linear, as above the physical threshold they have a non-zero imaginary part, it turns out that the linear approximation is remarkably good and is sufficient for many purposes, as is the assumption of degeneracy. However, neither is strictly true and the consequences of deviations from both have been extensively explored.

Applying the optical theorem (5.4) to (5.12), a Regge trajectory $\alpha(t)$ gives a term with energy dependence
\[ \sigma^{ab}(s) \sim \left( \frac{s}{s_0} \right)^{a_0-1}. \] (5.13)
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From figure 5.1 we see that the intercept of the trajectories at $t = 0$ is close to 0.5 and this accounts for the observed decrease in hadronic total cross sections at low and intermediate energies. However, all hadronic total cross sections, $pp$, $\bar{p}p$, $pn$, $\bar{p}n$, $\pi^\pm p$ and $K^\pm p$, ultimately increase with energy [10]. The meson exchanges cannot account for this rise, which requires the introduction of a new Regge exchange, the pomeron, which has isospin 0 and $C = +1$. It seems consistent with experiment to assume that the pomeron trajectory $\alpha_{IP}(t)$ is linear in $t$:

$$\alpha_{IP}(t) = 1 + \epsilon_{IP} + \alpha'_{IP}. \quad (5.14)$$

The value of $\epsilon_{IP}$ can be obtained from fits [11–14] to the total cross section and lies in the range 0.081–0.112. The value of $\alpha'_{IP}$ is determined by fitting the small-$t$ $pp$ cross section and is found [15] to be 0.25 with a high degree of accuracy. As the pomeron is natural-parity exchange, it follows from the signature factor (5.11) that this small value of $\epsilon$ means that the pomeron contribution is almost purely imaginary at $t = 0$.

It is generally believed that the pomeron is gluonic in origin and many of its features can be understood qualitatively in terms of the exchange of two non-perturbative gluons [16]. However, it is reasonable to ask whether the pomeron should be interpreted as particle exchange, but in terms of glueballs not $q\bar{q}$ mesons. This suggestion is strongly supported by lattice gauge theory. In [17], the lightest $J = 0, 2, 4, 6$ glueball masses have been calculated in $D = 3 + 1$ SU(3) gauge theory in the quenched approximation and extrapolated to the continuum limit. Assuming that the masses lie on a linear trajectory, the leading glueball trajectory is found to be $\alpha(t) = (0.93 \pm 0.024) + (0.28 \pm 0.02)\alpha'_{IR}t$, where $\alpha'_{IR} \approx 0.93$ is the slope of the mesonic Regge trajectories. Thus this glueball trajectory has an intercept and slope very similar to that of the phenomenological pomeron trajectory. The results of the calculation and the linear fit are shown in figure 5.2.

Parametrizing high-energy total cross section data by a fixed power $\epsilon_{IP} > 0$ of $s$ will ultimately violate the Froissart–Lukaszuk–Martin bound [18,19]:

$$\sigma^{tot}(s) \leq \frac{\pi}{m_\pi^2} \log^2(s/s_0) \quad (5.15)$$

for some fixed, but unknown, value of $s_0$. At currently accessible energies this is not a significant constraint, but it does imply that the power $\epsilon_{IP}$ cannot be exactly constant. It must decrease as $s$ increases, but probably rather slowly. A mechanism for this is provided by the exchange of two or more pomerons which moderates the leading power behaviour and, in the case of the eikonal model for example, asymptotically gives a $\log^2 s$ behaviour [2].
Figure 5.2. Pomeron trajectory from lattice gauge theory [17].

Linearity in the Chew–Frautschi plot is also apparent in the baryon trajectories. The slope is comparable to that for the meson trajectories. An excellent review of the Regge phenomenology of baryon trajectories can be found in [8].

It is familiar that the residue $G(t_0)$ of a particle pole at $t = t_0$ in a partial-wave amplitude $A_\sigma(t)$ factorizes. That is, when it occurs in an $s$-channel scattering amplitude $1 + 2 \rightarrow 3 + 4$,

$$G^{1+2\rightarrow 3+4}(t_0) = g_{12} g_{34}.$$

(5.16)

The unitarity relations in the $t$ channel can be used to show that $G(t)$ factorizes similarly, even when $t$ is not close to $t_0$. Consequently, the $\beta_\sigma^\pm(t)$ in (5.10) have a similar factorization.

### 5.1.1 Regge cuts

Of course it is possible to exchange more than one reggeon. These multiple exchanges give rise to cuts. Unfortunately the theory of Regge cuts is still not well developed [2]. We do know [20] that the exchange of two reggeons, each having a linear trajectory, yields a cut with a linear $\alpha_c(t)$:

$$\alpha_c(t) = \alpha_c(0) + \alpha'_c t$$

(5.17)

with

$$\alpha_c(0) = \alpha_1(0) + \alpha_2(0) - 1,$$

$$\alpha'_c = \frac{\alpha'_1 \alpha'_2}{\alpha'_1 + \alpha'_2}.$$  

(5.18)
Thus a reggeon–pomeron cut will have an intercept slightly larger and a slope appreciably smaller than those of the reggeon trajectory and so the cut can easily dominate over the pole contribution. Even for a reggeon–reggeon cut, which has a lower intercept than either of the poles, for sufficiently large $|t|$ the cut contribution to the large-\(s\) behaviour of the amplitude will dominate over those from the poles, because the slope \(\alpha'_c\) is smaller than either of \(\alpha'_1\) and \(\alpha'_2\). So cuts can become important at large \(t\) even if they are relatively small at small \(t\).

The cut contributions do not factorize and the leading behaviour for large \(s\) is of the form

\[
A^c(s, t) \sim s^{\alpha_c(t)}(\log(s))^{-\gamma(t)}.
\]

The logarithmic factor in (5.19) is highly model-dependent. Although there is no well-formulated theory that allows cut contributions to be calculated, there are models, the most popular one being the eikonal model. This reproduces the general expressions for \(\alpha_c(t)\) and allows the cut contributions to be calculated explicitly in terms of the single-reggeon-exchange amplitude [2].

We need to know the quantum numbers associated with a two-reggeon system. Internal quantum numbers, such as isospin and \(G\)-parity, combine exactly as if the reggeons were elementary particles. For example, the exchange of the \(f_2\) Regge pole \((I = 0, G = +1)\) and the \(a_2\) Regge pole \((I = 1, G = -1)\) will give a cut with \(I = 1, G = -1\). However, a Regge cut will appear in amplitudes of both parities because of the angular momentum associated with the two-reggeon system, and there is also the important question of signature. It has been shown [21], for external particles both with spin and without spin, that the signature of the cut is

\[
\tau = \tau_1\tau_2\eta,
\]

where \(\tau_1\) and \(\tau_2\) are the signatures of the two exchanged reggeons and \(\eta = -1\) if both reggeons are fermions and \(\eta = +1\) otherwise.

A Regge trajectory is said to have natural parity, or naturality \(+1\), if the spin and parity of the mesons on it are given by \(J^P = J^{(-1)^I}\), for example \(0^+, 1^-, 2^+, 3^-\), \ldots, and to have unnatural parity, or naturality \(-1\), if the spin and parity of the mesons on it are given by \(J^P = J^{(-1)^{I+1}}\), for example \(0^-, 1^+, 2^-, 3^+\), \ldots. The parity and naturality of Regge cuts are discussed in [22], where it was shown that if the exchanged reggeons have naturalities \(n_1\) and \(n_2\), then amplitudes of naturality \(-n_1 n_2\) are suppressed relative to amplitudes of naturality \(n_1 n_2\) and that this suppression grows with increasing energy. As a consequence, for cuts where the two reggeons are any of \(\rho, \omega, a_2\) or \(f_2\), all of which are natural parity, the natural-parity cut will dominate over the unnatural parity one. The only exception to this is in reactions for which there is a constraint relation between amplitudes at \(t = 0\) which makes the natural and unnatural parity amplitudes equal there. Then the suppression of
one is accompanied, at small \( t \), by the suppression of the other, although away from \( t = 0 \) the \( +n_1n_2 \) contribution can recover from this suppression.

### 5.1.2 Daughter trajectories

For internal consistency, Regge theory requires an infinite set of daughter trajectories \([1,2]\), related to the leading trajectory \( \alpha_0(t) \) by \( \alpha_1(t) = \alpha_0(t) - 1, \alpha_2(t) = \alpha_0(t) - 2, \ldots \). The trajectory \( \alpha_1(t) \) is known as the first daughter of \( \alpha_0(t) \); \( \alpha_2(t) \) is the second daughter and so on. The concept of daughter trajectories was developed at a time when little was known about meson spectroscopy. There was no experimental evidence for them and no theoretical proof of their existence and alternative viewpoints were proposed. Meson spectroscopy is now much more developed, and the non-strange meson resonances do appear to lie \([23]\) on nearly linear, parallel, Regge trajectories. The evidence for daughter trajectories is very convincing. Because they are low-lying, the contributions from daughter trajectories to cross sections decrease much more rapidly than do the contributions from the leading trajectories and so normally they are unimportant except at very low energies.

### 5.1.3 Spin

It is straightforward to incorporate spin, the most convenient way being to use the helicity formalism \([24]\). Each particle is labelled by its helicity \( \lambda \) and we consider helicity amplitudes, that is matrix elements taken between helicity states, in the \( s \)-channel centre-of-mass frame. For the process \( 1 + 2 \rightarrow 3 + 4 \) this gives

\[
\langle P_3, \lambda_3; P_4, \lambda_4|T|P_1, \lambda_1; P_2, \lambda_2 \rangle \equiv T_{\lambda_3\lambda_4;\lambda_1\lambda_2}(s, t) \quad (5.21)
\]

with

\[
\frac{d\sigma_{\lambda_3\lambda_4;\lambda_1\lambda_2}}{d\Omega} = \frac{|P_3|}{64\pi^2|P_1|} |s| T_{\lambda_3\lambda_4;\lambda_1\lambda_2}^2. \quad (5.22)
\]

If the spins of the particles are \( s_1, s_2, s_3, s_4 \), then the number of amplitudes appears to be \((2s_1 + 1)(2s_2 + 1)(2s_3 + 1)(2s_4 + 1)\). However, because of parity and time-reversal invariance the number of independent amplitudes will be less than this. For example for \( \pi p \) scattering there are two, for \( \gamma N \rightarrow \pi N \) there are four, and for \( pp \) or \( p \bar{p} \) elastic scattering there are five.

Apart from the simplicity of this formula, with no cross terms, the usefulness of the helicity formalism stems from the fact that the partial-wave series is a straightforward generalization of the series for the scattering of two spin-0 particles.
It is
\[
T_{\lambda_3\lambda_4;\lambda_1\lambda_2}(s, t) = 16\pi \sum_{J \geq \mu}^\infty (2J + 1) T^J_{\lambda_3\lambda_4;\lambda_1\lambda_2}(s) d^J_{\lambda\lambda'}(\theta_s),
\]
where \(J\) is the total angular momentum in the \(t\) channel,
\[
\lambda = \lambda_1 - \lambda_2 \quad \lambda' = \lambda_3 - \lambda_4 \quad \mu = \max(|\lambda|, |\lambda'|)
\]
and \(d^J_{\lambda\lambda'}(\theta_s)\) is an element of the rotation matrix [25]. Using \(d^J_{00}(\theta_s) = P_J(\cos \theta_s)\) we immediately recover the partial-wave series for spinless particles, with \(J = l\).

In the forward direction \(\theta_s = 0\), \(\lambda\) and \(\lambda'\) are projections of the total angular momentum in the same direction and the conservation of angular momentum demands that the amplitude vanishes unless \(\lambda = \lambda'\). Thus for \(\theta_s \approx 0\), the behaviour of \(d^J_{\lambda\lambda'}(\theta_s)\) makes \(T_{\lambda_3\lambda_4;\lambda_1\lambda_2}(s, t)\) vanish at least as fast as
\[
T_{\lambda_3\lambda_4;\lambda_1\lambda_2}(s, t) \sim \left(\sin \frac{1}{2} \theta_s\right)^n,
\]
where \(n = |\lambda - \lambda'|\) is known as the net helicity flip.

The Reggeization procedure can be applied to the helicity amplitudes and, as in the spinless case, we need to use the \(t\)-channel helicity amplitudes \(T_{\lambda_3\lambda_4;\lambda_1\lambda_2}(s, t)\). These are related to the \(s\)-channel helicity amplitudes by a complicated crossing matrix. Since Regge poles have definite parity, it is appropriate to use \(t\)-channel amplitudes of definite parity, so that only poles of that parity contribute to them. This is done analogously to the \(A^\pm\) of (5.10) by taking sums and differences of partial-wave helicity amplitudes:
\[
T^J_{\lambda_3\lambda_4;\lambda_1\lambda_2}(t) = T^J_{\lambda_3\lambda_4;\lambda_1\lambda_2}(t) \pm \eta_{\lambda 3} (-1)^{-s_1-s_3} T^J_{\lambda_3\lambda_4;\lambda_1\lambda_2}(t),
\]
where the superscript \((\pm)\) specifies the parity and \(\eta_{\lambda 3}\) are intrinsic parities of the particles concerned. Note that this is in addition to constructing amplitudes of definite signature. To take account of kinematic constraints for \(s\)-channel scattering, for example (5.25), it is easiest to go back to the \(s\)-channel helicity amplitudes. It is found that a Regge pole makes \(s\)-channel helicity amplitudes behave for large \(s\) as \(s^{\alpha(t)}\), as in the case of spinless particles, though it need not contribute to all of the amplitudes.

We have seen in (5.25) that the conservation of angular momentum makes \(s\)-channel helicity amplitudes vanish at \(\theta_s = 0\) at least as fast as a certain power of \(\sin \frac{1}{2} \theta_s\). However, parity conservation may give a more stringent requirement on the behaviour of the contribution from a given Regge pole. A contribution from any \(t\)-channel reggeon has definite parity in the \(t\) channel. Therefore it satisfies
\[
T_{\lambda_3\lambda_4;\lambda_1\lambda_2} = \pm T_{-\lambda_3\lambda_4;\lambda_1\lambda_2}.
\]
The behaviour (5.25) is therefore not achievable and must be modified to
\[ T_{\lambda_3 \lambda_4; \lambda_1 \lambda_2} \sim (\sin \frac{1}{2} \theta_s)^{n+n'}, \] 
where
\[ n + n' = |\lambda_1 - \lambda_3| + |\lambda_2 - \lambda_4| \]
\[ = \max \{|\lambda_1 - \lambda_3 - \lambda_2 + \lambda_4|, |\lambda_1 + \lambda_2 - \lambda_3 - \lambda_4|\}. \] (5.29)

### 5.1.4 Duality

It is convenient to start by recalling the origins of duality in pion–nucleon scattering through finite-energy sum rules (FESRs) [26–29]. These relate an integral over the resonance region at fixed \( t \) to a sum over the Regge-pole terms appropriate to higher energies. An amplitude \( A^A(\nu, t) \) which is odd under crossing, \( A^A(\nu, t) = -A^A(-\nu, t) \), is represented at high energy by a sum over poles of odd signature:
\[ A^A(\nu, t) = -\pi \sum_i \frac{\beta_i(t)}{\Gamma(\alpha_i(t) + 1) \sin(\pi \alpha_i(t))} \left(1 \pm e^{-i \pi \alpha_i(t)}\right) (2\nu)^{\alpha_i(t)}. \] (5.30)

The corresponding FESR is
\[ \int_{\nu_0}^{\nu_c} d\nu \text{Im} A^A(\nu, t) = -\frac{1}{2} \pi \sum_i \frac{\beta_i(t)}{\Gamma(\alpha_i(t) + 2)} (2\nu_c)^{\alpha_i(t)+1}. \] (5.31)

For an amplitude that is even under crossing, \( A^S(\nu, t) = A^S(-\nu, t) \), the FESR is written for \( \nu A^S(\nu, t) \):
\[ \int_{\nu_0}^{\nu_c} d\nu \nu \text{Im} A^S(\nu, t) = \frac{1}{4} \pi \sum_i \frac{\beta_i(t)}{\Gamma(\alpha_i(t) + 3)} (2\nu_c)^{\alpha_i(t)+2}. \] (5.32)

Provided that the convergence criteria are satisfied, FESRs can be written for \( \nu^{2n} A^A(\nu, t) \) and \( \nu^{2n+1} A^S(\nu, t) \), where \( n \) is an integer, giving sum rules of different moments. Not all amplitudes are crossing even or crossing odd, so for a general amplitude both odd- and even-moment sum rules must be considered [30].

As the FESRs are written for amplitudes, knowledge of the low-energy amplitudes, from partial-wave analysis, provides important information about the Regge-pole amplitudes. The upper limit of integration, \( \nu_c \), must be sufficiently high for the Regge-pole expression to be valid. However, in practice \( \nu_c \) is determined by the upper limit of phase-shift analysis, corresponding typically to values of \( \sqrt{s} \) close to 2 GeV.

The principal applications of FESRs were to pion–nucleon scattering [31,32] and to pion photoproduction [33–36]. It is necessary to assume that the Regge-pole
amplitude describes the real physical amplitude at low energy on the average and that this averaging takes place over intervals appreciably smaller than the range of integration. This does happen in practice, as illustrated in figure 5.3 which compares

\[ p_{\text{Lab}}(\sigma^{\text{tot}}(\pi^- p) - \sigma^{\text{tot}}(\pi^+ p)) \] (5.33)

with the Regge fit to high-energy data. In this case the Regge exchange is the \( \rho \) trajectory, extrapolated to low energies.

The \( \pi^- p \) and \( \pi^+ p \) high-energy elastic scattering amplitudes receive equal contributions from pomeron exchange, which cancels in the difference (5.33) between the two total cross sections. This implies that the non-pomeron Regge-pole \( t \)-channel exchanges are dual to the \( s \)-channel resonances. Figure 5.4 shows that the extrapolations to low energy of the Regge fits to the high-energy \( \pi^+ p \) and \( \pi^- p \) total cross sections give good descriptions of the average low-energy cross sections in each case. The resonances sit on a non-resonance background, so assuming that the non-pomeron \( t \)-channel exchanges are dual to the low-energy \( s \)-channel resonances leads to the assumption that pomeron exchange is dual to the low-energy \( s \)-channel non-resonance background.

This assumption of two-component duality is explicitly realized in the individual partial-wave amplitudes in \( \pi N \) scattering [32]. The linear combinations of partial-wave amplitudes \( f^I_{1 \pm} \), where the superscript \( I \) labels the \( s \)-channel isospin and the
Figure 5.4. Comparison of the low-energy $\pi^+ p$ and $\pi^- p$ total cross sections with extrapolated Regge fits to higher-energy data [2].

Subscript $l_{\pm}$ refers to total angular momentum $J = l \pm \frac{1}{2}$,

$$f_{l_{\pm}}^0 = \frac{1}{3} \left( f_{l_{\pm}}^\frac{1}{2} + 2 f_{l_{\pm}}^\frac{3}{2} \right) \quad f_{l_{\pm}}^1 = \frac{1}{3} \left( f_{l_{\pm}}^\frac{1}{2} - f_{l_{\pm}}^\frac{3}{2} \right)$$

(5.34)

correspond to isospin-0 and isospin-1 exchange in the $t$ channel. As the pomeron does not contribute to the $t$-channel $I = 1$ exchange amplitude, two-component duality predicts that the $f_{l_{\pm}}^1$ should be given entirely by $s$-channel resonances. On the other hand, the $f_{l_{\pm}}^0$ should not be given by $s$-channel resonances alone, but should have a predominantly-imaginary smooth background on which the $s$-channel resonances are superimposed. With the exception of the S-waves, this is what $\pi N$ partial-wave analysis shows. The $t$-channel $I = 1$ amplitudes are represented by clear resonance circles in the complex phase-shift plane, with very little background. In contrast the resonance circles in the $t$-channel $I = 0$ amplitudes are superimposed
on a large and predominantly-imaginary background. The $P_3$ and $F_5$ partial waves, from the partial-wave analysis of [37], are given as examples in figure 5.5.

Despite these successes, duality is not a precise concept. A counter example is provided by $pp$ scattering which does have a non-zero Regge contribution, although this is appreciably less than that in $\bar{p}p$ scattering.

5.1.5 The Veneziano model

A theoretical representation of the scattering amplitude that is explicitly crossing symmetric and analytic, has Regge behaviour, satisfies the FESRs and exhibits duality, although it violates unitarity, is provided by the Veneziano model [38]. The model contains strictly-linear trajectories, zero-width resonances and an infinite set of daughter trajectories. For a reaction that is identical in all three channels, for example $\pi^0\pi^0$ scattering, the amplitude has the form

$$A(s, t) = \tilde{\beta} [B(-\alpha(s), -\alpha(t)) + B(-\alpha(s), -\alpha(u)) + B(-\alpha(t), -\alpha(u))],$$

(5.35)

which is explicitly $s \leftrightarrow t$, $s \leftrightarrow u$, $t \leftrightarrow u$ crossing-symmetric. In (5.35), $\tilde{\beta}$ is a constant, $\alpha$ is a real linear trajectory

$$\alpha(s) = \alpha(0) + \alpha^\prime s,$$

(5.36)
and $B(x, y)$ is the Euler Beta-function

$$B(x, y) = \frac{\Gamma(x)\Gamma(y)}{\Gamma(x + y)}. \quad (5.37)$$

Reactions which do not have resonances in all three channels do not have all the terms in (5.35).

It is straightforward to show [2] that the first term in (5.35) may be written as a sum of poles in either variable:

$$B(-\alpha(s), -\alpha(t)) = \sum_{n=0}^{\infty} \frac{R_n(t)}{n - \alpha(s)} = \sum_{n'=0}^{\infty} \frac{R'_n(s)}{n' - \alpha(t)}, \quad (5.38)$$

with $R_n$ a polynomial of degree $n$, and similarly for the second and third terms. Equation (5.36) shows that the Veneziano amplitude fulfils the duality requirement that the amplitude can be represented as a sum of poles in either the $s$ or the $t$ channel. It is equally straightforward to show [2] that for fixed $t$ and large $s$

$$B(-\alpha(s), -\alpha(t)) \sim \bar{\beta} \Gamma(-\alpha(t)) ((-\alpha' s)^{\alpha(t)} (1 + O(s^{-1})) \quad (5.39)$$

and in this limit

$$A(s, t) \sim \bar{\beta} \Gamma(-\alpha(t)) (1 + e^{-i\pi\alpha(t)}) (\alpha's)^{\alpha(t)}, \quad (5.40)$$

which is the Regge behaviour for an even-signatured trajectory.

The Veneziano amplitude is important because it demonstrates that simple functions exist which satisfy the theoretical requirements of analyticity, crossing and duality. However, it also demonstrates that there is no unique function as the $B(-\alpha(s), -\alpha(t))$ of (5.36) can be replaced by

$$B(m - \alpha(s), n - \alpha(t)) \quad (5.41)$$

for any integers $m, n \geq 1$, and similarly for the $s, u$ and $t, u$ terms.

### 5.2 Photoproduction of pseudoscalar mesons

In principle it is possible to perform a complete set of measurements in pseudoscalar-meson photoproduction, that is to determine the amplitudes at fixed $t$ up to an overall phase [39–41]. The reaction is given in terms of four complex amplitudes, which suggests that determining four magnitudes and three phases requires only seven experiments. However, seven experiments are not sufficient to resolve discrete ambiguities. The discussion is most conveniently carried out in terms of transversity amplitudes, which use the normal to the scattering plane as the quantization axis [42,43]. The cross section plus the three single-spin observables (beam, target and
recoil baryon polarization) determine the magnitudes of the transversity amplitudes. There are twelve independent double-polarization measurements, four each of beam-target, target-recoil and beam-recoil. With careful selection of four of these it is possible to extract all the requisite phases without discrete ambiguities [41]. In practice, however, such a complete set of measurements has not yet been made and the use of FESRs to provide supplementary information has been very important and informative.

5.2.1 Pion photoproduction

Pion photoproduction is usually discussed either in terms of the four independent $s$-channel helicity amplitudes $T_{\lambda \gamma \lambda' N}$, where $\lambda_\gamma$ is the photon helicity and $\lambda_N$, $\lambda'_N$ are the helicities of the initial and final nucleons, or in terms of four independent $t$-channel amplitudes $F_i$. These amplitudes, the relations between them and the definition of the cross section and polarization parameters are given in appendix D of [2]. Here we summarize the salient features.

The $s$-channel helicity amplitudes satisfy the conditions

\[ T_{++} = T_{--} = T_{-+} = -T_{+-}, \]

\[ T_{+-} = T_{-+} = T_{-+}^{1}, \quad T_{-} = T_{++}^{1}, \quad T_{-} = T_{-+}^{1}, \]

\[ T_{++}^{1} = T_{-}^{1} = T_{-+}^{1}, \quad T_{-}^{1} = T_{++}^{1}, \]

where the usual convention of denoting the nucleon helicities only by their sign has been used as there is no ambiguity. Because of the relations (5.42) it is also conventional to use the $\lambda_\gamma = 1$ helicity amplitudes and omit the photon-helicity label. As the pion has zero helicity there is automatic helicity flip at the photon–pion–reggeon vertex, so the net helicity flip is defined by the nucleon helicities. Then $T_{+-}$ is a non-flip amplitude ($N$), $T_{++}$ and $T_{--}$ are both single-flip amplitudes ($S1$ and $S2$ respectively) and $T_{-+}$ is double-flip ($D$).

The amplitudes $F_i$ have definite parity in the $t$ channel. At large $s$, $F_3$ and $F_4$ are respectively natural- and unnatural-parity $t$-channel amplitudes while $F_1$ and $F_2$ are respectively natural- and unnatural-parity $t$-channel amplitudes at all energies. Further, the amplitudes $F_2$ and $F_3$ are constrained at $t = 0$ by

\[ F_3 = 2m_N F_2, \]

where $m_N$ is the nucleon mass.

5.2.2 $\pi^0$ photoproduction

We start with $\gamma p \rightarrow \pi^0 p$, for which the principal reggeon exchange is expected to be the $\omega$. The contribution from $\rho$ exchange is small as the $\gamma - \pi - \omega$ coupling is about three times the $\gamma - \pi - \rho$ coupling and the coupling of the $\omega$ to the nucleon is
Table 5.1. Leading Regge trajectories contributing to $\pi^0$ photoproduction.

<table>
<thead>
<tr>
<th>Parity</th>
<th>Amplitude</th>
<th>Trajectory</th>
<th>$J^{PC}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Natural</td>
<td>$F_1$</td>
<td>$\omega$</td>
<td>$(2l + 1)^-$</td>
</tr>
<tr>
<td>Unnatural</td>
<td>$F_2$</td>
<td>$b_1$</td>
<td>$(2l + 1)^+$</td>
</tr>
<tr>
<td>Natural</td>
<td>$F_3$</td>
<td>$\omega$</td>
<td>$(2l + 1)^-$</td>
</tr>
<tr>
<td>Unnatural</td>
<td>$F_4$</td>
<td>Unknown</td>
<td>$(2l)^-$</td>
</tr>
</tbody>
</table>

Figure 5.6. Differential cross sections for $\pi^- p \rightarrow \pi^0 n$ at $p_{Lab} = 9.8$ GeV [44] (top) and $\gamma p \rightarrow \pi^0 p$ at $E_\gamma = 12$ GeV [45] (bottom).

about four times the coupling of the $\rho$ [2]. As the $\omega$ trajectory has natural parity it contributes to the $F_1$ and $F_3$ amplitudes. A contribution from the lower-lying $b_1(1235)$ trajectory is allowed, as the dominant decay of the $b_1(1235)$ is $\omega\pi$, but its coupling to the nucleon is unknown and has to be determined from experiment. The $b_1(1235)$ contributes only to the $F_2$ amplitude. The lowest-mass states on the allowed Regge-pole trajectories are given in table 5.1. As cuts do not have a specific parity, the $\omega$-pomeron cut can contribute to $F_1$, $F_2$ and $F_3$. 
The differential cross section for $\gamma p \rightarrow \pi^0 p$ looks very like that for $\pi^- p \rightarrow \pi^0 n$, as shown in figure 5.6. Just as the former reaction is dominated by the $\rho$-exchange single-flip amplitude, $\pi^0$ photoproduction is dominated by the $\omega$-exchange single-flip amplitudes. The origin of the minimum in the cross section at $t \approx -0.55$ GeV$^2$ is the zero in $\omega$ exchange due to the vanishing of the signature factor there, just as for $\rho$ exchange in $\pi^- p$ charge exchange. However, $\pi^0$ photoproduction is more complicated [34] than $\pi^- p$ charge exchange, as can be seen from the effective trajectory in figure 5.7. The line is the extrapolated fit to the physical states on the $\omega$ trajectory. This figure should be compared with the corresponding one for $\rho$ exchange, figure 5.1. It is clear that for $\pi^0$ photoproduction additional contributions are required.

However, without going into detail one can get a general picture of the process directly from the data. As the dominant $\omega$ exchange is natural parity, for plane-polarized photons one would expect that the polarized beam asymmetry

$$\Sigma = \frac{\sigma_\perp - \sigma_\parallel}{\sigma_\perp + \sigma_\parallel}$$

(5.44)

should be predominantly equal to 1. This is very nearly true, as can be seen in figure 5.8. The slight dip at $t \approx -0.6$ necessarily requires unnatural parity exchange. From table 5.1 it can be seen that there is no known contribution to $F_4$, implying that this amplitude should be zero or, at most, very small. This in turn requires that the recoil polarization asymmetry $R$ and the polarized target asymmetry $T$ should
be equal as, to leading order in $s$ [2],

$$R \frac{d\sigma}{dt} = \frac{1}{16\pi} \frac{\sqrt{-t}}{4m_p^2 - t} \text{Im}(F_1 F_3^* - (4m_p^2 - t) F_4^*)$$

and so

$$T \frac{d\sigma}{dt} = \frac{1}{16\pi} \frac{\sqrt{-t}}{4m_p^2 - t} \text{Im}(F_1 F_3^* + (4m_p^2 - t) F_4^*)$$

(5.45)

Comparison of $R$ and $T$ is rather difficult as the data are at different energies and an interpolation in $t$ is also necessary. Additionally $F_2$ is small, so in practice a comparison of $R$ and $T$ is not a sensitive test of whether $F_4 = 0$. Further information, in the form of FESRs, is necessary.

A model [46] consisting of the $\omega$, $\rho$ and $b_1$ reggeon exchanges, with non-degenerate $\omega$ and $\rho$ trajectories, provides a qualitative description of the data. Although it is quantitatively rather poor except at very small $t$ and does not reproduce accurately the dip structure seen in the differential cross section, it is strongly constrained. The magnitudes of the $\omega$ and $\rho$ contributions are fixed by the widths of the radiative decays $\omega \rightarrow \pi\gamma$, $\rho^0 \rightarrow \pi^0\gamma$ and the known $\omega NN$, $\rho NN$ couplings. The only ‘real’ parameter is the magnitude of the $b_1$ contribution as its coupling to the nucleon is unknown. The comparative success of this approach is a good indicator of how well simple models can describe data.
An effective trajectory lying above the $\omega$ trajectory, clearly required from figure 5.7, cannot be produced by $b_1$ exchange so cuts are an essential and important part of the reaction. As the high-energy data alone do not determine the amplitudes it is essential to use FESRs. There are five principal conclusions from a combined fit [33,34] to the data and the sum rules. The $F_1$ amplitude dominates the cross section, as expected, but the zero in the $\omega$ contribution is masked by a strong cut. However, the cut does not move the minimum in $d\sigma/dt$ because it is predominantly real, whereas the pole is mainly imaginary there. The FESRs show that $F_2$ and $F_3$ are finite at $t = 0$ so it is necessary for the cuts, which are large, to ‘conspire’ to satisfy the constraint (5.43). The zero of the $\omega$-pole contribution in $F_3$ is completely masked by the cut. The $F_4$ amplitude is non-zero and has strong energy dependence, but whether it is due to a low-lying trajectory or cuts or a combination of both cannot be determined. No simple cut model can explain the pattern of cuts observed. The residues found for the $\omega$ pole agree reasonably well with what is known about the $\omega\pi\gamma$ and $\omega NN$ couplings, so it is reasonable to believe that the correct cut amplitudes have been obtained.

These results confirm our qualitative expectations for $\omega$ exchange, but the cut contributions do not follow the conventional picture and are not understood. Thus $\pi^0$ photoproduction provides a considerable contrast to $\pi^- p$ charge exchange. Not only are cut effects important in determining the structure of the flip amplitudes, but also it is clear that no simple cut model can account for all the structure observed. In general $\pi^0$ photoproduction sets rather difficult problems for high-energy models, even though the basic structure reflects the expected behaviour.

5.2.3 $\pi^{\pm}$ photoproduction

The isospin decomposition for charged pion photoproduction is

$$F_i(\gamma p \rightarrow \pi^+ n) = \sqrt{2}(F_i^{(0)} + F_i^{(-)})$$

$$F_i(\gamma n \rightarrow \pi^- p) = \sqrt{2}(F_i^{(0)} - F_i^{(-)})$$

and the crossing properties of $F_i^{(0)}$ and $F_i^{(-)}$ under $s-u$ interchange are

$$F_1^{(-)}, F_2^{(-)}, F_3^{(-)} \text{ and } F_4^{(0)} \text{ are odd,}$$

$$F_1^{(0)}, F_2^{(0)}, F_3^{(0)} \text{ and } F_4^{(-)} \text{ are even.}$$

The lowest-mass states on the allowed Regge-pole trajectories are given in table 5.2. Since the two reactions $\gamma p \rightarrow \pi^+ n$ and $\gamma n \rightarrow \pi^- p$ are related by line reversal, exchanges with different $G$-parity enter with different relative sign in the two cases.
An obvious feature of the differential cross section \([47]\) for \(\gamma p \rightarrow \pi^+ n\) is the narrow forward peak. The cross section at \(E_\gamma = 8\) GeV is shown in figure 5.9, where \(d\sigma/dt\) is plotted as a function of \(\sqrt{-t}\) to highlight the forward peak. The differential cross sections at lower energies are very similar in shape \([47]\) and there is strong energy dependence: the cross section decreases approximately as \(s^{-2}\). This is evident in the effective trajectory in figure 5.10, which shows that \(\alpha_{\text{eff}} \approx 0\) over the whole \(t\) range. Another obvious feature of these data is that they are structureless, apart from the peak, and there is no dip at \(t \approx -0.55\) GeV\(^2\).

The forward peak, in which the differential cross section rises by more than a factor of two between \(t = -m^2_\pi\) and \(t = t_{\text{min}}\), is naturally associated with pion exchange. Pion exchange is unique among reggeon exchanges. The \(\Gamma(-\alpha(t))\) in (5.10) has a pole near the physical region, so for small \(t\) one can approximate it by the pion-pole term. The pion-exchange term vanishes in the forward direction, even though it occurs in the non-flip amplitude \(T_{++}\) as well as in the double-flip amplitude \(T_{--}\), and so by itself it cannot produce a forward peak.
If we consider pion-exchange as a Feynman diagram, it is well known that the amplitude is not gauge-invariant by itself. When using pseudoscalar (PS) $\pi N$ coupling, this has to be complemented by the $s$-channel nucleon diagram for $\gamma p \rightarrow \pi^+ n$ and by the $u$-channel nucleon-exchange diagram for $\gamma n \rightarrow \pi^- p$. These are the minimum terms necessary for gauge invariance and correspond to the electric coupling. The anomalous magnetic part is gauge-invariant by itself (there is no corresponding pion term) and need not be included. If it is retained, its influence is negligible. For pseudovector (PV) $\pi N$ coupling it is necessary to add the Kroll–Ruderman contact term. The two coupling schemes lead to exactly the same gauge-invariant amplitudes.

The problem then arises about Reggeizing these nucleon terms. For the pion pole itself there is no problem [46]: one simply replaces the Feynman propagator $1/(t - m^2_\pi)$ by the appropriate Regge term, $P_{\text{Regge}}$ say, of (5.10). In other words the pole-like propagator is multiplied by $(t - m^2_\pi)P_{\text{Regge}}$. It is suggested in [46] that one does precisely the same for the nucleon terms, so symbolically

$$M_\pi(\gamma p \rightarrow \pi^+ n) \rightarrow (t - m^2_\pi)P_{\text{Regge}} \left( M_{t-\text{exch}}^\pi + M_{s-\text{exch}}^N \right),$$
$$M_\pi(\gamma n \rightarrow \pi^- p) \rightarrow (t - m^2_\pi)P_{\text{Regge}} \left( M_{t-\text{exch}}^\pi + M_{u-\text{exch}}^N \right).$$

(5.49)

The effect of these additional terms is to create the sharp rise observed in the forward differential cross section over the range $\Delta t \approx m^2_\pi$.

The experimental ratio of the $\gamma n \rightarrow \pi^- p$ and $\gamma p \rightarrow \pi^+ n$ differential cross sections is shown in figure 5.11. The pion-pole contribution is essentially the same in both reactions which accounts for the ratio being close to unity at small $t$. Away from
the very forward direction, the other contributions come into play. In an obvious notation,

\[
\frac{d\sigma}{dt}(\gamma p \rightarrow \pi^+ n) \propto |(\pi + b_1) + (\rho + a_2)|^2,
\]

\[
\frac{d\sigma}{dt}(\gamma n \rightarrow \pi^- p) \propto |-(\pi + b_1) + (\rho - a_2)|^2,
\]

(5.50)

where \(\pi\) stands for the complete gauge-invariant pion-exchange term and the changes in sign between the two reactions are a consequence of the negative \(G\)-parity of the \(\pi\) and \(a_2\) exchanges. As the \((\rho, a_2)\) and \((\pi, b_1)\) trajectories are nearly degenerate, and as the positive and negative \(G\)-parity exchanges have different signature factors, this change in sign leads to rotating phases \(\exp(-i\pi\alpha(t))\) for one reaction and to constant phases for the other. This difference is crucial in explaining the data in figure 5.11, and the success in doing so is a remarkable achievement for Regge theory. Fixing the magnitude of the \(\rho\) contribution from the width of the radiative decay \(\rho^\pm \rightarrow \pi^\pm \gamma\) and the known \(\rho NN\) coupling, parameter-free predictions [46] can be made for the \(\gamma p \rightarrow \pi^+ n\) and \(\gamma n \rightarrow \pi^- p\). Although still qualitative, it is better than the corresponding description of \(\gamma p \rightarrow \pi^0 n\) and in particular gives a precise description of the cross section ratio \(\mathcal{R} = \frac{d\sigma}{dt}(\gamma n \rightarrow \pi^- p) / \frac{d\sigma}{dt}(\gamma p \rightarrow \pi^+ n)\).

To improve on this description, it is necessary to parametrize the amplitudes and to impose FESRs, fitting them and the data rather than attempting a prediction a priori [35,48,36]. In this approach the \(s\)-channel and \(u\)-channel nucleon poles are not included and are replaced by Regge cuts. The simplest prescription is to put a pion pole directly into the \(s\)-channel helicity amplitudes that have no kinematic factors.
that are not required by $s$-channel angular-momentum conservation [49,50]. This means replacing the factorizing form $t/(t - m_{\pi}^2)$ by $m_{\pi}^2/(t - m_{\pi}^2)$ in the non-flip amplitude. As we can rewrite $m_{\pi}^2/(t - m_{\pi}^2)$ as $t/(t - m_{\pi}^2) - 1$ we see that we are simply adding a specific smooth background which interferes destructively with the pole and which should be associated with a cut. The pion-exchange contribution to the double-flip amplitude is unaltered as $s$-channel angular momentum conservation requires that the $t$ dependence is unchanged. This simple prescription, known as poor man’s absorption (PMA), describes the near-forward charged-pion-photoproduction data rather well, but fails at larger values of $|t|$ [48]. An interesting feature of the FESRs is that the two amplitudes to which pion exchange contributes are determined, to a good approximation, by the Born terms as the higher-mass baryon resonances cancel in the forward direction. This explains the success of the Born-term model and it is interesting to note that this cancellation agrees with quark-model predictions for the coupling of the baryon resonances to the different helicity states in $\gamma N \rightarrow \pi N$ [51].

Pion exchange contributes only to the $t$-channel amplitude $F_2$, which we have seen must satisfy the constraint $F_3 = 2m_\rho F_2$ at $t = 0$. This constraint is satisfied trivially by pion exchange as it vanishes at $t = 0$. However, this is not the case for the cut. The constraint equation automatically requires a cut in $F_2$ to be accompanied by a cut in $F_3$, that is the cut occurs in both the unnatural- and natural-parity amplitudes. This immediately predicts the behaviour of the polarized beam asymmetry, $\Sigma$, at small $t$ as there [2]

$$\Sigma \sim \left( |F_3|^2 - 4m_\rho^2 |F_2|^2 \right) / \left( |F_3|^2 + 4m_\rho^2 |F_2|^2 \right), \quad (5.51)$$

so $\Sigma = 0$ at $t = 0$ from the constraint equation (5.43). As $|t|$ increases $F_2$ decreases rapidly but $F_3$ varies slowly. Hence $\Sigma$ will increase rapidly to a value close to 1, in conformity with the data.

The fact that $\alpha_{eff} \approx 0$ over the whole $t$ range is evidence for strong cuts. It is not surprising that the reggeon-exchange contributions, other than the pion, are not obvious in the differential-cross-section data. Both $\rho$ and $a_2$ exchange are allowed, but we know that their couplings to the nucleon are weak. We also know from $\pi^0$ photoproduction that $\rho$ exchange is not important and that $b_1$ exchange does not make a significant contribution. However, FESRs [35] show that $\rho$ and $a_2$ exchange, and their associated cuts, cannot be completely excluded. Their presence is not seen directly in the data but through interference with the strong pion cut in the natural-parity amplitude. The absence of a dip in the differential cross section could be taken to imply that the $\rho$ pole does not have a zero there. However, the presence of the strong cuts, evident from the energy dependence of the cross
section, invalidates that argument. The evidence from sum rules is that the zero is required [35].

The principal conclusion to be drawn from pion photoproduction at small $t$ is that predictions of the reactions are at best qualitative, except at very small $t$. A precise quantitative description, particularly of polarization data, requires the incorporation of Regge cuts. As there is no simple prescription for calculating the cuts, these data provide a salutary reminder that the application of Regge theory is not straightforward.

At large $|t|$ it is more appropriate to use a partonic approach to describing the data. At fixed centre-of-mass angles and large $t$, the constituent-quark counting rule makes specific predictions for the energy dependence of exclusive processes. The rule was first derived from simple dimensional counting arguments [3] and was later confirmed in a short-distance pQCD approach [4]. The rule is qualitatively consistent with many measurements, although there are a few anomalies in $pp$ scattering and the prediction of conservation of hadron helicity is not confirmed.

For pion photoproduction the rule predicts that

$$\frac{d\sigma}{dt} = f(\theta_{c.m.})s^{-7} \quad (5.52)$$

at fixed centre-of-mass angle $\theta_{c.m.}$. Data [52] for $\gamma p \rightarrow \pi^+ n$ and $\gamma n \rightarrow \pi^- p$ at $\theta_{c.m.} = 90^\circ$ are shown in figure 5.12. The differential cross section has been multiplied by $s^7$ and the data appear to indicate the onset of scaling from $s \approx 7 \text{ GeV}^2$.

Scaling is also apparent from about the same energy at $\theta_{c.m.} = 70^\circ$ in both channels, but not at $\theta_{c.m.} = 50^\circ$. This is not really surprising as these latter data lie in the range $0.696 < |t| < 1.248 \text{ GeV}^2$ for $\sqrt{s} \geq 2.35 \text{ GeV}$, which is still very much in the Regge region.

### 5.2.4 $\eta^0$ photoproduction

The data for $\gamma p \rightarrow \eta^0 p$, shown in figure 5.13, pose a severe problem for Regge models. The reaction has the same exchanges as $\gamma p \rightarrow \pi^0 p$, but exchanges of different isospin enter in different combinations. If we write

$$F_i(\pi^0 p) = F_i^0 + F_i^1, \quad (5.53)$$

where the superscripts denote the $t$-channel isospin, then for $\eta$ photoproduction we can use vector-meson dominance (VMD) arguments [35] to write

$$F_i(\eta p) = \frac{1}{3}x\sqrt{3}(\frac{1}{r}F_i^0 + rF_i^1). \quad (5.54)$$
Here $r = \gamma_\rho / \gamma_\omega \approx 2.8$ and $x \approx 1.23$ depends on the $\eta - \eta'$ mixing angle. The effect of (5.54) is to suppress $\omega$ exchange and enhance $\rho$ exchange. However, whatever the combination of $\omega$ and $\rho$ exchange, one would expect a minimum in the cross section around $|t| \sim 0.55 \text{ GeV}^2$, just as in $\pi^- p$ charge exchange and in $\pi^0$ photoproduction.

In this case it is not possible to use FESRs as, although they can be written down formally, there is an unphysical cut from the $\pi p$ threshold to the $\eta p$ threshold whose contribution cannot be evaluated. The ‘solution’ once again is to invoke cuts and the most plausible description [34] is to have the cross section dominated...
by natural-parity exchange with the cuts washing out the dip arising from the poles. The dominance of natural-parity exchange is evident from the polarized-beam asymmetry $\Sigma$, which is large and positive. The cut structure in $\eta$ photoproduction is very different from that in $\pi^0$ photoproduction, emphasizing once again the difficulty of using Regge theory for \textit{ab initio} predictions.

### 5.2.5 $K^+$ photoproduction

Just as for $\eta$ photoproduction, FESRs are not applicable. However, one can deduce a lot about the reaction by direct inspection of the data for the reactions $\gamma p \to K^+ \Lambda^0$ and $\gamma p \to K^+ \Sigma^0$. The principal Regge exchanges for these two reactions are the trajectories on which the $K(494)$ and $K^*(892)$ are the lowest-mass members. Assuming linear trajectories and exchange-degeneracy, the $K$ trajectory is specified in principle by the $K(494)$, $K_1(1270)$, $K_2(1770)$, $K_3(2320)$ and two higher-mass states still in need of confirmation [10], $K_3(2320)$ and $K_4(2500)$. A further complication is that the $K_1(1270)$ and $K_1(1400)$ are mixtures of the $K_1B(1P_1)$ (the natural candidate for the trajectory) and the $K_1A(3P_1)$, so the physical mass is presumably not the correct one to use. Ignoring this problem and fitting to the three established states gives the trajectory

$$\alpha_K \approx 0.7 \left( t - m_K^2 \right). \quad (5.55)$$

This choice allows satisfactory agreement with the small-$t$ data, although the data are not able to establish definitively the precise $K$ trajectory. There are five states available to establish the $K^*$ trajectory, $K^*(892)$, $K_2^*(1430)$, $K_3^*(1780)$, $K_4^*(2045)$ and $K_5^*(2380)$ although the latter is another state still in need of confirmation [10].
Fitting the four established states gives the trajectory
\[ \alpha_{K^*} \approx 0.25 + 0.89t. \] (5.56)

The differential cross sections for \( \gamma p \to K^+\Lambda^0 \) and \( \gamma p \to K^+\Sigma^0 \) are given in figure 5.14 and the effective trajectory for \( \gamma p \to K^+\Lambda^0 \) in figure 5.15. The line in the latter figure is that of (5.56).

In the middle of the \( t \) range shown it is clear that the effective trajectory is consistent with exchange of the \( K^*(892) \) trajectory. At very small \( t \) the effective trajectory is consistent with the dominance of \( K \) exchange, from (5.55) the intercept of the trajectory at \( t = 0 \) is approximately \(-0.17\). Finally, at the larger values of \(-t\) there is an indication of a deviation from the \( K^* \) trajectory, presumably a \( K^*-\)pomeron cut which will have an intercept slightly larger and a slope appreciably smaller than that of the \( K^* \) trajectory: recall (5.17) and (5.18). This interpretation is reflected in the data. Just as for \( \omega \) and \( \rho \) exchange in pion photoproduction, \( K^* \) exchange...
goes to zero in the forward direction. The forward differential cross section, figure 5.14(a), is rather flat at the lowest energy but tends more and more to zero as the energy increases; the contribution of $K$ exchange decreases relative to $K^*$ exchange as it is a lower-lying trajectory. In contrast, the differential cross section for $\gamma p \rightarrow K^+\Sigma^0$, figure 5.14(b), tends to zero as $t \rightarrow 0$ at all energies, implying that $K$ exchange is very small in this reaction. The data on the polarized beam asymmetry $\Sigma$ (not shown) bear this out. For $\gamma p \rightarrow K^+\Sigma^0$ the beam asymmetry $\Sigma$ is consistent with unity at all values of $t$, hence requiring natural-parity exchange. For $\gamma p \rightarrow K^+\Lambda^0$ the beam asymmetry $\Sigma$ is consistent with unity only for $|t| \geq 0.2$ GeV$^2$ and requires some unnatural-parity exchange at smaller values of $|t|$.

It is rather straightforward to model this. The most obvious approach is the analogue of the model for $\pi^\pm$ photoproduction discussed above [46]. For $K^*$ exchange, the coupling constant at the $\gamma-K-K^*$ vertex can be estimated from the electromagnetic width of the $K^*$ and for $K$ exchange the coupling is simply the electric charge. The strong coupling constants involved are much less well known experimentally than the coupling constants in pion photoproduction but can be estimated through SU(3). In practice only the contribution of the $K$ is relatively well determined and it is necessary to treat the hadronic couplings of the $K^*$ as parameters, apart from their sign which is known. This simple model gives a rather good description of the $\gamma p \rightarrow K^+\Lambda^0$ and $\gamma p \rightarrow K^+\Sigma^0$ differential cross sections and shows that $K^*$ exchange completely dominates $\gamma p \rightarrow K^+\Sigma^0$ and, except for $|t| \leq 0.2$ GeV$^2$, dominates $\gamma p \rightarrow K^+\Lambda^0$. However, the model is not so successful in reproducing the recoil baryon asymmetry in $\gamma p \rightarrow K^+\Lambda^0$, particularly at larger values of $|t|$. This can be ascribed to a $K^*$–pomeron cut, as already inferred from the effective trajectory.
5.3 Vector-meson photoproduction

Unlike pseudoscalar-meson photoproduction it is not straightforward, even in principle, to perform a complete set of measurements to determine the amplitudes of vector-meson photoproduction at fixed $t$ up to an overall phase. For example, it can be shown [55] that measuring the two-meson decay of a photoproduced $\rho$ or $\phi$ does not determine the meson’s vector polarization, only its tensor polarization. The decay of the vector meson into lepton pairs is also insensitive to the polarization of the vector meson unless the spin of one of the leptons is measured. Nonetheless, despite this and in contrast to the complexity of pseudoscalar-meson photoproduction, the description of light-quark vector-meson photoproduction is surprisingly simple.

5.3.1 $\rho$ and $\omega$ photoproduction

A particular feature of $\rho$ photoproduction is the distortion of the line shape of the $\rho$ due to interference between the amplitude for direct $\rho$ production and the amplitude for the Drell–Söding mechanism [56,57]. In the latter, the photon dissociates into two oppositely-charged pions, each of which scatters off the target. This is a particular example of the more general Deck effect [58]. The interference term changes sign from positive to negative in passing through the $\rho$ mass and results in a skewing of the $\pi^+\pi^-$ mass spectrum and an apparent shift in the mass and width of the $\rho$. At low energies the $\pi^+\pi^-$ mass spectrum is further complicated by contamination from the $\pi$/$\Delta(1232)$ channel, hence it is necessary to use high-energy data to see the Drell–Söding mechanism cleanly. In figure 5.16 the two-pion invariant mass in photoproduction [59] at $\sqrt{s} = 70$ GeV is compared with the naive expectation of a $P$-wave Breit–Wigner. The skewing is $t$- and $Q^2$-dependent and the model gives a good description of both this and the angular correlation of the photoproduced pion pairs.

A direct connection between $\pi p$ scattering and $\rho$ and $\omega$ photoproduction is provided via the assumption of VMD [60]. In its simplest form, VMD says that the cross section for $\gamma p \to \rho p$ is given by

$$\frac{d\sigma}{dt}(\gamma p \to \rho p) = \alpha \frac{4\pi}{\gamma_{\rho}^2} \frac{d\sigma}{dt}(\rho^0 p \to \rho^0 p),$$

(5.57)

where $4\pi/\gamma_{\rho}^2$ is the $\rho$–photon coupling, which can be found from the $e^+e^-$ width of the $\rho$:

$$\Gamma_{\rho\to e^+e^-} = \frac{\alpha^2}{3} \frac{4\pi}{\gamma_{\rho}^2} m_{\rho}. $$

(5.58)
In the additive-quark model, the amplitude for $\rho^0 p \rightarrow \rho^0 p$ is simply given by the average of the amplitudes for $\pi^- p$ and $\pi^+ p$ elastic scattering. In this combination of $\pi p$ scattering amplitudes the $C = -1$ exchanges cancel (as they should) leaving the pomeron and $f_2$ exchanges. There are two omissions in this procedure. One is a contribution from $a_2$ exchange, which is forbidden in $\pi p$ elastic scattering by $G$-parity but is allowed for $\rho^0$ photoproduction. However, this is expected to be extremely small. Firstly, the photon is necessarily isoscalar ($\omega$-like) for $a_2$ exchange, while for $f_2$ exchange the photon is isovector ($\rho$-like). Thus $g_{f_2\rho\gamma} \approx 3 g_{a_2\rho\gamma}$. Secondly, the $a_2$–nucleon coupling is much weaker than the $f_2$–nucleon coupling [2]: phenomenologically $g_{f_2NN} \approx 8 g_{a_2NN}$. The net effect is that the amplitude for $a_2$ exchange is a small percentage of that for $f_2$ exchange. The near-degeneracy of the $f_2$ and $a_2$ trajectories means that any contribution from $a_2$ exchange will have minimal impact on the energy and $t$ dependence of the cross section. The other omission is pion exchange, but this is again small as the photon is once more necessarily $\omega$-like. Also, its contribution decreases rapidly with increasing energy, so it is relevant only close to threshold. The trajectories of the pomeron, $f_2$ and $a_2$ are well known from hadronic scattering, as is the mass scale by which we must divide $s$ before raising it to the Regge power, namely the inverse of the trajectory slope [2]. It is well established that the trajectories couple to the proton through the Dirac electric form factor $F_1(t)$, which can be represented by the dipole form

$$F_1(t) = \frac{4m_p^2 - 2.79t}{4m_p^2 - t} \frac{1}{(1 - t/0.71)^2}. \quad (5.59)$$
Wherever it can be experimentally checked, the differential cross section for $\rho^0$ photoproduction is found to have the same slope at small $t$ as the $\pi^\pm p$ elastic differential cross sections, so it is natural to assume that the form factor of the $\rho$, $F_\rho(t)$, is the same as that of the pion. As discussed in chapter 2, the pion form factor is well described by

$$F_\pi(t) = \frac{1}{1 - t/0.5}.$$  \hfill (5.60)

Using this gives an excellent description of high-energy $\pi p$ elastic scattering. Assuming that the spatial structure of the $\rho^0$ is the same as that of the $\rho^\pm$, the amplitude for $\gamma p \rightarrow \rho^0 p$ is then

$$T(s, t) = i F_1(t) F_\rho(t) \left( A_P (\alpha'_P s)^{\alpha_P(t)-1} e^{-\frac{1}{2} i \pi (\alpha_P(t)-1)} ight. \
+ \left. A_R (\alpha'_R s)^{\alpha_R(t)-1} e^{-\frac{1}{2} i \pi (\alpha_R(t)-1)} \right).$$  \hfill (5.61)

Normalizing the amplitude such that $d\sigma/dt = |T(s, t)|^2/(16\pi)$ in $\mu b \text{ GeV}^{-2}$, then $A_P = 48.8$ and $A_R = 129.6$ using (5.57), the PDG value for the $\rho \rightarrow e^+ e^-$ width and a standard fit to the $\pi^\pm p$ total cross sections [2]. The resulting predictions for the $\gamma p \rightarrow \rho^0 p$ differential cross section are compared with data at $\sqrt{s} = 4.3$ GeV [61] in figure 5.17 and at $\sqrt{s} = 71.7$ GeV [62] in figure 5.18. The predictions agree equally well [2] with data at $\sqrt{s} = 6.9$ and 10.8 GeV [63] (not shown). This model has implications for polarization effects in $\rho$ photoproduction. It is well known in $\rho$ photoproduction that the helicity of the $\rho$ is the same as that of the photon, the
phenomenon of $s$-channel helicity conservation (SCHC). What is less well known is that pomeron and $f_2$ exchange also conserve helicity equally well at the nucleon vertex. This is readily seen in pion–nucleon elastic scattering. Applying FESRs shows [31,32] that much the largest $C = +1$ exchange amplitude is the helicity non-flip amplitude $A_{++}$, that is $s$-channel helicity is conserved in $C = +1$ exchange. The helicity-flip amplitude $A_{+-}$ is primarily $C = -1$ $\rho$ exchange. These results are reflected in the $\pi^- p$ and $\pi^+ p$ polarization data which are given by the interference of $A_{++}$ and $A_{+-}$. These are almost mirror-symmetric as a function of $t$, $P(\pi^- p) \approx -P(\pi^+ p)$, as the $\rho$-exchange contribution has the opposite sign in $\pi^- p$ and $\pi^+ p$ scattering. The polarization should decrease with energy approximately as $s^{\alpha_\rho - \alpha_P}$ and the data are compatible with this. There is a small deviation from complete mirror symmetry. The $t$-channel isoscalar–isovector interference terms cancel in the sum of $P d\sigma/dt$ for $\pi^+ p$ and $\pi^- p$ scattering, which allows the ratio of the $t$-channel isoscalar helicity-flip amplitude to the helicity non-flip amplitude to be determined [64]. It is small, but non-zero. As the amplitude necessarily involves a combination of $f_2$ and pomeron exchange these cannot be distinguished experimentally.

Target-polarization effects in $\rho$ photoproduction will arise primarily from the interference of the dominant pomeron and $f_2$ exchange with the $a_2$ and other small unknown exchanges. However, this does not necessarily mean that polarized-target asymmetries will be small: they are rather large at low and intermediate energies in $\pi^\pm p$ elastic scattering. It does mean that they are not predictable and that they essentially measure the small amplitudes.

Is (5.57) extendable to charged-$\rho$ photoproduction, relating $\gamma p \to \rho^+ n$ to $\pi^- p \to \pi^0 n$ via $\rho^0 p \to \rho^+ n$? Although $a_2$ exchange is very small compared to pomeron
and $f_2$ exchange, it is not so small compared to $\rho$ exchange as their couplings to the nucleon are comparable [2]. One would expect the $t$ dependence and energy dependence of $\gamma p \rightarrow \rho^+ n$ and $\pi^- p \rightarrow \pi^0 n$ to be the same because of the near-degeneracy of the $\rho$ and $a_2$ trajectories, but the absolute normalization to be unspecified. The two reactions are compared in figure 5.19 at $\sqrt{s} = 4.3$ GeV. The shapes are certainly in reasonable agreement, but the $\pi^- p$ charge-exchange data have been reduced by a factor of 160 rather than the nominal 278 from the factor $4\pi\alpha/\gamma_\rho^2$ in (5.57). Note the very different scale between $\gamma p \rightarrow \rho^0 p$ and $\gamma p \rightarrow \rho^+ n$, showing that $\rho$ and $a_2$ exchange are really small compared to pomeron and $f_2$ exchange.

Figure 5.18 shows good agreement with the small-$t$ ZEUS data at $\sqrt{s} = 71.7$ GeV. However at $\sqrt{s} = 94$ GeV, where the data are at larger values of $|t|$, the predicted cross section is too low, the discrepancy increasing with increasing $|t|$. A clue to explaining this is provided by the proton structure function $F_2(x, Q^2)$ at small $x$. Within the framework of conventional Regge theory it is necessary to introduce [66] a second pomeron, the hard pomeron, with intercept a little greater than 1.4. This concept is also compatible [67] with the ZEUS data [68] for the charm component $F_2^c(x, Q^2)$ of $F_2(x, Q^2)$ which seem to confirm its existence. The slope of the trajectory can be deduced [2,67] from the H1 data [69] for the differential cross section for the process $\gamma p \rightarrow J/\psi p$:

$$
\alpha_{p_h}(t) = 1.44 + \alpha'_{p_h} t \quad \alpha'_{p_h} = 0.1 \text{ GeV}^{-2}.
$$

The hard-pomeron contribution to the amplitude for $\gamma p \rightarrow J/\psi p$ is then

$$
i F_1(t) \left( A_{p_h} \left( \alpha'_{p_h} s \right)^{\alpha_{p_h}(t)-1} e^{-\frac{1}{2}i\pi(\alpha_{p_h}(t)-1)} \right).
$$

(5.63)
The contribution from the soft pomeron must be added to this and the coefficients $A_{P_h}$ and $A_P$, the corresponding coefficient for the soft-pomeron contribution to $J/\psi p$ photoproduction is obtained by fitting the H1 [69] and ZEUS [62] differential cross sections. The fits to the data for $F_2$ at small $x$ and for $F_2^c$ suggest that the coupling of the hard pomeron to quarks is flavour-blind. Thus the hard-pomeron contribution to $\gamma p \to \rho^0 p$ can be obtained from that in $\gamma p \to J/\psi p$ by including the effect of the vector-meson wave functions. Assuming that the point-like component of the photon, rather than the hadron-like component, is responsible, then the strength of the hard-pomeron coupling depends only on the magnitude of the vector-meson wave function at the origin and the relevant quark charges. This means that it is proportional to $\sqrt{\Gamma_{V \to e^+e^-}/m_V}$. Figure 5.20 shows that adding this hard-pomeron contribution to the amplitude for $\gamma p \to \rho p$ provides a good description of the large-$|t|$ data.

At large-$|t|$ at low energy the model falls well below the data, as shown in figure 5.21. As for pion photoproduction a partonic description is more appropriate than one in terms of Regge poles, but unlike pion photoproduction, two-gluon exchange is allowed in addition to quark exchange. We shall see in the case of $\phi$ photoproduction that pomeron exchange does saturate the large-$|t|$ cross section at the same energy, so there is no need for an additional term. However, it may be that this agreement is accidental and that an interpretation in terms of two-gluon exchange at large $|t|$ matched to the pomeron at small $|t|$ is more appropriate [72,73]. Neither of these is sufficient to explain the data and it is clear that quark-exchange mechanisms are important. The $\theta_{c.m.} = 90^\circ$ data are shown in figure 5.22. The curve is $s^{-7}$, arbitrarily normalized, implying that the onset of scaling at this angle apparently...
occurs already by $s \approx 6$ GeV$^2$. In the extreme backward direction, Reggeized $u$-channel baryon exchange becomes the dominant mechanism.

The discussion on $\rho^0$ photoproduction can be applied directly to $\omega$ photoproduction with three modifications. Firstly, the cross section is approximately a factor of 9 smaller due to the difference between $4\pi/\gamma_\rho^2$ and $4\pi/\gamma_\omega^2$. Secondly, the $a_2$ contribution is larger, both in absolute as well as relative terms, as the photon is now $\rho$-like for $a_2$ exchange. Thirdly, the cross section from pion exchange is larger.
by a factor of 9 than in $\rho$ photoproduction. The effect of the $a_2$ contribution is not observable in the data, but the changes in the pomeron and $f_2$ contributions and in the pion-exchange contribution most definitely are. By using plane-polarized photons [61] the natural-parity ($J^P = (-1)^J$) and unnatural-parity ($J^P = (-1)^{J+1}$) exchanges can be separated. This confirms that pion-exchange is the dominant contribution near threshold and shows that the cross section from $C = -1$ exchange is larger than the cross section from $C = +1$ exchange until $\sqrt{s} \approx 2.5$ GeV. At energies above $\sqrt{s} \approx 4.5$ GeV the cross section is well described in magnitude and shape by (5.57) with the replacement of $4\pi/\gamma_\rho^2$ by $4\pi/\gamma_\omega^2$. (Recall that in simple VMD, $\sigma(\rho^0p \rightarrow \rho^0p) = \sigma(\omega p \rightarrow \omega p).$)

### 5.3.2 $\phi$ photoproduction

For $\phi$ photoproduction at small $|t|$, because of the pomeron dominance arising from Zweig’s rule, the cross section should behave as $s^{2\epsilon}/b$, where $b$ is the near-forward $t$ slope. The data are compatible with this, but are not sensitive to constant $b$ or to letting the forward peak shrink in the canonical way, that is by taking $b = b_0 + 2a'\ln(a's)$. We know that VMD is not a good approximation for the $\phi$ and that wave-function effects are important [74], so the normalization can only be specified by the data. Nothing detailed is known about the spatial structure of the $\phi$. Modelling this in analogy with the $\pi$ and the $\rho$, the form

$$F_{\phi} = \frac{1}{1 - t/\mu^2}$$

(5.64)

gives a good description [74] of the data at small $t$, with $\mu^2 = 1.5$ GeV$^2$ and including only the soft pomeron. The structure of the $\phi$ is being probed by the pomeron just as the structure of the $\pi^\pm$ is probed by a virtual photon. For $|t| \geq 0.5$ GeV$^2$ at high energy, the predicted cross section for $\phi$ photoproduction lies below the data, just as for the $\rho$. The discrepancy is resolved by the same prescription [67]. The model is compared with the data [75,76] at $\sqrt{s} = 71.7$ and 94 GeV in figure 5.23.

There are data [77] at $\langle E_\gamma \rangle = 3.5$ GeV to much larger values of $|t|$, indeed almost to the kinematical limit $|t| = 4.6$ GeV$^2$. As for the $\rho$, the hard-pomeron contribution is negligible at this energy. The cross section due to the soft pomeron is compared with the low-energy data in figure 5.24, with the surprising result that it agrees with the data out to $|t| = 2.5$ GeV$^2$. Of course this result is crucially dependent on the choice (5.64) of form factor for the $\phi$. An alternative explanation for these data has been proposed in terms of two-gluon exchange [72,73], matched to the pomeron-exchange contribution around $|t| \sim 1$ GeV$^2$. This model works extremely well and agrees with the data out to $|t| \sim 3$ GeV$^2$. At high energy and for $|t| \geq 1$ GeV$^2$
the predictions of the two models differ dramatically, and by \( |t| = 3 \text{ GeV}^2 \) at \( \sqrt{s} = 94 \text{ GeV} \) the two-gluon exchange model predicts a cross section more than a factor of 50 larger than the pomeron-exchange model.

The highest \( |t| \) bin in the \( E_\gamma = 3.5 \text{ GeV} \) data is certainly due to \( u \)-channel \( N \) and \( N^* \) exchange. Its presence raises the question of an intrinsic \( s\bar{s} \) component in the wave function of the proton. This is not a new question and has been studied for some time in \( \bar{p}p \) interactions. The first comparison [78] of the reactions \( \bar{p}p \rightarrow \phi \pi^+\pi^- \) and
$\bar{p}p \rightarrow \omega \pi^+ \pi^-$ showed that $\phi$ production is enhanced relative to the $\omega$ beyond expectation from the OZI rule. The $\phi$ is almost pure $s\bar{s}$ with only a small admixture of $u\bar{u} + d\bar{d}$. This can be quantified by a small deviation $\delta = \theta_v - \theta_i$ from the ideal mixing angle $\theta_i$. For any initial hadrons $A, B$ and any final state hadrons $X$ not containing strange quarks, then [79]

$$R = \frac{\sigma(A + B \rightarrow \phi X)}{\sigma(A + B \rightarrow \omega X)} = \tan^2 \delta \cdot f,$$

(5.65)

where $f$ is a kinematical phase-space factor. That data do not agree with the simple prediction (5.65) should not be unexpected as non-perturbative effects can cause $\bar{s}s$ pairs to be present in the vacuum and the observation is generally interpreted as due to an intrinsic $\bar{s}s$ component in the proton wave function [80,81]. Two production mechanisms have been suggested [82], ‘shakeout’ in which an intrinsic $\bar{s}s$ component converts directly to the $\phi$ and ‘rearrangement’ involving an $s$ and $\bar{s}$ from different $\bar{s}s$ pairs combining to form the $\phi$ with their $\bar{s}$ and $s$ partners annihilating. These provide a reaction-dependent, non-universal modification of the naive OZI prediction.

The reactions $\bar{p}p \rightarrow \phi \pi^0/\omega \pi^0$ [83,84] and $\phi \gamma/\omega \gamma$ [84], $\bar{p}n \rightarrow \phi \pi^-/\omega \pi^-$ [85] and $\bar{n}p \rightarrow \phi \pi^+/\omega \pi^+$ [85] all show strong enhancement over the simple OZI prediction (5.65) by factors of 30–50. In the case of $\phi \pi^+$ it can be shown [86] that the large enhancement is restricted to the S-wave. This can be understood [82], at least qualitatively, if the strange quarks and antiquarks in the nucleon are polarized. If the $s\bar{s}$ pair in one nucleon were in a $J^{PC} = 1^{--}$ state, then $\phi$ production could be explained by direct expulsion, the shakeout mechanism. However, this would imply a universally enhanced $\phi$, independently of the recoiling particle, contrary to experiment. If the $s\bar{s}$ pair were in a $J^{PC} = 0^{++}$ state, then the $\phi$ is necessarily produced by the rearrangement mechanism which requires the initial state to be $^3S_1$, as observed, for the $1^{--} \phi$.

The observation of backward $\phi$ photoproduction at low energy shows that the reaction is sensitive to effective $\phi NN$ and $\phi NN^*$ couplings. The rearrangement mechanism is allowed in backward $\phi$ photoproduction, but other mechanisms are not excluded so the reaction lacks discrimination.

### 5.3.3 Higher-mass vector mesons

For a final vector state $V$, the cross section for $\gamma p \rightarrow Vp$ is related by VMD to that for $e^+e^- \rightarrow V$ by [87]

$$\frac{d^2\sigma_{\gamma p \rightarrow Vp}(s, m^2)}{dt \, dm^2} = \frac{\sigma_{e^+e^- \rightarrow V}(m^2)}{4\pi^2\alpha} \frac{d\sigma_{Vp \rightarrow Vp}(s, m^2)}{dt}.$$  

(5.66)
The amplitude at \( t = 0 \) is related to the total cross section for \( Vp \) scattering by the optical theorem. Using this and integrating over \( t \) gives

\[
\frac{d\sigma_{\gamma p \to Vp}(s, m^2)}{dm} = \frac{m\sigma_{e^+e^-\to V}(m^2)}{32\pi^3\alpha b} \left( \sigma_{Vp \to Vp}^{tot}(s) \right)^2, \tag{5.67}
\]

where \( b \approx 7 \text{ GeV}^{-2} \) is the slope of the near-forward differential cross section.

The shapes of the \( \sigma(e^+e^- \to \pi^+\pi^-\pi^+\pi^-) \) and of the differential cross section \( d\sigma(\gamma p \to \pi^+\pi^-\pi^+\pi^-)/dm \), in the photon energy range 20–70 GeV, with \( \langle \sqrt{s} \rangle = 8.6 \text{ GeV} \), are reasonably well matched via (5.67) [88]. In contrast, the shapes of \( d\sigma(\gamma p \to \omega\pi^0)/dm \), over the same photon energy range as the \( \pi^+\pi^-\pi^+\pi^- \) data, and \( \sigma(e^+e^- \to \omega\pi^0) \) do not agree, the photoproduction data having a pronounced enhancement centred at about 1.25 GeV. A spin-parity analysis [89] of the \( \omega\pi^0 \) photoproduction data concluded that the enhancement is consistent with the production of \( b_1(1235) \), that is \( J^P = 1^+ \), with \( \sim 20\% \) \( J^P = 1^- \) background if only these two spin-parity states are included in the analysis. This conclusion was subsequently confirmed [90] at \( \sqrt{s} = 6.2 \text{ GeV} \). The \( J^P = 1^- \) background is consistent in shape with the \( e^+e^- \omega\pi \) data. If a \( J^P = 0^- \) amplitude is added, then \( J^P = 1^- \) becomes the largest amplitude [89], with the \( \omega\pi \) mass distribution peaking at around 1.3 GeV, albeit with large errors. The enhancement is still present at \( \sqrt{s} = 200 \text{ GeV} \) [91], but a spin-parity analysis of these data cannot be performed because of limited acceptance. It has been argued [92] that, if this \( \omega\pi \) enhancement is due to the photoproduction of the \( b_1(1235) \), then these data provide evidence for quark spin-flip in pomeron exchange as the \( \gamma \to b_1(1235) \) transition is from a quark spin-triplet state to a quark spin-singlet one. Alternatively it could be evidence for a \( \rho(1300) \), discussed in chapter 4. In this case there is an obvious breakdown of the simple VMD argument that works rather well for the \( \pi^+\pi^-\pi^+\pi^- \) channel.

The data on \( \gamma p \to \pi^+\pi^-p \) provide a clue to this apparent breakdown of VMD. The deep dip due to destructive interference seen in \( e^+e^- \to \pi^+\pi^- \), figure 4.2, becomes a peak in photoproduction, shown in figure 5.25. The interference is now constructive so there has been a relative sign change between the \( \rho \) and the higher-mass states responsible for the structure. It has been suggested [93] that this is due to mixing between a \( 2^3S_1 \) \( q\bar{q} \) state and a hybrid vector meson which cannot be excited diffractively in lowest-order QCD. This model is based on the dipole picture, see chapter 8, and the effect arises partly from the wave function of the \( 2^3S_1 \) state and partly from the mixing that has to be quite strong. An alternative explanation is that the effect is due primarily to the Drell–Söding mechanism [56,57] discussed in section 5.3.1. Above the \( \rho \) peak the interference term is negative, as is apparent from figure 5.16, and could be responsible for the phase change. The two mechanisms have different implications for the \( \omega\pi \) channel in photoproduction. If
the effect is due to the behaviour of the wave functions of the excited states, then it is channel independent and the same phase change will be present in the $\omega\pi$ channel. The Drell–Söding mechanism is specific to the $\pi^+\pi^-$ channel so has no direct relevance for $\omega\pi$, although the equivalent Deck mechanism [58] in the $\omega\pi$ channel could cause a similar phase change. However, to evaluate this requires a full understanding of $e^+e^- \rightarrow \pi\omega$ that we do not yet have: see chapter 4.

A further example of a possible phase change is seen in the $\eta\rho$ channel. The cross section for $e^+e^- \rightarrow \eta\rho$ rises rapidly from threshold and peaks at about 1.5 GeV. In contrast the invariant mass distribution for the $J^P = 1^-$ state in photoproduction decreases rapidly and monotonically from threshold. If a change of phase between $e^+e^-$ annihilation and photoproduction is assumed, then it is possible to describe both data sets simultaneously with constructive interference between the $\rho$ and $\rho(1450)$ in $e^+e^-$ annihilation and destructive interference in photoproduction [94].

Data on the photoproduction of $J^P = 1^-$ isoscalar states exhibit a number of anomalies [95,96] when compared with the corresponding channels in $e^+e^-$ annihilation or with the equivalent $J^P = 1^-$ isovector channels in photoproduction. The most notable anomaly occurs in the data on photoproduction of the $J^P = 1^-$ $\rho\pi$ final state when compared with that of the $J^P = 1^-$ $\omega\pi^0$ final state, the latter being an order of magnitude larger than expected. The $\omega\pi^+\pi^-$ invariant mass distribution has a double-peaked structure, the dip coinciding with the single peak of the cross section for $e^+e^- \rightarrow \omega\pi^+\pi^-$ that is dominated by the $\omega(1650)$. The photoproduced $\eta\omega$ mass spectrum has a clear peak, consistent with dominance by the $\omega(1650)$, in complete contrast to the corresponding photoproduced $\eta\rho$ mass spectrum that decreases monotonically, as discussed above.
These anomalies, of course, are based on the implicit assumption that the dominant exchanges in photoproduction are the pomeron and the $f_2(1250)$ Regge trajectory. There is good reason for this. The only other leading Regge trajectory that can contribute is that of the $a_2(1320)$ as the $\omega$ and $\rho$ trajectories are excluded by C-parity. The coupling of the $a_2$ trajectory to the nucleon is known to be an order of magnitude smaller than that of the $f_2$ [2], so it appears unlikely that $a_2$ exchange could give rise to such dramatic effects.

The narrow structure seen in $e^+e^- \rightarrow 6\pi$ near 1.9 GeV, discussed in chapter 4, is also apparent in $\gamma p \rightarrow 3\pi^+3\pi^- p$ [97,98], see figure 5.26. A broad structure is seen in the $\omega\rho\pi$ mass spectrum in photoproduction [99]. Fitting this peak with a Breit–Wigner, assuming a fixed width, gives a mass of $2.28 \pm 0.05$ GeV and a width of $0.44 \pm 0.11$ GeV. However, as there is evidence that the principal mode is $\omega a_1$, threshold effects will distort the resonance and reduce the mass to a value compatible with that found in the analysis of $e^+e^- \rightarrow 6\pi$, namely 2.11 GeV [100].

The structure in the $3\pi^+3\pi^-$ photoproduction data has been interpreted as due to the interference of a narrow resonance either with a continuum or a continuum plus a second resonance. This second resonance has a mass of $1.730 \pm 0.034$ GeV and a width of $315 \pm 100$ MeV so can be identified with the $\rho(1700)$. The narrow resonance has a mass of $1.91 \pm 0.01$ GeV, a width of $37 \pm 13$ MeV and a small $e^+e^-$ width: it is only visible because of the interference.

A possible interpretation of this narrow state, if that is the correct interpretation of the data, is in terms of a hybrid $q\bar{q}g$ meson. Three candidates exist [101] for mesons with the exotic quantum numbers $J^{PC} = 1^{+}$ at 1.4, 1.6 and 2.0 GeV, although their interpretation in terms of resonances remains ambiguous. Ideally we would have mass predictions for light-quark hybrids comparable to those for $q\bar{q}$ states, but
unfortunately this is not the case. Estimates for the lightest hybrids lie between 1.3 and 1.9 GeV, but with a preference for the upper end of this range. However, it does seem to be generally agreed that the mass ordering is $0^{-+} < 1^{-+} < 1^{--} < 2^{-+}$, so a $J^{PC} = 1^{--}$ hybrid with a mass of about 1.9 GeV is not unreasonable. However, until the specific decay modes within $6\pi$ are determined, the interpretation of the data remains speculation.

We saw in chapter 4 that there is evidence in $e^+e^-$ annihilation for the $2^3S_1$ radial excitation of the $\phi$, the $\phi(1680)$. This is seen in $K^+K^-$, $K^0S_sK_L^0$ and $K^0LKK\pi$, the dominant decay mode being $K^*K$. Several photoproduction experiments [102] have observed an enhancement in $K^+K^-$ with a mass in the region of 1.7 GeV or higher. Due to the comparatively low statistics of these experiments this enhancement was identified with the $\phi(1680)$. However, a high-statistics experiment [103] challenges this interpretation on two grounds. The mass is well defined in the $K^+K^-$ channel as $1753.5 \pm 1.5 \pm 2.3$ MeV, clearly inconsistent with 1680 MeV, and no evidence is found for an enhancement in $K^*K$. In both respects these data contradict not only the low-statistics photoproduction data but also the $e^+e^-$ data, thus adding more confusion to an already confused picture.

### 5.4 Exotic mesons

Although estimates of the electromagnetic transition amplitudes between conventional and hybrid mesons now exist [104,105], precise rates for the photoproduction of exotic (hybrid) mesons are presently uncalculable as there is no clear understanding of the Regge exchange contributions to these cross sections. Indeed, what is required are detailed data on hybrid photoproduction so that they can give new insights into Regge dynamics and duality. Ideas on duality were originally developed based on the production and classification of ‘normal’ hadrons; what is the pattern of duality in a world with glueballs and hybrids – which states are dual to what? A strategic study of exotic hadron production, its energy and $t$ dependences for example, may give insight to such questions. However, in the absence of such information it is hard to quantify the production of hybrids.

Nonetheless, there are qualitative, and semiquantitative, reasons to suppose that their production rates (at least for light flavours) are not dramatically less than those of conventional hadrons.

The initial estimates were based on VMD. Afanasev and Page [106] computed $\pi_1$ photoproduction rates under the assumption that the process was driven by $\pi$ exchange. The photon converted to $\rho$ in a vector dominance model and the observed rate for $\pi_1 \rightarrow \pi\rho$ was used to model the production vertex. There are two problems here. One is that a large coupling of $\pi_1 \rightarrow \pi\rho_H$ may compensate
for the small $\gamma \rightarrow \rho H$ whereby $\gamma \rightarrow \rho H$ followed by $\rho H \pi \rightarrow \pi_1$ can compete and interfere with the $\rho$ contribution. The second, potentially serious concern, is that strong criticisms have been made about the claimed observation of $\pi_1$ in the $\rho \pi$ mode [107].

Photoproduction of the exotic hybrid $2^{++}$ is expected to be significant on rather general grounds as $\gamma N \rightarrow 2^{++} N$ can occur by diffractive (pomeron) and by $f_2$ exchange.

Diffractive scattering is known to give a significant cross section for $\pi N \rightarrow a_1 N$ and also apparently $\gamma N \rightarrow b_1 N$ [92], thus $1^{--} N \rightarrow 2^{++} N$ may also be expected. Furthermore, whereas $\pi N \rightarrow a_1 N$ and $\gamma N \rightarrow b_1 N$ involve spin flip at quark level, which empirically leads to some suppression [92], the $1^{--}$ $\rho$ and the $2^{++}$ hybrid are both spin triplets, and so no such penalty is expected in $\gamma N \rightarrow 2^{++} N$. Hence $2^{++}$ production is expected to be copious at high energy and probably also at lower energies where $f_2$ exchange can contribute [108].

Isgur had conjectured [109] that light hybrids have photoproduction cross sections $\sim 50\%$ those of normal hadrons. Close and Dudek [104,105] have shown how to compute rates for both conventional and hybrid mesons in the lattice-based flux-tube model. These computations endorse Isgur’s conjecture. Hence there is no reason to suppose that photoproduction rates of hybrids are insignificant: the challenge will be to identify the exotic $J^{PC} 2^{++}$ or $1^{--}$ in the many-particle final states. JLab at 12 GeV would provide an ideal environment where the meson states at small $t$ may be separated from decays at the baryon vertex.
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In the Standard Model the up and down quarks – the constituents of normal matter – couple very weakly to the electroweak Higgs field. The resulting ‘current’ masses for these quarks are of the order of 10 MeV. This is much smaller than the typical energies of hadronic states (several hundred MeV or more). In the context of low-energy QCD, this means that these quarks are nearly massless and so, to a good approximation, their chiralities are preserved as they interact with vector fields (gluons, photons, Ws and Zs). This conservation of chirality has important consequences for hadronic physics at low energies.

If chirality is conserved, then right- and left-handed quarks are independent and we have two copies of the isospin symmetry which relates up and down quarks. The QCD Lagrangian therefore is symmetric under the chiral symmetry group, \( SU(2)_R \times SU(2)_L \). However, the hadron spectrum shows no sign of this larger version of isospin symmetry; in particular, particles do not come in doublets with opposite parities. Moreover, constituent quarks, as the building blocks of hadrons, appear to have masses that are much larger than their current masses.

This conundrum can be resolved if the chiral symmetry of the theory is hidden (or spontaneously broken) in the QCD vacuum. A non-vanishing condensate of quark–antiquark pairs is present in the vacuum, and this is not invariant under \( SU(2)_R \times SU(2)_L \) transformations. The energy spectrum of quarks propagating in this vacuum has a gap (like that for electrons in a superconductor), implying that masses have been dynamically generated.

In the limit of exact chiral symmetry (vanishing current masses for the up and down quarks) pions would be massless ‘Goldstone bosons’. Their properties reflect the fact that the dynamics is chirally symmetric even though the vacuum is not. For example, there is a non-vanishing pion-to-vacuum matrix element of the axial
current: $f_\pi$, the decay constant measured in weak decays of charged pions. In addition, all strong interactions of pions would vanish at threshold in the chiral limit. In the real world, the small current masses of the up and down quarks explicitly break this symmetry. As a result pions do have small masses and their interactions do not vanish exactly. Nonetheless the forms of the interactions of pions with each other and with other hadrons remain strongly constrained by the approximate chiral symmetry of QCD. The weakness of pionic interactions at low energies makes a new kind of perturbative expansion possible: one where we expand in powers of momenta and pion masses. The success of such an expansion relies on the fact that the current quark masses make small contributions to hadron properties and interactions. (Contrary to the claims of those who say that the elusive Higgs boson is the origin of mass in the universe, if quarks were massless the proton and neutron would still have at least 90% of the masses we observe in our world.) This expansion can be obtained from an effective field theory known as chiral perturbation theory ($\chi$PT). A comprehensive review of it and its applications to mesons and baryons can found in [1]. Also very useful are two older reviews: [2] for the mesonic sector, and [3] for the single-nucleon sector. Extensions of these ideas to systems of two or more nucleons (which we do not discuss here) can be found in [4,5].

6.1 Chiral symmetry

The QCD Lagrangian with two flavours of light quark (up and down) has the form

$$\mathcal{L}(x) = \bar{q}(x)\gamma^\mu \left( i\partial_\mu - g \frac{\lambda^a}{2} G_\mu^a(x) \right) q(x) - \bar{q}(x)m_q q(x) - \frac{1}{4} G^{\mu\nu}_\mu G_{\mu\nu}^a, \quad (6.1)$$

where $G_\mu^a(x)$ are the gluon fields and

$$m_q \equiv \begin{pmatrix} m_u & 0 \\ 0 & m_d \end{pmatrix} \quad (6.2)$$

is the matrix of current masses for the quarks.

For equal current masses ($m_u = m_d$) the theory is symmetric under isospin rotations,

$$q(x) \rightarrow \exp(i \alpha \cdot \tau) q(x). \quad (6.3)$$

In the limit of vanishing current masses ($m_u = m_d = 0$), the right- and left-handed quarks decouple and the theory is symmetric under two copies of isospin symmetry [1],

$$q(x) \rightarrow \exp \left( i \frac{1 + \gamma_5}{2} \alpha_R \cdot \tau \right) q(x), \quad q(x) \rightarrow \exp \left( i \frac{1 - \gamma_5}{2} \alpha_L \cdot \tau \right) q(x). \quad (6.4)$$
These chiral transformations form a representation of the global symmetry group $SU(2)_R \times SU(2)_L$. The smallness of the masses compared to typical hadronic energy scales means that, to a good approximation, QCD respects this chiral symmetry. The extension of this symmetry to three flavours is also useful, although the much larger strange-quark mass ($m_s \sim 100$ MeV) means that the $SU(3)_R \times SU(3)_L$ is more strongly broken.

The Noether currents corresponding to the chiral transformations (6.4) are the isospin currents

$$J^a_\mu(x) = \bar{q}(x) \gamma_\mu \frac{\tau^a}{2} q(x) \quad (6.5)$$

and the axial currents

$$J^a_{5\mu}(x) = \bar{q}(x) \gamma_\mu \gamma_5 \frac{\tau^a}{2} q(x). \quad (6.6)$$

The currents and their conserved charges obey the algebra [1,6]

$$[Q^a, J^b_\mu(x)] = i\epsilon^{abc} J^c_\mu(x),$$
$$[Q^a, J^b_{5\mu}(x)] = i\epsilon^{abc} J^c_{5\mu}(x),$$
$$[Q^a_5, J^b_{5\mu}(x)] = i\epsilon^{abc} J^c_\mu(x). \quad (6.7)$$

The strong interactions between quarks and gluons in QCD lead to a complicated vacuum state, with non-zero expectation values for colourless, scalar combinations of quark and gluon fields – ‘condensates’. Even in the absence of current masses, this vacuum is symmetric under only the ordinary (vector) isospin symmetry, not the full chiral symmetry. The axial charges do not annihilate the vacuum, but instead create unnormalizable states. This indicates that the chiral symmetry of the Lagrangian is hidden or ‘spontaneously broken’. Goldstone’s theorem implies that there must be massless excitations with the same quantum numbers as the axial charges, spin-0, odd parity and isospin-1: the quantum numbers of the pions. Another signal of this special nature of the pion is the non-zero matrix element of the axial current between a pion and the vacuum,

$$\langle 0 | J^a_{5\mu}(x) | \pi^b(q) \rangle = i f_\pi q_\mu e^{-iq\cdot x} \delta_{ab}, \quad (6.8)$$

where $f_\pi \simeq 92.5$ MeV is the pion decay constant, determined empirically from the weak decay of the charged pions.

In the real world, chiral symmetry is explicitly broken by the current masses of the quarks and so the pions are not exactly massless. Nonetheless, the approximate chiral symmetry of QCD explains why the pions are so much lighter than all other
hadrons. Taking the divergence of (6.8), we get
\[
\partial^\mu \langle 0 | J^a_{5\mu} (x) | \pi^b (q) \rangle = f_\pi m_\pi^2 e^{-i q \cdot x} \delta_{ab},
\] (6.9)
and so we can use the divergences of the axial currents as interpolating fields which create and destroy pions. At low energies, the small pion masses mean that matrix elements of these currents will be dominated by their pionic parts. Consequently, many properties and interactions of low-momentum pions can be determined from chiral symmetry alone, and so satisfy chiral low-energy theorems (LETs).

6.1.1 Partial conservation of the axial current (PCAC)

The principle of PCAC was used to derive many of these results in the 1960s [6]. It takes \( \partial^\mu J^a_{5\mu} (x) \) as a pion field to extrapolate pion scattering amplitudes off-shell to the point where the pion four-momentum vanishes, known as the soft-pion limit. As a first example, consider the pion propagator (the expectation value of the time-ordered product of two of these fields):
\[
\int d^4 x \ e^{i q \cdot x} \langle 0 | \{ \partial^\mu J^a_{5\mu} (x), \partial^\nu J^b_{5\nu} (0) \} | 0 \rangle = i \frac{f_\pi^2 m_\pi^4}{q^2 - m_\pi^2} F(q^2) \delta_{ab}.
\] (6.10)
This has a pole at the pion mass, with a residue given by the square of the strength with which the interpolating field couples to the pion (6.9). Other states with the same quantum numbers as the pion also contribute, but at low energies these multi-pion states are suppressed by phase space. The first resonance in this channel lies above 1 GeV. Close to the pion pole, therefore, these states provide a background that varies slowly with \( q^2 \). This background has been absorbed into the function \( F(q^2) \), which is normalized to \( F(m_\pi^2) = 1 \) at the pion pole.

In the soft-pion limit (defined to avoid ambiguity by setting \( q = 0 \) and then taking \( q^0 \to 0 \)) we can integrate the left-hand side of (6.10) by parts to get
\[
\langle 0 | [Q^a_5, \{ Q^b_5, H(0) \}] | 0 \rangle \simeq -f_\pi^2 m_\pi^2 \delta_{ab}.
\] (6.12)
up to terms of order $m_\pi^4$. This is the Gell-Mann–Oakes–Renner (GOR) relation [7], which shows that to leading order the square of the pion mass is proportional to the strength of the explicit symmetry breaking.

In QCD, where the symmetry breaking term has the form $\mathcal{H}_{SB}(x) = \bar{q}(x)m_q q(x)$, the GOR relation is

$$\bar{m}_q \langle 0|\bar{q}(x)q(x)|0\rangle \simeq -f_\pi^2 m_\pi^2,$$

(6.13)

where $\bar{m}_q$ is the average of the up- and down-quark masses and the vacuum expectation value of the scalar density of quarks is known as the ‘quark condensate’.

Taking a typical estimate for the light-quark masses of $\bar{m}_q \sim 7$ MeV, we find a condensate of about $3 \text{ fm}^{-1}$ (about six times the ordinary vector density of quarks at the centre of a nucleus).

These ideas can also be applied to the interactions between low-momentum pions. For example, to order $m_\pi^2$, the amplitude for elastic scattering of two pions, $\pi^a(p_1)\pi^b(p_2) \rightarrow \pi^c(p_3)\pi^d(p_4)$, is [8]

$$T_{\pi\pi}^{cd,ab} \simeq \delta_{ab}\delta_{cd} \frac{s - m_\pi^2}{f_\pi^2} + \delta_{ac}\delta_{bd} \frac{t - m_\pi^2}{f_\pi^2} + \delta_{ad}\delta_{bc} \frac{u - m_\pi^2}{f_\pi^2},$$

(6.14)

where the Mandelstam variables are

$$s = (p_1 + p_2)^2, \quad t = (p_1 - p_3)^2, \quad u = (p_1 - p_4)^2.$$

(6.15)

Note that in the chiral limit, $m_\pi = 0$, this amplitude vanishes at threshold. This illustrates an important property of Goldstone bosons: their interactions vanish in the limit of exact chiral symmetry and zero four-momentum.

Chiral symmetry also controls the forms of the interactions between pions and nucleons. In particular the pion–nucleon coupling is related to the nucleon’s axial coupling constant, $g_A(0)$. This is defined by

$$\langle N(p_2)|J_5^a(\mu,x)|N(p_1)\rangle = \bar{u}(p_2) \left[ g_A(q^2)\gamma_\mu\gamma_5 + g_P(q^2)q_\mu\gamma_5 \right] \frac{1}{2}\tau^a u(p_1)e^{iq\cdot x},$$

(6.16)

where $g_A(q^2)$ is the axial form factor of the nucleon, $g_P(q^2)$ is its ‘induced’ pseudoscalar form factor, and $q = p_2 - p_1$. If we take the divergence of (6.16), we find that the left-hand side contains the pion pole

$$\frac{if_\pi m_\pi^2 i g_{\pi NN}}{q^2 - m_\pi^2} \bar{u}(p_2)q_\mu\gamma_5 \tau^a u(p_1),$$

(6.17)

where $g_{\pi NN}$ is the physical pion–nucleon coupling constant, defined at the pion pole. Under the PCAC assumption that all other terms vary smoothly between $q^2 = m_\pi^2$ and $q^2 = 0$, the $q \rightarrow 0$ limit of the divergence gives us the Goldberger–Treiman
up to corrections of order $m_{\pi}^2$. In the chiral limit, this would provide an exact connection between $g_{\pi NN}$ and $g_A(0)$. For realistic quark masses, corrections to it are of the order of 5% or less.

There are also important chiral constraints on pion–nucleon scattering at low energies. The starting point for deriving these is the amplitude for forward scattering, $N(p)\pi^b(k) \to N(p)\pi^a(k)$, written in terms of a matrix element of two PCAC pion fields. By manipulating this along similar lines to the derivation of the GOR relation, the terms in this amplitude up to first order in the pion energy can be related to the chiral properties of the nucleon.

The PCAC scattering amplitude $T_{\pi N}^{ba}$ is defined for off-shell pions by

$$i \int d^4x \ e^{ik \cdot x} \langle N(p)|T\left(\partial^\mu J_{\pi 5}^a(x), \partial^\nu J_{\pi 5}^b(0)\right)|N(p)\rangle$$

$$= \left(\frac{f_\pi m_\pi^2}{k^2 - m_\pi^2}\right)^2 T_{\pi N}^{ba}. \quad (6.19)$$

This can be integrated by parts and for soft pions, with $k = 0$ and small $\omega \equiv k^0$, it becomes

$$-\left(\frac{f_\pi m_\pi^2}{m_\pi^2 - \omega^2}\right)^2 T_{\pi N}^{ba} = -i \langle N(p)|\left[Q_5^a, \partial^\nu J_{\pi 5}^b(0)\right]|N(p)\rangle$$

$$+ \omega \int d^4x \ e^{i\omega x^0} \langle N(p)|T\left(J_{\pi 50}^a(x), \partial^\nu J_{\pi 50}^b(0)\right)|N(p)\rangle. \quad (6.20)$$

If translational invariance is used to shift the origin to $x$, the matrix element in the second term becomes

$$\langle N(p)|T\left(J_{\pi 50}^a(0), \partial^\nu J_{\pi 50}^b(-x)\right)|N(p)\rangle. \quad (6.21)$$

This term can then be integrated by parts again, giving

$$-\left(\frac{f_\pi m_\pi^2}{m_\pi^2 - \omega^2}\right)^2 T_{\pi N}^{ba} = -i \langle N(p)|\left[Q_5^a, \partial^\nu J_{\pi 50}^b(0)\right]|N(p)\rangle$$

$$- \omega \langle N(p)|\left[Q_5^a, J_{\pi 50}^b(0)\right]|N(p)\rangle$$

$$+ i \omega^2 \langle N(p)|T\left(J_{\pi 50}^a(x), J_{\pi 50}^b(0)\right)|N(p)\rangle. \quad (6.22)$$
Some care is needed with the final term of (6.22). This could contain contributions from intermediate ground-state nucleons, which would give rise to rapid energy dependence in the scattering amplitude. These do not appear for forward scattering of physical pions or in the soft-pion limit defined here but, more generally, such ‘Born terms’ need to be isolated before the PCAC approach can be applied.

The second term of (6.22) is linear in \( \omega \) as \( \omega \to 0 \). It is isospin-odd and the current algebra of (6.7) shows that it is just proportional to the (vector) isospin of the nucleon. At the physical point, \( \omega = m_\pi \), this corresponds to a term of order \( m_\pi \).

Other contributions are at least of order \( m_\pi^2 \) and so this term is the leading-order piece of the scattering amplitude at low energies. Hence, to order \( m_\pi \), the scattering amplitude has the form found by Weinberg and Tomozawa [8,9],

\[
T^{ba}_{\pi N} \simeq i \frac{m_\pi}{f_\pi^2} \epsilon^{abc} \bar{u}(p)\gamma_0 t^c u(p).
\] (6.23)

This isospin-odd amplitude may have a similar form to \( \rho \)-exchange, but its presence follows purely from chiral symmetry.

The isospin-even amplitude at threshold is much smaller than the isospin-odd one. It consists of various contributions of order \( \omega^2 \) or \( m_\pi^2 \). One of these is of particular interest since it contains information about the scalar density of quarks in the nucleon. This piece is analogous to the GOR relation for the vacuum and it is obtained in a similar way from the soft-pion limit of the pion–nucleon scattering amplitude. In the limit \( \omega \to 0 \), only the first term of (6.22) survives, leaving a result proportional to the pion–nucleon sigma commutator [10],

\[
\sigma_{\pi N} \equiv \frac{1}{3} \sum_a \langle N(p)|\left[ Q_a^5, [Q_b^5, \mathcal{H}(0)] \right]|N(p)\rangle = \bar{m}_q \langle N(p)|\bar{q}(0)q(0)|N(p)\rangle.
\] (6.24)

Estimates of \( \sigma_{\pi N} \) from pion–nucleon scattering are typically in the range 45 MeV [11] to 64 MeV [12].

Similar results can also be obtained for electromagnetic processes involving pions. For example, the amplitude for pion photoproduction \( \gamma(q)N(p) \to \pi(k)N(p') \) is given by

\[
\int d^4x \ e^{ik \cdot x} \langle N(p')|T \left( \partial \mu J^a_{5\mu}(x), J_{v}^{em}(0) \right)|N(p)\rangle = \frac{f_\pi m_\pi^2}{k^2 - m_\pi^2} T^a_v.
\] (6.25)

In the soft-pion limit, current algebra can be used to relate this amplitude to a matrix element of the axial current,

\[
T^a_v = \frac{1}{f_\pi} \langle N(p')|\left[ Q_v^a, J_{v}^{em}(0) \right]|N(p)\rangle = \frac{i}{f_\pi} \epsilon^{a3c} \langle N(p')|J^c_{5v}(0)|N(p)\rangle.
\] (6.26)
This term, first derived by Kroll and Ruderman [13], is the leading piece of the amplitude for photoproduction of charged pions. Its strength is proportional to \( g_A(0)/f_\pi \) or, making use of the Goldberger–Treiman relation, \( g_{\pi NN}/M_N \).

For neutral pions, \( a = 3 \) in (6.26) and the Kroll–Ruderman term vanishes. The amplitude for low-energy \( \pi^0 \) photoproduction obtained using PCAC contains two pieces, both arising from the Born terms [14]: one of order \( m_\pi \), which can be thought of as the coupling of the photon to the electric dipole moment of the \( \pi^0N \) system, and one of order \( m_\pi^2 \) that is proportional to the magnetic moment of the nucleon.

However, this result ignores contributions from other states with small energy denominators, in particular \( \pi N \) states whose denominators are of order \( m_\pi \). As a result it fails to describe data for \( \pi^0 \) photoproduction at threshold [15].

Indeed a general problem with the PCAC approach is that, while it successfully embodies the symmetry constraints on tree-level amplitudes, it is poorly designed to handle intermediate states where virtual particles are created and destroyed. These are much more conveniently handled within a field-theoretic framework, as proposed by Weinberg [16]. The corresponding effective field theory of low-energy pions, \( \chi PT \), incorporates all of the older LETs obtained using PCAC and provides the tools for systematically extending them to include the effects of virtual pions.

### 6.2 Effective field theory of Goldstone bosons

The field theory describing the low-energy interactions of pions is clearly not a fundamental one. Instead it is an ‘effective’ theory whose Lagrangian contains all possible local terms consistent with the symmetries of the underlying theory, QCD. What makes this theory tractable is the same separation of scales that was responsible for the successes of PCAC: the fact that the pion mass is much smaller than all other energy scales in hadron physics.

Focussing on pions as the Goldstone bosons of the strong interaction and restricting our sights to low momenta, say of the order of \( m_\pi \), this means that we can expand the theory in powers of ratios of low-energy scales \( Q \) (pion masses or momenta) to underlying scales \( \Lambda_\chi \). The latter arise from the degrees of freedom that have been integrated out, and are of the order of 700 MeV to 1 GeV. They include the masses of heavier hadrons, such as the \( \rho \)-meson or the nucleon, and also the scale associated with the hidden chiral symmetry, \( 4\pi f_\pi \). (The latter is a more appropriate scale than \( f_\pi \) itself because of the factors of \( 4\pi \) that typically appear in the denominators of loop diagrams.)

This separation of scales makes it possible to classify the infinite number of terms in the effective theory by counting the powers of the ratio \( Q/\Lambda \) they contain. In general this power counting can be obtained with the help of the renormalization
group. In the case of pions, however, the counting is simplified by the fact that all the interactions of Goldstone bosons are weak at low energies, suppressed by powers of their masses or momenta.

For the pions, therefore, it is enough just to count powers of small scales, as pointed out by Weinberg [16]. The terms in the Lagrangian are classified by their order \( d = 2, 4, \ldots \): the number of derivatives and powers of the pion mass they contain. Each internal pion line in a Feynman diagram represents a propagator, \( 1/(q^2 - m^2_{\pi}) \), which is of order \( Q^{-2} \). Each loop integration over an unconstrained four-momentum is formally of order \( Q^4 \). Hence a diagram with \( N_d \) vertices of order \( d \), \( N_I \) internal lines and \( N_L \) loops contributes to an amplitude at order

\[
D = \sum_d N_d d - 2N_I + 4N_L.
\] (6.27)

Since each vertex provides a \( \delta \)-function constraining the internal momenta (apart from the \( \delta \)-function for conservation of the external momenta), the number of loops is

\[
N_L = N_I - \sum_d N_d + 1.
\] (6.28)

Using this in (6.27), we can express the order in the form

\[
D = \sum_d N_d(d - 2) + 2N_L + 2.
\] (6.29)

Such a diagram may contain a logarithmic divergence, but this can be cancelled against a counter term: the coefficient of a term in the Lagrangian of order \( D \). Since \( D \) is of higher order than all of the vertices appearing in the divergent integral, it is possible to renormalize the theory order-by-order in powers of the small scales.

One might worry that diagrams containing vertices involving powers of momenta could also give rise to power-law divergences. In principle they do, but these are always suppressed by additional powers of the large-scale \( \Lambda \chi \) in their denominators. Hence their contributions are irrelevant, in the language of the renormalization group, provided the running regulator or cut-off scale is kept well below \( \Lambda \chi \). This makes it very convenient to evaluate the loop integrals using dimensional regularization, where the logarithmic divergences can be cleanly isolated and subtracted.

This power counting can be extended to include baryons. As discussed below, at low energies these particles can be treated non-relativistically, in which case their propagators are of order \( Q^{-1} \). Hence the order of a diagram is given by

\[
D = \sum_d \left(N^{(M)}_d + N^{(MB)}_d\right) d - 2N^{(M)}_I - N^{(B)}_I + 4N_L.
\] (6.30)
where it has $N_{I}^{(M)}$ internal meson lines, $N_{I}^{(B)}$ internal baryon lines, $N_{d}^{(M)}$ mesonic vertices and $N_{d}^{(MB)}$ meson–baryon vertices of order $d$. The number of loops is now given by

$$N_L = N_{I}^{(M)} + N_{I}^{(B)} - \sum_{d} (N_{d}^{(M)} + N_{d}^{(MB)}) + 1. \tag{6.31}$$

In addition, if we restrict our attention to processes involving a single baryon, we have the constraint

$$\sum_{d} N_{d}^{(MB)} - N_{I}^{(B)} = 1. \tag{6.32}$$

These allow us to express the order in the form

$$D = \sum_{d} N_{d}^{(M)}(d - 2) + \sum_{d} N_{d}^{(MB)}(d - 1) + 2N_L + 1. \tag{6.33}$$

### 6.3 Mesonic chiral perturbation theory

The effective Lagrangian describing the pions can be constructed in terms of an SU(2) matrix field $U(x)$, which transforms linearly under chiral symmetry:

$$U(x) \rightarrow RU(x)L^\dagger, \tag{6.34}$$

where $(R, L) \in \text{SU}(2)_R \times \text{SU}(2)_L$. This can be represented in various ways as a non-linear function of three canonical pion fields. For example, one commonly used form is

$$U(x) = \exp \left( i \frac{\tau \cdot \phi(x)}{f} \right). \tag{6.35}$$

An alternative, used by Bernard et al [3], is the square-root form,

$$U(x) = \sqrt{1 - \frac{\phi(x)^2}{f^2} + i \frac{\tau \cdot \phi(x)}{f}}. \tag{6.36}$$

The form in (6.35) can easily be extended to the three-flavour chiral symmetry, $\text{SU}(3)_R \times \text{SU}(3)_L$, by writing

$$U(x) = \exp \left( i \frac{\lambda^a \phi^a(x)}{f} \right), \tag{6.37}$$

where the $\lambda^a$ are the eight Gell-Mann matrices and the fields $\phi^a(x)$ now represent the particles that would be Goldstone bosons in the limit of three massless flavours. Apart from the pions, these are the kaons and $\eta$-mesons.
The larger masses of the pseudoscalar mesons containing strange quarks (∼500 MeV) mean that the chiral expansion will converge more slowly than that with pions alone. Nonetheless, the three-flavour version of $\chi$PT, at least in the mesonic sector, does seem to converge rapidly enough to be useful.

### 6.3.1 Leading order

At lowest order, the Lagrangian contains kinetic and mass terms for the pions,

$$\mathcal{L}^{(2)}_\pi = \frac{1}{4} f^2 \text{tr} \left[ (\nabla_\mu U)^\dagger \nabla_\mu U \right] + \frac{1}{4} f^2 \text{tr} \left[ \chi U^\dagger + \chi^\dagger U \right].$$

(6.38)

Here $f$ is the pion decay constant at this order, and $\chi$ is proportional to the quark mass matrix, which explicitly breaks the chiral symmetry. The covariant derivative,

$$\nabla_\mu U = \partial_\mu U - i(v_\mu + a_\mu)U + iU(v_\mu - a_\mu),$$

(6.39)

contains couplings to external vector and axial fields, $v_\mu(x)$ and $a_\mu(x)$. The combinations $v_\mu \pm a_\mu$ correspond to right- and left-handed gauge transformations. These gauge fields include, in particular, electromagnetism,

$$v_\mu(x) = eQ A_\mu(x),$$

(6.40)

where

$$Q = \frac{1}{6} \lambda_8 + \frac{1}{2} \lambda_3$$

(6.41)

is the quark charge matrix and we have followed the convention [3] that $e = -|e|$ is the charge of the electron, $-\sqrt{4\pi\alpha}$. There are also the $W$ and $Z$ fields of the weak interaction, but in practice in determining the weak decay constant of the pion, it is more convenient to use an external axial vector source,

$$a_\mu(x) = \frac{1}{2} \tau \cdot a_\mu(x).$$

(6.42)

If we expand $\mathcal{L}^{(2)}_\pi$ up to second order in the pion fields of (6.35), we find the expected kinetic and mass terms as well as the electromagnetic couplings of the charged pions,

$$\mathcal{L}^{(2)}_\pi \simeq \frac{1}{2} \partial_\mu \phi \cdot \partial^\mu \phi + eA_\mu \epsilon_{3ij} \phi_i \partial^\mu \phi_j + \frac{1}{2} e^2 A_\mu A^\mu \left( \phi_1^2 + \phi_2^2 \right)$$

$$- \frac{1}{4} \text{tr} \left[ \chi + \chi^\dagger \right] \phi^2 + \cdots .$$

(6.43)

This shows that the mass of the pions at lowest order, denoted by $m$, is given by

$$m^2 = \frac{1}{2} \text{tr} \left[ \chi + \chi^\dagger \right].$$

(6.44)

The non-linear nature of $U(x)$ means that $\mathcal{L}^{(2)}$ also contains interactions between
the pions. Expanding it to fourth order in the pion fields we get

$$\mathcal{L}_{\pi}^{(2)} \simeq \cdots + \frac{1}{6f^2} \left[ (\phi \cdot \partial_\mu \phi)(\phi \cdot \partial^\mu \phi) - \phi^2 \partial_\mu \phi \cdot \partial^\mu \phi \right]$$

$$+ \frac{m^2}{24f^2} (\phi^2)^2 + \cdots . \quad (6.45)$$

Note that for terms with three or more pion fields, the choice of representation for $U(x)$ does make a difference to the vertices and Feynman rules. However, all on-shell scattering amplitudes are the same. For example, the amplitude obtained from (6.45) for the scattering process $\pi^a(p_a)\pi^b(p_b) \rightarrow \pi^c(p_c)\pi^d(p_d)$ is

$$T_{\pi \pi}^{cd,ab} \simeq \delta_{ab}\delta_{cd} \frac{s - m^2}{f^2} + \delta_{ac}\delta_{bd} \frac{t - m^2}{f^2} + \delta_{ad}\delta_{bc} \frac{u - m^2}{f^2}$$

$$- \frac{1}{3f^2} (\delta_{ab}\delta_{cd} + \delta_{ac}\delta_{bd} + \delta_{ad}\delta_{bc}) \left( p_a^2 + p_b^2 + p_c^2 + p_d^2 - 4m^2 \right) . \quad (6.46)$$

The final term in this expression is absent for the square-root representation of $U(x)$, but this term vanishes when all particles are on-shell, leaving a physical amplitude that agrees with Weinberg’s form, (6.14).

### 6.3.2 Next-to-leading order

At next order the Lagrangian consists of all possible terms involving four derivatives, two derivatives and one power of $\chi$, or two powers of $\chi$ [17]. Since the symmetry-breaking strength $\chi$ is proportional to the square of the pion mass, all of these are of order $Q^4$. The resulting Lagrangian can be written in the form [18] (see [1], appendix D.1),

$$\mathcal{L}_{\pi}^{(4)} = \frac{l_1}{4} \left( \text{tr} \left[ (\nabla_\mu U)^\dagger \nabla_\mu U \right] \right)^2 + \frac{l_2}{4} \text{tr} \left[ (\nabla_\mu U)^\dagger \nabla_\nu U \right] \text{tr} \left[ (\nabla_\mu U)^\dagger \nabla_\nu U \right]$$

$$+ \frac{l_3 + l_4}{16} \left( \text{tr} \left[ \chi U^\dagger + \chi^\dagger U \right] \right)^2 + \frac{l_4}{8} \text{tr} \left[ (\nabla_\mu U)^\dagger \nabla_\mu U \right] \text{tr} \left[ \chi U^\dagger + \chi^\dagger U \right]$$

$$+ l_5 \text{tr} \left[ U^\dagger F^{\mu\nu}_{R} U F_{L\mu\nu} \right] + i \frac{l_6}{2} \text{tr} \left[ F^{\mu\nu}_{R} \nabla_\mu U (\nabla_\nu U)^\dagger + F^{\mu\nu}_{L} (\nabla_\mu U)^\dagger \nabla_\nu U \right]$$

$$- \frac{l_7}{16} \left( \text{tr} \left[ \chi U^\dagger - \chi^\dagger U \right] \right)^2 + \frac{h_1 + h_3 - l_4}{4} \text{tr} \left[ \chi^\dagger \chi \right]$$

$$+ \frac{h_1 - h_3 - l_4}{16} \left\{ \left( \text{tr} \left[ \chi U^\dagger + \chi^\dagger U \right] \right)^2 + \left( \text{tr} \left[ \chi U^\dagger - \chi^\dagger U \right] \right)^2 \right. - 2 \text{tr} \left[ \chi U^\dagger \chi U^\dagger + \chi^\dagger U \chi^\dagger U \right] \left. \right\}$$

$$- \frac{4h_2 + l_5}{2} \text{tr} \left[ F_{R\mu\nu} F^{\mu\nu}_{R} + F_{L\mu\nu} F^{\mu\nu}_{L} \right] . \quad (6.47)$$
Note that although the coupling constants are defined as in \[17\], the form of the Lagrangian is different from the one given there, and corresponds instead to that of \[18\]. This reflects the fact that there are many different but equivalent ways to write down an effective Lagrangian. These are related by transformations of the field operators, as discussed in \[19,1\]. This Lagrangian contains a number of coefficients, \(l_i\), known as low-energy constants (LECs). At present, these are either fitted to data on mesonic scattering or decay processes, or they can be estimated by assuming resonance saturation \[20\]. Ultimately one would like to be able to determine them directly from lattice QCD. A summary of empirical values for them can be found in appendix D of \[1\]. There are also three constants, \(h_i\), that multiply combinations of external fields only.

At this order, the Lagrangian contains pieces that are quadratic in the field tensors for the external vector and axial-vector fields:

\[
F^μ_ρ = \partial^μ (v^ρ + a^ρ) - \partial^ρ (v^μ + a^μ) - i [v^μ + a^μ, v^ρ + a^ρ],
\]

\[
F^μ_ρ = \partial^μ (v^ρ - a^ρ) - \partial^ρ (v^μ - a^μ) - i [v^μ - a^μ, v^ρ - a^ρ].
\]  

(6.48)

In the case of electromagnetism, the field tensors are

\[
F^μ_ρ^R = -e Q F^μ_ρ, \tag{6.49}
\]

and one of these pieces provides a wave-function renormalization for the photon.

The analogous Lagrangian for the three-flavour case is \[21\]

\[
L^{(4)}_{\pi K_\eta} = L_1 \left( (\nabla_\mu U)^\dagger \nabla^\mu U \right)^2 + L_2 \text{tr} \left[ (\nabla_\mu U)^\dagger \nabla_\nu U \right] \text{tr} \left[ (\nabla^\mu U)^\dagger \nabla^\nu U \right] \\
+ L_3 \text{tr} \left[ (\nabla_\mu U)^\dagger \nabla^\mu U (\nabla_\nu U)^\dagger \nabla^\nu U \right] \\
+ L_4 \text{tr} \left[ (\nabla_\mu U)^\dagger \nabla^\mu U \right] \text{tr} \left[ \chi U^\dagger + \chi^\dagger U \right] \\
+ L_5 \text{tr} \left[ (\nabla_\mu U)^\dagger \nabla^\mu U (\chi U^\dagger + \chi^\dagger U) \right] + L_6 \left( \text{tr} \left[ \chi U^\dagger + \chi^\dagger U \right] \right)^2 \\
+ L_7 \left( \text{tr} \left[ \chi U^\dagger - \chi^\dagger U \right] \right)^2 + L_8 \text{tr} \left[ \chi U^\dagger \chi U^\dagger + \chi^\dagger U \chi^\dagger U \right] \\
- i L_9 \text{tr} \left[ F^\mu_\rho^R \nabla_\mu U (\nabla_\nu U)^\dagger + F^\mu_\rho^L (\nabla_\mu U)^\dagger \nabla_\nu U \right] \\
+ L_{10} \text{tr} \left[ U^\dagger F^\mu_\rho^R U F^{\mu \nu}_L \right] + H_1 \text{tr} \left[ F^\mu_\rho^R F^{\mu \nu}_R + F^{\mu \nu}_L F^\mu_\rho^L \right] \\
+ H_2 \text{tr} \left[ \chi^\dagger \chi \right]. \tag{6.50}
\]

This contains more independent terms than the two-flavour version, because the group \(\text{SU}(3)_R \times \text{SU}(3)_L\) has more invariants. However, since some of the data used to determine the LECs comes from kaon decays \[22\], the three-flavour version is useful even in the context of purely pionic physics.

As already mentioned, these LECs in \(L^{(4)}\) play the vital role of absorbing all the one-loop divergences. In dimensional regularization, logarithmic divergences show up
in loop integrals as poles at the physical number of space-time dimensions, \( d = 4 \), and the LECs can be renormalized to cancel these. It is convenient to use a modified minimal subtraction, which also cancels some finite numerical terms that naturally appear in dimensional regularization. The resulting renormalized couplings, \( l'_i \), are defined by

\[
    l_i = l'_i(\lambda) + \gamma_i L(\lambda),
\]

where

\[
    L(\lambda) = \frac{\lambda^{d-4}}{16\pi^2} \left( \frac{1}{d-4} + \frac{1}{2}(\gamma_E - 1 - \log 4\pi) \right). \tag{6.52}
\]

Here \( d \) is the number of space-time dimensions, \( \gamma_E \) is Euler’s constant and \( \lambda \) is the arbitrary scale introduced in this regularization.

### 6.3.3 Pion propagator

At order \( Q^4 \), the pion propagator receives contributions from loop diagrams involving interactions from \( \mathcal{L}^{(2)} \) and from insertions of terms from \( \mathcal{L}^{(4)} \). The pion-loop contribution arises from the diagram shown in figure 6.1, where the interaction vertex is just the lowest-order \( \pi\pi \) scattering amplitude in (6.46). For a pion with momentum \( p \), this gives

\[
    -i\Sigma_{\pi \text{loop}}^{(4)}(p^2) = \int \frac{d^d l}{(2\pi)^d} i \left[ \frac{(p + l)^2 - m^2}{f^2} + 3\frac{(-m^2)}{f^2} + \frac{(p - l)^2 - m^2}{f^2} \right. \\
    \left. - \frac{5}{3f^2}(2p^2 + 2l^2 - 4m^2) \right] \frac{i}{l^2 - m^2 + i\epsilon}. \tag{6.53}
\]

Using the fact that in dimensional regularization

\[
    i \int \frac{d^d l}{(2\pi)^d} = 0, \tag{6.54}
\]
all of the integrals can be expressed in terms of one basic ‘tadpole’ integral,
\[
\Delta_\pi \equiv \int \frac{d^d l}{(2\pi)^d} \frac{i}{l^2 - m^2 + i\epsilon} = 2m^2 \left( L(\lambda) + \frac{1}{16\pi^2} \log \frac{m}{\lambda} \right) + \mathcal{O}(d - 4),
\]
(6.55)
and the pion-loop contributions to the self-energy can be written
\[
-i\Sigma^{(4)}_{\pi\text{loop}}(p^2) = \frac{i}{6 f^2} (-4p^2 + m^2) \Delta_\pi.
\]
(6.56)
This self-energy is of order $Q^4$, in accordance with Weinberg’s power counting. It also contains a logarithmic divergence, signalled by the pole at dimension $d = 4$. This has the same structure as the self-energy insertions arising from the $\mathcal{O}(Q^4)$ Lagrangian, and can be renormalized using the constants $L_i$. These ‘counter terms’ contribute a self-energy
\[
-i\Sigma^{(4)}_{C,T}(p^2) = \frac{i}{f^2} \left[ l_4 p^2 - (l_3 + l_4)m^2 \right],
\]
(6.57)
where we have used (6.44) to express $\chi$ in terms of the leading-order pion mass $m$. The full self-energy is thus
\[
-i\Sigma^{(4)}(p^2) = \frac{2m^2}{f^2} \left[ l_4 p^2 - (l_3 + l_4)m^2 \right] + \left( \frac{1}{6} \Delta_\pi - 2(l_3 + l_4)m^2 \right) m^2,
\]
(6.58)
and the pion propagator is
\[
\frac{i}{p^2 - m^2 - \Sigma^{(4)}(p^2) + i\epsilon}.
\]
(6.59)
The physical pion mass is defined by the position of the pole which, to this order, is given by
\[
m_\pi^2 = m^2 + \Sigma^{(4)}(m^2)
\]
\[
= m^2 + \frac{m^2}{f^2} \left( \frac{1}{2} \Delta_\pi + 2l_3m^2 \right).
\]
(6.60)
The renormalized LEC $l_3^r(\lambda)$ is given by (6.51) with $\gamma_3 = -\frac{1}{2}$ [17]. Using this we can write the pion mass as
\[
m_\pi^2 = m^2 + \frac{m^4}{f^2} \left( \frac{1}{16\pi^2} \log \frac{m}{\lambda} + 2l_3^r(\lambda) \right).
\]
(6.61)
The pion mass is finite, as it should be. It is also independent of the arbitrary renormalization scale $\lambda$, since the log $\lambda$ term in $l_3^r(\lambda)$ exactly cancels the corresponding
term from the pion loop. A common choice of renormalization scale is $\lambda = m$. This is convenient in phenomenological applications since the chiral logarithm $\log(m/\lambda)$ then vanishes. However, it should be used with caution in comparisons with lattice QCD results, since $m^2$ is an adjustable parameter there and it is important to keep all dependence on it explicit.

This result for $m^2_\pi$ also illustrates some general features of $\chi$PT. It contains a piece $m^4 \log m$ which is non-analytic in the symmetry-breaking strength $m^2$ and so can only arise from low-momentum virtual pions (or the long-distance part of the pion cloud). The other piece, $m^4$, is analytic in $m^2$, but involves an LEC. This arises from short-distance physics which has been integrated out of the effective theory, including high-momentum virtual pions and heavy mesons, not to mention the quark substructure of the pion.

The pion wave function renormalization at this order is given by

$$
\frac{1}{Z_\pi} = 1 - \left. \frac{\partial \Sigma}{\partial p^2} \right|_{p^2=m^2^2} = 1 - \frac{1}{f^2} \left( \frac{2}{3} \Delta_\pi - 2l_4m^2 \right).
$$

(6.62)

Since $\gamma_4 = 2$ [17], this is neither finite nor independent of $\lambda$. However, this is not a problem, since $Z_\pi$ is not an observable. (In fact it also depends on the choice of Lagrangian, and the representation used for $U(x)$ [1].)

### 6.3.4 Pion form factor

At lowest order, the pion is simply a point particle. Its coupling to a photon with polarization $\epsilon$ is represented by the Feynman rule

$$
e \epsilon^{a3b} \epsilon \cdot (p + p'),
$$

(6.63)

where $p$, $a$ are the momentum and isospin of the initial pion, and $p'$, $b$ are those of the final one. However, at higher orders, pion loops generate an electromagnetic form factor for the charged pion [17]. This contains a non-trivial dependence on the momentum transfer $q = p' - p$. Those parts of the form factor where the momentum scale is set by $m_\pi$ can be predicted from $\chi$PT, while the rest must be parametrized by LECs. At order $Q^4$, an external photon can be coupled either to the internal pion line or to the vertex in the basic one-loop diagram of figure 6.1. There is also a contribution from the bare vertex multiplied by a factor of $\sqrt{Z_\pi}$ for each external pion line. The insertion on the internal line leads to the following pieces: a divergent term proportional to $m^2 \epsilon \cdot (p + p')$, a divergent term proportional to $q^2 \epsilon \cdot (p + p') - \epsilon \cdot q(p'^2 - p^2)$ and a term with this structure multiplied
by a finite function of $q^2/m^2$. With the exponential representation of $U(x)$, the
insertion at the vertex gives only a divergent term proportional to $m^2\epsilon \cdot (p + p')$. (For the square-root form, this contribution vanishes.)

When all terms of order $Q^2$ are put together, the divergences proportional to $m^2\epsilon \cdot (p + p')$ are found to cancel against the divergent piece of the wave function renormalization mentioned above. Also the structure $q^2\epsilon \cdot (p + p') - \epsilon \cdot q(p' - p)$ is precisely that of the $\pi\pi\gamma$ vertex from the $l_6$ term in $L^{(4)}_\pi$ and so it can be absorbed by renormalizing that coefficient. The resulting form factor is then [17,1]

$$F_\pi(q^2) = 1 - \frac{q^2}{f^2} \left\{ l'_6(\lambda) + \frac{1}{96\pi^2} \left[ 2\log \frac{m}{\lambda} + \frac{1}{3} + \left( 1 - 4 \frac{m^2}{q^2} \right) J^{(0)} \left( \frac{q^2}{m^2} \right) \right] \right\},$$

(6.64)

where, at least for $x < 0$ (corresponding to space-like $q$: $q^2 = -Q^2 < 0$),

$$J^{(0)}(x) = -2 + \sqrt{\frac{x - 4}{x}} \log \frac{\sqrt{4 - x} + \sqrt{-x}}{\sqrt{4 - x} - \sqrt{-x}}.$$

(6.65)

The corresponding charge radius of the pion is given by

$$\langle r^2 \rangle_\pi = 6 \frac{\partial F_\pi}{\partial q^2} \bigg|_{q^2=0}$$

$$= -\frac{6}{f^2} \left[ l'_6(\lambda) + \frac{1}{96\pi^2} \left( 1 + 2 \log \frac{m}{\lambda} \right) \right].$$

(6.66)

Note that, as often happens in $\chi$PT, the quantity of most physical interest cannot be predicted since it contains an undetermined LEC. Instead, the pion charge radius must be used to fix the LEC $l'_6(\lambda)$. The full form factor $F_\pi(q^2)$ is then predicted to this order. In order to do this, we need to replace the leading-order quantities $f$ and $m$ by their physical values. Although this introduces an error, this is beyond the order to which we are working. In the three-flavour theory, the relevant LEC is $L'_9(\lambda)$ [23]. Once this has been determined from the pion charge radius, the radius of the charged kaon can be predicted. The result is consistent with experimental determinations, although the uncertainties are rather large.

### 6.3.5 Anomalous processes

The terms in the Lagrangian discussed so far are symmetric under the interchange $U \leftrightarrow U^\dagger$, $a^\mu \leftrightarrow -a^\mu$. As a result they all involve only even numbers of pions. This symmetry is a natural one for a purely bosonic theory, but it is not one that is respected by theories like QCD that contain fermions. Fermion loops can violate the Ward identities corresponding to local chiral invariance [24,25], giving rise to
processes like $\pi^0 \rightarrow \gamma \gamma$ and $K^+ K^- \rightarrow \pi^+ \pi^0 \pi^-$. To describe these in our effective field theory, we need to include terms that involve odd numbers of meson fields, and hence have odd intrinsic parity.

The necessary term in the effective action was first constructed by Wess and Zumino [26]. Later, Witten [27] showed that it is a topological invariant which has a non-local structure in four dimensions but which can be expressed in a local form in five dimensions. Its coefficient contains an integer which can be identified with the number of colours of quark, $N_c = 3$.

The full Wess–Zumino–Witten (WZW) action can be written as a local functional of $U(x)$ only in five dimensions but, when expanded in powers of the pion field, each term can be integrated to give a local four-dimensional term. The local terms all contain an odd number of pseudoscalar meson fields, and four derivative operators or vector fields contracted using a totally antisymmetric Levi–Civita tensor. For more details, see [1]. Perhaps the most important of these terms in the context of electromagnetism is the one,

$$-i \frac{N_c e^2}{96\pi^2 f} \epsilon^{\mu\nu\rho\sigma} F_{\mu\nu} F_{\rho\sigma} \Phi_3(x), \quad (6.67)$$

which gives the leading contribution to the decay of the neutral pion, $\pi^0 \rightarrow \gamma \gamma$.

Since it is a topological invariant whose LEC contains the integer $N_c$, one would not expect the WZW action to be renormalized [28,29]. There are, however, other odd-intrinsic-parity terms of higher order which are chirally invariant. These are needed to renormalize loop diagrams containing vertices from the WZW action [29]. For example, the order-$Q^6$ Lagrangian, which is needed for the one-loop diagrams, contains 23 independent terms with odd intrinsic parity [30]. These higher-order terms can contribute corrections of order $m^2$ to processes like $\pi^0 \rightarrow \gamma \gamma$ but they do not affect the anomalous Ward identities. More discussion of them can be found in [2].

### 6.3.6 Next-to-next-to-leading order

The state-of-the-art in mesonic $\chi PT$ is centred on calculations at order $Q^6$, which involve the evaluation of two-loop diagrams with vertices from $\mathcal{L}_\pi^{(2)}$. One particularly important application is to $\pi \pi$ scattering, but there are also a number of interesting results for electromagnetic processes. These calculations are formidably complicated, in part because of the number of diagrams that need to be evaluated, but also because of the number of LECs: more than a hundred in the $\mathcal{O}(Q^6)$ Lagrangian. Reviews of the renormalization of two-loop diagrams in $\chi PT$ can be found in [31–33].
One of the first electromagnetic processes to be studied at this order was the production of charged pions in two-photon collisions, $\gamma \gamma \to \pi^+ \pi^-$. Calculations of the cross section at order $Q^4$ [34] had showed an enhancement over the Born (order-$Q^2$) result, bringing it into agreement with the low-energy data from the Mark II Collaboration [35], as can be seen in figure 6.2. Bürgi extended these calculations to order $Q^6$ [36] and found that the chiral expansion was converging well for this process. Unfortunately, there are no data in the regions where the two-loop contributions have most effect, although the result is at least in good agreement with dispersion theory [37]. One should note that the $O(Q^6)$ result does depend on three poorly-determined LECs from $\mathcal{L}^{(6)}_\pi$, which Bürgi estimated using resonance saturation. The resulting values suggest that these LECs make rather small contributions to the total cross section.

In the case of $\gamma \gamma \to \pi^0 \pi^0$, there are no tree-level contributions at either $Q^2$ or $Q^4$. At leading order, therefore, the amplitude can be calculated just from one-loop diagrams [34,38]. The result is a chiral prediction, only involving pion and kaon masses and $f_\pi$. It falls significantly below the data from the Crystal Ball Collaboration [39] for energies between threshold and about 400 MeV. The inclusion of two-loop contributions [40] improves the picture considerably, giving a cross section in good agreement with the available data even up to energies of about 650 MeV, see figure 6.3. In addition, the behaviour near threshold matches well
with Pennington’s dispersion-theoretic results [41]. As in the charged-pion case, the result does involve three $\mathcal{O}(Q^6)$ LECs but, again, estimates using resonance saturation suggest that their contributions are small.

Also important is Compton scattering from pions, either charged or neutral, since this can give information on the electric and magnetic polarizabilities of the pions. To second order in the photon energies ($\omega_1, \omega_2$) the amplitude for $\gamma(q_1)\pi^\pm(p_1) \rightarrow \gamma(q_2)\pi^\pm(p_2)$ can be written in the form

$$T = \left( -\frac{e^2}{m_\pi} + 4\pi \alpha_\pi \omega_1 \omega_2 \right) \epsilon_1 \cdot \epsilon_2 + 4\pi \beta_\pi \omega_1 \omega_2 (\epsilon_1 \times \hat{q}_1) \cdot (\epsilon_2 \times \hat{q}_2),$$

(6.68)

where $\alpha_\pi$ and $\beta_\pi$ are the electric and magnetic polarizabilities, respectively. For scattering from a neutral pion, the energy-independent term is absent. The results (theoretical and experimental) for these polarizabilities were reviewed in [42], and an updated survey can be found in [43]. For the charged pions, the experimental situation is somewhat confused. The extraction of $\alpha_\pi$ from the Mark II data on $\gamma \gamma \rightarrow \pi^+ \pi^-$ leads to a value of the order $2 \times 10^{-4}$ fm$^3$, but with a large uncertainty of nearly 100%. In contrast determinations from radiative pion scattering on nuclei ($\pi N \rightarrow \gamma \pi N$) or radiative pion photoproduction from the proton ($\gamma p \rightarrow \gamma \pi^+ n$) lead to much larger values, in the region of $(7–20) \times 10^{-4}$ fm$^3$. The result, from a $\gamma p \rightarrow \gamma \pi^+ n$ experiment at Mainz [43], is

$$\alpha_{\pi^+} - \beta_{\pi^+} = (11.6 \pm 1.5 \pm 3, 0 \pm 0.5) \times 10^{-4} \text{ fm}^3,$$

(6.69)
where the three errors are: statistical, systematic, and an estimate of the model
dependence of the nucleonic processes that contribute to the observed cross section.
Since Compton scattering and pair production are related by crossing symmetry,
their amplitudes can be calculated from the same set of diagrams. In $\chi$PT at one-loop
level, the electric and magnetic polarizabilities are related by

$$\alpha_{\pi} + \beta_{\pi} = 0 \quad (6.70)$$

for both charged and neutral pions. At this level, the polarizability of the charged
pion comes entirely from contact interactions and can be expressed in terms of two
$O(Q^4)$ LECs [34,37]. In terms of the couplings in the three-flavour Lagrangian
(6.50), it has the form

$$\alpha_{\pi^+} = \frac{e^2}{\pi f_{\pi}^2 m_{\pi}} \left( L_{r}^9 + L_{r}^{10} \right). \quad (6.71)$$

The combination of LECs appearing here is one which can be determined from
radiative pion decay. In contrast, the polarizability of the neutral pion comes entirely
from loops at this level, and so it is predicted in terms of $f_{\pi}$ and $m_{\pi}$ to be

$$\alpha_{\pi^0} = -\frac{e^2}{384\pi^3 f_{\pi}^2 m_{\pi}}. \quad (6.72)$$

These calculations were extended to order $Q^6$, by Bürgi for the charged pion [36]
and by Bellucci et al [40] for the neutral pion. The polarizabilities are much more
sensitive to the $O(Q^6)$ LECs than the total cross sections for pair production, and
so they have significant uncertainties coming from the use of resonance saturation.
The results are

$$\alpha_{\pi^+} + \beta_{\pi^+} = (0.3 \pm 0.1) \times 10^{-4} \text{ fm}^3,$$
$$\alpha_{\pi^+} - \beta_{\pi^+} = (4.4 \pm 1.0) \times 10^{-4} \text{ fm}^3,$$
$$\alpha_{\pi^0} + \beta_{\pi^0} = (1.15 \pm 0.30) \times 10^{-4} \text{ fm}^3,$$
$$\alpha_{\pi^0} - \beta_{\pi^0} = (-1.90 \pm 0.20) \times 10^{-4} \text{ fm}^3. \quad (6.73)$$

The effects of newer determinations of the $O(Q^4)$ LECs on the charged pion
polarizabilities are discussed in [43]. The new values all lie within the old error
bars: for example, the central value for $\alpha_{\pi^+} - \beta_{\pi^+}$ changes from 4.4 to 4.9 in
the usual units. It is interesting to note that there is a very significant deviation
between the two-loop $\chi$PT prediction for $\alpha_{\pi^+} - \beta_{\pi^+}$ and the experimental result
from Mainz (6.69). One obvious comment is that the experiment uses a proton
target as a source of pions, and so the scattering involves a virtual pion. There
are also nucleonic processes that contribute to the cross section, which the Mainz
group had to estimate using two models. Kao et al have examined the process
\( \gamma p \to \gamma \pi^+ n \) using heavy-baryon \( \chi \) PT and found that two combinations of \( \pi N \) LECs contribute significantly [44]. They suggest that results covering a wider range of scattering angles may be needed to disentangle the pion polarizabilities from \( \pi N \) physics.

### 6.4 Including nucleons

#### 6.4.1 Introduction

Interesting though purely mesonic processes are, we clearly also want to be able to consider cases with one or more baryons present. It is obvious from the start that such a theory poses more questions about the appropriate low-energy degrees of freedom than does the purely mesonic case. In the latter case there is a clear mass gap between the pions and heavier mesons (\( \rho \ldots \)) and so \( \chi \) PT, in which these heavier mesons are integrated out, should be valid for a significant range of energies, up to several times the pion mass. However, in the baryon sector there are many resonances, with the mass gap between the nucleon and its lowest lying resonance, the \( \Delta(1232) \), being only around twice the pion mass. The problem is even more acute in the case of SU(3), with the mass for instance of the \( K \Sigma \) system lying at or above the mass of a dozen nucleon or \( \Delta \) resonances. In fact, in sharp contrast to the mesonic sector, rather little work has been done including strange baryons, and we will here address only the non-strange sector. For low-enough energies it should be permissible to work only with pions and nucleons as explicit degrees of freedom, but even here we may find unexpectedly large LECs generated by integrating out the \( \Delta(1232) \). For processes where energies significantly exceed the pion mass, explicit \( \Delta \)s will be mandatory.

The simplest possible Lagrangian which describes the coupling of a pseudoscalar pion to a nucleon would be

\[
\bar{\Psi}(i\not{\!p} - M + g\gamma_5 \phi \cdot \tau)\Psi,
\]

but this is clearly not chirally invariant and generates, for instance, a large \( \pi N \) scattering length in contradiction to experiment. One way of restoring the symmetry is to include the scalar partner of the pion, the \( \sigma \); the \( \sigma \)-exchange tree graph then cancels against the direct pion scattering graphs and gives, in the chiral limit, the vanishing scattering length demanded by symmetry. However, in an effective field theory a heavy degree of freedom like the \( \sigma \) should not be present. Integrating it out will generate a pion–nucleon seagull, but also terms in which four or more pions couple directly to the nucleon. Of course the sigma model is just that, a model, but it does help to explain the fact that chiral symmetry demands that the form of the pion–nucleon coupling is more complicated than above.
In the most widely used representation, the nucleon field itself transforms under chiral rotations in a way that depends on the pion field: $\Psi \to K(L,R,U)\Psi$. Recalling that the pion field described by $U$ transforms as $U \to RUL^\dagger$, we can introduce $u$ which satisfies $u^2 = U$ and $u \to RuK^\dagger \equiv KuL^\dagger$. Skipping the details of the constraints this imposes on $K$, we can see that a Lagrangian built of structures which transform homogeneously under chiral transformations, $X \to KXXK^\dagger$, will be chirally invariant. Two such structures are the covariant derivative,

$$D_\mu = \partial_\mu + \frac{1}{2}[u, \partial_\mu u] - \frac{i}{2}u^\dagger(v_\mu + a_\mu)u - \frac{i}{2}u(v_\mu - a_\mu)u^\dagger$$

$$= \partial_\mu - ieQA_\mu$$
$$- \frac{i}{4f^2}e^{abc}(\partial_\mu \phi_a)\tau_b \tau_c - \frac{ie}{8f^2}A_\mu(\delta^{a3}\tau^b + \delta^{b3}\tau^a - 2\delta^{ab}\tau^3)\phi_a\phi_b + \cdots,$$

(6.75)

where $v_\mu$ and $a_\mu$ are external vector and axial-vector fields (in terms of the photon field, $v_\mu = eQA_\mu$) and

$$u_\mu = i(u^\dagger \nabla_\mu u - u\nabla_\mu u^\dagger)$$
$$= -\frac{1}{f}(\tau \cdot \partial_\mu \phi + e\epsilon^{a3b} \tau_a \phi_b A_\mu + \cdots).$$

(6.76)

In each case the expansion to order one photon and two pions is given.

The leading order pion–nucleon Lagrangian is then

$$\bar{\Psi}(iD - M + \frac{g}{2}\gamma^\mu \gamma_5 u_\mu) \Psi.$$  (6.77)

The derivative coupling of the pion field ensures that, as required by chiral symmetry, soft pions do not interact with nucleons. At lowest order, the pseudovector coupling of the pion to the nucleon is equal to the axial coupling constant $g$, as required by the Goldberger–Treiman relation. Other chiral LETs are also automatically incorporated in this Lagrangian: the term with two pion fields gives the Weinberg–Tomozawa piece [8,9] of $\pi N$ scattering, and the one with one pion and one photon gives the Kroll–Ruderman term in charged-pion photoproduction.

Beyond leading order four further structures enter that transform homogeneously and are second order in derivatives or the pion mass; these allow coupling to vector and axial-vector, and to scalar and pseudoscalar external fields respectively:

$$f_{\pm \mu \nu} = u^\dagger F_{\mu \nu}^R u \pm u F_{\mu \nu}^L u^\dagger,$$
$$\chi_{\pm} = u^\dagger \chi u \pm u \chi^\dagger u.$$  (6.78)
Expanded to second order in the pion fields, the vector and scalar structures become

\[ f^+_{\mu\nu} = e(\partial_\mu A_\nu - \partial_\nu A_\mu) \left( 2Q + \frac{1}{4f^2}(\delta^{a3}\tau^b + \delta^{b3}\tau^a - 2\delta^{ab}\tau^3)\phi_a\phi_b \right) + \cdots, \]

\[ \chi_+ = 2m^2 \left( 1 - \frac{1}{4f^2}\phi^2 + \cdots \right) + \mathcal{O}((m_\mu - m_d)\tau_3), \] (6.79)

where \( F^{R,L}_{\mu\nu} \) are field tensors defined in terms of \( v_\mu + a_\mu \) and \( v_\mu - a_\mu \) respectively, so that for photons \( F^{R\mu\nu} = F^{L\mu\nu} = eQF_{\mu\nu} \). Symmetry-breaking effects due to the quark masses enter the Lagrangian through the second of these structures, \( \chi_\pm \). It is clear that, in contrast to the mesonic sector where only terms with even numbers of derivatives or powers of meson masses enter, in the nucleon sector there are terms with both odd and even powers. This is a further reason why high accuracy is a harder goal to achieve in the baryonic sector.

Initial attempts to go beyond tree level with this Lagrangian immediately hit a snag. If the integrals are regulated with dimensional regularization, one-loop integrals, which one would hope to be of third order, actually generate corrections at lower orders. For instance in the chiral limit the one-loop correction to the nucleon mass is

\[ \delta M_N = -\frac{3g^2M^3}{f^2} \left( L(\lambda) + \frac{1}{16\pi^2} \log \frac{M}{\lambda} \right) + \mathcal{O}(d - 4), \] (6.80)

where \( \lambda \) is the scale introduced by dimensional regularization and \( L(\lambda) \) is defined in (6.52). To retain \( M \) as the chiral-limit nucleon mass, a counter term is required at leading order. Similarly, away from the chiral limit there are corrections proportional to \( Mm^2/f^2 \) which need to be absorbed in second-order counter terms. This is repeated at every order, with lower-order counter terms continually requiring adjustment to absorb contributions from higher-order graphs, and so the power counting is not manifest. The problem is clear: the nucleon mass does not disappear in the chiral limit, so allowing the nucleon to propagate provides another scale to disrupt the power-counting.

Historically the solution adopted was the heavy-baryon approach (HB\( \chi \)PT), which starts from the observation that since \( M_N \) is of the order of the underlying heavy scale of the effective field theory \( (\Lambda_\chi \approx m_\rho \approx 4\pi f_\pi) \), a consistent treatment will expand amplitudes in powers of \( p/M_N \) as well as \( p/\Lambda_\chi \). This can be achieved by decomposing the Dirac nucleon field into ‘large’ and ‘small’ components (in the rest frame, upper and lower components) and integrating out the latter so that antinucleons no longer propagate. In leading order the remaining field acts as an infinitely heavy source for the pion field; corrections of successively higher powers of \( 1/M_N \) are present at each higher order. With \( M_N \) no longer present as a dynamical scale, the power-counting is restored. The price to be paid is an extra set of terms.
in the Lagrangian at each order, and hence more diagrams to calculate. Lorentz invariance is realized only to the given order in $1/M_N$, and the analytic structure of amplitudes as a function of $M_N$ is destroyed. For example, the photoproduction threshold occurs at $\omega = m_\pi$ to any finite order (though in this case the resummation of higher-order terms to obtain the correct threshold is easy to carry out).

More recently it has been realized that other regularization schemes exist which allow power-counting to be maintained within a relativistic approach. Essentially these regularizations work by automatically absorbing all terms with positive powers of $m_\pi/M_N$ into LECs, but they differ as to how they treat the remainder. Chiral symmetry ensures that the results of such calculations, if expanded in powers of $m_\pi/M_N$, must give the same results for the non-analytic terms, but they may differ in the analytic terms (and hence have different definitions of the LECs.) Since fourth-order calculations have already been done in HB$\chi$PT for most quantities of interest, the main impact of these alternative schemes will be whether they will allow fifth-order calculations (including two-loop calculations) to be done routinely. In this chapter we will deal mainly with heavy-baryon pion–nucleon $\chi$PT, with some further comments on other versions at the end.

### 6.4.2 Heavy baryon chiral perturbation theory

The details of the heavy-baryon reduction are well covered in [3], and will not be repeated here. The essential point is that the nucleon four-momentum is written as $P_\mu = M v_\mu + p_\mu$, where $v_\mu$ (not to be confused with an external vector field!) is the velocity vector, $v^2 = 1$, and $p_\mu$ is a small residual momentum which, unlike $P_\mu$, is of order $Q$. After eliminating the ‘small’ or lower components, the nucleon propagator depends only on $p_\mu$. The first two orders of the Lagrangian read

$$L^{(1)}_{\pi N} = \bar{\psi} (i v \cdot D + gu \cdot S) \psi,$$

$$L^{(2)}_{\pi N} = \bar{\psi} \left( \frac{1}{2M} (v \cdot D)^2 - D^2 - i g \{ S \cdot D, v \cdot u \} + c_1 \langle \chi_+ \rangle \right)$$

$$+ \left( c_2 + \frac{g^2}{8M} \right) (v \cdot u)^2 + c_3 u \cdot u + \left( c_4 + \frac{1}{4M} \right) [S \cdot u, S \cdot u] + c_5 \tilde{\chi}_+$$

$$- \frac{i}{4M} [S^\mu, S^\nu] \left( \frac{1}{2} (1 + \hat{k}_s) (f_{\mu\nu}^+) + (1 + \hat{k}_v) \tilde{f}_{\mu\nu}^+ \right) \psi,$$

where operators have been split into diagonal and traceless parts via $X = \frac{1}{2} \langle X \rangle + \tilde{X}$. The spin operator $S^\mu$ obeys $v \cdot S = 0$, $S \cdot S = (1 - d)/4$ and $[S^\mu, S^\nu] = i \epsilon^{\mu\nu\alpha\beta} v_\alpha S_\beta$ with $\epsilon^{0123} = -1$. The LECs $c_i$ have dimensions of inverse mass; the isoscalar and isovector anomalous magnetic moments are related to the parameters in the relativistic Lagrangian of [45,18] by $\hat{k}_v = M c_6$ and $\hat{k}_s = M (c_6 + 2c_7)$. The
magnetic moment terms are a good example of the workings of HB$\chi$PT: the Dirac magnetic moments come in as a $1/M$ correction, while the anomalous magnetic moments, arising from resonance contributions or quark substructure according to one’s point of view, come in proportional to a priori unknown LECs. Note that at this order all LECs are finite as loops do not contribute until third order.

There are three terms in $\mathcal{L}_{\pi N}^{(2)}$ which have terms proportional to $1/M$ only. Some of these could be eliminated using the equation of motion from $\mathcal{L}_{\pi N}^{(1)}$, at the expense of generating higher-order corrections, and this was done by Ecker and Mojžiš [46]. Although the resulting Lagrangian is shorter, terms with a physically obvious meaning are disguised, and keeping track of higher-order terms is laborious. Although versions with and without equation-of-motion simplifications exist at third order, only the unsimplified version exists at fourth order. It is important to stick to one version or the other in a single calculation.

At third order there are 23 independent terms which can be constructed in the relativistic Lagrangian using the structures already introduced, and hence 23 LECs. These are denoted $b_i$ in [46] and $d_i$ in [47]. The non-relativistic reduction contains further terms with coefficients proportional to $1/M^2_N$ or $c_i/M_N$. At this order pion loops enter also. In general these loops, evaluated in dimensional regularization, are divergent, and amplitudes are rendered finite by requiring the LECs to have infinite parts: $d_i = d'_i(\lambda) + (\kappa_i/16\pi^2 f^2) L$, where the finite part $d'_i(\lambda)$ is dependent on the renormalization scale. LECs evaluated at different scales are related by $d'_i(\lambda') = d'_i(\lambda) + (\kappa_i/16\pi^2 f^2) \log(\lambda/\lambda')$.

Some comment is in order about the different versions of the third-order Lagrangian that exist in the literature. The full list of relativistic terms was first written down by Krause [45]. Ecker found a set of 22 of these together with the corresponding $\beta$-functions which was sufficient for renormalization [48], and this set was also listed in [3], with the corresponding LECs labelled $B_i$ and their $\beta$-functions $\beta_i$. This basis is still widely used. Subsequently Ecker and Mojžiš constructed the minimal full non-relativistic Lagrangian, using the equations of motion to reduce the number of terms [46]; they termed the LECs $b_i$ but retained the notation $\beta_i$ though there is no direct correspondence with the $\beta$-functions of the earlier paper. Some quantities which though not observable are still useful, such as the wave function renormalization, are not finite in the second approach.

Finally Fettes et al repeated this work, discovering that the fourth operator on Ecker and Mojžiš’s list was redundant but otherwise keeping the same ordering [47]. However, they chose not to use the equations of motion to simplify the terms which come from the non-relativistic reduction, nor those required for renormalization. As a result there are another eight operators, labelled $d_i$, where $i = 24–31$, whose LECs can be chosen to vanish at some renormalization point (they used $\lambda = m_\pi$), and the $\beta$-functions (labelled $\kappa_i$) are not the same as the $\beta_i$. 
This basis is convenient for calculations with $\lambda = m_\pi$ but, as already noted, it requires some care if the non-analytic structures of amplitudes are of interest. In that case care must be taken not to cancel, say, the LEC $d_3^{\pi}(\lambda)$, whose numerical value happens to be $(g^2/16\pi^2 f^2) \log(\lambda/m_\pi^{phys})$, against a corresponding term $(g^2/16\pi^2 f^2) \log(m_\pi/\lambda)$, which comes from a loop calculation after cancellation of the divergence.

At fourth order there are 118 independent terms in the relativistic Lagrangian, with LECs denoted by $e_i$. These, together with the additional terms generated in the non-relativistic reduction, are listed in [49]. The corresponding $\beta$-functions are listed in a differently ordered, non-minimal basis in [50].

### 6.4.3 Loop integrals: the nucleon mass

The nucleon propagator obtained from $\mathcal{L}_{\pi N}^{(1)}$ is $i/v \cdot p$, where $p$ is the residual nucleon momentum after subtracting $Mv$. If a chiral expansion is made of $v \cdot p$ the leading term is usually a loop momentum or an external energy of order $m_\pi$. However, at higher order $v \cdot p$ also contains the mass shift $(M_N - M)v$ and the external nucleon kinetic energy. These are cancelled by contributions to the nucleon propagator from terms in $\mathcal{L}_{\pi N}^{(2,3,...)}$ and from loops, to leave only a dependence on the off-shell energy. This rather cumbersome procedure is an example of the practical complications introduced by the heavy-baryon reduction.

The nucleon mass is determined by the pole of the nucleon propagator; if the self-energy at residual energy $v \cdot p = \omega$ is denoted by $\Sigma(\omega)$, this implies (for a nucleon at rest)

$$\delta M = -\Sigma(\delta M) = 0,$$

where $M_N = M + \delta M$. Up to third order this gives $\delta M = \Sigma(0)$. Furthermore, the wave function renormalization is given by

$$Z_N = 1 + \Sigma'(0).$$

A further point to note is that the overall wave function normalization in the heavy baryon approach corresponds to a normalized upper component for a Dirac spinor.

At second order, the first correction to the chiral-limit nucleon mass $M$ appears: the term proportional to $c_1$ in $\mathcal{L}_{\pi N}^{(2)}$ contributes $-4m_\pi^2 c_1$ to the nucleon mass. Here $m_\pi^2$ comes from an explicit occurrence of the quark mass in the Lagrangian: this is not due to long-range pion loops, but an effect from the quark structure of the nucleon. At third order, however, there is a contribution from the pion cloud round the nucleon, coming from the diagram shown in figure 6.4. (Tadpoles vanish because the lowest-order $\pi\pi NN$ seagull vertex is isovector.) The resulting self-energy as a
function of $\omega = v \cdot p$ is

$$\Sigma^{(3)}_{\text{loop}}(\omega) = \frac{i g^2}{f^2} \int \frac{d^d l}{(2\pi)^d} S \cdot (-l) \tau_b \frac{i}{v \cdot (p - l) + i \eta} S \cdot l \tau_a \frac{i \delta^{ab} l^2 - M^2 + i \epsilon}{l^2 - M^2 + i \epsilon}.$$  

(6.84)

The integral in this expression can be expressed in terms of a simpler one with no factors of $l_\mu$ in the numerator [3]. That is termed $J_0(\omega, m)$, and can be evaluated by combining the denominators using the Feynman parametrization

$$\frac{1}{AB} = 2 \int_0^\infty dy \frac{1}{(A + 2yB)^2},$$  

(6.85)

giving

$$J_0(\omega, M) = -4L\omega - \frac{\omega}{8\pi^2} \left( 2 \log \frac{M}{\lambda} - 1 \right) - \frac{1}{4\pi^2} \sqrt{m^2 - \omega^2} \arccos \left( -\frac{\omega}{m} \right) + O(d - 4).$$  

(6.86)

By means of a variety of standard manipulations, all integrals encountered can be expressed in terms of $J_0$. For instance, the integral in (6.84) gives $g_{\mu\nu} J_2(\omega, M) + v_\mu v_\nu J_3(\omega, m)$, where $J_2 = (m^2 - \omega^2)J_0 - \omega \Delta_\pi (d - 1)$ etc. Integration-by-parts identities also allow derivatives of the $J_i$ with respect to $\omega$ or $m^2$ to be simplified, for instance $\partial J_2/\partial m^2 = \frac{1}{2}J_0$.

Thus the pion–nucleon loop nucleon self-energy is

$$\Sigma^{(3)}_{\text{loop}}(\omega) = -\frac{3g^2m^3}{32\pi f^2} - \frac{3(d - 1)g^2}{4f^2} \omega \Delta_\pi + O(\omega^2 m),$$  

(6.87)

the first term giving the mass shift due to the pion cloud, and the second the loop contribution to the wave function renormalization. The mass shift is non-analytic in $m^2_\pi$, and (of necessity) finite. There can be no contribution from the third-order Lagrangian of this form, so this is the full mass shift at this order.

Whether there are other third-order contributions affecting the wave function renormalization and terms of order $\omega^3$ depends on the Lagrangian. With Ecker’s original
version there are contributions from two terms in $L^{(3)}_{πN}$, both with undetermined LECs ($B_{15}$ and $B_{20}$). In Ecker and Mojžiš’ version there are no further contributions proportional to the $b_i$. Finally in the form used by Fettes et al the terms which contribute have no finite parts (at $λ = m_π$). In the first and last approaches the LECs serve to make $Σ^{(3)}(ω)$ finite; in the latter, for instance, the counterterm contribution is

$$Σ_{C.T.}^{(3)} = d_{24} ω^3 - 8d_{28}m^2 ω,$$  (6.88)

where $κ_{28} = -9g^2/16$. This gives

$$Z_N = 1 - \frac{3(d - 1)g^2}{4f^2} Δ_π - 8d_{28}m^2$$

$$= 1 - \frac{3g^2m^2}{32π^2f^2} \left(1 + 3 log \frac{m}{λ}\right) - 8m^2d_{28}r(λ),$$  (6.89)

which is finite and determined. (Numerically, the logarithm and the $d_{28}r$ terms cancel). For completeness we also give the first two terms of the expansion of $g_Σ$:

$$g_Σ = g + m^2 \left(4d_{16}r(λ) - 8g d_{28}r(λ) - \frac{g(2g^2 + 1)}{8π^2f^2} \log \frac{m}{λ} - \frac{g^3}{16π^2f^2}\right).$$  (6.90)

Finally, the leading correction to the Goldberger–Trieman relation in Fettes’ scheme is given by

$$\frac{g_{πNN}}{M_π} = \frac{g_Σ M_N}{f_π} - \frac{2m^2d_{18}}{f_π},$$  (6.91)

where the LEC $d_{18}$ is finite and independent of $λ$.

For comparison, $Z_N$, $g_Σ$ and $g_{πNN}$ in Ecker’s scheme are obtained by replacing $d_{16}r(λ)$ with $B_5(λ)/(4πf)^2$, and similarly for $d_{18}$ and $B_{23}$, and $d_{28}$ and $B_{20}$.

### 6.4.4 Electromagnetic interactions: Compton scattering

Calculations of the chiral expansion of the nucleon mass or axial coupling constant are of limited interest since these terms already enter at lowest order: they are primarily determined by non-pionic physics and the higher terms are only of interest as ingredients in other calculations or for carrying out chiral extrapolations of lattice QCD data. The magnetic moment, too, has a contribution from short-range (quark substructure or resonance) physics at lowest order (expressed in the LECs $c_6$ and $c_7$). There are other properties of the nucleon, however, which in $χ$PT are dominated by pion effects, and hence these quantities are predicted in $χ$PT to a given order.
Perhaps the most famous of these are the electromagnetic polarizabilities of the nucleon.

The scattering of real, unpolarized, long-wavelength photons from, for instance, a proton is required by gauge and Lorentz invariance to depend only on the mass and charge of the target: this is the Thomson limit of Compton scattering \((\nu \to 0)\). As the photon energy is increased, deviations from this cross section arise because the proton is not perfectly rigid, but can deform in response to electric and magnetic fields. This is characterized by the electric and magnetic polarizabilities, \(\alpha\) and \(\beta\), which enter the scattering amplitude through

\[
T = \epsilon' \cdot \epsilon \left( -\frac{Z^2e^2}{M} + 4\pi\alpha\omega\omega' \right) + 4\pi\beta \epsilon' \times k' \cdot \epsilon \times k + \cdots ,
\]

(6.92)

where \(\epsilon\) and \(\epsilon'\) are the polarization vectors of the initial- and final-state photons, whose momenta and energy are \(k, \omega\) and \(k', \omega'\) respectively. Spin-dependent terms have been omitted. The PDG [51] give the following values for the proton

\[
\alpha_p = 12.0 \pm 0.6 \times 10^{-4} \text{ fm}^3,
\]

\[
\beta_p = 1.9 \pm 0.5 \times 10^{-4} \text{ fm}^3.
\]

(6.93)

The neutron values are less accurately known but the data are consistent with vanishing isovector polarizabilities. These values are surprisingly small in view of the roughly 1 fm\(^3\) volume of the proton.

The sum of \(\alpha\) and \(\beta\) can also be obtained from a dispersion relation relating the forward Compton scattering amplitude to the unpolarized photon absorption cross section. This is the Baldin sum rule and it gives \(\alpha_p + \beta_p = 14.2 \pm 0.5 \times 10^{-4} \text{ fm}^3\).

In HB\(\chi\)PT the first diagram to contribute is the seagull term from the first two terms of \(L(2)\); these arise from the non-relativistic reduction, contain no LECs and exactly reproduce the Thomson amplitude. At third order the first loop diagrams enter, but crucially there are no contributions from LECs. Thus to third order the full Compton scattering amplitude is obtained as a function of \(\omega/m_\pi\), and the polarizabilities can be obtained from a Taylor series in powers of \(\omega\). The results are the same for the proton and neutron [52]:

\[
\alpha = \frac{5e^2 g_A^2}{384\pi^2 f_\pi^2 m_\pi} = 12.2 \times 10^{-4} \text{ fm}^3 ,
\]

\[
\beta = \frac{e^2 g_A^2}{768\pi^2 f_\pi^2 m_\pi} = 1.2 \times 10^{-4} \text{ fm}^3 .
\]

(6.94)

Note that in the chiral limit the polarizabilities, being proportional to \(1/m_\pi\), would diverge; nonetheless the physical values are in extremely good agreement with the (surprisingly small) experimental values.
The agreement of the lowest-order prediction for $\alpha$ is actually embarrassingly good: one would expect higher-order corrections to be at least 10% rather than 1%. The next-order calculation can also be done, but at this order the pion loops are divergent and there is a fourth-order seagull with four unknown LECs contributing to the isoscalar and isovector $\alpha$ and $\beta$: the effective seagull, which has contributions from six chirally-invariant terms, is given by

$$L^{(4)} = 2\pi N \{ \frac{1}{2} [\delta \beta_s + \delta \beta_v \tau_3] g_{\mu\nu}$$

$$- [(\delta \alpha_s + \delta \beta_s) + (\delta \alpha_v + \delta \beta_v)\tau_3] v_\mu v_\nu \} F^{\mu\rho} F^{\nu}_{\rho} N + \cdots. \tag{6.95}$$

Attempts to estimate the LECs by assuming that they are generated from pole graphs on integrating out the $\Delta$ give contributions to $\alpha$ and $\beta$ of around 5 fm$^3$ and spoil the agreement found at lowest order [53]: this is still an unsolved problem. Of course, a calculation in HB$\chi$PT to a given order does not just give the polarizabilities; it gives a full prediction for the cross section as a function of photon energy and scattering angle. To third order there are no free parameters; to fourth order some of the second-order LECs $c_i$ enter, along with the contributions to $\alpha$ and $\beta$ mentioned above. If the $c_i$ are taken from fits to pion–nucleon scattering, the remaining LECs can be fit to proton Compton scattering data [54]. Results are obtained that are consistent with the PDG values [51] (in fact they were used as input in the 2004 PDG values) and the fit is good provided the energy and the magnitude of the momentum transfer are restricted to be below 200 MeV. This is consistent with the expectation that the $\Delta(1232)$ will enter as an active degree of freedom at around that scale, and this will be mentioned again when we discuss including the $\Delta(1232)$ explicitly. Figure 6.5 shows the agreement between theory and experiment [54].

In spite of the generally satisfactory situation for unpolarized scattering, there are other aspects of Compton scattering that are not so satisfactory. In writing the scattering amplitude of (6.92) we omitted four structures dependent on the proton spin. Four spin-dependent polarizabilities are associated with the low-energy behaviours of these structures. For forward scattering the relevant combination is called $\gamma_0$; for backward scattering, $\gamma_\pi$. One would expect these to be important for scattering of polarized photons and targets, but such experiments have not yet been done. However, dispersion relations link the spin-dependent forward Compton scattering amplitude to polarized photon absorption cross sections: the most famous is the Gerasimov–Drell–Hearn (GDH) sum rule [55]

$$\frac{\pi e^2 \kappa^2}{2 M_N^2} = \int_{\nu_0}^{\infty} d\nu' \frac{\sigma_{3/2}(\nu') - \sigma_{1/2}(\nu')}{\nu'}, \tag{6.96}$$
where $\frac{3}{2}$ and $\frac{1}{2}$ refer to parallel and antiparallel photon and proton spins; an analogous integral weighted by $1/\nu^3$ gives $\gamma_0$. These cross sections have been measured at Mainz and Bonn, and the proton forward spin polarizability has been accurately determined to be $\gamma_0 = -0.94 \pm 0.15 \times 10^{-4}$ fm$^4$. This quantity is predicted in HB$\chi$PT at both third and fourth order. Unfortunately the results are in sharp contrast to the success of the spin-independent case, with the third- and fourth-order results being $4.5 \times 10^{-4}$ and $-3.9 \times 10^{-4}$ fm$^4$ respectively [56,57]. Clearly the lack of convergence makes the actual value irrelevant. The reason for this failure is not clear; discussion can be found in [58,59].

Cross sections for inelastic scattering of electrons on protons (that is, proton structure functions) can similarly be used to construct the amplitudes for forward ‘doubly virtual Compton scattering’, including $Q^2$-dependent versions of the GDH sum rule and of $\alpha + \beta$ and $\gamma_0$. These quantities are typically of interest because the high-$Q^2$ region – well-established from deep-inelastic scattering – is very different from the $Q^2 = 0$ point. HB$\chi$PT can also be used at non-zero $Q^2$, and so can make interesting predictions about the low-$Q^2$ evolution. To date, though, rather few calculations have been done. Most work has focussed on the generalized GDH sum rule $I_1(Q^2)$,
which satisfies $I_1(0) = -\kappa^2/4$ and which can be expressed in terms of the first moment of the spin-dependent nucleon form factor $g_1$:

$$I_1(Q^2) = 2M^2 Q^2 \int_0^{x_0} dx g_1(x, Q^2).$$  \hfill \text{(6.97)}$$

This has been calculated in HB$\chi$PT by Ji, Kao and collaborators [60]. It vanishes at $\mathcal{O}(p^3)$ so the $\mathcal{O}(p^4)$ result is the leading one, and no comment can be made about the convergence of the chiral expansion. Results are shown in figure 6.6.

Data for $I_1^{p,n}(Q^2)$ have been obtained in electron scattering experiments [61,62]; results for the neutron have been extracted from data on the deuteron and on $^3$He. To the experimental data must be added a high-energy contribution estimated from deep-inelastic scattering. Although the GDH sum rule gives $I_1^p(0) = -0.80$, the data are small and positive down to rather small $Q^2$, and only those from JLab, which go down to 0.15 GeV$^2$ ($Q = 390$ GeV), dip below the axis. The slope at $Q^2 = 0$ cannot therefore be clearly extracted, but it is very compatible with that given by HB$\chi$PT, as is that for the neutron. However, the HB$\chi$PT curve badly overshoots
all but the lowest $Q^2$ points. Perhaps that is to be expected from experience with real Compton scattering, which at this order breaks down well below that scale. It has been suggested that the difference of the proton and neutron integrals should converge better since $\Delta$ effects should cancel. This does indeed seem to be the case. Data also exist for $I^n_2(Q^2)$, related to first moment of $g_2$, which is equal and opposite to $I^p_1$ at $Q^2 = 0$. Here again the $O(p^4)$ HB$\chi$PT prediction seems valid for very low $Q^2$. Kao et al [64] have also compared higher moments of $g_1$ and $g_2$ with data, confirming the inability of calculations at this order to go beyond $Q^2 \approx 0.1$ GeV$^2$.

For more details of generalized GDH sum rules the reader is referred to the review by Drechsel and Tiator [65].

A closely related process is virtual Compton scattering, the production of real photons in electron scattering experiments. (Unlike doubly-virtual Compton scattering, this is not just a thought experiment.) The scattering amplitude, now a function of the virtuality of the incoming photon as well as its energy and the scattering angle, can be decomposed into twelve scalar amplitudes, only six of which survive in the limit $Q^2 \rightarrow 0$. Generalized polarizabilities, which are functions of $Q^2$, are defined by taking the limit in which the real photon energy goes to zero. In the standard notation two are generalizations of $\alpha$ and $\beta$, and in fact there are only four others which are independent though eight can be defined. Only two of these four are non-vanishing in the limit $Q^2 \rightarrow 0$, and these correspond to $\gamma_3$ and $\gamma_2 + \gamma_4$.

The sole relevant experiment has been done at MAMI, at fixed $Q^2 = 0.33$ GeV$^2$ and photon beam energy of 0.6 GeV but with a range of outgoing photon energies from 30 to 110 MeV [66]. The experimental cross section is dominated by the Bethe–Heitler process in which the real photon is radiated by the initial- or final-state electron, so direct cross section comparisons are not particularly illuminating. From analysis of the full data set, two terms in the low-energy expansion of the residual (non-Born or Bethe–Heitler) spin-independent amplitude are extracted, termed $P_{LL} - P_{TT}/\epsilon$ and $P_{LT}$. At $Q^2 = 0$ these are related to $\alpha$ and $\beta$ respectively, though they are not a theorist’s natural extension of these polarizabilities to finite $Q^2$. These can also be extracted from an HB$\chi$PT calculation of the virtual Compton scattering amplitude; so far this has only been done at $O(p^3)$ [67], but surprisingly, given the relatively large $Q^2$, the agreement is perfect.

More theoretical effort has been applied to the generalized spin-dependent polarizabilities, which have all now been calculated to two chiral orders [67,68]. However, there are no relevant data. As might have been expected from the situation with the polarizabilities defined in real scattering, there is no convergence, and about all one can say about the agreement with estimates based on dispersion relations and the MAID pion electroproduction database is that the order of magnitude is right (which is at least more than can be said for some quark models [69]).
6.4.5 Electromagnetic interactions: pion photoproduction

Threshold neutral pion photoproduction from the proton is one of the most celebrated applications of \( \chi \) PT. In 1970 a ‘low-energy theorem’ was derived [14] which gave the threshold value of the S-wave amplitude \( E_{0+} \) as an expansion in powers of \( m_\pi/M_N \). As discussed above in section 6.1.1 the leading term of order \( m_\pi/M_N \) simply reflects the magnitude of the electric dipole moment of the \( p\pi^0 \) system. However, when the first precision measurements were done at Saclay and Mainz [70,71], they disagreed with the ‘LET’ by a factor of about two. With the advent of \( \chi \) PT, however, Bernard \textit{et al} [72] recognized that the so-called LET was in fact just the Born term, and that pion loops contributed at order \( (m_\pi/M_N)^2 \). Furthermore, the contribution was numerically large, calling into question the convergence, so the \( \chi \) PT prediction at this order, while disproving the old LET, does not really constitute a new one. At one order higher unknown LECs enter [73]. For some considerable time this finding was controversial, but by now there is general agreement with the position that in general the LETs of the 1960s and 1970s are simply lowest-order predictions of \( \chi \) PT, and that \( \chi \) PT is indeed the correct framework in which to go beyond lowest order. Further experiments, including some with polarized photons at Mainz [74], have confirmed that the threshold value of \( E_{0+} \) does not agree with the old LET. However, when the two LECs which enter the full amplitude are fitted to the data, very satisfactory agreement with total cross section, differential cross section and photon asymmetry is obtained; in particular the cusp in \( E_{0+} \) at the charged pion production threshold is reproduced. In addition, two of the P-wave amplitudes, \( P_1 \) and \( P_2 \), are predicted at leading order independently of the LECs, and hence constitute new LETs which are both convergent and in good agreement with the data [73,76]. Figures 6.7 and 6.8 show the full fourth-order HB\( \chi \) PT results and the TAPS data to which the five LECs are fit. (The curves shown are from the authors’ fit following the procedures of Bernard \textit{et al} [76].)

6.4.6 Chiral perturbation theory and lattice QCD

There are many quantities of interest in hadronic physics that cannot be predicted by \( \chi \) PT. Most fundamental perhaps is the nucleon mass, which simply enters as a parameter in the lowest-order Lagrangian. (More accurately, what enters is the value that the mass would have in the chiral limit, that is if quarks were massless.) In general, any property of the nucleon which is not primarily due to the pion cloud...
Figure 6.7. TAPS data on neutral pion photoproduction [74,75]. The first figure shows the photon asymmetry $\Sigma$. The other three summarize the differential cross section: at each energy the three parameters $A$, $B$ and $C$ (in units of $10^{-4}$ fm$^2$) are given by the best fit curve $d\sigma/d\Omega = (q/k)(A + B \cos \theta + C \cos^2 \theta)$, where $q$ and $k$ are the pion and photon three-momenta respectively. Such a quadratic form will hold if only the four $s$- and $p$-wave amplitudes $E_{0+}$ and $P_1$, $P_2$ and $P_3$ are important; $P_{23}^2 \equiv \frac{1}{2}(P_2^2 + P_3^2)$. For more details see [73]. The curves are the fourth-order HB$\chi$PT results, with the five free parameters fit to the full data set.

Figure 6.8. The real part of the $s$-wave amplitude $E_{0+}$, in units of $10^{-3}/m_{\pi^+}$: 'data' points, from [74], are extracted from a fit to the raw data with certain assumptions about the energy dependence of the $p$-waves; the curve is the fourth-order HB$\chi$PT result based on the fit shown in figure 6.7.
Chiral perturbation theory will also not be predicted; examples include the anomalous magnetic moment and the axial coupling constant, as well as many others which are less well known. In a few cases one can argue that the dominant contribution is from hadronic resonances, and greater predictive power may be obtained in a theory which contains the $\Delta$ as an explicit degree of freedom, as will be discussed below. But in general these properties are due intrinsically to quark-level physics. The only way we currently have to predict these is to use the computer simulations of the underlying theory of quarks and gluons: lattice QCD.

For all the immense progress that has been made in lattice QCD, computer power still places severe limitations on how closely the simulations can approach the real-world limit. (For a review of the state-of-the-art in 2003 and further references, see [77].) By definition all calculations are done in finite volumes with finite lattice spacing, but in addition so far all have used quark masses heavier than the real ones—often much heavier, so that the pion mass might be around 500 MeV [78–80]. A further commonly-used shortcut is to exclude the contributions from quark loops—the ‘quenched approximation’ [81].

Usually simulations (quenched or unquenched) are done at several values of these parameters and some form of extrapolation to infinite volume, zero lattice spacing and physical pion mass is performed. Polynomial extrapolation is well motivated for the first two, but it was common to see linear extrapolation in the quark mass as well. However, $\chi$PT tells us how nucleon properties must vary as the quark mass goes to zero, and that behaviour is not in general linear.

It is now realized that lattice QCD and $\chi$PT give us largely complementary information, the former dealing well with short-distance properties about which $\chi$PT is silent, and the latter describing the pion cloud which, due to large quark masses and finite volumes, still eludes lattice calculation. The possibility therefore exists of using extrapolation formulae given by the $\chi$PT expansion of the quantity being calculated, fitting the LECs which enter to the lattice data. It is even possible to provide alternative $\chi$PT extrapolations which allow for the effects of quenching [82–85]. The effects of unquenched pion loops may then be added in by hand. These chiral extrapolations have a double benefit, enabling more accurate lattice QCD predictions and providing first-principles extractions of the LECs. At the current time, however, their full potential has yet to be realized, since most lattice data involve pion masses beyond the likely radius of convergence of $\chi$PT. (How large that is is also disputed.) Two approaches have had some success so far. One is naively fitting the $\chi$PT formula to data with pion masses as high as 600 MeV [86] or more [80] (although in some cases an extended version with explicit $\Delta$s is used [87]). The other is to use some theoretically-motivated function of pion mass which has the correct low-mass expansion. An example is the inclusion of form
factors in the one-loop diagrams [88]. It is unlikely that either approach will win full acceptance until lattice data exist for masses sufficiently low that the chiral expansion is trustworthy and the data show convincingly that a linear extrapolation cannot be correct.

6.4.7 Extensions and variants of chiral perturbation theory

In this section, we will briefly cover two topics: calculations that avoid the heavy-baryon reduction, and the inclusion of \( \Delta \) baryons in the theory.

The first attempts to include baryons in \( \chi \)PT, naturally enough, used relativistic nucleons, but it was quickly recognized that the integrals which arise, regulated with dimensional regularization in the standard way, did not respect any power counting and progress was only possible with the application of the heavy-baryon reduction. Amplitudes so calculated respect all symmetries including Lorentz invariance order by order, that is any violations will be higher order in powers of \( 1/M_\chi \) than the order to which one is working. However, various properties of the full amplitude are no longer manifest – crossing symmetry for instance – and sometimes by-hand corrections are required to ensure that thresholds occur at the correct place. These corrections amount to resumming successive terms in the \( 1/M_\chi \) expansion. Further complications arise when intermediate nucleons can go on-shell. In addition the heavy-baryon Lagrangian with all its fixed terms is much lengthier than the relativistic one, and calculations are correspondingly more involved with more diagrams entering. For these reasons relativistic treatments would seem more attractive [89–91].

The best-known relativistic framework is called ‘infrared regularization’ [89,90]. Without going into details, the integrals that arise from pion–nucleon loops are split in two; one part is UV finite and contains all the non-analyticities in \( m^2_\pi \), while the other is IR regular (though possibly UV divergent), generating an expression which can be expanded as a regular polynomial in \( m^2_\pi \). This polynomial is rendered finite by the LECs in the usual fashion. The resulting amplitude respects power counting and the non-analytic part agrees with the heavy baryon result.

Discussion of the advantages of the IR scheme tend to focus on its superior treatment of kinematic effects. Surprisingly, however, in several cases the predictions of the IR and heavy baryon theories differ quite significantly, even though they agree to, say, \( \mathcal{O}(m_\pi/M_\chi)^2 \). In figure 6.6 the long-dashed curve is the relativistic \( \chi \)PT result [63], while the solid curve is the HB\( \chi \)PT result [60]. Clearly they are very different, and HB\( \chi \)PT is much closer to the experimental situation. At first sight this is very worrying and suggests that the HB\( \chi \)PT results are only coincidentally accurate; higher-order terms, it would seem, must spoil the agreement. However,
this is not necessarily correct. From the point of view of HBχPT the higher-order terms in the IR result are only a subsection of the total. All the higher-order LEC contributions are missing. For instance, the Dirac and anomalous magnetic moments are treated differently, since one is a $1/M_N$ effect and the other is due to an LEC. Furthermore, there are reasons to believe that the relativistic and LEC contributions might tend to cancel. The IR results contain not only kinematic corrections, but also contributions from nucleon-level ‘$z$-graphs’. These, however, are clearly strongly suppressed by the large size of the nucleon. This suppression might be implemented by the inclusion of LECs order-by-order in the HBχPT scheme, but the connection is lost in the IR scheme. This is a topic where much work remains to be done.

A more fundamental modification of baryon χPT is to include the $\Delta(1232)$ baryon as an explicit field in the Lagrangian [92–94]. The motivation is clear. Since the nucleon–$\Delta(1232)$ mass difference is only twice the pion mass, integrating out the $\Delta(1232)$ (as is done implicitly when writing down a Lagrangian of pions and nucleons only) will put an absolute upper limit of $2m_\pi$ on the radius of convergence for any process in which the $\Delta(1232)$ can be excited – probably significantly lower in practice.

It is straightforward to include a $\Delta(1232)$ field in a heavy-baryon Lagrangian. However, a new scale, $M_\Delta - M_N$, is introduced, which does not vanish in the chiral limit. (While the pion cloud contributes some of the extra energy of the $\Delta(1232)$, quark-level effects such as the hyperfine splitting are also expected to be important.) A decision has to be taken as to the power-counting to be used. The most common one is the ‘small-scale expansion’ [94] which treats $M_\Delta - M_N$ as being of order $m_\pi$, which may be numerically correct in this world but clearly is wrong in the chiral limit. In this scheme $\pi\Delta$ loops contribute at the same order as $\pi N$ loops, whereas if the $\Delta(1232)$ is integrated out its effects are first manifest (through LECs) at one order higher. To simplify a somewhat complicated picture, this tends to spoil the good predictions of HBχPT for static properties such as the electric polarizability [95]. However, if corrected by hand (by ‘promoting’ a single higher-order term) the energy dependence is then improved, and in Compton scattering the problem encountered at moderate energies and backward angles can be solved [96]. On balance the introduction of the $\Delta(1232)$ does improve the predictions of lowest-order χPT, although the large number of extra LECs which enter at higher orders has so far prevented calculations being pushed beyond lowest order.

Finally, we should mention that, while the state-of-the-art for HBχPT currently consists of one-loop calculations at order $Q^4$, some first two-loop (order-$Q^5$) results have been obtained [97–99]. These will be important for testing the convergence of the expansions of quantities such as the spin-polarizabilities, which first appear at order $Q^4$ [100].
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This chapter deals with properties of hadrons in high-energy scattering processes with special emphasis on spin dependence. We consider electroweak interactions, specifically lepton–hadron scattering that allows a separation of the scattering amplitude for the reaction into a leptonic part and a hadronic part, where the leptonic part involving elementary particles is known. The structure of the hadronic part is constrained by its Lorentz structure and fundamental symmetries and can be parametrized in terms of a number of structure functions. The resulting expression for the scattering amplitude can be used to calculate the cross sections in terms of these structure functions and, in turn, a theoretical study of the structure functions can be made. Part of this can be done rigorously with the only input, or assumption if one prefers, the known interactions of the hadronic constituents, quarks and gluons, within the standard model. For this both the electroweak couplings of the quarks needed to describe the interactions with the leptonic part via the exchange of photon, $Z^0$ or $W^\pm$ bosons, as well as the strong interactions of the quarks among themselves via the exchange of gluons are important. For a general reference see the books of Roberts [1] or Leader [2].

### 7.1 Leptoproduction

In this section we discuss the basic kinematics of a particular set of hard electroweak processes, namely the scattering of a high-energy lepton, for example an electron, muon or neutrino, from a hadronic target, $\ell(k)H(P) \rightarrow \ell'(k')X$. In this process at least one hadron is involved. If one does not care about the final state, counting every event irrespective of what is happening in the scattering process, one talks about an inclusive measurement. If one detects specific hadrons in coincidence...
with the scattered lepton one talks about semi-inclusive measurements or more specifically one-particle inclusive, two-particle inclusive etc., depending on the number of hadrons that are detected.

\[
q^2 = (k - k')^2 = -Q^2 \leq 0
\]

\[
2P \cdot q \equiv 2M \nu \equiv \frac{Q^2}{x_B}
\]

\[
2P_h \cdot q \equiv -z_h Q^2
\]

\[
P \cdot k = \frac{P \cdot q}{y} = \frac{Q^2}{2x_B y}
\]

In the above figure, \(k, k'\) are the four-momenta of the initial and scattered leptons, \(P\) that of the initial hadron, and so forth. In this scattering process a hadron is probed with a space-like (virtual) photon, for which one can consider the Breit frame in which the photon four-momentum has a spatial component only. This shows that the spatial resolving power of the probing photon is of the order \(\lambda \approx 1/Q\). Roughly speaking, one probes a nucleus (1–10 fm) with \(Q \approx 10–100\) MeV, baryon or meson structure (with sizes in the order of 1 fm) with \(Q \approx 0.1–1\) GeV and deep into the nucleon (<0.1 fm) with \(Q > 2\) GeV. Electroweak interactions with the constituents of the hadrons, namely the quarks, are known. This opens the way to study how quarks are embedded in hadrons (for example in lepto-production or in the Drell–Yan process, \(A(P_A)B(P_B) \rightarrow \ell(k)\bar{\ell}(k')X\)) or to study how quarks fragment into hadrons (in lepto-production and \(e^+ e^-\) annihilation into hadrons).

For inclusive unpolarized electron scattering the cross section, assuming one-photon exchange, is given by

\[
E' \frac{d\sigma}{d^3k'} = \frac{1}{s - M^2} \frac{\alpha^2}{Q^4} L^{(S)}_{\mu\nu} 2MW_{\mu\nu},
\]

(7.1)

where \(s = (k + P)^2\), \(L^{(S)}_{\mu\nu}\) is the symmetric lepton tensor,

\[
L^{(S)}_{\mu\nu}(k, k') = \text{Tr}[\gamma_\mu(k' + m)\gamma_\nu(k + m)] = 2k_\mu k'_\nu + 2k_\nu k'_\mu - Q^2 g_{\mu\nu},
\]

(7.2)

and \(W_{\mu\nu}\) is the hadron tensor, which contains the information on the hadronic part of the scattering process:

\[
2M W_{\mu\nu}(P, q) = \frac{1}{2\pi} \sum_n \int \frac{d^3P_n}{(2\pi)^3} \frac{P_n}{2E_n} \langle P | J_{\mu}^\dagger(0) | P_n \rangle \times \langle P_n | J_{\nu}(0) | P \rangle (2\pi)^4 \delta^4(P + q - P_n),
\]

(7.3)

where \(|P\rangle\) represents a target with four-momentum \(P\), and the sum is over intermediate hadronic states.
Spin structure functions

Using \((2\pi)^4 \delta^4(P + q - P_n) = \int d^4x \exp(i P \cdot x + i q \cdot x - i P_n \cdot x)\), shifting the argument of the current, \(J_\mu(x) = \exp(i P_{op} \cdot x)J_\mu(0)\exp(-i P_{op} \cdot x)\) and using completeness for the intermediate states, the hadron tensor can be written as the expectation value of the product of currents: \(J_\mu(x)J_\nu(0)\). If a second term \(\propto J_\nu(0)J_\mu^\dagger(0)\delta^4(P - q - P_n)\) is added, which is zero in the physical region \((\nu > 0)\) because of the spectral conditions of the intermediate states \(n\) \((P_0^n > M)\), then after a similar procedure one can combine the terms to give

\[
2MW_{\mu\nu} = \frac{1}{2\pi} \int d^4x \ e^{i q \cdot x} \langle P | [J_\mu^\dagger(x), J_\nu(0)] | P \rangle.
\]  

(7.4)

This expression remains valid when electron polarization is included provided that summing and averaging over spins is understood.

What is probed in leptoproduction? In the reaction \(e + H \rightarrow e' + X\) the unobserved final state \(X\) can be the target (elastic scattering) or an excitation. In a plot of the two independent variables \(\nu\) and \(Q^2\), see figure 7.1, elastic scattering corresponds to the line \(\nu = Q^2/2M\), where \(M\) is the mass of the target. The behaviour of the cross section along this line, where the ratio \(x_B = 1\), is proportional to the square of a form factor: see chapter 2. Exciting the nucleon gives rise to inelastic contributions in the cross section at \(\nu > Q^2/2M\), starting at the threshold \(W = M + m_\pi\). Note that as a function of \(x_B\) any resonance contribution will move closer to the elastic limit when \(Q^2\) increases: see chapter 10. When \(Q^2\) and \(\nu\) are both large enough, the cross section becomes the incoherent sum of elastic scattering off the point-like constituents of the nucleon. This is known as the deep inelastic scattering region, in which one finds (approximate) Bjorken scaling. In this simple picture the structure functions become functions of one kinematic variable, \(x_B\), that is identified with the momentum fraction of the struck quark in the nucleon, enabling measurement of quark distributions. We will make this explicit below.
The picture breaks down in limiting cases, such as $x_B \to 1$, where it becomes dual to the summation over resonances (see chapter 10) or $x_B \to 0$, corresponding, for fixed $Q^2$, to $v \to \infty$. In this region one may employ Regge theory (see chapters 5 and 8).

It is also possible to consider in more detail the space-time correlations that are probed. From the kinematics of deep inelastic scattering one can see that the process probes the light-cone. In the nucleon rest-frame, both $q^0 = v$ and $q^3 = \sqrt{Q^2 + v^2}$ go to infinity. However, at finite $x_B$ only one of the sum and the difference of them goes to infinity. For such reasons it is useful to introduce light-cone coordinates. These are defined by $a^\pm = (a^0 \pm a^3)/\sqrt{2}$. The scalar product of two vectors is given by $a \cdot b = a^+b^- + a^-b^+ - a^1b^1 - a^2b^2$. Choosing $q$ along the negative $z$-axis, $q^- = (v + |q|)/\sqrt{2} \to \infty$ and $q^+ = (v - |q|)/\sqrt{2} \approx -Mx_B/\sqrt{2}$. In the hadron tensor, which involves a Fourier transform of the product of currents, this corresponds to $|x^+| \approx 1/q^- \to 0$ and $|x^-| \approx 1/|q^+| \to 1/Mx_B$. Thus, although the distances and times probed depend on $x_B$ and are not necessarily small, $x^2 = x^+x^- - x_{\perp}^2 \approx -x_{\perp}^2 \leq 0$. On the other hand, causality requires that $x^2 \geq 0$, so that deep inelastic scattering probes the light-cone, $x^2 \approx 0$.

### 7.2 Structure functions and cross section

The simplest thing one can do with the hadron tensor is to express it in standard tensors and structure functions that depend on the invariants. Instead of the traditional choice of tensors, $g_{\mu\nu}$, $P_\mu P_\nu$, and $\epsilon_{\mu\nu\rho\sigma} q^\rho P^\sigma$ multiplying structure functions $W_1, W_2$ and $W_3$ that depend on $v$ and $Q^2$, we go immediately to a dimensionless representation. First define a Cartesian basis of vectors [3], starting with the natural space-like momentum defined by $q$. Using the target-hadron momentum $P_\mu$, one can construct a four-vector $\tilde{P}_\mu = P_\mu - (P \cdot q/q^2) q_\mu$, orthogonal to $P$ and $q$, which is time-like with length $\tilde{P}^2 = \kappa P \cdot q$, where

$$\kappa = 1 + \frac{M^2 Q^2}{(P \cdot q)^2} = 1 + \frac{4M^2x_B}{Q^2}. \quad (7.5)$$

The quantity $\kappa$ takes into account mass corrections proportional to $M^2/Q^2$. Thus define

$$Z_\mu \equiv -q_\mu, \quad (7.6)$$

$$T_\mu \equiv -q^2 \frac{P \cdot q}{P \cdot q} \tilde{P}_\mu = q_\mu + 2x_B P_\mu. \quad (7.7)$$

For these vectors $Z^2 = -Q^2$ and $T^2 = \kappa Q^2$ and we shall often use the normalized vectors $\hat{Z}_\mu = -\hat{q}_\mu = Z_\mu / Q$ and $\hat{T}_\mu = T_\mu / Q\sqrt{\kappa}$. With respect to these vectors one
can also define transverse tensors,
\[ g_{\perp}^{\mu \nu} \equiv g^{\mu \nu} + \hat{q}^\mu \hat{q}^\nu - \hat{t}^\mu \hat{t}^\nu, \] (7.8)
\[ \epsilon_{\perp}^{\mu \nu} \equiv \epsilon^{\mu \nu \rho \sigma} \hat{t}_\rho \hat{q}_\sigma. \] (7.9)

To get the parametrization of hadronic tensors, such as in (7.4), including for generality also a spin four-vector \( S \), we use the general symmetry property
\[ W_{\mu \nu}(q, P, S) = W_{\nu \mu}(-q, P, S) \] (7.10)
as well as properties following from hermiticity, parity and time-reversal invariance,
\[ W^*_\mu \nu(q, P, S) = W_{\nu \mu}(q, P, S), \] (7.11)
\[ W_{\mu \nu}(q, P, S) = W_{\nu \mu}(\bar{q}, \bar{P}, -\bar{S}) \quad \text{(parity)}, \] (7.12)
\[ W^*_\mu \nu(q, P, S) = W_{\nu \mu}(\bar{q}, \bar{P}, \bar{S}) \quad \text{(time reversal)}, \] (7.13)
where \( \bar{p} = (p^0, -p) \). Finally we use current conservation implying \( q^\mu W_{\mu \nu} = W_{\mu \nu} q^\nu = 0 \). For inclusive unpolarized leptoproduction the most general form for the symmetric tensor is
\[ M W^{\mu \nu(S)}(P, q) = \left( \frac{q^\mu q^\nu}{q^2} - g^{\mu \nu} \right) F_1(x_b, Q^2) + \frac{\bar{P}^\mu \bar{P}^\nu}{P \cdot q} F_2(x_b, Q^2) \]
\[ = -g_{\perp}^{\mu \nu} \frac{F_1(x_b, Q^2)}{F_T} + \hat{t}^\mu \hat{t}^\nu \left( -F_1 + \frac{\kappa}{2x_b} F_2 \right), \] (7.14)
where the structure functions \( F_1, F_2 \), or equivalently the transverse and longitudinal structure functions, \( F_T \) and \( F_L \), depend only on the variables \( Q^2 \) and \( x_b \). This is the structure for the electromagnetic part of the electroweak interaction. For the weak \( W \)- or \( Z \)-exchange part, both vector and axial-vector currents with different parity behaviour occur. In that case the antisymmetric tensor
\[ M W^{\mu \nu(A)}(q, P) = \frac{i \epsilon^{\mu \nu \rho \sigma} P_\rho q_\sigma}{(P \cdot q)} F_3(x_b, Q^2) \]
\[ = i \kappa \epsilon_{\perp}^{\mu \nu} F_3(x_b, Q^2) \] (7.15)
is also allowed. This arises from that part of the tensor in which one of the currents in the product is a vector current and the other is an axial-vector current. The cross section is obtained from the contraction of the lepton and hadron tensors. It is convenient to expand the lepton momenta \( k \) and \( k' = k - q \) in \( \hat{t}, \hat{z} \) and a perpendicular component using the scaling variable \( y = P \cdot q / P \cdot k \). (In the target rest-frame this reduces to \( y = v/E \).) The result, including target-mass
corrections, is
\[
k^\mu = \frac{2 - y}{y} \frac{1}{\kappa} T^\mu - \frac{1}{2} Z^\mu + k^\mu_⊥\]
\[
= \frac{Q}{2} \hat{q}^\mu + \frac{(2 - y) Q}{2y} \hat{t}^\mu + \frac{\sqrt{1 - y + \frac{1}{4}(1 - \kappa) y^2}}{y} \frac{Q}{\sqrt{\kappa}} \hat{\ell}^\mu
\]
\[
\overset{Q^2 \to \infty}{\longrightarrow} \frac{Q}{2} \hat{q}^\mu + \frac{(2 - y) Q}{2y} \hat{t}^\mu + \frac{Q \sqrt{1 - y}}{y} \hat{\ell}^\mu,
\]
where \( \hat{\ell}^\mu = k^\mu_⊥/|k_⊥| \) is a space-like unit vector in the perpendicular direction lying in the lepton scattering plane. The kinematics in the frame where the virtual photon and the target are collinear, including the target rest-frame, is illustrated in figure 7.2. With this definition of \( \hat{\ell} \) and neglecting mass corrections \( (\kappa = 1) \), for unpolarized leptons we obtain the symmetric lepton tensor
\[
L^{\mu\nu}(S) = \frac{Q^2}{y^2} \left[ -2 \left( 1 - y + \frac{1}{2} y^2 \right) g^{\mu\nu}_⊥ + 4(1 - y) \hat{\ell}^\mu \hat{\ell}^\nu \\
+ 4(1 - y) \left( \hat{\ell}^\mu \hat{\ell}^\nu \right) + 2(2 - y) \sqrt{1 - y} \left( \hat{\ell}^\mu \hat{t}^\nu + \hat{t}^\mu \hat{\ell}^\nu \right) \right].
\]
(7.17)

For electromagnetic scattering the explicit contraction of lepton and hadron tensors gives the result
\[
\frac{d\sigma^{ep}}{dx d\phi} = \frac{4\pi \alpha^2 x_b s}{Q^4} \left[ \left( 1 - y + \frac{1}{2} y^2 \right) F_T(x_b, Q^2) + (1 - y) F_L(x_b, Q^2) \right]
\]
\[
= \frac{2\pi \alpha^2 s}{Q^4} \left[ (1 - y) F_2(x_b, Q^2) + x_b y^2 F_1(x_b, Q^2) \right].
\]
(7.18)

Figure 7.2. Kinematics for lepton–hadron scattering. Transverse directions indicated with a \( _⊥ \) index are orthogonal to \( P \) and \( q \), for example the orthogonal component of the momentum of a produced hadron has been indicated. Similarly one can consider the orthogonal component of the spin vector of the target.
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We have used the known photon coupling to the lepton and parametrized in the structure functions our ignorance of hadron structure. The fact that we know how the photon interacts with the quark constituents of the hadrons will be used later to relate the structure functions to quark properties. In the same way it is known how the $Z^0$ and $W$ couple to quarks. To describe weak interactions the antisymmetric part of the lepton tensor is needed also. We shall encounter this when we discuss polarization.

7.3 Virtual photon cross sections

The tensor $W_{\mu\nu}$ also appears in the total cross section for $\gamma^* H \to \text{everything}$, where $\gamma^*$ indicates a virtual photon. For a given virtuality $Q^2$ of the photon, this cross section depends on only one variable, $W^2 = (P + q)^2$, or equivalently on the variable $\nu = P \cdot q / M$,

$$\sigma_{\gamma^* H}(\nu) = \frac{4\pi^2\alpha}{K} \epsilon^{\mu\nu} W_{\mu\nu} \epsilon^\nu, \quad (7.19)$$

where $4MK$ is the photon flux factor. This flux factor is physical only for real photons ($Q^2 = 0$). For $Q^2 \neq 0$ several conventions have been used: (i) define $K$ by $4MK = 4\sqrt{(p \cdot q)^2 - p^2 q^2}$, that is $K = \sqrt{\nu^2 + Q^2}$; (ii) take the real photon result $4MK = 4P \cdot q$ or $K = \nu$; (iii) use the result $4MK = 2(W^2 - M^2)$ for a massless photon and equate $W^2$ to the invariant mass in the case of a virtual photon, that is $W^2 = 2P \cdot q + M^2 - Q^2$ or $K = \nu - Q^2 / 2M$.

Being a total cross section for virtual photoabsorption, the hadronic tensor is related to the forward virtual Compton amplitude through the optical theorem,

$$W_{\mu\nu} = \frac{1}{\pi} \text{Im} \ T_{\mu\nu}, \quad (7.20)$$

where

$$2M T_{\mu\nu}(P, q) = i \int d^4x \ e^{i q \cdot x} \langle P | T J_\mu(x) J_\nu(0) | P \rangle. \quad (7.21)$$

Using the photon polarization vectors $\epsilon_\alpha^\mu$, where $\alpha$ indicates one of the polarization directions orthogonal to $q^\mu$,

$$\epsilon_\pm^\mu = \sqrt{\frac{1}{2}} (0, \mp 1, -i, 0) = \mp \sqrt{\frac{1}{2}} (\epsilon_x \pm i \epsilon_y), \quad (7.22)$$

$$\epsilon_L^\mu = \frac{1}{\sqrt{Q^2}} (q^3, 0, 0, q^0), \quad (7.23)$$

one gets two transverse structure functions and one longitudinal structure function, $F_\alpha = \epsilon_\alpha^\mu M W_{\mu\nu} \epsilon_\alpha^\nu$. Because they are proportional to cross sections for virtual
photons, the structure functions $F_+, F_-$ and $F_L$ are non-negative. We have

$$F_T = \frac{1}{2} (F_+ + F_-) = F_1, \quad (7.24)$$

$$F_L = \frac{F_2}{2x_B} - F_1, \quad (7.25)$$

$$F_3 = F_+ - F_- \quad (7.26)$$

### 7.4 Symmetry properties of the structure functions

For the virtual Compton scattering process, $\gamma^*(q) + H(P) \rightarrow \gamma^*(q') + H(P')$, the amplitude $T_{\mu\nu}(P, q, q')$ can be expanded in terms of amplitudes $T_i$ that depend on the invariants in the scattering process. These invariants are two of the three Mandelstam variables for the $\gamma^*N$ process, $s = (P + q)^2$, $t = (P - q)^2$ and $u = (P - q')^2$. Note that $s + t + u = 2M^2 - 2Q^2$.

In the forward direction only two such amplitudes survive for spin-averaged scattering when $Q^2 \neq 0$. First we review the symmetries and analytic properties of the amplitudes $T_{1,2}$ and the structure functions $W_{1,2}$. Crossing symmetry relates the amplitudes

$$T_{ab \rightarrow cd}(p_a, p_b, p_c, p_d) = T_{\bar{c}\bar{b} \rightarrow \bar{a}d}(-p_c, p_b, -p_a, p_d). \quad (7.27)$$

For the virtual Compton amplitude, $T_{1}^{\gamma^* \bar{H} \rightarrow \gamma^* H}(u, s) = T_{1}^{\gamma^* H \rightarrow \gamma^* H}(s, u)$. For the elastic $\gamma^* H$ and $\gamma^* \bar{H}$ amplitudes, the crossing properties imply $T_{1}(s, u) = T_{1}(u, s)$.

From the optical theorem the relation between the total cross section for $\gamma^* H \rightarrow X$ and the imaginary part of the forward elastic $\gamma^* H \rightarrow \gamma^* H$ amplitude is the discontinuity over the cut in the physical region, namely the imaginary part of the forward amplitude $T_{1}$. For the forward amplitude $\nu = (s - u)/4M$ and $T_{1}$ is a symmetric function of $\nu$. One has

$$\sigma_{T}^{\gamma^* H}(\nu) = \frac{4\pi \alpha}{K} \text{Im} T_{1}(s + i\epsilon, u) = \frac{4\pi \alpha}{K} \text{Im} T_{1}(\nu + i\epsilon), \quad (7.28)$$

$$\sigma_{T}^{\gamma^* \bar{H}}(\nu) = \frac{4\pi \alpha}{K} \text{Im} T_{1}(u + i\epsilon, s) = \frac{4\pi \alpha}{K} \text{Im} T_{1}(-\nu + i\epsilon)$$

$$= -\frac{4\pi \alpha}{K} \text{Im} T_{1}(\nu + i\epsilon), \quad (7.29)$$

where the last equality follows from the symmetry result $T_{1}(\nu) = T_{1}(-\nu)$ and the fact that $T_{1}$ is a real analytic function, $T_{1}(\nu) = T_{1}^*(\nu^*)$. Note that as $W_{\mu\nu}$ is defined as the commutator of the currents, the cross section for the crossed part enters with a negative sign. As an analytic function of $\nu$, however, one has

$$W_{1}(\nu, Q^2) = \frac{1}{\pi} \text{Im} T_{1}(\nu + i\epsilon, Q^2) = -W_{1}(-\nu, Q^2), \quad (7.30)$$
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Figure 7.3. The Compton amplitude for a point fermion.

which can also be derived from the translation invariance properties of the commutator defining $W^{\mu \nu}$. The analytic behaviour and symmetry in $x_B = Q^2/2M\nu$ is exactly the same as that in $\nu$, that is $W_1(x_B) = -W_1(-x_B)$.

A simple example in which all of these properties are illustrated is the forward Compton amplitude for scattering off a point fermion with mass $m$ and charge $Q/e = e_f$, illustrated in figure 7.3. The amplitude $T_1$ is the coefficient of $g_{\mu \nu}$ in the amplitude $T_{\mu \nu}$,

$$2m T_{\mu \nu} = e_f^2 \frac{\bar{u}(p)\gamma_\mu(p + q + m)\gamma_\nu u(p)}{(p + q)^2 - m^2 + i\epsilon} + [\mu \leftrightarrow \nu, q \leftrightarrow -q]. \quad (7.31)$$

This equals

$$2m T_1 = e_f^2 \left( \frac{s - u}{2(s - m^2 + i\epsilon)} + \frac{u - s}{2(u - m^2 + i\epsilon)} \right)$$

$$= e_f^2 \left( \frac{1}{1 - x + i\epsilon} + \frac{1}{1 + x + i\epsilon} \right), \quad (7.32)$$

the imaginary part of which is the structure function for a point-like fermion,

$$2m W_1 = e_f^2 [\delta(1 - x_B) - \delta(1 + x_B)]. \quad (7.33)$$

Analogous arguments can be applied to $T_2$ and $W_2$ [1].

7.5 Polarized leptoproduction

For polarized leptons in the initial state (7.1) becomes

$$L^{(s)}_{\mu \nu} = \text{Tr} \left[ \gamma_\mu(k^\prime + m)\gamma_\nu(k^\prime + m) \frac{1 \pm \gamma_5 \slashed{q}}{2} \right]$$

$$= 2k_\mu k^\prime_\nu + 2k^\prime_\mu k_\nu - Q^2 g_{\mu \nu} \pm 2i m \epsilon_{\mu \nu \sigma \rho} q^\rho s^\sigma, \quad (7.34)$$

where $m$ is the lepton mass. Note that for light particles, or particles at high energies, the helicity states ($\delta = \hat{k}$) become chirality eigenstates. For $L_{\mu \nu}$ the equivalence is easily seen because for $s^\mu = (|k|/m, E\hat{k}/m)$ ($s^2 = -1$ and $s \cdot p = 0$) in the limit $E \approx |k|$ one obtains the result $s^\mu \approx k^\mu/m$. Then the leptonic tensor for helicity
states \((\lambda_e = \pm)\) becomes

\[
L_{\mu\nu}^{(\lambda_e=\pm1/2)} \approx L_{\mu\nu}^{(R/L)} = L_{\mu\nu}^{(S)} + \lambda_e L_{\mu\nu}^{(A)},
\]

where the antisymmetric lepton tensor is given by

\[
L_{\mu\nu}^{(A)}(k, k') = \text{Tr}[\gamma_\mu \gamma_5 k^\nu k'^\mu] = 2i \epsilon_{\mu\nu\rho\sigma} q^\rho k^\sigma.
\]

Expanding in the Cartesian set \(\hat{t}, \hat{z}\) and the vector \(\hat{l}\) in the same way as for the symmetric part, the antisymmetric part of the lepton tensor has the form

\[
L_{\mu\nu}^{(A)} = Q^2 y^2 \left[ -i y(2 - y) \epsilon_{\mu\nu}^{\perp} - 2i y \sqrt{1 - y} (\hat{r}^{\mu} \epsilon^{\nu} - \hat{r}^{\nu} \epsilon^{\mu}) \hat{l}^{\rho} \right].
\]

Polarized leptons in deep inelastic scattering \(\vec{e} p \rightarrow X\) can be used to probe the antisymmetric tensor for unpolarized hadrons, measuring the \(F_3\) structure function. This contribution comes via the interference between the \(\gamma\) and the \(Z\) exchange terms.

When the target is polarized there are several more structure functions compared to the case of an unpolarized target. For a spin-\(1/2\) particle the initial state is described by a two-dimensional spin-density matrix \(\rho = \sum_\alpha \langle \alpha | p_\alpha \langle \alpha \rangle\) describing the probabilities \(p_\alpha\) for a variety of spin possibilities. This density matrix is Hermitian with \(\text{Tr} \rho = 1\). In the target rest-frame it can be expanded in terms of the unit matrix and the Pauli matrices,

\[
\rho_{ss'} = \frac{1}{2} (1 + S \cdot \sigma_{ss'}),
\]

where \(S\) is the spin vector. When \(|S| = 1\) there is only one state \(|\alpha\rangle\) and \(\rho^2 = \rho\). When \(|S| \leq 1\) there is an ensemble of states. The case \(|S| = 0\) is simply an average over spins, corresponding to an unpolarized ensemble. To include spin one, the hadron tensor can be generalized to a matrix in spin space, \(\tilde{W}_{\mu\nu}^{(A)}(q, P) \propto \langle P, s' | J^\mu | X \rangle \langle X | J^\nu | P, s \rangle \) depending only on the momenta, or one can look at the tensor \(\sum_\alpha p_\alpha \tilde{W}_{\mu\nu}^{(A)}(q, P)\). The latter is given by

\[
W^{\mu\nu}(q, P, S) = \text{Tr}(\rho(P, S) \tilde{W}_{\mu\nu}^{(A)}(q, P)),
\]

with the space-like spin vector \(S\) appearing linearly, satisfying \(P \cdot S = 0\) in an arbitrary frame and having invariant length \(-1 \leq S^2 \leq 0\). It is convenient to write

\[
S^\mu = \frac{S_L}{M} \left( P^\mu - \frac{M^2}{P \cdot q} q^\mu \right) + S_\perp^\mu,
\]

with

\[
S_L \equiv \frac{M (S \cdot q)}{(P \cdot q)}.
\]
For a pure state $S^2 + S_\perp^2 = 1$. Parity requires that the polarized part of the tensor, that is the part containing the spin vector, enters in an antisymmetric tensor of the form

$$M W^{\mu\nu}(A)(q, P, S) = S_L \frac{i \epsilon^{\mu\nu\rho\sigma} q_\rho P_\sigma}{(P \cdot q)} g_1 + \frac{M}{P \cdot q} i \epsilon^{\mu\nu\rho\sigma} q_\rho S_\perp (g_1 + g_2)$$

$$= -i S_L \epsilon_\perp^{\mu\nu} g_1 - i \frac{2M}{Q} \left[ \hat{\epsilon}_\perp^{\mu\nu} - \hat{\epsilon}_\perp^{\mu\nu} \right] S_\perp \cdot \hat{x}_\beta (g_1 + g_2).$$

(7.42)

Equation (7.42) contains two structure functions, $g_1(x_\beta, Q^2)$ and $g_2(x_\beta, Q^2)$. The combination $g_T \equiv g_1 + g_2$ is also used. The resulting cross section is

$$\frac{d\Delta \sigma_{LL}}{dx_\beta dy} = \frac{4\pi \alpha^2}{Q^2} \lambda_c \left[ S_L (2 - y) g_1 - |S_\perp| \cos \phi_S \frac{2M}{Q} \sqrt{1 - y x_\beta (g_1 + g_2)} \right].$$

(7.43)

In all of the above formulae mass corrections proportional to $M^2/Q^2$ have been neglected.

A special case of inclusive scattering is elastic scattering. Then the final state four-momentum is $P' = P + q$ and $(P + q)^2 = M^2$, that is $x_\beta = 1$. The formalism for inclusive leptoproduction can still be used but the hadron tensor becomes

$$2M W_{\mu\nu}(q, P) = \frac{\langle P | J_\mu(0) | P' \rangle \langle P' | J_\nu(0) | P \rangle}{H_{\mu\nu}(P; P')} \frac{1}{Q^2} \delta(1 - x_\beta).$$

(7.44)

7.6 The parton model

7.6.1 The intuitive approach

In the intuitive derivation of the parton model the $\gamma^* q$ cross section is convoluted with a momentum distribution of quarks in the nucleon. The $\gamma^* q$ cross section is given by

$$\hat{\sigma}(\gamma^* q) = \frac{4\pi^2 \alpha}{2 p \cdot q} \epsilon_\mu^* w_{\mu\nu} \epsilon_\nu,$$

$$w_{\mu\nu}(p, q) = \frac{1}{2M} \left[ \left( \frac{q_\mu q_\nu}{q^2} - g_{\mu\nu} \right) Q^2 + 4 \hat{p}_\mu \hat{p}_\nu \right] \delta(2 p \cdot q + q^2),$$

(7.45)

which can be separated into the transverse and longitudinal cross sections:

$$\hat{\sigma}_T(\gamma^* q) = 4\pi^2 \alpha \epsilon_q^2 \delta(2 p \cdot q - Q^2),$$

$$\hat{\sigma}_L(\gamma^* q) = 4\pi^2 \alpha \epsilon_q^2 \frac{4m_q^2}{Q^2} \delta(2 p \cdot q - Q^2) \ll \hat{\sigma}_T.$$

(7.46)

(7.47)
Note that there are, in principle, ambiguities here because of the flux factor for virtual photons and that \( \hat{\sigma}_L (\gamma^* q) \ll \hat{\sigma}_T \) at large \( Q^2 \).

This parton cross section is then folded with the probability function for finding partons in the target. For this purpose it is convenient to give the explicit momenta as light-cone components, \( p = [p^-, p^+, p^\perp] \), where \( p^\pm = (p^0 \pm p^3)/\sqrt{2} \) or \( p = p^- n_- + p^+ n_+ + p_T \) in terms of two light-like vectors satisfying \( n_-^2 = n_+^2 = 1 \) and \( n_+ \cdot n_- = 0 \). Thus \( p^\pm = p \cdot n^\pm \). Note that \( n_\pm \) are not unique. The light-cone expansion for the external vectors \( P \) and \( q \) is

\[
\begin{align*}
q^2 &= -Q^2 \\
P^2 &= M^2 \\
2 P \cdot q &= \frac{Q^2}{x_B}
\end{align*}
\]

\[
\begin{align*}
q &= \sqrt{\frac{1}{2} Q n_- - \sqrt{\frac{1}{2} Q} n_+} \\
P &= \frac{x_B M^2}{Q \sqrt{2}} n_- + \frac{Q}{x_B \sqrt{2}} n_+ .
\end{align*}
\]

The representation with light-like vectors shows that when \( Q^2 \) becomes large, the nucleon momentum is on the scale of \( Q \), that is it is light-like. The hard momentum has both components proportional to \( Q \), but this is not the case for \( P^- \ll q^- \).

A scaling variable that includes finite-\( Q \) effects is often used. This is the Nachtmann variable \( x_N = -q^+/P^+ \). Recalling that \( x_B = Q^2/2P \cdot q \),

\[
x_N = \frac{2x_B}{1 + \sqrt{1 + 4M^2 x_B^2/Q^2}}.
\]

(7.48)

Compared with the hard scale \( Q \) the parton momentum is also light-like. It is useful to expand \( p = p^- n_- + x P^+ n_+ + p_T \), where the light-cone momentum fraction \( x \equiv p^+/P^+ \) has been introduced. It is straightforward to show that on-shell \( (p^2 = m^2) \)

\[
p^- = \frac{m^2 + p_T^2}{2p^+} = \frac{m^2_\perp}{2x P^+},
\]

(7.49)

while in a hadron

\[
p^- = \frac{2 p \cdot P - x M^2}{2p^+}, \\
p_T^2 = x(1 - x) M^2 - x M^2_R - (1 - x) p^2,
\]

where \( M^2_R = (P - p)^2 \).

Under the assumption that all invariants \( p \cdot P \sim M^2_R \sim p^2 \sim P^2 = M^2 \), then for a quark in a hadron the expansion in terms of \( n_\pm \) gives \( p^+ \sim P^+ \sim Q \), while \( p^- \sim M^2/Q \) and \( p^\perp_T \sim M^2 \). This is sufficient to derive the parton model results.
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The cross section for $\gamma^* q$ elastic scattering can be rewritten as

$$\hat{\sigma}_T = \frac{4\pi^2\alpha e_q^2}{Q^2} \delta(1 - x_p),$$  \hspace{1cm} (7.50)

where $x_p = -q^+/p^+$. Introducing probabilities $f_i(x)$ for finding partons carrying fraction $x = p^+/P^+ = x_B/x_p$ of the target light-cone momentum, leads to*

$$\sigma_T = \sum_i e_i^2 \int dx \ f_i(x) \frac{4\pi^2\alpha}{Q^2} \delta \left( 1 - \frac{x_B}{x} \right)$$

$$= \frac{4\pi^2\alpha}{Q^2} \sum_i e_i^2 x_B f_i(x_B).$$  \hspace{1cm} (7.51)

Comparing with

$$\sigma_T = \frac{8\pi^2\alpha}{Q^2} x_B F_1,$$  \hspace{1cm} (7.52)

we get

$$F_1(x_B) = \frac{1}{2} \sum_i e_i^2 f_i(x_B).$$  \hspace{1cm} (7.53)

As $\hat{\sigma}_L \propto 1/Q^2 \to 0$ as $Q^2 \to \infty$, one obtains $F_L = 0$ and the Callan–Gross relation,

$$F_2(x_B) = 2x_B F_1(x_B).$$  \hspace{1cm} (7.54)

### 7.6.2 The diagrammatic approach

Another way in which the parton model is obtained is by considering the quark handbag diagram of figure 7.4 and its antiquark equivalent. These diagrams are

* Note that the probability actually involves $f_i(x) \ dx/x$, but for the cross section we need also to include counting rates. This requires that we need the cross section multiplied by flux factors. The ratio of the flux factors for quarks and hadrons is $p \cdot q/P \cdot q \approx p^+/P^+ = x$. Hence we need to weight the cross section with $f_i(x) \ dx$. 
the leading ones out of a full set in which the connection to hadrons is left as an unknown quantity \[4,5\]. The basic expression for the quark part of the handbag diagram is

\[
2MW^{\mu\nu}(P, q) = \sum_q e_q^2 \int dp^- dp^+ d^2p_\perp \text{Tr}(\Phi(p) g^{\mu}(\not{p} + \not{q} + m)g^{\nu}) \delta((p + q)^2 - m^2)
\]

\[
\approx \sum_q e_q^2 \int dp^- dp^+ d^2p_\perp \text{Tr} \left( \Phi(p) g^{\mu}\frac{q^- g^{\nu}}{2q^-} g^{\nu} \right) \delta(p^+ + q^+)
\]

\[
\approx -g_{\perp}^{\mu\nu} \frac{1}{2} \sum_q e_q^2 \int dp^- d^2p_\perp \text{Tr}(\gamma^+ \Phi(p)) \bigg|_{p^+=x B} + \cdots , \tag{7.55}
\]

where \(\Phi(p)\) is the forward antiquark-target scattering amplitude,

\[
\Phi_{ij}(p, P, S) = \frac{1}{(2\pi)^4} \int d^4\xi \ e^{i\mu\xi} \langle P, S|\bar{\psi}_j(0)\psi_i(\xi)|P, S \rangle, \tag{7.56}
\]

diagrammatically represented by figure 7.5. Including the antiquark part and comparing with the general form of the hadronic tensor, then

\[
2F_1(x_B) = 2MW_1(x_B, Q^2) = \sum_q e_q^2 \left[ q(x_B) + \bar{q}(x_B) \right], \tag{7.57}
\]

with

\[
q(x_B) = \frac{1}{4\pi} \int d\xi^- e^{i\mu x_B P^+} \langle P, S|\bar{\psi}(0)\gamma^+\psi(\xi)|P, S \rangle \bigg|_{\xi^+=\xi_\perp=0} , \tag{7.58}
\]

\[
\bar{q}(x_B) = \frac{1}{4\pi} \int d\xi^- e^{-i\mu x_B P^+} \langle P, S|\bar{\psi}(0)\gamma^+\psi(\xi)|P, S \rangle \bigg|_{\xi^+=\xi_\perp=0} \tag{7.59}
\]

satisfying \(\bar{q}(x_B) = -q(-x_B)\). As expected, the result is a light-cone correlation function of quark fields.
7.6.3 The operator in coordinate-space

The parton result for the structure functions can also be derived by inserting free currents in the hadron tensor for the current commutator and using the expression for the free field commutator.

By using the anticommutation relations for free quark fields, given by
\[ \{ \bar{\psi}(\xi), \bar{\psi}(0) \} = \partial_\xi \delta(\xi^2) \epsilon(\xi^0)/2\pi \]
the \( g_{\mu \nu} \) contribution in the current–current commutator for quarks can be derived. It is
\[ [J_\mu(\xi), J_\nu(0)] = \{ : \bar{\psi}(\xi) \gamma_\mu \psi(\xi) : , : \bar{\psi}(0) \gamma_\nu \psi(0) : \} = \frac{-g_{\mu \nu}}{2\pi} [\partial_\mu \delta(\xi^2) \epsilon(\xi^0)] : \bar{\psi}(\xi) \gamma^\rho \psi(0) - \bar{\psi}(0) \gamma^\rho \psi(\xi) :. \quad (7.60) \]

An important feature, evident in the free-current commutator, is the light-cone dominance. By sandwiching the commutator between physical states and taking the Fourier transform, it is a straightforward calculation to obtain the same result for the hadron tensor as in the diagrammatic approach above. Details can be found in [6].

7.6.4 Flavour dependence

The explicit flavour and spin dependence of the structure functions in electroweak processes depend on the probe being a \( \gamma \), \( Z^0 \) or \( W^\pm \) boson. However, the currents are known in terms of the quark fields. Omitting the coupling constants \( e \) or \( \sqrt{G_F} \), the standard-model currents coupling to fermions are
\[ J^{(\gamma)}_\mu = : \bar{\psi}(x) Q \gamma_\mu \psi(x) :, \quad (7.61) \]
\[ J^{(Z)}_\mu = : \bar{\psi}(x) (I^3 W - Q \sin^2 \theta_W) \gamma_{\mu L} \psi(x) : - : \bar{\psi}(x) Q \sin^2 \theta_W \gamma_{\mu R} \psi(x) : = : \bar{\psi}(x) (I^3 W - 2 Q \sin^2 \theta_W) \gamma_\mu \psi(x) : - : \bar{\psi}(x) I^3 W \gamma_\mu \gamma_5 \psi(x) :, \quad (7.62) \]
\[ J^{(W)}_\mu = : \bar{\psi}(x) I^5 W \gamma_{\mu L} \psi(x) :, \quad (7.63) \]
where \( \gamma_{\mu R/L} = \gamma_\mu (1 \pm \gamma_5) \).

In terms of the quark distribution functions \( u_p(x), d_p(x) \), etc., the one-photon exchange contribution to \( ep \) scattering is
\[ \frac{F_2^{ep}(x)}{x} = 2 F_1^{ep}(x) = \frac{4}{9} (u_p(x) + \bar{u}_p(x)) + \frac{1}{9} (d_p(x) + \bar{d}_p(x)) + \frac{1}{9} (s_p(x) + \bar{s}_p(x)) + \cdots \equiv \frac{4}{9} (u(x) + \bar{u}(x)) + \frac{1}{9} (d(x) + \bar{d}(x)) + \frac{1}{9} (s(x) + \bar{s}(x)) + \cdots, \quad (7.64) \]
where the last line exhibits the convention of using the proton as the reference hadron for distribution functions. Using flavour symmetry, \( u_p = d_n, d_p = u_n, s_p = s_n \), then for \( en \) scattering

\[
\frac{F_2^{en}(x)}{x} = 2 F_1^{en}(x) = \frac{1}{2} (u(x) + \bar{u}(x)) + \frac{4}{9} (d(x) + \bar{d}(x)) + \frac{1}{9} (s(x) + \bar{s}(x)) + \cdots . \tag{7.65}
\]

As the difference between quarks and antiquarks contributes to the quantum numbers, it is convenient to divide the quark distribution into a valence part and a sea part

\[
q(x) = q_v(x) + q_s(x), \tag{7.66}
\]

where

\[
q_v(x) \equiv q(x) - \bar{q}(x). \tag{7.67}
\]

The quark distributions are positive definite so, for instance,

\[
\frac{1}{4} \leq \frac{F_2^{en}}{F_2^{ep}} = \frac{(u + \bar{u}) + 4(d + \bar{d}) + (s + \bar{s}) + \cdots}{4(u + \bar{u}) + (d + \bar{d}) + (s + \bar{s}) + \cdots} \leq 4. \tag{7.68}
\]

Near \( x_B \approx 0 \) the experimental ratio is about 1, indicating dominance of sea quarks. Near \( x_B \approx 1 \) the valence quarks dominate. Naively one might expect \( u = 2d \) and all others zero, that is a ratio of \( \frac{2}{3} \). The experimentally observed limit for \( x_B \rightarrow 1 \) is consistent with tending towards \( \frac{1}{4} \), the lower limit, which is reached for \( d \ll u \), that is dominance of the \( u \)-quark in the proton (and therefore the \( d \)-quark in the neutron).

It is clear that in order to determine the quark distributions several processes are needed. At present the various quark and gluon distributions are known over a wide range of \( x_B \) and \( Q^2 \), for example see figure 7.6. For compilations we refer to [8].

### 7.7 Properties of quark distributions

#### 7.7.1 Interpretation as densities

To be convinced that the above expressions for \( q(x) \) and \( \bar{q}(x) \) can be interpreted as momentum densities it is necessary to realize that \( \overline{\psi}(\xi)\gamma^+\psi(0) = \sqrt{2}\psi_+^\dagger(\xi)\psi_+(0) \), where \( \psi_\pm = P_\pm \psi \) are projections obtained with projection operators onto quark...
Figure 7.6. Distributions of $x$ times the unpolarized parton distributions $f(x)$ (where $f = u,v,D,\bar{u},\bar{d},s,c,g$) using the NNLO MRST2004 parametrization [7] at a scale $\mu^2 = 10 \text{ GeV}^2$.

states [9], with $P_\pm = \frac{1}{2} \gamma^\pm \gamma^\pm$. A complete set of states can then be inserted to give

$$q(x) = \int \frac{d\xi^-}{2\pi \sqrt{2}} e^{iP \cdot \xi^-} \langle P, S | \psi_+^0(0) \psi_+^\xi(\xi) | P, S \rangle \bigg|_{\xi^+ = \xi_T = 0}$$

$$= \sqrt{\frac{1}{2}} \sum_n |\langle P_n | \psi_+ | P \rangle|^2 \delta(P_n^+ - (1 - x)P^+), \quad (7.69)$$

which represents the probability that a quark is annihilated from $|P\rangle$ giving a state $|n\rangle$ with $P_n^+ = (1 - x)P^+$. Since $P_n^+ \geq 0$ one sees that $x \leq 1$. From the antiquark distribution $\bar{q}(x)$ and its relation to $-q(-x)$ one obtains $x \geq -1$, thus showing that the support of the functions is $-1 \leq x \leq 1$ [10,11].

### 7.7.2 Polarized parton densities

Analogous to the unpolarized structure functions, for the polarized structure functions

$$2g_1(x_{\beta}) = \sum_q e_q^2 [\Delta q(x_{\beta}) + \Delta \bar{q}(x_{\beta})], \quad (7.70)$$
where

\[
S_L \Delta q(x_B) = \frac{1}{4\pi} \int d\xi^- e^{+ix_B P^+ \xi^-} \langle P, S | \bar{\psi}(0) \gamma^+ \gamma_5 \psi(\xi) | P, S \rangle \bigg|_{\xi^+=\xi_\perp=0}.
\]

(7.71)

\[
S_L \Delta \bar{q}(x_B) = \frac{1}{4\pi} \int d\xi^- e^{-ix_B P^+ \xi^-} \langle P, S | \bar{\psi}(0) \gamma^+ \gamma_5 \psi(\xi) | P, S \rangle \bigg|_{\xi^+=\xi_\perp=0}.
\]

(7.72)

The quantity \( S_L \Delta q \) represents the difference of chiral-even and chiral-odd quarks; in an infinite-momentum frame these are quarks with spins parallel or antiparallel to the proton spin. The chiral-even and chiral-odd quark fields are projected out by the operators

\[
P_{R/L} = \frac{1}{2} (1 \pm \gamma_5)
\]

(7.73)

that commute with the operators \( P_\pm \). Hence \( q_R(x_B) \) and \( q_L(x_B) \) are obtained, where \( q(x_B) = q_R(x_B) + q_L(x_B) \) and \( \Delta q(x_B) = q_R(x_B) - q_L(x_B) \).

### 7.7.3 Sum rules

As probability distributions, the quark distribution functions satisfy a number of obvious sum rules, such as

\[
\int_0^1 dx \ [u(x) - \bar{u}(x)] = n_u = 2,
\]

(7.74)

\[
\int_0^1 dx \ [d(x) - \bar{d}(x)] = n_d = 1,
\]

(7.75)

\[
\int_0^1 dx \ [s(x) - \bar{s}(x)] = n_s = 0,
\]

(7.76)

corresponding to the net number of each of these flavour species in the proton. On the basis of this one finds a number of sum rules for the structure functions, such as the Gottfried sum rule [12] that is based on a flavour-symmetric sea distribution: \( \bar{u}(x) = \bar{d}(x) \),

\[
S_G = \int_0^1 \frac{dx}{x} \left[ F_2^{ep}(x) - F_2^{en}(x) \right]
= \frac{1}{3} \int_0^1 dx [u(x) - d(x) + \bar{u}(x) - \bar{d}(x)] = \frac{1}{3}.
\]

(7.77)

The experimental result [13] is \( 0.240 \pm 0.016 \), indicating that \( \bar{u}(x) \neq \bar{d}(x) \).
If the explicit quark distributions are found, the quantity obtained by weighting the sum over all quarks with the momentum can be determined:

\[
\int_0^1 dx \, x \, \Sigma(x) \equiv \int_0^1 dx \, x [u(x) + \bar{u}(x) + d(x) + \bar{d}(x) + s(x) + \bar{s}(x) + \cdots] = \epsilon_q. \tag{7.78}
\]

This represents the total momentum fraction of the proton carried by quarks and antiquarks and experimentally is substantially less than 1. This deficit is attributed to the momentum carried by gluons.

Estimates for the polarized structure functions can be obtained using the naive flavour-spin structure of the proton based on SU(6) symmetry:

\[
|p \uparrow\rangle = \sqrt{\frac{1}{18}} (2u_\uparrow u_\downarrow d_\downarrow - u_\uparrow u_\downarrow d_\uparrow - u_\downarrow u_\uparrow d_\uparrow + 2d_\uparrow u_\downarrow - d_\uparrow u_\downarrow u_\downarrow - d_\uparrow u_\uparrow - 2u_\uparrow d_\downarrow u_\uparrow - u_\downarrow d_\uparrow u_\uparrow). \tag{7.79}
\]

From this wave function, the results in terms of a normalized one-quark distribution \(q(x)\) are

\[
u_\uparrow(x) = \frac{5}{3} q(x), \quad u_\downarrow(x) = \frac{1}{3} q(x),
\]

\[
d_\uparrow(x) = \frac{1}{3} q(x), \quad d_\downarrow(x) = \frac{2}{3} q(x), \tag{7.80}
\]

or

\[
u(x) = 2 q(x), \quad \Delta u(x) = \frac{4}{3} q(x),
\]

\[
d(x) = q(x), \quad \Delta d(x) = -\frac{1}{3} q(x), \tag{7.81}
\]

and all other distributions (strange quarks or antiquarks) are zero. In this case sum rules are obtained for the polarized distributions:

\[
\int_0^1 dx \, \Delta u(x) + \Delta \bar{u}(x) = \Delta u = \frac{4}{3}, \tag{7.82}
\]

\[
\int_0^1 dx \, \Delta d(x) + \Delta \bar{d}(x) = \Delta d = -\frac{1}{3}. \tag{7.83}
\]

Note that the sum \(\Delta \Sigma = \Delta u + \Delta d + \Delta s + \cdots\) represents (as probability distributions) the total number of quarks parallel to the proton spin. If the proton spin comes from the quark spins, as is the case for the SU(6) wave function (7.80) multiplying a spherically symmetric spatial wave function, one expects this to be 1.
It leads to
\[
\Gamma_1^p = \int_0^1 dx \, g_1^p(x) = \frac{1}{2} \left[ \frac{4}{9} \Delta u + \frac{1}{9} \Delta d + \frac{1}{9} \Delta s \right] = \frac{5}{18} \approx 0.28, \tag{7.84}
\]
\[
\Gamma_1^n = \int_0^1 dx \, g_1^n(x) = \frac{1}{2} \left[ \frac{4}{9} \Delta d + \frac{1}{9} \Delta u + \frac{1}{9} \Delta s \right] = 0, \tag{7.85}
\]
which are in disagreement with the experimental results [14], \( \Gamma_1^p \approx 0.15, \Gamma_1^n \approx -0.04 \).

These unexpected results stimulated a vigorous experimental programme, incorporating inclusive and semi-inclusive measurements (see section 7.10) and leading to the picture of the polarizations for the different flavours shown in figure 7.7 (taken from [15]). These indicate a strong deviation from the above naive expectations \( \Delta u/u = \frac{2}{3} \) and \( \Delta d/d = -\frac{1}{3} \), especially at small \( x_B \).

The importance of these sum rules becomes clearer when one starts with the expressions for the distribution functions in terms of matrix elements of bilocal operator combinations. One has
\[
\int_{-1}^1 dx \, q(x) = \int_0^1 dx \, [q(x) - \bar{q}(x)] = \frac{\langle P | \bar{\psi}(0) \gamma^+ \psi(0) | P \rangle}{2P^+} = n_q, \tag{7.86}
\]
where \( n_q \) is the coefficient in the expectation value \( \langle P | \bar{\psi}(x) \gamma^+ \psi(0) | P \rangle = 2 n_q \, P^\mu \).

The coefficient \( n_q \) is precisely the quark number because the vector currents are used to obtain the quantum numbers for flavour (up, down, strange, \ldots). In general one obtains
\[
\int_{-1}^1 dx \, x^{n-1} q(x) = \int_0^1 dx \, x^{n-1} [q(x) + (-)^n \bar{q}(x)]
= \frac{1}{2P^+} \langle P | \bar{\psi}(0) \gamma^+ \left( i \gamma^+ \frac{\partial}{P^+} \right)^{n-1} \psi(0) | P \rangle. \tag{7.87}
\]

The moments of the structure functions are related to expectation values of particular quark operators. In a field theory these matrix elements depend on a renormalization scale \( \mu^2 \) and thus a similar renormalization scale dependence must be present for the structure functions. In the next sections these QCD corrections will be discussed in more detail. In some cases, such as the rule in (7.86), the result is scale-independent. This is true if the operator combination corresponds to a conserved current. The situation is different for the second moment that appeared in the momentum sum rule (7.78),
\[
\int_{-1}^1 dx \, x q(x, \log \mu^2) = \int_0^1 dx \, x [q(x, \log \mu^2) + \bar{q}(x, \log \mu^2)]
= \frac{\langle P | \bar{\psi}(0) i \gamma^+ \partial^+ \psi(0) | P \rangle (\mu^2)}{2 (P^+)^2} = \epsilon_q(\mu^2), \tag{7.88}
\]
Figure 7.7. The quark polarizations obtained from inclusive and semi-inclusive spin measurements by the HERMES collaboration at DESY [15]. The error bars indicate statistical uncertainties while the bands indicate systematic uncertainties in which the light grey band specifies the part due to errors in the fragmentation process. The lowest plot gives the scales at which the asymmetries in the various bins are measured.

where $\epsilon_q$ is defined in $\langle P | \overline{\psi}(0) i \gamma_\mu \partial_\nu \psi(0) | P \rangle = 2 \epsilon_q P_\mu P_\nu + \cdots$ and is the relative contribution of quarks to the energy–momentum tensor of the proton (the dots indicate trace terms $\propto M^2 g_{\mu\nu}$). Only the first moment of the sum including quark and gluon distributions in the proton is scale-independent as in this case the local operator turns out to be the energy–momentum stress tensor of QCD.
For polarized structure functions the lowest moment is given by
\[
\int_{-1}^{1} dx \; \Delta q(x, \log \mu^2) = \int_{0}^{1} dx \left[ \Delta q(x, \log \mu^2) + \Delta \bar{q}(x, \log \mu^2) \right]
\]
\[
= \frac{\langle P|\overline{\psi}(0)\gamma^+\gamma_5\psi(0)|P\rangle(\mu^2)}{2 \; P^+} = \Delta q(\mu^2).
\] (7.89)

The quantity \(\Delta q\) implicitly carries a polarization direction and appears in \(\langle P|\overline{\psi}(0)\gamma^+\gamma_5\psi(0)|P\rangle = 2M\Delta q \; S^\mu\), the matrix element of the axial current, where \(S^\mu\) is the spin vector for the nucleon defined in (7.40) and in general depends on the renormalization scale. In particular, because of the Adler–Bell–Jackiw anomaly [16], the flavour-singlet axial current is not conserved. It implies, however, a breaking independent of the flavour of the quarks. For the non-singlet axial currents that are important in the flavour-changing weak decays of baryons (for example for the neutron the current is proportional to \(\tau^+\gamma^\mu\gamma_5\)) the current is conserved and the corresponding matrix elements are scale-independent. From the neutron decay the scale-independent flavour non-singlet combinations can be deduced:
\[
\Delta q^3 = \Delta u(\mu^2) - \Delta d(\mu^2) = g_A/g_V = 1.26,
\] (7.90)

while from hyperon decays, using SU(3) symmetry,
\[
\Delta q^8 = \Delta u(\mu^2) + \Delta d(\mu^2) - 2 \Delta s(\mu^2) \approx 0.6.
\] (7.91)

In terms of these combinations and the scale-dependent singlet combination,
\[
\Delta \Sigma(\mu^2) = \Delta u(\mu^2) + \Delta d(\mu^2) + \Delta s(\mu^2),
\] (7.92)

one has
\[
\Gamma_{1/P,1/n}^p(x) = \frac{1}{2} \Delta \Sigma(\mu^2) \pm \frac{1}{12} \Delta q^3 + \frac{1}{36} \Delta q^8.
\] (7.93)

A sum rule involving only flavour non-singlet combinations is, for example, the polarized Bjorken sum rule [17],
\[
\int_{0}^{1} dx \left[ g_1^{ep}(x) - g_1^{en}(x) \right] = \frac{1}{6} \Delta q^3 = \frac{1}{6} g_A/g_V \approx 0.21,
\] (7.94)
in fairly good agreement with experiment (see also (7.95), where \(O(\alpha_s)\) effects bring data and theory into excellent agreement). Note that this result is a factor 0.75 smaller than the naive expectation for which \(g_A/g_V = \Delta q^3 = \frac{5}{3}\) instead of \(g_A/g_V \approx 1.26\). A long-known explanation for this reduction is the relativistic nature of quarks in hadrons implying a sizeable P-wave contribution in the lower components of the quark spinor that reduces the spinor densities \(\overline{\psi}\gamma_5\gamma_3\psi = \psi^+\sigma_\tau\psi\).

Using the result for \(\Gamma_{1/P,1/n}^p\) as the third input one can solve for \(\Delta \Sigma\), leading to \(\Delta \Sigma \approx 0.2\), which is very small compared to the naive expectation that \(\Delta \Sigma\) is
of the order of 0.75, taking the same reduction factor for relativistic quarks as for \( g_A/g_V \). At present we know that the scale dependence is important and that the deep inelastic measurements imply \( \Delta \Sigma(20 \text{ GeV}^2) \approx 0.2 \).

### 7.8 QCD corrections in deep inelastic scattering

The connection of structure functions and quark distribution functions to local operators via sum rules is more formally grounded in the operator product expansion (OPE). See standard texts for details. For example chapter 2 in [18] defines the anomalous dimension, or gamma function, \( \gamma_i \) and coefficient function \( C_i \). We state here the empirical implications.

The Gottfried sum rule gets a very small correction. The polarized Bjorken sum rule gets a correction to the order of \( \alpha_s^2 \) as follows [19]:

\[
\int_0^1 dx \left[ g_1^p(x, Q^2) - g_1^n(x, Q^2) \right] = \frac{1}{6} g_A/g_V \left( 1 - \frac{\alpha_s}{\pi} + \frac{\alpha_s^2}{\pi^2} (-4.5833 + \frac{1}{3} f) \right),
\]

where \( f \) is the number of active flavours. This gives an excellent explanation of the experimental result \( \Gamma_1^p - \Gamma_1^n \approx 0.19 \) being somewhat smaller than \( \frac{1}{6} g_A/g_V = 0.21 \).

As we have seen, the \( g_1^p \) sum rule by itself involves the singlet combination \( \Delta \Sigma \) connected to the singlet axial current. The leading-order result is

\[
\Delta \Sigma(Q^2) = \exp \left( \frac{\gamma_1^S}{8\pi} b_0 \left( \alpha_s(Q^2) - \alpha_s(Q_0^2) \right) \right) \Delta \Sigma(Q_0^2)
\]

and the correction for the singlet contribution to the spin sum rules is

\[
\Gamma_1^S(Q^2) = \left( 1 - \frac{\alpha_s}{\pi} + \frac{\alpha_s^2}{\pi^2} (-4.5833 + 1.16248 f) \right) \Delta \Sigma(Q^2).
\]

Including this, the deviation of the proton sum rule from the naive result can be understood.

### 7.9 Evolution equations

The intuitive folding picture that we have used to derive the parton model can be extended to obtain the QCD corrections. This approach also provides a practical way to calculate the coefficient functions \( c_i(g) \) and the gamma functions \( \gamma_i(g) \).

Extending the result for the transverse structure function written as a delta function contribution,

\[
\sigma_T = \sum_q \int_0^1 d\zeta q(\zeta) \left[ e_q^2 \frac{4\pi^2 \alpha}{Q^2} x \delta(x - \zeta) + \delta\sigma_q(\zeta, Q^2) + \cdots \right],
\]
one obtains contributions from the process $\gamma^* q \rightarrow Gq$. As there are two particles in the final state, $\delta\sigma_q(z, Q^2)$ is not simply proportional to $\delta(x - z)$. The amplitude is

$$|\mathcal{M}|^2 = 32\pi^2 e_q^2 \alpha_s \frac{4}{3} \left( -\frac{\hat{t}}{\hat{s}} - \frac{\hat{s}}{\hat{t}} + \frac{2\hat{t} Q^2}{\hat{s} \hat{t}} \right)$$

(7.99)

and contributes

$$\delta\sigma(\hat{s}) = e_q^2 \frac{2\pi\alpha\alpha_s}{(\hat{s} + Q^2)^2} \frac{4}{3} \left( -\frac{\hat{t}}{\hat{s}} - \frac{\hat{s}}{\hat{t}} - \frac{2\hat{t} Q^2 + 2\hat{s} Q^2 + 2Q^4}{\hat{s} \hat{t}} \right) d\hat{t}.$$  

(7.100)

Using light-cone components, the momenta for $\gamma^*(q) + \text{quark } (k) \rightarrow \text{gluon } (p_G) + \text{quark } (pq)$ are

$$q \equiv \left[ \frac{Q^2}{x A \sqrt{2}}, -\frac{x A}{\sqrt{2}}, 0_\perp \right],$$

(7.101)

$$k \equiv \left[ \frac{m^2}{z A \sqrt{2}}, \frac{z A}{\sqrt{2}}, 0_\perp \right] \approx \left[ 0, \frac{z A}{\sqrt{2}}, 0_\perp \right],$$

(7.102)

$$p_G \equiv \left[ \zeta q^-, \frac{p_\perp^2}{2\zeta q^-}, p_\perp \right] \approx \left[ \frac{\zeta Q^2}{x A \sqrt{2}}, 0, p_\perp \right],$$

(7.103)

$$pq \equiv \left[ (1 - \zeta) q^-, \frac{p_\perp^2}{2(1 - \zeta) q^-}, -p_\perp \right] \approx \left[ \frac{(1 - \zeta) Q^2}{x A \sqrt{2}}, 0, -p_\perp \right].$$

(7.104)

Note that $z$ can be written as $x/\xi$, where $\xi = -q^+ / k^+$ is the Bjorken scaling variable for the subprocess. Neglecting all particle masses, in which case $p_\perp^2 = 0$, gives

$$p_\perp^2 = \frac{\zeta(1 - \zeta)(1 - \xi)}{\xi} Q^2.$$  

(7.105)

The invariants for the subprocess become

$$\hat{s} = (k + q)^2 = \frac{1 - \xi}{\xi} Q^2 = \frac{1}{\zeta(1 - \xi)} p_\perp^2,$$

(7.106)

$$\hat{t} = (p_G - q)^2 = -\frac{1 - \zeta}{\xi} Q^2 = -\frac{1}{\zeta(1 - \xi)} p_\perp^2.$$  

(7.107)

The kinematic range of the process $\hat{s} \geq 0$, $-(\hat{s} + Q^2) \leq \hat{t} \leq 0$ in principle restricts the ranges of $(\xi, \zeta)$ to $0 \leq \xi \leq 1$ and $0 \leq \zeta \leq 1$. The cross section is

$$\delta\sigma_q(\xi, Q^2) = e_q^2 \frac{2\pi\alpha\alpha_s}{Q^2} \frac{4}{3} \xi \left[ \frac{1 - \zeta - 2\xi}{1 - \xi} + \frac{1 + \xi^2}{(1 - \xi)(1 - \zeta)} \right] d\xi.$$  

(7.108)

For inclusive scattering one has to integrate over the final state, hence over $\zeta$. However, there are singular points, specifically for $\zeta = 1$, which correspond to a gluon radiated with $p_\perp = 0$. These divergences are therefore referred to as collinear divergences. There are several ways of regularizing them, for example by giving
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quarks and gluons masses, by dimensional regularization, or by imposing a \( p_\perp \) cutoff. The restriction \( p_\perp^2 \geq \mu^2 \) modifies the allowed region in the \((\xi, \zeta)\) plane. For a given \( \xi \) (not too close to unity) the integration is limited to

\[
\frac{\xi}{1-\xi} \frac{\mu^2}{Q^2} \leq \zeta \leq 1 - \frac{\xi}{1-\xi} \frac{\mu^2}{Q^2}.
\] (7.109)

With this regularization the result becomes

\[
\delta \hat{\sigma}_q(\xi, Q^2) = e_q^2 \frac{2\pi \alpha_s}{Q^2} \xi \left[ B(\xi) + P_{qq}(\xi) \log \left( \frac{Q^2}{\mu^2} \right) \right],
\] (7.110)

where

\[
P_{qq}(\xi) = \frac{4}{3} \frac{1 + \xi^2}{(1 - \xi)}
\] (7.111)

is the splitting function coming from the collinear \( 1/(1 - \zeta) \) singularity. Combining the results of the leading contribution (omitting for now the term \( B(\xi) \)),

\[
\sigma_T = \frac{4\pi^2 \alpha}{Q^2} x \sum_q e_q^2 \int_x^1 \frac{dz}{z} q(z) \left[ \delta \left( 1-\frac{x}{z} \right) + \frac{\alpha_s(Q^2)}{2\pi} P_{qq} \left( \frac{x}{z} \right) \log \left( \frac{Q^2}{\mu^2} \right) \right].
\] (7.112)

This can be rewritten in a form reminiscent of the parton model as

\[
\sigma_T = \frac{4\pi^2 \alpha}{Q^2} x \sum_q e_q^2 q(x, \log Q^2),
\] (7.113)

where the functions \( q(x, \log Q^2) \) satisfy

\[
\frac{\partial q(x, \log Q^2)}{\partial \log Q^2} = \frac{\alpha_s(Q^2)}{2\pi} \int_x^1 \frac{dz}{z} q(z) P_{qq} \left( \frac{x}{z} \right).
\] (7.114)

As in the case of integrating over \( \zeta \), here one again encounters divergences, in this case for \( \xi = x/z \to 1 \). They are dealt with by considering the \( 1/(1 - \xi) \) appearing in the splitting functions as functionals,
which defines

\[
\frac{1}{1-x} = \frac{1}{(1-x)_+} - \delta(1-x) \log \delta. \tag{7.115}
\]

Including these and other singular contributions (vertex corrections to the process \(\gamma^* + q \rightarrow q\)), then

\[
q(x, Q^2) = \int_x^1 \frac{dz}{z} q(z) \left\{ \delta \left( 1 - \frac{x}{z} \right) + \frac{\alpha_s}{2\pi} \log \left( \frac{Q^2}{\mu^2} \right) \left[ a \delta \left( 1 - \frac{x}{z} \right) + P_{qq} \left( \frac{x}{z} \right) \right] \right\}. \tag{7.116}
\]

The terms between curly brackets can be interpreted as the probability density \(P_{qq}\) of finding a quark inside a quark with fraction \(\xi = x/z\) of the parent quark to first order in \(\alpha_s\). Instead of calculating all contributions and checking all cancellations, it is easier to see what the final result must be by using probability conservation:

\[
\int d\xi \, P_{qq}(\xi) = 1. \tag{7.117}
\]

Keeping the form in (7.112), the expression between square brackets in (7.116) can be written as

\[
P_{qq}(\xi) = \frac{4}{3} \frac{1 + \xi^2}{(1-\xi)_+} + 2 \delta(1-\xi). \tag{7.118}
\]

While this splitting function describes how QCD corrections arising from \(q \rightarrow qG\) splitting are incorporated into the parton distributions (figure 7.8(a)), other splitting functions such as \(P_{qG}\), describing how quark and gluon distribution functions mix (figure 7.8(b)) are required. They are calculated from the process \(\gamma^*G \rightarrow q\bar{q}\). Since gluons are flavour-blind, such corrections do not affect non-singlet and valence distribution functions.
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The splitting function for the polarized distribution functions is given by

\[ \Delta P_{qq}(x) = P_{qq}(x) = \frac{4}{3} \frac{1 + \xi^2}{(1 - \xi)_+} + 2 \delta(1 - \xi). \]  

(7.119)

7.9.1 Solutions of the evolution equations

In solving the evolution equations the moments play an important role, while they also establish the connection with the OPE. Rewriting the evolution equation (7.114) as

\[ \frac{dq(x, \tau)}{d\tau} = \frac{\alpha_s(\tau)}{2\pi} \int_0^1 dz \int_0^1 dy y \delta(x - yz) P_{qq}(y) q(z, \tau), \]  

(7.120)

and using the moments

\[ M_n(\tau) \equiv \int_0^1 dx x^{n-1} q(x, \tau), \]  

(7.121)

\[ A_n \equiv \int_0^1 dy y^{n-1} P_{qq}(y, \tau) \]

\[ = \frac{4}{3} \left[ -\frac{1}{2} + \frac{1}{n(n+1)} - 2 \sum_{j=2}^n \frac{1}{j} \right], \]  

(7.122)

then

\[ \frac{dM_n(\tau)}{d\tau} = \frac{\alpha_s(\tau)}{2\pi} A_n M_n(\tau). \]

(7.123)

Using the leading-order QCD result for \( \alpha_s(\tau) \), \( d\alpha_s/d\tau = -(b_0/4\pi) \alpha_s \), this is easily solved, giving

\[ \frac{M_n(Q^2)}{M_n(\mu^2)} = \left( \frac{\alpha_s(Q^2)}{\alpha_s(\mu^2)} \right)^{d_n}, \]  

(7.124)

where \( d_n = -2 A_n/b_0 \). The moments of the splitting functions are, up to a factor, equal to the gamma functions \( \gamma_{0n} \), namely \( A_n = -\gamma_{0n}/4 \) [18]. As an example, consider the second moment of the quark distributions, for which \( A_2 = -\frac{16}{9} \). The result for \( d_2 \) is \( d_2 = \frac{32}{9} b_0 = \frac{32}{81} \) for three flavours. The fraction of momentum carried by valence quarks thus vanishes for \( Q^2 \rightarrow \infty \) as

\[ M_2(Q^2) = \int dx [q(x, \log Q^2) - \bar{q}(x, \log Q^2)] \propto (\alpha_s(Q^2))^{d_2}. \]  

(7.125)

Mixing occurs for sea quarks and gluons. As a consequence, the combination corresponding to the total momentum (involving the second moment of the singlet-quark distribution and the second moment of the gluon distribution) is \( Q^2 \)-independent.
In principle the evolution of the structure functions can be obtained by means of the evolution equations. Using the moments is actually quite convenient, although one needs all of them. A very useful method in practice is to parametrize the distributions at one value of $Q^2$ with a function for which the moments can be easily calculated, evolve the moments and apply an inverse Mellin transform. One has

$$q(x, Q^2) = -\frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} dn x^{-n} M_n(Q^2), \quad (7.126)$$

where $c$ must be such that $M_n$ has no singularities in the complex $n$-plane to the right of the line $\text{Re} n = c$. A similar relation exists for the moments of the splitting functions, $A_n = -\gamma_0 n / 4$,

$$P_{qq}(x) = \frac{1}{8\pi i} \int_{c-i\infty}^{c+i\infty} dn x^{-n} \gamma_0 n. \quad (7.127)$$

While the splitting functions are universal (process-independent), the contributions $B(x)$ of (7.110) are in general process-dependent. An example of a contribution of this type is the longitudinal structure function (for which the dominant parton model result is zero). Calculating both the $\alpha_s$ and $B(x)$ contributions for $F_1$ and $F_2$ in electroproduction gives the first non-vanishing contribution in the longitudinal structure function,

$$F_L(x, Q^2) = \frac{\alpha_s(Q^2)}{\pi} \left[ \frac{4}{3} \int_x^1 \frac{dz}{z} \left( \frac{x}{z} \right)^2 F_2(z, Q^2) + \left( 2 \sum_q e_q^2 \right) \int_x^1 \frac{dz}{z} \left( \frac{x}{z} \right)^2 \left( 1 - \frac{x}{z} \right) z G(z, Q^2) \right]. \quad (7.128)$$

### 7.10 One-particle inclusive leptoproduction

We now consider the case in which one particle is detected in coincidence with the scattered lepton. This is known as one-particle inclusive or 1PI leptoproduction. The kinematics of this process has been shown already in figure 7.2. With a target hadron (momentum $P$) and a detected hadron $h$ in the final state (momentum $P_h$) one has a situation in which two hadrons are involved and the operator product expansion cannot be used. Within the framework of QCD and knowing that the photon or $Z^0$ current couples to the quarks, it is possible to write down a diagrammatic expansion for leptoproduction. The relevant diagrams in the deep inelastic limit ($Q^2 \to \infty$) for 1PI production are those of figure 7.9.

In analogy with the case of inclusive scattering, in 1PI scattering we again parameterize the momenta with the help of two light-like vectors, which are now chosen
Figure 7.9. The simplest (parton-level) diagrams for semi-inclusive scattering, of which we consider 1PI leptoproduction. Note that also the diagram with opposite fermion flow has to be added.

along the hadron momenta:

\[
\begin{align*}
q^2 &= -Q^2 \\
P^2 &= M^2 \\
P_h^2 &= M_h^2 \\
2 P \cdot q &= \frac{Q^2}{x_h} \\
2 P_h \cdot q &= -z_h Q^2
\end{align*}
\]

\[
\begin{align*}
P_h &= \frac{z_h Q}{\sqrt{2}} n_- + \frac{M_h^2}{z_h Q \sqrt{2}} n_+ \\
q &= \frac{Q}{\sqrt{2}} n_- - \frac{Q}{\sqrt{2}} n_+ + q_T \\
P &= \frac{x_b M^2}{Q \sqrt{2}} n_- + \frac{Q}{x_b \sqrt{2}} n_+
\end{align*}
\]

An additional invariant \(z_h\) comes in. Note that the expansion is appropriate for current fragmentation, when the produced hadron is hard with respect to the target momentum, that is \(P \cdot P_h \sim Q^2\). The minus component \(p^-\) is irrelevant in the lower soft part of figure 7.9, while the plus component \(k^+\) is irrelevant in the upper soft part. Note that having made the choice of \(P\) and \(P_h\), one can no longer omit a transverse component in the momentum transfer \(q\). Up to mass effects, one has the relation

\[
q_T^\mu = q^\mu + x_b P^\mu - \frac{P_h^\mu}{z_h} \equiv -Q_T \hat{h}^\mu.
\] (7.129)

This relation allows the experimental determination of the ‘transverse momentum’ effect from the external vectors \(q\), \(P\) and \(P_h\), which are in general not collinear. The vector \(\hat{h}\) defines the orientation of the hadronic plane in figure 7.2.

An important consequence in the theoretical approach (figure 7.9) is that one can no longer simply integrate over the transverse components of the quark momenta.
7.10.1 Structure functions and cross sections

For an unpolarized or spin-zero hadron in the final state, the symmetric part of the tensor is given by

\[ M^{\mu\nu}_{S}(q, P, P_h) = -g^{\mu\nu}_{\perp} \mathcal{H}_T + \hat{t}^\mu \hat{t}^\nu \mathcal{H}_L \]

\[ + (\hat{t}^\mu \hat{h}^\nu + \hat{t}^\nu \hat{h}^\mu) \mathcal{H}_{LT} + (2 \hat{h}^\mu \hat{h}^\nu + g^{\mu\nu})\mathcal{H}_{TT}. \]  

(7.130)

Note that an antisymmetric term in the tensor is also allowed,

\[ M^{\mu\nu}_{A}(q, P, P_h) = -i(\hat{t}^\mu \hat{h}^\nu - \hat{t}^\nu \hat{h}^\mu) \mathcal{H}'_{LT}. \]  

(7.131)

Clearly the lepton tensor in (7.17) or (7.36) is able to distinguish all the structures in the semi-inclusive hadron tensor.

The symmetric part gives the cross section for an unpolarized lepton and an unpolarized target,

\[ \frac{d\sigma_{OO}}{dx_B dy dz_B d^2q_T} = \frac{4\pi \alpha^2 s}{Q^4} x_B z_B \left\{ \left( 1 - y + \frac{1}{2} y^2 \right) \mathcal{H}_T + (1 - y) \mathcal{H}_L \right. \]

\[ - (2 - y) \sqrt{1 - y} \cos \phi^t_h \mathcal{H}_{LT} + (1 - y) \cos 2\phi^t_h \mathcal{H}_{TT} \left. \right\}, \]  

(7.132)

while the antisymmetric part gives the cross section for a longitudinally polarized lepton (note that the target is not polarized)

\[ \frac{d\sigma_{LO}}{dx_B dy dz_B d^2q_T} = \lambda e 4\pi \alpha^2 s \frac{1}{Q^2} z_B \sqrt{1 - y} \sin \phi^t_h \mathcal{H}'_{LT}. \]  

(7.133)

Of course, many more structure functions appear for polarized targets or if one considers polarimetry in the final state. In this case the most convenient way to describe the spin vector of the target theoretically is via an expansion of the form

\[ S^\mu = -S_L \frac{M x_B}{Q \sqrt{2}} n_- + S_L \frac{Q}{M x_B \sqrt{2}} n_+ + S_T. \]  

(7.134)

Up to \( \mathcal{O}(1/Q^2) \) corrections \( S_L \approx M (S \cdot q)/(P \cdot q) \) and \( S_T \approx S_\perp \), where the subscript \( \perp \) still refers to the labelled vector being perpendicular to \( q \) and \( P \). For a pure state, \( S_L^2 + S_T^2 = 1 \), but in general this quantity is less than or equal to 1.

7.10.2 The parton model approach

The expression for \( \mathcal{W}_{\mu\nu} \) can be rewritten as a non-local product of currents and it is a straightforward exercise to show by inserting the currents \( j_\mu(x) = \bar{\psi}(x) \gamma_\mu \psi(x) \):
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that for 1PI scattering in the tree approximation

\[
2M\mathcal{W}_{\mu\nu}(q; PS; P_hS_h) \\
= \frac{1}{(2\pi)^4} \int d^4x \ e^{iq\cdot x} \langle PS| :\overline{\psi}_j(x)(\gamma_\mu)_{jk}\psi_k(x): \sum_X |X; P_hS_h\rangle \\
\times \langle X; P_hS_h| :\overline{\psi}_i(0)(\gamma_\nu)_{li}\psi_i(0): |PS\rangle \\
= \frac{1}{(2\pi)^4} \int d^4x \ e^{iq\cdot x} \langle PS|\overline{\psi}_j(x)\psi_i(0)|PS\rangle(\gamma_\mu)_{jk} \\
\times \langle 0|\psi_k(x)\sum_X |X; P_hS_h\rangle \langle X; P_hS_h|\overline{\psi}_i(0)|0\rangle(\gamma_\nu)_{li} \\
+ \frac{1}{(2\pi)^4} \int d^4x \ e^{iq\cdot x} \langle PS|\psi_k(x)\overline{\psi}_i(0)|PS\rangle(\gamma_\nu)_{li} \\
\times \langle 0|\overline{\psi}_j(x)\sum_X |X; P_hS_h\rangle \langle X; P_hS_h|\psi_i(0)|0\rangle(\gamma_\mu)_{jk} + \cdots \\
= \int d^4p \ d^4k \ \delta^4(p + q - k) \ \text{Tr} (\Phi(p)\gamma_\mu\Delta(k)\gamma_\nu) + \left\{ \begin{array}{c} q \leftrightarrow -q \\ \mu \leftrightarrow \nu \end{array} \right\},
\]

(7.135)

where

\[
\Phi_{ij}(p) = \frac{1}{(2\pi)^4} \int d^4\xi \ e^{ip\cdot \xi} \langle PS|\overline{\psi}_j(0)\psi_i(\xi)|PS\rangle,
\]

\[
\Delta_{kl}(k) = \frac{1}{(2\pi)^4} \int d^4\xi \ e^{ik\cdot \xi} \langle 0|\psi_k(\xi)\sum_X |X; P_hS_h\rangle \langle X; P_hS_h|\overline{\psi}_l(0)|0\rangle.
\]

Note that in \(\Phi\) (quark production) a summation over colours is assumed, while in \(\Delta\) (quark decay) an averaging over colours is assumed. The quantities \(\Phi\) and \(\Delta\) correspond to the blobs in figure 7.9 and parametrize the soft physics, leading to the definitions of distribution and fragmentation functions [20,21]. Soft refers to all invariants of momenta being small as compared to the hard scale, that is for \(\Phi(p)\) one has \(p^2 \sim p \cdot P \sim P^2 = M^2 \ll Q^2\).

In general many more diagrams have to be considered in evaluating the hadron tensors, but in the deep inelastic limit they can be neglected or considered as corrections to the soft blobs. We return to this later.

### 7.11 Collinear parton distributions

The form of \(\Phi\) is constrained by hermiticity, parity and time-reversal invariance. The quantity depends not only on the quark momentum \(p\) but also on the target
momentum $P$ and the spin vector $S$. It is necessary to satisfy the requirements

\begin{align}
\text{[hermiticity]} & \Rightarrow \Phi^\dagger(p, P, S) = \gamma_0 \Phi(p, P, S) \gamma_0, \quad (7.136) \\
\text{[parity]} & \Rightarrow \Phi(p, P, S) = \gamma_0 \Phi(\bar{p}, \bar{P}, -\bar{S}) \gamma_0, \quad (7.137) \\
\text{[time reversal]} & \Rightarrow \Phi^*(p, P, S) = (-i\gamma_5 C) \Phi(\bar{p}, \bar{P}, \bar{S}) (-i\gamma_5 C), \quad (7.138)
\end{align}

where $C \equiv i\gamma^2 \gamma_0, -i\gamma_5 C = i\gamma^1 \gamma^3$ and $\bar{p} = (p^0, -p)$. To obtain the leading contribution in inclusive deep inelastic scattering one can integrate over the component $p^-$ and the transverse momenta (see the discussion in section 7.6 where the parton model has been derived). This integration restricts the non-locality in $\Phi(p)$. The relevant soft part then is a particular Dirac trace of the quantity

$$
\Phi_{ij}(x) = \int dp^- d^2 p_T \Phi_{ij}(p, P, S) = \int d\xi^- \frac{d^2 \xi}{2\pi} e^{i p \cdot \xi} \langle P, S|\overline{\psi}_j(0)\psi_i(\xi)|P, S\rangle \big|_{\xi^+ = \xi_T = 0},
$$

(7.139)

depending on the light-cone fraction $x = p^+/P^+$. When one wants to calculate the leading order in $1/Q$ for a hard process, one looks for leading parts in $M/P^+$ because $P^+ \propto Q$. The leading contribution [22] turns out to be proportional to $(M/P^+)^0$,

$$
\Phi(x) = \frac{1}{2} \left\{ f_1(x) \gamma_+ + S_L g_1(x) \gamma_5 \gamma_+ + h_1(x) \frac{\gamma_5 [S_\perp, \gamma_+]}{2} \right\}
$$

(7.140)

The precise expression of the functions $f_1(x)$, etc. as integrals over the amplitudes can be easily written down after forming traces with the appropriate Dirac matrix,

$$
f_1(x) = \int d\xi^- \frac{d^2 \xi}{4\pi} e^{i p \cdot \xi} \langle P, S|\overline{\psi}(0)\gamma^+ \gamma^5 \psi(\xi)|P, S\rangle \big|_{\xi^+ = \xi_T = 0},
$$

(7.141)

$$
S_L g_1(x) = \int d\xi^- \frac{d^2 \xi}{4\pi} e^{i p \cdot \xi} \langle P, S|\overline{\psi}(0)\gamma^+ \gamma_5 \gamma^5 \psi(\xi)|P, S\rangle \big|_{\xi^+ = \xi_T = 0},
$$

(7.142)

$$
S^I_L h_1(x) = \int d\xi^- \frac{d^2 \xi}{4\pi} e^{i p \cdot \xi} \langle P, S|\overline{\psi}(0) i\sigma^I \gamma^5 \gamma^5 \psi(\xi)|P, S\rangle \big|_{\xi^+ = \xi_T = 0}.
$$

(7.143)

Including flavour indices, the functions $f_1^q(x) = q(x)$ and $g_1^q(x) = \Delta q(x)$ are precisely the functions that we encountered before.

The third function in the above parametrization is known as transversity or transverse spin distribution [23]. Including flavour indices one also denotes $h_1^q(x) = \delta q(x)$. In the same way as we have seen for $f_1(x)$ and $g_1(x)$, the function $h_1$
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can be interpreted as a density, but instead of the projectors on quark chirality states, \( P_{R/L} = \frac{1}{2} (1 \pm \gamma_5) \), one needs those on quark transverse spin states, \( P_{\uparrow/\downarrow} = \frac{1}{2} (1 \pm \gamma_i \gamma_5) \). One has

\[
\begin{align*}
    f_1(x) &= f_{1R}(x) + f_{1L}(x) = f_{1\uparrow}(x) + f_{1\downarrow}(x), \\
    g_1(x) &= f_{1R}(x) - f_{1L}(x), \\
    h_1(x) &= f_{1\uparrow}(x) - f_{1\downarrow}(x).
\end{align*}
\] (7.144) (7.145) (7.146)

This results in some trivial bounds such as \( f_1(x) \geq 0 \) and \( |g_1(x)| \leq f_1(x) \). We have discussed already the support and charge-conjugation properties of \( f_1(x) \). The analysis for all these functions shows that the support is in all cases \(-1 \leq x \leq 1\), while the charge conjugation properties of the functions are \( \overline{f}(x) = -f(-x) \) (C-even) for \( f_1 \) and \( h_1 \) and \( \overline{f}(x) = +f(-x) \) (C-odd) for \( g_1 \).

The Dirac structure for \( h_1 \) in terms of chirality states is \( \overline{\psi}_R \psi L \) and \( \overline{\psi}_L \psi R \). Such functions are called chiral-odd and cannot be measured in inclusive deep inelastic scattering.

While the evolution equations for \( q(x) \) and \( \Delta q(x) \) require quark–quark and quark–gluon splitting functions, the chiral-odd nature of \( \delta q(x) \) prevents mixing of this quantity with gluon distributions. The splitting function is given by

\[
\delta P_{qq}(\xi) = \frac{4}{3} \frac{2 \xi}{(1 - \xi)_+} + 2 \delta(1 - \xi). 
\] (7.147)

### 7.12 Bounds on the distribution functions

The trivial bounds on the distribution functions (\( |h_1(x)| \leq f_1(x) \) and \( |g_1(x)| \leq f_1(x) \)) can be sharpened. For instance one can look explicitly at the structure of the correlation functions \( \Phi_{ij} \) of (7.139) in Dirac space. Actually, we will look at the correlation functions \( (\Phi \gamma_0)_{ij} \), which involves matrix elements \( \psi_{+j}(0)\psi_{+i}(\xi) \) at leading order. In the representation where \( \gamma^0 = \rho^1 \), \( \gamma^i = -i \rho^2 \sigma^i \), \( \gamma_5 = i \gamma^0 \gamma^1 \gamma^2 \gamma^3 = \rho^3 \), the matrices may be written as

\[
\begin{align*}
P_+ &= \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0
\end{pmatrix}, \\
P_+ \gamma_5 &= \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & -1
\end{pmatrix}, \\
P_+ \gamma^1 \gamma_5 &= \begin{pmatrix}
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0
\end{pmatrix}.
\end{align*}
\]
The projector $P_+(1 \pm \gamma_5)$ only leaves two independent Dirac spinors, one right-handed ($R$) and one left-handed ($L$). In this basis the relevant matrix $(\Phi \gamma_-)$ for hard scattering processes is given by

$$(\Phi \gamma_-)_{ij}(x) = \begin{pmatrix} f_1 + S_L g_1 & (S^1_r + i S^2_r) h_1 \\ (S^1_r - i S^2_r) h_1 & f_1 - S_L g_1 \end{pmatrix}. \quad (7.148)$$

The $S$-dependent correlation function $\Phi$ can also be turned into a matrix in the nucleon-spin space via the standard spin-$\frac{1}{2}$ density matrix $\rho(P, S)$. The relation is $\Phi(x; P, S) = \text{Tr} [\Phi(x; P) \rho(P, S)]$. Writing

$$\Phi(x; P, S) = \Phi_O + S_L \Phi_L + S^1_r \Phi^1_r + S^2_r \Phi^2_r, \quad (7.149)$$

then on the basis of spin-$\frac{1}{2}$ target states with $S_L = +1$ and $S_L = -1$ respectively, one has

$$\Phi_{ss'}(x) = \begin{pmatrix} \Phi_O + \Phi_L & \Phi^1_r - i \Phi^2_r \\ \Phi^1_r + i \Phi^2_r & \Phi_O - \Phi_L \end{pmatrix}. \quad (7.150)$$

By generalizing $\Phi(p)$ to matrix elements between states $\langle P, s |$ and $| P, s' \rangle$, the matrix $M = (\Phi \gamma_-)^T$ (where $T$ means transposed in Dirac space) has the property that $v^\dagger M v \geq 0$ for any direction $v$ in Dirac space.

In the basis $+R$, $-R$, $+L$ and $-L$, the matrix in quark $\otimes$ nucleon spin-space becomes

$$(\Phi(x) \gamma_-)^T = \begin{pmatrix} f_1 + g_1 & 0 & 0 & 2 h_1 \\ 0 & f_1 - g_1 & 0 & 0 \\ 0 & 0 & f_1 - g_1 & 0 \\ 2 h_1 & 0 & 0 & f_1 + g_1 \end{pmatrix}. \quad (7.151)$$

Any diagonal element of this matrix must always be positive, hence the eigenvalues must be positive, which gives a bound on the distribution functions stronger than the trivial bounds, namely

$$|h_1(x)| \leq \frac{1}{2} (f_1(x) + g_1(x)). \quad (7.152)$$

This is known as the Soffer bound [24].
Changing to the transverse-quark spin basis gives the quark production matrix

\[
\begin{pmatrix}
\begin{bmatrix}
 f_1 + h_1 & 0 & 0 & g_1 + h_1 \\
 0 & f_1 - h_1 & g_1 - h_1 & 0 \\
 0 & g_1 - h_1 & f_1 - h_1 & 0 \\
 g_1 + h_1 & 0 & 0 & f_1 + h_1 \\
\end{bmatrix}
\end{pmatrix}
\] (7.153)

### 7.13 Transverse momentum-dependent correlation functions

Without integration over \( p_T \), the soft part is

\[
\Phi(x, p_T) = \int \frac{d\xi^- d^2\xi_T}{(2\pi)^3} e^{ip\cdot\xi} \langle P, S | \bar{\psi}(0) \psi(\xi) | P, S \rangle \bigg|_{\xi^+ = 0}.
\] (7.154)

For the leading-order results the parts involving unpolarized targets (O), longitudinally polarized targets (L) and transversely polarized targets (T), up to terms proportional to \( M/P^+ \), take the forms [25,26]:

\[
\Phi_O(x, p_T) = \frac{1}{2} \left\{ f_1(x, p_T) \ #_+ + h_1^+(x, p_T) \frac{i [\not{p}_T, \ #_+]}{2M} \right\},
\] (7.155)

\[
\Phi_L(x, p_T) = \frac{1}{2} \left\{ S_T g_{1T}(x, p_T) \gamma_5 \ #_+ + S_T h_{1L}^+(x, p_T) \frac{\gamma_5 [\not{p}_T, \ #_+]}{2M} \right\},
\] (7.156)

\[
\Phi_T(x, p_T) = \frac{1}{2} \left\{ f_{1T}^+(x, p_T) \frac{\epsilon_{\mu\nu\rho\sigma} \gamma^\mu n_+^\nu p_T^\rho S_T^\sigma}{M} \\
+ \frac{p_T \cdot S_T}{M} g_{1T}(x, p_T) \gamma_5 \ #_+ + h_{1T}^+(x, p_T) \frac{\gamma_5 [\not{p}_T, \ #_+]}{2} \\
+ \frac{p_T \cdot S_T}{M} h_{1T}^+(x, p_T) \gamma_5 [\not{p}_T, \ #_+] \frac{\gamma_5 [\not{p}_T, \ #_+]}{2M} \right\}.
\] (7.157)

All functions appearing in (7.157) have a natural interpretation as densities, just as for the \( p_T \)-integrated functions. Densities such as those of longitudinally-polarized quarks in a transversely-polarized nucleon (\( g_{1T} \)) and of transversely-polarized quarks in a longitudinally-polarized nucleon (\( h_{1L}^+ \)) are now included.
Not all functions survive after integration over $p_T$. The $p_T$ integration leaves (7.140) with

\[
\begin{align*}
    f_1(x) &= \int d^2 p_T \ f_1(x, p_T), \\
    g_1(x) &= \int d^2 p_T \ g_{1L}(x, p_T), \\
    h_1(x) &= \int d^2 p_T \left[ h_{1T}(x) + \frac{p_T^2}{2M^2} h_{1T}^\perp(x, p_T) \right].
\end{align*}
\]

The explicit treatment of transverse momenta also provides a way to include the evolution of quark distribution and fragmentation functions. The assumption that soft parts vanish sufficiently fast as a function of the invariants $p \cdot P$ and $p^2$, which at constant $x$ implies a sufficiently fast vanishing as a function of $p_T^2$, turns out to be true. Assuming that the result for $p_T^2 \geq \mu^2$ is given by the diagram shown in figure 7.8, the extra distribution written in terms of $p_T$ becomes

\[
f_1(x, p_T^2) \overset{p_T^2 \geq \mu^2}{\longrightarrow} \frac{1}{\pi} \frac{\alpha_s(\mu^2)}{2\pi} \int_x^1 \frac{dy}{y} \frac{x}{y} P_{qq} \left( \frac{x}{y} \right) f_1(y; \mu^2), \tag{7.158}
\]

giving

\[
f_1(x; \mu^2) \equiv \pi \int_0^{\mu^2} dp_T^2 \ f_1(x, p_T^2), \tag{7.159}
\]

which results in a logarithmic scale dependence.

Different functions survive after integrating over $p_T$ weighted with $\Phi_\alpha^\perp$. For example,

\[
\Phi_\beta^\perp(x) \equiv \int d^2 p_T \frac{p_T^2}{M} \Phi(x, p_T)
= \frac{1}{2} \left\{ -g_{1T}^{(1)}(x) S_T^\alpha \ \gamma_+ \gamma_5 - S_T h_{1L}^{(1)}(x) \frac{[\gamma^\alpha, \gamma_+]\gamma_5}{2} - f_{1T}^{(1)} e_{\mu\nu\rho} \gamma^\mu n^\nu S_T^\rho - h_{1T}^{(1)}(x) \frac{[\gamma^\alpha, \gamma_+]i}{2} \right\} \tag{7.160}
\]

involves transverse moments defined as

\[
g_{1T}^{(1)}(x) = \int d^2 p_T \frac{p_T^2}{2M^2} g_{1T}(x, p_T), \tag{7.161}
\]

and similarly for the other functions. The functions $h_1^\perp$ and $f_{1T}^\perp$ are $T$-odd. This is discussed in section 7.16 on colour gauge invariance. Time-reversal invariance cannot be used for the transverse moments and so they are not required.
Spin structure functions

Spin structure functions are also not required to vanish. The $T$-odd functions correspond to unpolarized quarks in a transversely-polarized nucleon ($f_{1T}^\perp$) or transversely-polarized quarks in an unpolarized nucleon ($h_{1T}^\perp$). The easiest way to interpret the functions is by considering their place in the quark production matrix $(\Phi(x, p_T) \not\gamma)\gamma$, which becomes \[ 27 \]

\[
\left\{
\begin{array}{ccc}
 f_1 + g_1 L & \frac{|p_T|}{M} e^{i\phi} g_{1T} & \frac{|p_T|}{M} e^{-i\phi} h_{1L}^\perp \\
 \frac{|p_T|}{M} e^{-i\phi} g_{1T}^* & f_1 - g_1 L & \frac{|p_T|^2}{M^2} e^{-2i\phi} h_{1T}^\perp - \frac{|p_T|}{M} e^{-i\phi} h_{1L}^\perp \\
 \frac{|p_T|}{M} e^{i\phi} h_{1L}^\perp & \frac{|p_T|^2}{M^2} e^{2i\phi} h_{1T}^\perp & f_1 - g_1 L - \frac{|p_T|}{M} e^{i\phi} g_{1T}^* \\
 2 h_1 & -\frac{|p_T|}{M} e^{i\phi} h_{1L}^\perp & -\frac{|p_T|}{M} e^{-i\phi} g_{1T} \\
 \end{array}
\right).
\]

In this representation $T$-odd functions appear as imaginary parts, $f_{1T}^\perp = -\text{Im} g_{1T}$ and $h_{1T}^\perp = \text{Im} h_{1L}^\perp$.

### 7.14 Fragmentation functions

Analysis of the soft part describing quark fragmentation can be performed analogously to that for the distribution functions [21]. This needs

\[
\Delta_{ij}(z, k_T) = \sum_X \int \frac{d\xi^+ d\xi_T}{(2\pi)^3} e^{i\xi \xi} \text{Tr}(0|\psi_i(\xi)|P_h, X) \langle P_h, X|\overline{\psi}_j(0)|0\rangle \Bigg|_{\xi^- = 0}.
\] (7.162)

For the production of unpolarized (or spin-0) hadrons $h$ in hard processes, to leading order in $1/Q$ one needs the $(M_h/P_h^-)^0$ part of the correlation function,

\[
\Delta_O(z, k_T) = z D_1(z, k_T') \not\gamma + z H_{1T}^\perp(z, k_T') \frac{i [k_T', \not\gamma]}{2M_h}.
\] (7.163)

The arguments of the fragmentation functions $D_1$ and $H_{1T}^\perp$ are $z = P_h^-/k^-$ and $k_T' = -z k_T$. The first is the light-cone momentum fraction of the produced hadron, the second is the transverse momentum of the produced hadron with respect to the quark. The fragmentation function $D_1$ is the analogue of the distribution function $f_1$. It can be interpreted as a quark decay function, giving the probability of finding a hadron $h$ in a quark. The quantity $n_h = \int dz D_1(z)$ is the number of hadrons and the normalization of the fragmentation functions is given by $\sum_h \int dz z D_{1T}^{h\to h}(z) = 1$. 


The function \( H_1^\perp \), interpretable as the difference between the numbers of unpolarized hadrons produced from a transversely-polarized quark depending on the hadron’s transverse momentum, is allowed because of the non-applicability of time-reversal invariance [28]. This is natural for the fragmentation functions [29,30] because of the appearance of out-states \(| P_h, X \rangle\) in the definition of \( \Delta \), in contrast to the plane-wave states appearing in \( \Phi \). The function \( H_1^\perp \) is of interest because it is chiral-odd. This means that it can be used to probe the chiral-odd quark distribution function \( h_1 \), which can be achieved, for example, by measuring an azimuthal asymmetry of pions produced in the current fragmentation region.

The spin structure of fragmentation functions is also conveniently summarized in an explicit \( R \) and \( L \) chiral-quark basis. For decay into spin-zero hadrons,

\[
(D(z, k_T) \neq )^T = \begin{pmatrix}
D_1 & i \frac{|k_T| e^{-i\phi}}{M_h} H_1^\perp \\
-i \frac{|k_T| e^{i\phi}}{M_h} H_1^\perp & D_1
\end{pmatrix}
\]

(7.164)

### 7.14.1 Examples of azimuthal asymmetries

Transverse momentum dependence shows up in the azimuthal dependence in the semi-inclusive deep inelastic scattering (SIDIS) cross section, via \( \hat{h} \) or the transverse spin vectors, in most cases requiring polarization of beam and/or target or polarimetry [31–34]. Examples of leading azimuthal asymmetries, appearing for polarized leptonproduction, are

\[
\left\langle \frac{Q_r}{M} \sin(\phi_h^\ell - \phi_S^\ell) \right\rangle_{OT} = \frac{2\pi \alpha^2 s}{Q^4} \frac{|S_r|}{k^4} \left( 1 - y + \frac{1}{2} y^2 \right)
\times \sum_{a, \bar{a}} e_a^2 x_B f_{1T}^{1(1)a}(x_B) D_1^a(z_h),
\]

(7.165)

\[
\left\langle \frac{Q_r}{M_h} \sin(\phi_h^\ell + \phi_S^\ell) \right\rangle_{OT} = \frac{4\pi \alpha^2 s}{Q^4} \frac{|S_r|}{k^4} \left( 1 - y \right)
\times \sum_{a, \bar{a}} e_a^2 x_B h_1^a(x_B) H_1^{1(1)a}(z_h).
\]

(7.166)

Here \( \langle W \rangle \) denotes the \( q_T \)-integrated cross section with weight \( W \). The factor \( Q_r \) is included, because it and the direction \( \hat{h} \) combine to form \( q_T \). This allows the cross section to be separated into distribution and fragmentation parts, one of them weighted with transverse momentum.

Note that both of these asymmetries involve \( T \)-odd functions, which can only appear in single-spin asymmetries. The latter can easily be checked from the
Figure 7.10. Weighted asymmetries for the Collins and Sivers angles [33,34] (see (7.165) and (7.166)) obtained in semi-inclusive single-spin asymmetries measured on a transversely-polarized hydrogen target by the HERMES collaboration at DESY [35]. The error bars represent the statistical uncertainties.

conditions on the hadronic tensor, which are the same as those in (7.11)–(7.13). They require an odd number of spin vectors entering in the symmetric part and an even number of spin vectors entering in the antisymmetric part of the hadron tensor. The results of single-spin asymmetries in SIDIS measurements on a transversely-polarized target from HERMES [35] are shown in figure 7.10. An extended review of transverse momentum-dependent functions and transversity can be found in [36].

7.15 Inclusion of subleading contributions

If one proceeds up to order $1/Q$, one also needs terms in the parametrization of the soft part proportional to $M/P^+$. Limiting ourselves to the $p_T$-integrated
correlations [22],
\[
\Phi(x) = \frac{1}{2} \left\{ \frac{f_1(x) \not{\gamma}_+ + S_L g_1(x) \gamma_5 \not{\gamma}_+ + h_1(x) \frac{\gamma_5 [\not{S}_r, \not{\gamma}_+]}{2}}{2} \right\} \\
+ \frac{M}{2p^+} \left\{ e(x) + g_T(x) \gamma_5 \not{S}_r + S_L h_L(x) \frac{\gamma_5 [\not{h}_+, \not{\gamma}_-]}{2} \right\}. \tag{7.167}
\]

We shall use inclusive scattering off a transversely-polarized nucleon (\(|S_\perp| = 1\)) as an example to show how higher-twist effects can be incorporated in the cross section. The hadronic tensor for a transversely-polarized nucleon is zero to leading order in \(1/Q\). At order \(1/Q\) a contribution is obtained from the handbag diagram that involves the transverse moments in \(\Phi_\alpha\) in (7.160).

There is a second contribution at order \(1/Q\), however, coming from diagrams such as the one shown in figure 7.11. For these gluon diagrams only the matrix elements of the bilocal combinations \(\overline{\psi}(0) g A^\alpha_T(\xi) \psi(\xi)\) and \(\overline{\psi}(0) g A^\alpha_L(0) \psi(\xi)\) are necessary. The \(\Phi_\alpha^g(x)\) and \(\Phi_\alpha^D(x)\) contributions sum to \(\Phi_\alpha^D(x)\) involving matrix elements of bilocal combinations \(\overline{\psi}(0) i D^\alpha_T \psi(\xi)\) for which the QCD equations of motion can be used to relate them to the functions appearing in \(\Phi\):

\[
\Phi_\alpha^D(x) = \frac{M}{2} \left\{ - \left( x g_T - \frac{m}{M} h_1 \right) S^\alpha_\perp \not{\gamma}_+ \gamma_5 - S_L \left( x h_L - \frac{m}{M} g_1 \right) \frac{[\not{\gamma}_+, \not{\gamma}_-] \gamma_5}{2} \right\}. \tag{7.168}
\]

For example, the distribution function \(g_T(x_\parallel, Q^2)\), defined in (7.42), appears in the corresponding structure function of polarized inclusive deep inelastic scattering:

\[
2M W_{\alpha}^{\mu\nu}(q, P, S_r) = i \frac{2Mx_\parallel}{Q} \left[ \hat{t}^{\mu} \epsilon^{\nu\rho}_\perp - \hat{t}^{\nu} \epsilon^{\mu\rho}_\perp \right] S_{\perp\rho} g_T(x_\parallel, Q^2), \tag{7.169}
\]

leading to the result

\[
g_T(x_\parallel, Q^2) = \frac{1}{2} \sum_q e_q^2 \left( g_q^T(x_\parallel, Q^2) + g_{\bar{q}}^T(x_\parallel, Q^2) \right). \tag{7.170}
\]

Figure 7.11. Examples of gluonic diagrams that must be included at subleading order in lepton hadron inclusive scattering (left) and the soft part entering this process (right).
The process of integrating the correlation functions over $p^−, p_T$ and finally over $p^+$, consecutively restrains the non-locality to lightfront-separated fields, light-cone-separated fields and local fields. This allows interesting relations to be derived. For example, the correlators $\int dx \Phi^{[\gamma^\mu\gamma_5]}(x)$ must yield $g_A S^\mu_T$, for any $\mu$, which means that the functions in the non-local correlators $\Phi^{[\gamma^\mu\gamma_5]}(x)$ and $\Phi^{[\gamma^\nu\gamma_3]}(x)$, with $\alpha$ transverse, yield the same result after integration over $x$, $\int dx g_1(x) = \int dx g_T(x)$. They also give the Burkhardt–Cottingham sum rule $\int dx g_2(x) = 0$ [37]. For quark–quark correlators, similar considerations yield relations between the subleading functions and the transverse momentum-dependent leading functions, referred to as Lorentz invariance relations, such as [38,31]

$$g_T = g_1 + \frac{d}{dx} g_1^{(1)}.$$  (7.171)

although these relations may be too naive if one includes gauge links (see section 7.16). An interesting result is obtained by combining the relation (7.171) with an often-used approximation, in which the interaction-dependent part $\Phi^\alpha_A$ is set to zero. In that case the difference $\Phi^\alpha_B - \Phi^\alpha_D$ vanishes. Using (7.168) and (7.160) this gives

$$x \tilde{g}_T = x g_T - g_1^{(1)} - \frac{m}{M} h_1 = 0.$$  (7.172)

As an application of the relations between twist-three functions and transverse momentum-dependent functions in combination with the Lorentz invariance relations, $g_1^{(1)}$ can be eliminated using (7.171) to obtain a relation between $g_T, g_1$ and $\tilde{g}_T$. The relation for $g_2 = g_T - g_1$ takes the form

$$g_2(x) = -\left[ g_1(x) - \int_x^1 dy \frac{g_1(y)}{y} \right] + \frac{m}{M} \left[ \frac{h_1(x)}{x} - \int_x^1 dy \frac{h_1(y)}{y^2} \right]$$

$$+ \left[ \tilde{g}_T(x) - \int_x^1 dy \frac{\tilde{g}_T(y)}{y} \right].$$  (7.173)

Neglecting the interaction-dependent part, that is setting $\tilde{g}_T(x) = 0$, the Wandzura–Wilczek approximation [39] for $g_2$ is obtained. This provides a simple and often-used estimate for $g_2$ when the quark mass term is neglected.

### 7.16 Colour gauge invariance

So far two issues have been disregarded. The first is that the correlation functions $\Phi$ involve two quark fields at different space-time points and hence are not colour gauge invariant. The second issue is that in the gluonic diagrams, such as figure 7.11, there are correlation functions involving matrix elements with longitudinal
(A^+) gluon fields,
\[ \overline{\psi}_j(0) g A^+(\eta) \psi_i(\xi) \).

These do not lead to any suppression. The + index in the gluon field causes the matrix element to be proportional to \( P^+, p^+ \) or \( M S^+ \), rather than the proportionality to \( M S^f_t \) or \( p^f \) that one gets for a gluonic matrix element with transverse gluons.

A straightforward calculation, however, shows that the gluonic diagrams with one or more longitudinal gluons involve matrix elements (soft parts) of operators \( \overline{\psi} \psi, \overline{\psi} A^+ \psi, \overline{\psi} A^+ A^+ \psi \), etc. that can be resummed into a correlation function
\[ \Phi_{ij}(x) = \int \frac{d\xi^-}{2\pi} e^{i p \cdot \xi} \langle P, S | \overline{\psi}_j(0) U(0, \xi) \psi_i(\xi) | P, S \rangle \bigg|_{\xi^+ = \xi_T = 0}, \tag{7.174} \]

where \( U \) is a gauge link operator
\[ U(0, \xi) = \mathcal{P} \exp \left( -i \int_0^{\xi^-} d\zeta^- A^+ (\zeta) \right), \tag{7.175} \]

a path-ordered exponential with the path along the negative direction. The unsuppressed gluonic diagrams combine into a colour gauge invariant correlation function [40]. We note that at the level of operators one expands
\[ \overline{\psi}(0) \psi(\xi) = \sum_n \frac{\xi_1^{\mu_1} \cdots \xi_n^{\mu_n}}{n!} \overline{\psi}(0) \partial^{\mu_1} \cdots \partial^{\mu_n} \psi(0), \tag{7.176} \]
in a set of local operators. However, only the expansion of the non-local combination with a gauge link
\[ \overline{\psi}(0) U(0, \xi) \psi(\xi) = \sum_n \frac{\xi_1^{\mu_1} \cdots \xi_n^{\mu_n}}{n!} \overline{\psi}(0) D_{\mu_1} \cdots D_{\mu_n} \psi(0), \tag{7.177} \]
is an expansion in terms of local gauge-invariant operators. The latter operators are precisely the local (quark) operators that appear in the operator-product expansion applied to inclusive deep inelastic scattering.

For the \( p_T \)-dependent functions, one finds that inclusion of \( A^+ \) gluonic diagrams leads to a colour gauge invariant matrix element with links running via \( \xi^- = \pm \infty \) [41,42]. For instance, in lepton–hadron scattering
\[ \Phi(x, p_T) = \int \frac{d\xi^- d^2\xi_T}{(2\pi)^3} e^{i p \cdot \xi} \langle P, S | \overline{\psi}(0) U^{[+]1}(0, \xi) \psi(\xi) | P, S \rangle \bigg|_{\xi^+ = 0}, \tag{7.178} \]
where the link \( U^{[+]1} \) is shown in figure 7.12(a).
Spin structure functions

Figure 7.12. The gauge link structure in the quark–quark correlator $\Phi$ in SIDIS (a) and Drell–Yan process (b) respectively.

We note that the gauge link involves transverse gluons [43,44], showing that in processes involving more hadrons the effects of transverse gluons are not necessarily suppressed. This has also been demonstrated in explicit model calculations [45]. Moreover, depending on the process the gauge link can also run via minus infinity, involving the link in figure 7.12(b). This is, for instance, the case in Drell–Yan processes. Here again the transverse momentum-dependent distribution functions are no longer constrained by time reversal, as the time-reversal operation interchanges the $U^{[+]1}$ and $U^{[-]1}$ links, leading to the appearance of $T$-odd functions in (7.160). The process dependence of the gauge link, however, points to particular sign changes when single-spin azimuthal asymmetries in semi-inclusive leptoproduction are compared to those in Drell–Yan scattering. For such effects the measurement of transverse momentum dependence is a must, since the specific link structure does not matter in $p_T$-integrated functions, in which both links in figure 7.12 reduce to the same straight-line link connecting 0 and $\xi$.
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Diffractive photoprocesses are both copious and varied, and their theoretical interpretation involves an interplay of perturbative and non-perturbative ideas which presently defies a rigorous treatment in QCD. Nonetheless, considerable progress has been made, and the colour-dipole model has emerged as a unifying framework for discussing the wide range of phenomena observed. In this chapter we will discuss the main features of diffractive photoprocesses, their interpretation in the colour-dipole model and the relation between this model and other theoretical approaches.

8.1 Diffractive processes

Diffraction is a high-energy phenomenon, illustrated in figure 8.1 where $A$ and $B$ may be photons or hadrons and $Y$ and $Z$ may be single particles or an inclusive sum over $n \geq 1$ particle states. The dashed line indicates an exchange of energy, momentum and angular momentum, but no non-zero colour, flavour or isospin quantum numbers may be exchanged and charge conjugation is positive. In QCD, this exchange is assumed to be mediated by two or more gluons in a colour-singlet state. High energy means that the square of the centre-of-mass energy $s = W^2$ is much larger than any other energy scale:

$$s \gg -t, m_Y^2, m_Z^2, \ldots.$$ 

For diffractive processes initiated by virtual photons, the latter include the photon virtuality $Q^2$, implying

$$x \approx Q^2/s \ll 1.$$
Figure 8.1. The generic mechanism for diffraction, where the dotted line indicates vacuum exchange and the incoming particles \( A, B \) can be hadrons or photons. In the final state \( Y \) and \( Z \) can be single particles or inclusive sums over hadrons.

We note that \( -t, m_Y^2, m_Z^2, Q^2 \) etc. can themselves become large, provided they remain much smaller than \( s \). This region is of particular theoretical interest, since the presence of a hard scale opens up the subject to perturbative QCD.

Diffractive processes are characterized experimentally by two distinctive features: rising cross sections and rapidity gaps. The two groups of final-state particles in figure 8.1 emerge in roughly the forward and backward directions in the centre-of-mass frame and are well separated in rapidity or pseudo-rapidity:

\[
\eta = -\log \tan \left( \frac{1}{2} \theta \right),
\]

where \( \theta \) is the polar angle with respect to the beam direction. Such rapidity gaps are characteristic of colour-singlet exchange, which can be contrasted to the typically copious particle production that arises as a result of the breaking of colour strings in colour-exchange processes. Rapidity gaps occur not only in diffractive processes but also, for example, in colour-singlet meson-exchange processes. However, meson exchange gives rise to cross sections which fall with increasing energy: see chapter 5. Nonetheless at finite energies one may need to take account of small contributions from the exchange of flavour-singlet meson-exchange contributions that can interfere in general with the dominant diffractive process.

The precise energy dependence of diffraction depends upon the process and kinematic region observed. For processes involving only hadrons and in the absence of any hard scale (that is an energy scale much larger than the typical hadronic scale \( \sim 200 \text{ MeV} \)), the energy dependence of all observed diffractive processes can be described by the exchange of a simple Regge pole, the soft pomeron, with the universal trajectory [1]

\[
\alpha_P(t) \approx 1.08 + 0.25t, \quad (8.1)
\]

discussed in chapter 5. The fact that the intercept \( \alpha_P(0) \) is close to unity reflects the fact that these diffractive cross sections rise slowly with energy. The total cross sections for hadron–hadron scattering, for example, all increase as \( s^{\alpha_P(0)-1} \approx s^{0.08} \)
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at high energies. To a good approximation, the same behaviour applies to the total cross section for real photo absorption

\[ \gamma + p \rightarrow X, \]

(8.2)

where \( X \) represents an inclusive sum over hadronic states, while the energy dependence of the photoproduction processes

\[ \gamma + p \rightarrow V + p \quad V = \rho, \omega, \phi \]

(8.3)
is also found to be compatible with the ‘soft pomeron’ behaviour (8.1). For this and other reasons, early studies of diffractive photoprocesses emphasized the ‘hadron-like’ behaviour of real photoprocesses, and their interpretation via simple vector dominance ideas [2]. This type of behaviour is now loosely, but conveniently, referred to as ‘soft diffraction.’

This picture was changed dramatically with the advent of HERA, which enabled an impressive variety of diffractive photoprocesses to be studied at very high energies. These processes include deep inelastic scattering (DIS)

\[ \gamma^* + p \rightarrow X \]

(8.4)

that is related to elastic virtual Compton scattering

\[ \gamma^* + p \rightarrow \gamma^* + p \]

(8.5)

by the optical theorem, and the diffractive deep inelastic scattering (DDIS) process

\[ \gamma^* + p \rightarrow X + p, \]

(8.6)

where the hadronic state \( X \) is separated from the proton by a rapidity gap. The exclusive processes observed include deeply-virtual Compton scattering (DVCS)

\[ \gamma^* + p \rightarrow \gamma + p, \]

(8.7)

where the final-state photon is real, and the vector-meson production processes

\[ \gamma^* + p \rightarrow V + p, \]

(8.8)

where \( V = \rho, \omega, \phi \) or \( J/\psi \).

Of even greater significance was the fact that HERA enabled these processes to be studied in the regime where the photon virtuality \( Q^2 \) is large compared to the typical hadronic scale, but nonetheless is very small compared to the energy variable \( s = W^2 \), as required for diffraction. In this region, the cross sections rise much more steeply than would be expected from the soft-pomeron behaviour (8.1), a phenomenon that is loosely but conveniently referred to as ‘hard diffraction’. 
More generally, if different data sets are each parametrized by a single effective Regge-pole-exchange formula, the intercept is found to vary roughly in the range

\[ 1.08 \leq \alpha_{\text{eff}}(0) \leq 1.4, \]  

(8.9)
depending on the value of \( Q^2 \) and the particular process observed. Of course, this implies that diffractive photoprocesses cannot really be described by a single Regge-pole exchange, since this would require a universal intercept in all reactions. Hard diffraction seems to occur whenever any hard scale is present. For example, even for real photons, \( J/\psi \) photoproduction has a significantly steeper energy dependence than \( \rho \) or \( \phi \) photoproduction, due to the presence of the relatively hard scale provided by the mass of the \( J/\psi \).

These processes involve an interplay of perturbative and non-perturbative physics that currently defies a rigorous treatment in QCD. Rather there are several models, each of which throws light on different aspects of the problem, with varying degrees of success. Here we focus on the ‘colour-dipole model’ that provides a unified description of the various processes (8.2)–(8.8) and allows different dynamical scenarios to be explored. Before doing so, we introduce some more general ideas that we hope will help develop physical insight.

### 8.1.1 Diffraction in the laboratory frame

Throughout this chapter, we shall concern ourselves with the scattering of a photon off a proton. In general the photon may have some space-like virtuality \( Q^2 \). Different reference frames are conveniently chosen to emphasize different aspects of the physics. In the infinite-momentum frame, at large \( Q^2 \), the parton distribution functions have a simple interpretation: they describe the longitudinal momentum distribution of point-like constituents of the proton target. In this frame the virtual photon is regarded as point-like. However, in the laboratory frame the incoming photon typically develops hadronic fluctuations a long distance from the proton target and the intermediate states into which it converts can reasonably be regarded as constituents of the photon. The typical distance travelled by a vacuum fluctuation of a photon into a hadron of invariant mass \( m_h \) is given by the coherence length \([3]\), which is just the inverse of the longitudinal momentum required to put it on mass-shell, and is given at high energies \( s \gg m_h^2, Q^2 \) by

\[ l_c = \frac{s}{M (Q^2 + m_h^2)} \gg M^{-1} \approx 0.2 \text{ fm}, \]

where \( M \) is the proton mass. In photoproduction \( Q^2 = 0 \) and the dominant hadronic contributions \( h \) are usually assumed to be the light vector mesons, so that
typically

\[ l_c \approx s / (M m_r^2) \quad Q^2 \approx 0, \]

which, in the diffractive region, is very large compared to the size of the proton or the range of the strong interaction. Hence the contribution from a particular intermediate vector-meson state can to a good approximation be factorized into an amplitude for the photon to convert to the vector meson, times an amplitude describing the interaction of the vector meson with the proton target. This is the conceptual basis of vector-meson-dominance models of diffraction [2] and is well known (see chapter 5).

What is perhaps not so well known is that the same space-time picture and factorization property generalizes to diffractive photoprocesses at large \( Q^2 \). If we consider DIS at large \( Q^2 \), the typical value of \( m_h^2 \) is itself of order \( Q^2 \) in models that give scaling. Hence the typical value of the coherence length is

\[ \bar{l}_c \sim 1/Mx, \]

whether the fluctuations are \( q\bar{q} \) pairs (as in the parton model) or hadrons (as in hadron-dominance models). This typical coherence length is again very long in the diffractive region, so that once again the contribution from a particular vacuum fluctuation \( h \) can, to a good approximation, be factorized into an amplitude for the photon to convert to the state \( h \) times an amplitude describing the interaction of \( h \) with the proton target. Different models are then defined by the choice of dominant hadronic states \( h \) and the nature of their interactions with the target.

### 8.2 The dipole framework

In the colour-dipole model [4,5] the dominant states \( h \) are assumed to be quark–antiquark pairs, characterized by their transverse size \( r \) and by the fraction \( z \) of the light-cone momentum of the pair carried by the quark. Such states are called ‘colour dipoles’ and are assumed to be eigenstates of diffraction; that is they scatter without change of \( r \) and \( z \) in the diffractive limit. This statement can be justified in perturbative QCD. Beyond that, like the dominance of \( q\bar{q} \) pairs, it is a model-dependent assumption that must be tested against experiment. The resulting mechanism for the generic process

\[ \gamma^* + p \rightarrow A + p \quad A = \gamma^*, \gamma, \rho, \ldots \]

is shown in figure 8.2, and leads to amplitudes of the schematic form

\[ \mathcal{A}(\gamma + p \rightarrow A + p) = \int d\tau \Psi^{in}_{\gamma} T \Psi^{out}_{A}, \]

(8.12)
where $T$ is the scattering amplitude of a given dipole configuration with the target and the integral runs over all dipole configurations. For the moment we ignore kinematic factors.

The strength of this approach lies in the fact that the dipole scattering amplitude is the same for all processes. However, within this common framework there are many different formulations for the interaction amplitude $T$ that have been applied with varying degrees of success. In the rest of this section we first formulate the dipole model in more detail, obtaining the precise form for relations like (8.12), before discussing different formulations for the form of the dipole scattering amplitude. We start by discussing the dipole fluctuations themselves.

### 8.2.1 Dipole states

In the light-cone quantization approach [6], the vacuum state of the free Hamiltonian is also an eigenstate of the full Hamiltonian. Hence an eigenstate of the latter can be expanded in terms of the eigenstates of the free light-cone Hamiltonian, in which each free parton $i$ is characterized by its light-cone energy $k_i^+ = (k_i^0 + k_i^3)/2$, together with other appropriate variables. Hence a hadronic state $|\Psi\rangle$ can be expanded in the form

$$|\Psi\rangle = \sum_n \Psi_n |n\rangle,$$

(8.13)

where $\Psi_n$ are the light-cone wave functions of the hadronic state and each colour-singlet partonic state $|n\rangle$ is characterized by the transverse momenta $\vec{k}_{i,i}$ and helicities $\lambda_i$ of the partons $i$, together with their longitudinal momenta $k_i^+$. However, the diffractive eigenstates are believed to be those for which the partons have fixed impact parameters [7]. It will therefore be more convenient for what follows to choose a mixed configuration–momentum space description, in which the transverse momenta $\vec{k}_{i,i}$ are replaced by their conjugate transverse position vectors $\vec{b}_i$. At the same time, the light-cone energies $k_i^+$ are replaced by the fractional light-cone
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energies

\[ x_i = \frac{k_i^+}{P^+}, \quad \sum_i x_i = 1, \]  

(8.14)

where

\[ P^+ = \sum_i k_i^+ \quad P_\perp = \sum_i \vec{k}_\perp i \]

are the light-cone energy and transverse momentum of the hadron state. In other words, the expansion (8.13) takes the form

\[ |\Psi\rangle = \sum_i \Psi(x_i, \vec{b}_i, \lambda_i) |x_i, \vec{b}_i, \lambda_i\rangle, \]  

(8.15)

where the light-cone wave functions \( \Psi(x_i, \vec{b}_i, \lambda_i) \) are invariant under a Lorentz boost in the longitudinal \( z \)-direction.

In the colour-dipole model [4,5] we assume that a similar decomposition

\[ |\gamma^*\rangle_H = \sum \Psi_{q\bar{q}}|q\bar{q}\rangle + \sum |\Psi_{q\bar{q}g}|q\bar{q}g\rangle + \text{higher Fock states} \]  

(8.16)

can be applied to the hadronic fluctuations of the photon, and that, in the diffractive processes (8.11), the \( q\bar{q} \) states dominate. We shall discuss this approximation in more detail subsequently and will go beyond it in our discussion of the DDIS process. Denoting their transverse position vectors by \( \vec{b}_1 \) and \( \vec{b}_2 \) respectively, we define the impact vector of the pair by

\[ \vec{b} = \frac{1}{2}(\vec{b}_1 + \vec{b}_2) \quad b = |\vec{b}| \]  

(8.17)

and the relative transverse position vector by

\[ \vec{r} = \vec{b}_1 - \vec{b}_2 \quad r = |\vec{r}|, \]  

(8.18)

where \( r \) is referred to as the transverse size, or just the size, of the dipole. Finally, the expansion (8.16) becomes

\[ |\gamma^*, \lambda\rangle_H = \sum_{hh} \int d\vec{z} d^2\vec{r} \Psi_{h,\bar{h}}^{\gamma,\lambda}(\vec{r}, z)|z, \vec{b}_i, h, \bar{h}\rangle + \text{higher Fock states}, \]  

(8.19)

where \( \lambda \) is the photon helicity, \( h, \bar{h} \) are the helicities of the quark and antiquark respectively, and we have incorporated the fact that the probability of finding a particular \( q\bar{q} \) configuration is independent of its impact vector \( \vec{b} \).
8.2.2 The dipole cross section

We now consider the diffractive processes (8.11) shown in figure 8.2. Implicit in this diagram is the central assumption that, in the diffractive limit, the dipole states are eigenstates of the scattering operator, with spin-independent eigenvalues:

\[ \hat{T}|z, \vec{b}_i, h, \bar{h}\rangle = \tau(\vec{b}, s; z, \vec{r})|z, \vec{b}_i, h, \bar{h}\rangle. \]  \hspace{1cm} (8.20)

The corresponding amplitude for elastically scattering a dipole from the proton is given by

\[ A(s, \vec{r}, z, \vec{P}_\perp) = \int d^2\vec{b} \ e^{i\vec{P}_\perp \cdot \vec{b}} \langle z, \vec{b}_i, h, \bar{h}|\hat{T}|z, \vec{b}_i, h, \bar{h}\rangle, \]

where \( \vec{P}_\perp \) is the transverse momentum of the outgoing proton.

Appealing to the optical theorem (setting \( -t \approx \vec{P}_\perp^2 = 0 \)), we therefore refer to

\[ \sigma(s, r, z) = \int d^2\vec{b} \ \text{Im} \tau(\vec{b}, s; z, \vec{r}) \left| \frac{1}{s}\right| \]

as the ‘dipole cross section’ and interpret it as the total cross section for scattering a dipole of size \( r \) from a proton. Note that our notation makes explicit the assumption that the dipole cross section is independent of the dipole orientation and the helicities of the quark and antiquark.

8.2.3 Reaction cross sections

The dipole cross section is important because, given the light-cone wave functions, it is all that is required to calculate diffractive processes in the forward direction. The differential cross section for the exclusive process \( \gamma^* + p \rightarrow A + p \) is given by

\[ \frac{d\sigma}{dt}\bigg|_{t=0} = \frac{1}{16\pi s^2} |\langle A|\hat{T}|\gamma^*, \lambda\rangle(s, t = 0)|^2, \]  \hspace{1cm} (8.22)

where \( \lambda = L, T \) for longitudinal and transverse photons respectively. The forward amplitude can be expressed in terms of the scattering amplitude at fixed impact parameter \( \vec{b} \) by

\[ \langle A|\hat{T}|\gamma^*, \lambda\rangle(s, t = 0) = \int d^2\vec{b} \ \langle A|\hat{T}|\gamma^*, \lambda\rangle(s, \vec{b}), \]  \hspace{1cm} (8.23)

* A factor \( i \) is often inserted into the right-hand side of this equation, so that \( \tau(\vec{b}, s; z, \vec{r}) \) is real if the scattering amplitude is purely imaginary. We do not follow that convention here.
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which in turn is given by

\[
\langle A | \hat{T} | \gamma^*, \lambda \rangle (s, \vec{b}) = \sum_{h, \bar{h}} \int dz d^2\vec{r} \langle A | z, h, \bar{h}, h \rangle \langle \hat{T} | z, \bar{b}, h, \bar{h} \rangle \langle z, \bar{b}, h, \bar{h} | \gamma^*, \lambda \rangle,
\]  

(8.24)

where we have summed over all dipole configurations and neglected all higher Fock states. Using (8.19) and (8.21) together with (8.23), one obtains

\[
\text{Im} \langle A | \hat{T} | \gamma^*, \lambda \rangle (s, t = 0) = s \sum_{h, \bar{h}} \int dz d^2\vec{r} \left| \Psi^A_{h, \bar{h}}(\vec{r}, z) \right|^2 \left| \Psi^{\gamma, \lambda}_{h, \bar{h}}(\vec{r}, z) \right|^2 \sigma(s, r, z).
\]  

(8.25)

The forward differential cross section (8.22) can then be calculated by substituting (8.25) into (8.22) and either neglecting the correction from the real part of the amplitude or, preferably, estimating it using dispersion-relation techniques. The total reaction cross section is then usually estimated by assuming an exponential ansatz for the \( t \) dependence, giving

\[
\sigma_{L, T}(\gamma^* p \rightarrow A p) = \frac{1}{B} \left. \frac{d\sigma_{T,L}}{dt} \right|_{t=0},
\]  

(8.26)

and the value of the slope parameter \( B \) is taken from experiment. Some of the most interesting results are those obtained for the inclusive processes (8.4) (DIS) and (8.6) (DDIS), for which there exists a wealth of data as functions of \( x \) and \( Q^2 \) and, in the case of DDIS, of the mass of the diffractively produced state \( m_X^2 \). We start by considering the total virtual photoabsorption cross sections \( \sigma_{L, T}(\gamma^* p \rightarrow X) \) which define the proton structure functions

\[
2x F_1(x, Q^2) = \frac{Q^2}{4\pi^2 \alpha_{em}} \sigma_{T}, \quad F_2(x, Q^2) = \frac{Q^2}{4\pi^2 \alpha_{em}} (\sigma_L + \sigma_T).
\]  

(8.27)

From the optical theorem

\[
\sigma_{\lambda} = s^{-1} \text{Im} \langle \gamma^*, \lambda | \hat{T} | \gamma^*, \lambda \rangle (s, t = 0), \quad \lambda = L, T,
\]

which, together with (8.25), gives the result

\[
\sigma_{L, T}(x, Q^2) = \int dz d^2\vec{r} \left| \Psi^{L, T}_{\gamma}(r, z) \right|^2 \sigma(s, r, z),
\]  

(8.28)

where

\[
\left| \Psi^{L, T}_{\gamma}(r, z) \right|^2 \equiv \sum_{h, \bar{h}} \left| \Psi^{\gamma, L, T}_{h, \bar{h}}(\vec{r}, z) \right|^2.
\]  

(8.29)
Turning to the diffractive DIS reaction (8.6), we can express the final state as an incoherent sum over the diffractive eigenstates (that is dipole states):

\[
\left. \frac{d\sigma_{T,L}^D}{dt} \right|_{r=0} = \frac{1}{16\pi s^2} \sum_{\text{all dipoles}} |\langle \gamma^{T,L}|\hat{T}|z, r \rangle|^2
\]

and hence

\[
\left. \frac{d\sigma_{T,L}^D}{dt} \right|_{r=0} = \frac{1}{16\pi} \int dz d^2\vec{r} |\Psi_{\gamma}^{T,L}(r, z)|^2 \sigma^2(s, r, z).
\]

Note that this result includes a sum over all forward diffraction products \(X\), and hence over all corresponding masses \(m_X\), whereas experiments also measure the dependence on the mass \(m_X\). To make comparison with this requires more elaborate expressions, which we will introduce later. In addition, only that subset of the diffractive-dissociation final state that is composed exclusively of a quark–antiquark pair has been included in (8.31). As we shall see later, when we consider the case of large values of \(m_X\), we will need to go beyond this approximation.

### 8.3 Light-cone wave functions

We see from the above results that the crucial ingredients of the model are the colour-dipole cross section (8.21), which will be discussed in the following section, and the light-cone wave functions. Among the wave functions, those of the photon are particularly important, since they are the only wave functions required to calculate several of the most important processes, like DIS (8.4), DDIS (8.6) and virtual Compton scattering (8.7). Furthermore, while the photon light-cone wave functions can be calculated within QED, at least for small dipole sizes, the vector-meson wave functions are not reliably known and must be obtained from models.

The light-cone wave functions \(\Psi_{h,\bar{h}}(\vec{r}, z)\) in the mixed representation used in the dipole model are obtained from a two-dimensional Fourier transform

\[
\Psi_{h,\bar{h}}(\vec{r}, z) = \int \frac{d^2\vec{k}}{(2\pi)^2} e^{i\vec{k}\cdot\vec{r}} \Psi_{h,\bar{h}}(\vec{k}, z)
\]

of the momentum space light-cone wave functions \(\Psi_{h,\bar{h}}(\vec{k}, z)\). For small transverse separations it is reasonable to neglect gluonic interactions between the quark and antiquark in calculating the photon light-cone wave functions. The probability amplitude for the photon to fluctuate into a \(q\bar{q}\) pair in momentum space can then be calculated in lowest-order QED:

\[
\Psi_{h,\bar{h}}^{\gamma,q}(\vec{k}, z) = \sqrt{\frac{N_c}{4\pi}} \frac{u_h(k)}{\sqrt{z}} (ee_f\gamma_v \cdot e_\gamma) \frac{v_h(-k)}{\sqrt{1-z}} \Phi^\gamma(k, z),
\]
per fermion of charge $ee_f$. Here the $\varepsilon^\lambda$ are the polarization vectors of the photons, and the ‘scalar’ part of the photon light-cone wave function, $\Phi^\gamma$, is given by

$$
\Phi^\gamma(k, z) = \frac{z(1 - z)}{z(1 - z)Q^2 + k^2 + m_f^2}. \quad (8.34)
$$

This would be the photon light-cone wave function in a toy model of scalar quarks and photons.

For the vector mesons, the simplest approach is to assume the same vector current as in the photon case, with an additional (unknown) vertex factor $\Gamma^\lambda(k, z)$:

$$
\Psi_{h,\bar{h}}^{V,\lambda}(\vec{k}, z) = \sqrt{\frac{N_c}{4\pi}} \frac{u_h(k)}{\sqrt{z}} (\gamma, \varepsilon^\lambda \gamma) \frac{v_{\bar{h}}(-\vec{k})}{\sqrt{1 - z}} \Phi^\lambda(k, z), \quad (8.35)
$$

where the scalar part of the meson light-cone wave function is given by

$$
\Phi^\lambda(k, z) = \frac{z(1 - z)\Gamma^\lambda(k, z)}{-z(1 - z)M_V^2 + k^2 + m_f^2}. \quad (8.36)
$$

Different models are defined by specifying these scalar wave functions. In practice, it is common to choose the same functional form for $\Phi^\lambda_T$ and $\Phi^\lambda_L$; perhaps allowing the numerical parameters to differ.

Before considering the different cases in more detail, it is instructive to consider the longitudinal wave functions more explicitly. Using the polarization vectors

$$
\varepsilon^L_\gamma = \left( \frac{q^+}{Q}, \frac{Q}{q^+}, 0 \right) ; \quad \varepsilon^L_V = \left( \frac{v^+}{M_V}, -\frac{M_V}{v^+}, 0 \right), \quad (8.37)
$$

it follows that the longitudinal-photon light-cone wave function is

$$
\Psi_{h,\bar{h}}^{\gamma, L}(\vec{k}, z) = \sqrt{\frac{N_c}{4\pi}} \delta_{h, -\bar{h}} ee_f \left( \frac{2z(1 - z)Q}{k^2 + m_f^2 + z(1 - z)Q^2} - \frac{1}{Q} \right) \quad (8.38)
$$

and that of the vector meson is

$$
\Psi_{h,\bar{h}}^{V, L}(\vec{k}, z) = \sqrt{\frac{N_c}{4\pi}} \delta_{h, -\bar{h}} \left( \frac{z(1 - z)2M_V\Gamma(k, z)}{k^2 + m_f^2 - z(1 - z)M_V^2} + \frac{\Gamma(k, z)}{M_V} \right). \quad (8.39)
$$

On substituting (8.38) in (8.32) the second term of (8.38) leads to a dipole of vanishing size, which does not contribute to the cross section. This is in accord with gauge invariance. The same argument cannot be used to justify the omission of the second term in the meson wave function (8.39), since the latter has a $k$ dependence. In practice, this term is omitted in some models, but retained in others, as we will see. A discussion of the gauge-invariance issues surrounding this point can be found in [8].
The normalized photon light-cone wave functions resulting from (8.32) and (8.33) are
\[ \Psi_{\gamma,h,\bar{h}}^L (\vec{r}, z) = \sqrt{\frac{N_c}{4\pi}} \delta_{h,-\bar{h}} e_f 2z(1-z) Q \frac{K_0(\epsilon r)}{2\pi} \] (8.40)
and
\[ \Psi_{\gamma,T(h,\bar{h})}^T (\vec{r}, z) = \pm \sqrt{\frac{N_c}{2\pi}} e_f \epsilon \left( z \delta_{h,\bar{h}} - (1-z) \delta_{h,\bar{h}} \right) \frac{K_0(\epsilon r)}{2\pi}, \] (8.41)
where
\[ \epsilon^2 = z(1-z)Q^2 + m_f^2 \] (8.42)
and \( K_0(x) \) and \( K_1(x) = -\partial_x K_0(x) \) are modified Bessel functions [9] with the asymptotic behaviours
\[ K_0(x) \approx \left( \frac{\pi}{2x} \right)^{1/2} e^{-x} \approx K_1(x) \quad x \to \infty, \] (8.43)
\[ K_0(x) \approx -\log x \quad K_1(x) \approx x^{-1} \quad x \to 0. \] (8.44)

The dipole size \( \vec{r} \) has been written in polar form \((r, \theta_r)\) and the notation for the quark and antiquark helicities is such that if the photon helicity is \( \pm 1 \), then the term proportional to \( z \) forces the quark to have helicity \( \pm \frac{1}{2} \) and the antiquark to have helicity \( \mp \frac{1}{2} \). The term proportional to \( 1-z \) simply swaps the quark and antiquark and the term proportional to \( m_f \) is the helicity-flip term for which the quark and antiquark have equal helicities.

The corresponding results for the spin-summed wave functions (8.29), which are required to evaluate the structure functions (8.27), are
\[ |\Psi_{\gamma,L}^L (r, z)|^2 = \frac{6}{\pi^2} \alpha_{em} \sum_{f=1}^{n_f} e_f^2 Q^2 z^2 (1-z)^2 K_0^2(\epsilon r), \] (8.45)
\[ |\Psi_{\gamma,T}^T (r, z)|^2 = \frac{3}{2\pi^2} \alpha_{em} \sum_{f=1}^{n_f} e_f^2 \left\{ [z^2 + (1-z)^2] \epsilon^2 K_1^2(\epsilon r) + m_f^2 K_0^2(\epsilon r) \right\}, \] (8.46)
where the sum is over all \( n_f \) quark flavours \( f \).

It follows from (8.43) that the wave functions decrease exponentially with \( r \) at large \( Q^2 \) and fixed \( z \). Specifically
\[ \Psi(r, z) \sim \exp[-r Q z(1-z)], \]
provided $Q^2z(1-z) \gg m_f^2$, so that only small dipoles can contribute unless $z$ is close to its end-point values 0 or 1. As can be seen from (8.40) and (8.41), these end-points are suppressed for the longitudinal but not for the transverse case. This is the origin of the statement that longitudinal photon processes are more inherently perturbative than transverse photon processes, other things being equal.

For low $Q^2$ the situation is different. In particular, for $Q^2 = 0, \epsilon = m_f$, and the wave functions fall off as $\exp(-m_f r)$ for large $r$. Hence, for light quarks in particular, large dipoles with $r \approx m_f^{-1}$ can contribute.

At this point we need to remind ourselves that the above perturbative calculation of the wave function makes no sense for large dipoles, since for $r > 1$ fm strong forces between the quarks obviously play an important role, leading to confinement. In this region a $q\bar{q}$ picture only makes sense if we consider constituent quarks, and vector-dominance ideas seem a more appropriate guide than perturbative QCD. In particular, it is well known that generalized vector dominance (GVD) models [10] can describe the nucleon structure function data in the transition region $0 \leq Q^2 \leq 10$ GeV$^2$, from photoproduction to scaling. However, as shown in [11], this success only extends to nuclei if the off-diagonal version [12] is used. Frankfurt et al [13] have studied the pattern of scattering eigenstates in this model, calculating the probability $P(\sigma, Q^2)$ for the photon to interact with the target with a scattering cross section $\sigma$. As we shall see in the next section, for small dipoles where perturbative ideas are applicable, the dipole cross section is approximately proportional to $r^2$, while the behaviour of the wave functions is controlled by (8.44). Using these properties and changing the integration variable from $r$ to $\sigma$, it is easily shown from (8.28) that for transverse photons, $P(\sigma, Q^2) \propto \sigma^{-1}$, independent of $Q^2$. Frankfurt et al [13] found approximately the same behaviour in the GVD model for small $\sigma$. However, as $\sigma$ increases to the size of typical hadronic cross sections, there are peaks in $P(\sigma, Q^2)$ at small $Q^2$ that die away as $Q^2$ increases and which it is reasonable to associate qualitatively with vector meson states. For a discussion of the relation between GVD models and the dipole approach, see [14].

In order to reproduce this behaviour qualitatively, Forshaw, Kerley and Shaw (FKS) [15] chose a light-quark mass corresponding roughly to the constituent mass and modified the QED wave function by multiplying it by an adjustable Gaussian enhancement factor:

$$|\Psi_{\gamma}^{T,L}(r,z)|^2 \rightarrow |\Psi_{\gamma}^{T,L}(r,z)|^2 f(r),$$

where

$$f(r) = \frac{1 + B \exp(-c^2(r-R)^2)}{1 + B \exp(-c^2R^2)}.$$
This purely phenomenological form enables the width and height of the enhancement to be controlled independently while keeping the enhancement localized at typical hadronic sizes $r \sim 1$ fm. The effect of this is conveniently summarized by integrating out the angular and $z$ dependence in (8.25) and (8.28) to give

$$\sigma_{\text{total}}^{\gamma^* p} = \int dz \, d^2 r \left( |\Psi_T(z, r)|^2 + |\Psi_L(z, r)|^2 \right) \sigma(s, r, z) = \frac{12}{\pi} \alpha_{\text{em}} \int dr \, H(r, Q^2) \sigma(s, r),$$

(8.49)

where $\sigma_{\text{total}}^{\gamma^* p}$ is the sum of the transverse and longitudinal photon cross sections. In the last line we have made the common assumption that the dipole cross section is independent of $z$ and this is reflected in the slight change in notation. The resulting behaviour of $H(r, Q^2)$ for the final parameter values (which were obtained by fitting to total cross section data) is shown in figure 8.3. As can be seen, the enhancement is important for very low $Q^2$, but decreases rapidly as $Q^2$ increases.

Other authors do not in general include an explicit enhancement factor, but achieve a similar but broader enhancement by varying the quark mass. Choosing a smaller quark mass increases the wave function at all large $r$, while leaving it almost unchanged at small $r$, as illustrated in figure 8.3. Golec-Biernat and Wüsthoff [16,17], for example, used $m_f^2 = 0.02$ GeV$^2$, so that $m_f$ is comparable to the pion mass. In practice [18] the difference between these two approaches only becomes important when analysing real photoabsorption data, mainly that from fixed-target experiments [19].
In summary, the photon wave functions are well determined at small $r$, while their magnitude at large $r$ is model-dependent. It is partly because of this that DDIS data are so important, since they and DIS together involve essentially different combinations of wave function and cross section, as can be seen by comparing (8.28) and (8.31).

### 8.3.2 Vector-meson wave functions

We next turn to the vector-meson wave functions, which from (8.32) and (8.35) can be written in the forms

$$
\Psi_{h,\bar{h}}^{V,T(\gamma=\pm)}(\vec{r}, z) = \pm \sqrt{\frac{N_c}{4\pi}} \frac{\sqrt{2}}{z(1-z)} \times \left[ i e^{\pm i\theta}(z\delta_{h,\bar{h}}\mp \delta_{h,\bar{h}}\mp)\partial_r + m_f \delta_{h,\bar{h}}\mp \right] \phi_T(r, z)
$$

(8.50)

and

$$
\Psi_{h,\bar{h}}^{V,L}(\vec{r}, z) = \sqrt{\frac{N_c}{4\pi}} \frac{1}{M_V z(1-z)}[z(1-z)M_V^2 + \delta \times (m_f^2 - \nabla_r^2)]\phi_L(r, z),
$$

(8.51)

where $\nabla_r^2 \equiv \frac{1}{r} \partial_r + \partial_r^2$. Note that the second term in square brackets, which occurs in the longitudinal meson case, is a direct consequence of keeping the second term in (8.39) and is omitted or kept depending on whether the parameter $\delta = 0$ or 1.

The scalar parts of the wave functions $\phi_L,T(r, z)$ are model-dependent. However, they are subject to two constraints. The first is the normalization condition [20,21]

$$
1 = \sum_{h,\bar{h}} \int \frac{d^2\vec{k}}{(2\pi)^2} dz |\Psi_{h,\bar{h}}^{V,T}(\vec{k}, z)|^2 = \sum_{h,\bar{h}} \int d^2\vec{r} dz |\Psi_{h,\bar{h}}^{V,L}(\vec{r}, z)|^2,
$$

(8.52)

which embodies the assumption that the meson is composed solely of $q\bar{q}$ pairs. Note that this normalization is consistent with (8.25) and differs by a factor $4\pi$ relative to the conventional light-cone normalization.

The second constraint comes from the electronic decay width of the vector meson [21,22], and can be expressed directly in terms of the scalar parts of the wave functions:

$$
f_V M_V = \frac{N_c}{\pi} \hat{e}_f \int_0^1 \frac{dz}{z(1-z)} [z(1-z)M_V^2 + \delta \times (m_f^2 - \nabla_r^2)]\phi_L(r, z)|_{r=0}
$$

(8.53)
and

\[ f_V M_V = -\frac{N_c \hat{e}_f}{2\pi} \int_0^1 \frac{dz}{z(1-z)^2} \left[ (z^2 + (1-z)^2) \nabla^2_r - m_f^2 \right] \phi_T(r, z) \bigg|_{r=0}, \]

(8.54)

assuming that \( r \phi_{L,T}(r, z) \to 0 \) at \( r = 0 \) and \( r = \infty \). The couplings \( f_V \) of the mesons to the electromagnetic current are determined from the experimentally measured leptonic decay widths \( \Gamma_{V \to e^+e^-} \) using \( 3M_V \Gamma_{V \to e^+e^-} = 4\pi \alpha_{em}^2 f^2 \). In (8.53) and (8.54) \( \hat{e}_f \) is the effective electronic charge arising from the sum over quark flavours in the meson: \( \hat{e}_f = \sqrt{\frac{1}{2}, \frac{1}{3} and \frac{2}{3} \} \) for the \( \rho, \phi \) and \( J/\psi \) respectively.

In what follows we shall confine ourselves to two particular models for the scalar parts of the vector-meson wave functions: the Dosch, Gousset, Kulzinger, Pirner (DGKP) model and the boosted-wave-function model. Our treatment will be brief, and much more detailed formulae can be found in [22], [23] and [24].

**DGKP meson wave function**  In the DGKP approach [22], the \( r \) and \( z \) dependence of the wave function are assumed to factorize. We note that the theoretical analysis of Halperin and Zhitnitsky [25] shows that such a factorizing ansatz must break down at the end-points of \( z \). However, since the latter are suppressed in the DGKP wave function this has no practical consequence. Specifically, the scalar wave function is given by

\[ \phi_{\lambda}(r, z) = G(r) f_{\lambda}(z)(1-z). \]

(8.55)

(Note that DGKP do not actually include the factor \( z(1-z) \) in the scalar wave function. This is because they define the scalar wave function to be the right-hand side of (8.36) divided by \( z(1-z). \)) A Gaussian dependence on \( r \) is assumed,

\[ G(r) = \frac{\pi f_V}{N_c \hat{e}_f M_V} e^{-\frac{1}{2} \omega^2_r r^2}, \]

(8.56)

and \( f_{\lambda}(z) \) is given by the Bauer–Stech–Wirbel model [26]:

\[ f_{\lambda}(z) = N_{\lambda} \sqrt{z(1-z)} e^{-M^2_V (z-\frac{1}{2})^2/2\omega^2_z}. \]

(8.57)

Dosch et al set \( \delta = 0 \) in (8.51), which is equivalent to neglecting the second term in (8.39).

For a particular quark mass, the free parameters of the DGKP wave function can be determined from the constraints (8.52)–(8.54). The resulting behaviour [24] of the \( \rho \) wave functions is shown in figure 8.4. The wave functions peak at \( z = \frac{1}{2} \) and \( r = 0 \), and go rapidly to zero as \( z \to 0, 1 \) and \( r \to \infty \), so that large dipoles are suppressed. From the figures, we see that the transverse wave function has a
broader distribution than the longitudinal wave function. The $\phi$ wave functions are qualitatively similar to, but slightly more sharply peaked than, the $\rho$ wave functions.

**Boosted wave functions** In this approach, the scalar part of the wave function is obtained by taking a given wave function in the meson rest-frame. This is then boosted into a light-cone wave function using the Brodsky–Huang–Lepage prescription, in which the expressions for the off-shellness in the centre-of-mass and light-cone frames are equated [27] or, equivalently, the expressions for the invariant mass of the $q\bar{q}$ pair in the centre-of-mass and light-cone frames are equated [28].

The simplest version of this approach assumes a simple Gaussian wave function in the meson rest-frame. Alternatively, Nemchik et al [23] have supplemented this by adding a hard ‘Coulomb’ contribution to give an improved description of the rest-frame wave function at small $r$. However, as discussed in [24], this results in an unphysical singularity in the light-cone wave functions at $r = 0$, $z = \frac{1}{2}$. In what follows, therefore, we confine ourselves to the simple case of a boosted Gaussian wave function. We refer to [23,24] for details of this procedure. Here we simply state the result, which is that the meson light-cone wave functions are given by (8.51), (8.50) with $\delta = 1$ and the scalar wave functions $\phi_\lambda(r,z)$:

$$\phi_\lambda(r,z) = N_\lambda \ 4z(1-z)\sqrt{2\pi} R^2 \exp \left(-\frac{m_f^2 R^2}{8 z(1-z)}\right) \exp \left(-\frac{2z(1-z)r^2}{R^2}\right).$$

(8.58)

Like the DGKP wave function discussed above, for a given quark mass the boosted Gaussian wave function contains two free parameters which can be determined from the constraints (8.52)–(8.54).
The behaviour of the resulting $\rho$ wave functions is shown in figure 8.5. On comparing this with figure 8.4 one sees that they are qualitatively similar to those obtained in the DGKP case but that the peaks are a little less pronounced.

In figure 8.6, the corresponding wave functions for the $J/\psi$ meson are shown. As expected, the larger charm mass ensures that these wave functions are more tightly peaked around $z = \frac{1}{2}$ and $r = 0$.

8.4 The dipole cross section

Different versions of the colour-dipole model are characterized by different forms for the dipole cross section (8.21). In choosing them, authors are guided by perturbative QCD for small dipoles, and hadron dominance for large dipoles. The free parameters, which are invariably needed, are usually determined by fitting to the
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Figure 8.7. Dipole evolution via gluon emission,

copious and high-precision DIS data, and the resulting dipole cross section is then used to make predictions for other processes. The most stringent test comes from comparison to the DDIS data, for reasons mentioned earlier. In what follows, we will focus mainly on models which have provided successful predictions for DDIS. First, however, we will discuss the theoretical expectations for small dipoles, where perturbative QCD is expected to be appropriate.

8.4.1 Small dipoles and QCD

Physically, a small dipole created far upstream of the target proton may evolve to a more complicated state through partonic radiation. To leading order in the number of colours, the original dipole may branch into two dipoles as a consequence of gluon emission, as illustrated in figure 8.7. These two dipoles may then also radiate additional gluons and by the time the fluctuation reaches the target proton the original dipole may have evolved into a system of many dipoles. The amount of evolution clearly depends upon the evolution time of the dipole system and this in turn is controlled by the overall centre-of-mass energy or, more conveniently, the rapidity

\[ Y = \frac{1}{2} \log \left( \frac{E + p_z}{E - p_z} \right) \approx \frac{1}{2} \log \left( \frac{s}{s_0} \right) \]

in the diffractive limit.

That we can describe the dipole evolution in terms of a classical branching process needs some justification. It follows from the assumption that the radiation of a gluon always takes place off a long-lived state, so that the emission is independent of the prior history of the state; that is the timescale of emission is much less than the lifetime of the state which is doing the emitting. The lifetime of the relevant emitter (a dipole) is determined by the rapidity interval into which the emission can take place and provided this is large enough we are justified in our use of this dipole branching picture. We therefore can view the evolution of the original dipole as an evolution in rapidity, and given the probability that a particular dipole branches into a pair of dipoles we can immediately write down the appropriate evolution equation.

The probability that a dipole whose ends are located at transverse positions \((\vec{x}, \vec{y})\) will emit a gluon at transverse position \(\vec{z}\), thereby creating two dipoles at \((\vec{x}, \vec{z})\) and \((\vec{y}, \vec{z})\), is

\[ dP = \frac{N_c \alpha_s}{\pi} dY \frac{d^2z}{2\pi} \frac{(\vec{x} - \vec{y})^2}{(\vec{x} - \vec{z})^2(\vec{y} - \vec{z})^2}, \]  

(8.59)
where $dY$ is the rapidity interval into which the gluon is emitted \[5,29,30\]. Consequently, the cross section for a dipole $(\vec{x}, \vec{y})$ to interact with the target satisfies the equation

$$\frac{\partial \sigma(\vec{x}, \vec{y}, Y)}{\partial Y} = \frac{N_c \alpha_s}{\pi} \int \frac{d^2 \vec{z}}{2\pi} \frac{\vec{x} - \vec{y}^2}{(\vec{x} - \vec{z})^2(\vec{y} - \vec{z})^2} \times (\sigma(\vec{x}, \vec{z}, Y) + \sigma(\vec{y}, \vec{z}, Y) - \sigma(\vec{x}, \vec{y}, Y)).$$

(8.60)

The first two terms express the fact that the original dipole may branch into two, one or other of which may then scatter off the proton, whilst the last term reflects the fact that after emission the original dipole is destroyed. Note that the possibility that both newly-created dipoles might scatter off the proton is not included in this equation. We might expect this approximation to break down if the dipole cross section is too large. This is indeed the case and we shall return to this issue in the following subsection.

Given the dipole cross section at some $Y = Y_0$, (8.60) allows us to compute it at all other values of $Y$ under the assumption that $Y, Y_0 \gg 1$. In fact, (8.60) is none other than the dipole form of the Balitsky, Fadin, Kuraev, Lipatov (BFKL) equation \[31,32\] which correctly sums all of the leading logarithms in energy to all orders, that is all terms $\sim (\alpha_s Y)^n$. (Note that (8.60) does not actually depend upon us making the leading $N_c$ approximation.) In summing multi-gluon emissions into the dipole cross section we are effectively including some of the higher-Fock components in the photon wave function, in particular those components which contain leading logarithms in energy.

Making contact with the discussion in section 8.2.2, the dipole cross section of (8.60) is simply

$$\sigma(\vec{x}, \vec{y}, Y) = \frac{\text{Im} \tau(\vec{b}, s; \vec{r})}{s}$$

(8.61)

with $\vec{x} - \vec{y} = \vec{r}$ and $\frac{1}{2}(\vec{x} + \vec{y}) = \vec{b}$.

It is worth remarking here that, for non-diagonal processes such as the electroproduction of vector mesons, there is an asymmetry in the dipole evolution. This asymmetry is beyond the leading logarithmic approximation and as such it is only appropriate to speak of a truly universal dipole cross section within this approximation. Beyond leading logarithms, it is more appropriate to use a formalism which builds in the off-diagonal nature of scattering amplitudes from the start, such as is provided by the so-called skewed parton distribution functions: see chapter 9.

Let us now turn to another way to view the dipole cross section in perturbative QCD. Equations (8.27) and (8.28) determine the structure function $F_2(x, Q^2)$ in terms of
the photon wave function and the dipole cross section. Now the $Q^2$ evolution equations of Dokshitzer, Gribov, Lipatov, Altarelli and Parisi (DGLAP) tell us that [33]

$$\frac{\partial F_2(x, Q^2)}{\partial \log Q^2} \approx \sum_q e_q^2 \frac{\alpha_s}{2\pi} \int_x^1 dz \ G(x/z, Q^2) P_{qg}(z),$$

(8.62)

where $G(x, Q^2)$ is the gluon momentum density, $P_{qg}(z) = \frac{1}{2} (z^2 + (1 - z)^2)$ and $e_q$ is the electric charge of a quark, $q$, in units of the electron charge. This approximation is reasonable in the small-$x$ region where the gluon density is dominant. Formally, it is correct in the double leading logarithmic approximation (DLLA) where all terms proportional to $(\alpha_s \log Q^2 \log(1/x))^n$ are summed. Equating the dipole prediction for $\partial F_2/\partial \log Q^2$ (using (8.27), (8.28), (8.45)) with the DGLAP prediction of (8.62), implies that

$$\sigma(s, r) \approx \pi^2 \alpha_s^3 r^2 G(x, A^2/r^2).$$

(8.63)

The constant $A$ is not determined in DLLA, although numerical studies indicate that $A \approx 3$.

The equivalence of the BFKL and DGLAP approaches in the double logarithmic region is evident in that (8.60), with the aid of (8.63), reduces to

$$\frac{\partial G(x, 1/r^2)}{\partial \log(1/x)} \approx \frac{N_c \alpha_s}{\pi} \int_{b > r} \frac{db^2}{b^2} G(x, 1/b^2)$$

(8.64)

in the double logarithmic approximation, which corresponds to the region where the emitted dipole is much larger than the parent dipole. This is just the DGLAP evolution of the gluon in the double logarithmic approximation.

Equation (8.63) informs us that as $r \to 0$ so $\sigma(s, r) \to r^2$ modulo logarithmic corrections. This property of the dipole cross section means that small dipoles tend to cut through the target without hindrance and goes by the name of ‘colour transparency’: see chapter 11. It is a key property that is included in all models of the dipole cross section.

### 8.4.2 Non-linear dynamics and saturation

For small enough dipoles, perturbative QCD anticipates that the dipole cross section should rise with increasing $s$. Equation (8.60) is a linear evolution equation: dipoles branch to produce more dipoles and the result is a dipole cross section which grows exponentially with rapidity, that is $\sigma \sim \exp(\lambda Y)$ where $\lambda = (N_c \alpha_s / \pi) 4 \log 2$. Eventually, as the dipole cross section rises, non-linear effects will necessarily become relevant. In the last section we noticed this effect when, in writing
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down (8.60), we acknowledged that it ignored the possibility that both newly-created dipoles could scatter off the proton. If we assume that the two dipoles scatter independently off the proton, then we can immediately generalize (8.60). In terms of the $S$-matrix $S(\vec{x}, \vec{y}, Y)$ for scattering a dipole ($\vec{x}, \vec{y}$) off a proton at rapidity $Y$, independent scattering implies that

$$\frac{\partial S(\vec{x}, \vec{y}, Y)}{\partial Y} = \frac{N_c \alpha_s}{\pi} \int \frac{d^2z}{2\pi} \frac{(\vec{x} - \vec{z})^2}{(\vec{x} - \vec{z})(\vec{y} - \vec{z})^2} \times (S(\vec{x}, \vec{z}, Y)S(\vec{y}, \vec{z}, Y) - S(\vec{x}, \vec{y}, Y)).$$  (8.65)

The first term now expresses the possibility that the newly-created dipoles can each either scatter off the proton or pass through it without any scattering. Substituting for $1 - S(\vec{x}, \vec{y}, Y) = \frac{1}{2} \sigma(\vec{x}, \vec{y}, Y)$, which follows from (8.21), (8.61) and the fact that

$$\sigma(s, r) = 2 \int d^2b \ (1 - S(\vec{x}, \vec{y}, Y)),$$  (8.66)

we can write (8.65) as

$$\frac{\partial \sigma(\vec{x}, \vec{y}, Y)}{\partial Y} = \frac{N_c \alpha_s}{\pi} \int \frac{d^2z}{2\pi} \frac{(\vec{x} - \vec{y})^2}{(\vec{x} - \vec{z})(\vec{y} - \vec{z})^2} \times (\sigma(\vec{x}, \vec{z}, Y) + \sigma(\vec{y}, \vec{z}, Y) - \sigma(\vec{x}, \vec{y}, Y) - \frac{1}{2} \sigma(\vec{x}, \vec{z}, Y)\sigma(\vec{y}, \vec{z}, Y)).$$  (8.67)

This is the Balitsky–Kovchegov (BK) equation [34,35]. The assumption of independent scattering is a strong one but can be expected to capture at least some of the essential physics. To go beyond this approximation takes us into the domain of the ‘colour glass condensate’ (CGC), which is a subject whose details lie beyond the scope of this chapter. We refer to the review articles [36–38] for the details and here restrict ourselves to providing a very brief overview that we present at the end of this subsection.

The non-linear term in the BK equation has the effect of reducing (or ‘saturating’) the dipole cross section at large $Y$. Although we focus on the BK equation here, we ought to stress that the idea of saturation through non-linear gluon dynamics is not new [39]. For sufficiently small dipoles, the non-linear effects are unimportant. Conversely, dipoles larger in size than some ‘saturation radius’, $r_s(x)$, feel the non-linear dynamics. We expect that $r(x)$ ought to push to lower values as $x$ decreases, reflecting the rapid rise of the dipole cross section with decreasing $x$. Detailed analysis using the next-to-leading order (NLO) BFKL equation to determine where non-linear effects should become important indicates that $r(x)^2 \sim x^\lambda$, where $\lambda \approx 0.3$ [40]. However, the question of precisely when saturation dynamics becomes relevant is one that has eluded theoretical efforts to date. One of the
predictions of the BK equation is that, for \( r > r_s(x) \), the dipole cross section should only depend upon the geometrical scaling variable \( r/r_s(x) \).

It is interesting to note that although the BK equation guarantees that the scattering probability at fixed impact parameter does not violate unitarity, it does not necessarily follow that unitarity is preserved in the sense of the amplitude as a whole (that is, in the sense of the Froissart bound). There remains a perturbative tail out to large impact parameters which is power-like and which generates a growth of the cross section stronger than that implied by unitarity. For further discussion we refer to [41,42].

Many authors [16,18,43–45] have formulated dipole models which incorporate gluon saturation effects in an approximate manner. In this chapter, we will concentrate on two saturation models whose parameters have been determined by fitting to the precise DIS data.

**The GW saturation model** The model of Golec-Biernat and Wüsthoff (GW) [16,17] combines the approximate behaviour \( \sigma \propto r^2 \) at small \( r \) together with a purely phenomenological implementation of the anticipated saturation dynamics which also satisfies geometric scaling. The dipole cross section takes the attractively simple form:

\[
\sigma = \sigma_0 \left[ 1 - \exp \left( \frac{-r^2 Q_0^2}{4(x_{\text{mod}}/x_0)^{\lambda}} \right) \right].
\]  

(8.68)

Here \( Q_0 = 1 \) GeV and \( x_{\text{mod}} \) is a modified Bjorken variable,

\[
x_{\text{mod}} = x \left( 1 + \frac{4m_f^2}{Q^2} \right),
\]  

(8.69)

where \( m_f \) is the quark mass. The three free parameters \( x_0, \sigma_0 \) and \( \lambda \) were determined using a purely perturbative photon wave function, which is somewhat enhanced at large \( r \)-values by the use of a light quark mass somewhat smaller than the constituent mass. The fit to data on the \( F_2 \) structure function yielded \( \sigma_0 = 29.12 \) mb, \( \lambda = 0.277 \) and \( x_0 = 0.41 \times 10^{-4} \), with quark masses 0.14 GeV for the light quarks and 1.5 GeV for the charm quark.

The resulting behaviour of the dipole cross section is illustrated in the left-hand panel of figure 8.8. (The curves marked ‘FKS’ will be discussed in the next subsection.) As can be seen, the dipole cross section is characterized by a rapid increase with decreasing \( x \) for small \( r \), changing to a softer \( x \) dependence as \( r \) increases beyond the ‘saturation radius’

\[
r_s(x) = \frac{2}{Q_0} \left( \frac{x_{\text{mod}}}{x_0} \right)^{\lambda/2}.
\]  

(8.70)
Saturation arises because of the decrease of the saturation radius with decreasing $x$. Let us consider a dipole of fixed transverse size $r$. If $r < r_s(x)$, the dipole cross section increases rapidly as $x$ decreases. However, this rapid rise switches to a softer $x$ dependence when $x$ becomes so small that $r_s(x)$ itself decreases below the fixed dipole size $r$. In the figure, this manifests itself in the fact that the softer $x$ dependence sets in at a lower value of $r$ at the lower value of $Q^2$. In the language of the gluon density, $G(x, 1/r^2)$, saturation means that the steep rise as $x$ decreases is tamed as $Q^2$ falls, and that the taming is deferred to lower $x$ as $Q^2$ increases.

We note that a subsequent refinement of the GW model takes into account corrections due to DGLAP evolution at large $Q^2$ [46].

The CGC model The dipole model of Iancu et al [43] can be thought of as a development of the GW saturation model. Though still largely a phenomenological parametrization, Iancu et al do argue that it contains the main features of the CGC regime, where the gluon densities are high and non-linear effects become important. In particular, they take

$$
\sigma = 2\pi R^2 N_0 \left( \frac{r Q_s}{2} \right)^2 \left[ \gamma_s + \log(2/r Q_s)/(\kappa \lambda \log(1/x)) \right] \quad \text{for } r Q_s \leq 2
$$

$$
= 2\pi R^2 \left[ 1 - \exp\left[ -a \log^2(br Q_s) \right] \right] \quad \text{for } r Q_s > 2 ,
$$

(8.71)

where the saturation scale $Q_s(x) \equiv (x_0/x)^{1/2}$ GeV. The coefficients $a$ and $b$ are uniquely determined by ensuring continuity of the cross section and its first derivative at $r Q_s = 2$. For $r Q_s < 2$ the solution matches that of the leading order BFKL equation and fixes $\gamma_s = 0.63$ and $\kappa = 9.9$. The coefficient $N_0$ is strongly correlated to the definition of the saturation scale and Iancu et al found that the quality of fit...
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Figure 8.9. The Wilson line contributing to a high-energy quark passing through the colour field of the proton.

to $F_2$ data is only weakly dependent upon its value. For a fixed value of $N_0$, there are therefore three parameters which need to be fixed by a fit to the data, that is $x_0$, $\lambda$ and $R$. In this chapter, we take $N_0 = 0.7$ and a light quark mass of $m_q = 140$ MeV, for which the fit values are $x_0 = 2.67 \times 10^{-5}$, $\lambda = 0.253$ and $R = 0.641$ fm. The CGC dipole cross section is shown in the right-hand panel of figure 8.8. It is very similar to the GW dipole cross section and we show only the predictions of the CGC model when comparing to data.

The colour glass condensate

The dipole cross section can be obtained by averaging the product of the two Wilson lines, which correspond to the quark–antiquark dipole, over all colour configurations of the proton, that is,

$$S(\vec{x}, \vec{y}, Y) = \frac{1}{N_c} \langle V^\dagger(\vec{x})_{ij} V(\vec{y})_{ji} \rangle,$$

(8.72)

where

$$V^\dagger_{ij}(\vec{x}) = P \exp \left( ig \int_{-\infty}^{\infty} dx^+ A_a(x^+, \vec{x}) \gamma^a_{ij} \right)$$

(8.73)

is the Wilson line for a right-moving ($x^- \approx 0$) quark at fixed $\vec{x}$, as represented in figure 8.9. $P$ denotes that the fields $A_a(x^+)$ are ordered from left to right in order of descending $x^+$ and the angled brackets in (8.72) indicate an average over gluon fields in the proton. In this way the essential gluon dynamics is associated with the proton, which is natural in a frame where the proton is left-moving and at much larger rapidity than the right-moving dipole. In (8.73), the interaction with the gluon field of the proton is of eikonal type and as such implicitly assumes that the gluon field is sufficiently soft, that is it is dominated by Fourier components that are small compared to the energy of the quark – we expect this to hold in the diffractive limit [47].

The field averaging at rapidity $Y$ can be formulated as a functional integral with a weight functional $W_Y[A^-]$. Generally this functional cannot be evaluated. However, further progress can be made since the evolution of $W_Y[A^-]$ in rapidity can be computed in perturbative QCD. This is the Jalilian-Marian, Iancu, McLerran, Weigert, Leonidov, Kouner (JIMWLK) evolution equation which lies at the heart
of the CGC approach [48]:

\[
\frac{\partial W_Y[\alpha]}{\partial Y} = \frac{1}{2} \int_{x,y} \delta a^a(x) \eta^{ab}(\bar{x}, \bar{y}) \delta W_Y[\alpha],
\]

where

\[
\eta^{ab}(\bar{x}, \bar{y}) = \frac{1}{\pi} \int \frac{d^2 \vec{z} \cdot (\vec{x} - \vec{z}) \cdot (\vec{y} - \vec{z})}{(2\pi)^2 (\vec{x} - \vec{z})^2 (\vec{y} - \vec{z})^2}
\times \left(1 + \tilde{V}^\dagger(\bar{x}) \tilde{V}(\bar{y}) - \tilde{V}^\dagger(\bar{x}) \tilde{V}(\bar{z}) - \tilde{V}^\dagger(\bar{z}) \tilde{V}(\bar{y})\right)^{ab}
\]

and \(\tilde{V}^\dagger(\bar{x})\) is defined analogously to (8.73) but is in the adjoint representation. As rapidity increases, JIMWLK accounts for the fact that more and more gluon emissions can take place and that eventually, as a result of the non-linear gluon dynamics, the proton saturates with gluons.

The dipole DIS S-matrix is thus given by

\[
S(\vec{x}, \vec{y}, Y) = \frac{1}{N_c} \int [D\alpha]\, V^\dagger(\bar{x})_{ij}[\alpha]V(\bar{y})_{ji}[\alpha] W_Y[\alpha]
\]

and hence its evolution satisfies the equation

\[
\frac{\partial S(\vec{x}, \vec{y}, Y)}{\partial Y} = \frac{1}{N_c} \int [D\alpha]\, V^\dagger(\bar{x})_{ij}[\alpha]V(\bar{y})_{ji}[\alpha] \frac{\partial W_Y[\alpha]}{\partial Y}.
\]

Substituting for the Wilson lines and performing the functional derivatives in (8.74) yields the Balitsky equation [35]:

\[
\frac{\partial S(\vec{x}, \vec{y}, Y)}{\partial Y} = \frac{N_c \alpha_s}{\pi} \int \frac{d^2 \vec{z} \cdot (\vec{x} - \vec{y})^2}{2\pi (\vec{x} - \vec{z})^2 (\vec{y} - \vec{z})^2}
\times \left(\frac{1}{N_c^2} (V^\dagger(\bar{x})_{ij} V(\bar{z})_{ji} V^\dagger(\bar{z})_{kl} V(\bar{y})_{lk}) - S(\vec{x}, \vec{y}, Y)\right).
\]

This equation reduces to the BK equation (8.67) if one assumes that the average over the product of Wilson loops is the product of the averages. Otherwise, the evolution equation is not closed but rather the first equation in an infinite hierarchy.

The BFKL equation (8.60) emerges on expanding in the Wilson lines to lowest order in the strong coupling.

### 8.4.3 Regge dipole models

With the discovery of ‘hard diffraction’ at HERA, it became clear that diffractive photoprocesses could no longer be described by the exchange of a single Regge pole, the ‘soft pomeron’, characterized by the trajectory (8.1). One possible interpretation is that there is a new phenomenon – ‘hard diffraction’ – which becomes dominant
for hard enough scales and large enough energies. If one assumes that this can also be approximated by a Regge pole, then one is led to the hypothesis of two pomerons: the soft pomeron (8.1) which dominates in hadronic diffraction and some ‘soft’ photoprocesses; and a second pomeron, the ‘hard pomeron’, which dominates for hard enough scales and large enough energies. This hypothesis has been explored by Donnachie and Landshoff [49], who obtained an excellent fit to data on the proton structure function, the charmed structure function and $J/\psi$ production using a hard pomeron trajectory

$$\alpha_P(t) \approx 1.42 + 0.10 \, t.$$  

The varying energy dependence (8.9) observed in diffractive photoprocesses then arises from the varying relative importance of these two contributions.

The same hypothesis has also been used in the context of GVD models by Kerley and Shaw [50], who argued that the hard-pomeron term must be associated with long-lived fluctuations of the photon with very large invariant masses. In the context of dipole models, such heavy long-lived states are naturally associated with small dipoles, with correspondingly large components of the quark’s transverse momentum leading to large expectation values for the dipole invariant mass. These ideas led FKS [15] to propose a two-component Regge model for the dipole cross section of the form

$$\sigma(s, r) = \sigma_{\text{soft}}(s, r) + \sigma_{\text{hard}}(s, r).$$  \hspace{1cm} (8.79)

The soft term has a weaker energy dependence, $\sigma_{\text{soft}} \sim s^{0.06}$, than the hard term, $\sigma_{\text{hard}} \sim s^{0.44}$, with the hard term most important at low $r$ ($\sigma_{\text{hard}} \sim r^2$) and the soft term dominant at large $r$.

The free parameters in both the dipole cross section and the photon wave function were determined by fitting to DIS and real photoabsorption data, with the FKS model using a photon wave function incorporating the enhancement factor (8.48). The resulting dipole cross section is shown in figure 8.10. As can be seen, as $s$ increases the dipole cross section grows most rapidly for small $r$, where the hard term dominates, eventually exceeding the typically hadronic cross section found for dipoles of large $r \approx 1$ fm. This rise should be tamed, sooner or later, by saturation effects. However, such saturation effects are not included in the FKS model, or in any two-component Regge model. For comparison, we show the FKS dipole cross section in each of the panels in figure 8.8. The non-monotonicity at $W = 300$ GeV is a direct consequence of not including any saturation.

Other parametrizations of similar form have been presented by Donnachie and Dosch [51], who obtained successful predictions for a variety of reactions, but did not consider DDIS, and by Forshaw and Shaw [18].
The Forshaw–Shaw (FS2004) approach is identical in philosophy to the original model of FKS in that it is a sum of hard and soft components. Since we shall use the FS2004 form of the dipole cross section to make comparisons to data in the next section we shall be a little more explicit. Most importantly, FS2004 can serve either as an unsaturated Regge model or as a saturation model, depending on how one of the parameters is determined.

The dipole cross section is assumed to satisfy the simple form

$$\sigma = A_H r^2 x_m^{-\lambda_H} \text{ for } r < r_0 \text{ and }$$

$$= A_S x_m^{-\lambda_S} \text{ for } r > r_1,$$

(8.80)

where

$$x_m = \frac{Q^2}{Q^2 + W^2} \left(1 + \frac{4m^2}{Q^2}\right).$$

(8.81)

For light-quark dipoles, the quark mass $m$ is a parameter in the fit, whilst for charm quark dipoles the mass is fixed at 1.4 GeV.

In the intermediate region $r_0 \leq r \leq r_1$ one has to interpolate linearly between the two forms of (8.80). Whether this is a Regge-inspired model or a saturation model depends entirely upon the way in which the boundary parameter $r_0$ is determined.

If the boundary parameter $r_0$ is kept constant, then the parametrization reduces to a sum of two powers, as might be predicted in a two-pomeron approach. It is plainly unsaturated, with the dipole cross section obtained at small $r$-values growing rapidly with increasing $s$ at fixed $Q^2$ (or equivalently with decreasing $x$) without damping of any kind. We shall henceforth call this the **FS2004 Regge model**.
Alternatively, saturation can be introduced by adopting a device previously utilized in [47]. Instead of taking $r_0$ to be fixed one determines it to be the value at which the hard component is some fixed fraction of the soft component, that is

$$\sigma(s, r_0)/\sigma(s, r_1) = f,$$  \hspace{1cm} (8.82)

and treat $f$ instead of $r_0$ as a fitting parameter. This introduces no new parameters. However, the scale $r_0$ now moves to lower values as $x$ decreases, and the rapid growth of the dipole cross section at a fixed value of $r$ begins to be damped as soon as $r_0$ becomes smaller than $r$. In this sense saturation effects are modelled, albeit crudely, with $r_0$ the saturation radius. We shall henceforth call this the FS2004 saturation model.

8.5 Dipole phenomenology

It is now time to confront the dipole model predictions to the data. First, the precise data on DIS will be used to pin down the parameters of a particular dipole model. Afterwards, one is able to make predictions for other observables involving few, if any, additional parameters. Apart from wanting to examine how the dipole formalism fares against the data, we would like to exploit the universality of the formalism to test explicit theoretical ideas against the widest-possible variety of data. In particular, it is most interesting to inquire whether the data provide evidence for saturation dynamics or whether a two-component Regge model is successful.

It may well be that the Regge approach with two pomeron poles is the most appropriate description of the data with non-linear saturation effects entering at energies beyond those accessed in experiment so far. On the other hand, one might take the view that there is only a single pomeron pole with an intercept substantially above unity (or an even more complicated $j$-plane analytic structure) and that in order to explain the data saturation dynamics enters, at low scales there being more saturation than at higher scales. Both of these rather general approaches can at least qualitatively explain why the energy dependence of the data is as it is. The two-pomeron approach attributes the more steeply rising cross section at higher $Q^2$ to the increasing role of the harder pomeron whilst the saturation model approach attributes this steepening to the diminishing role of saturation effects.

To this end we shall now compare the CGC and FS2004 models with the available data.

8.5.1 Analysis of the structure function data

We shall first discuss the fits to the DIS data [52] in the kinematic range

$$0.045 \text{ GeV}^2 < Q^2 < 45 \text{ GeV}^2 \quad x \leq 0.01.$$  \hspace{1cm} (8.83)
Figure 8.11. Comparison of the FS2004 dipole model to a subset of DIS data [52]. Upper: No saturation fits. FS2004 Regge dipole fit (dashed line) and (solid line) a fit of the same model to data in the restricted range $5 \times 10^{-4} < x < 10^{-2}$, extrapolated over the whole $x$-range $x < 0.01$. Lower: Saturation fits. FS2004 saturation fit (solid line) and the CGC dipole model (dot-dashed line).

As the parameters of the CGC fit to data have already been presented, let us turn to the FS2004 fits.

**Regge fits to DIS data** The best fit obtained using the FS2004 Regge model (that is without saturation) is shown as the dashed line in figure 8.11 (upper) and the parameter values are listed in table 8.1. While the values of the Regge exponents $\lambda_S$ and $\lambda_H$ and of the boundary parameters $r_0$ and $r_1$ are eminently sensible, the quality
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A possible reason for this failure is suggested by figure 8.11 (upper). At fixed-$Q^2$, the poor $\chi^2$ arises because the fit has much too flat an energy dependence at the larger $x$ values for all except the lowest $Q^2$ value. This could be corrected by increasing the proportion of the hard term, but this necessarily would lead to a steeper dependence at the lower $x$ values at all $Q^2$. This interpretation is confirmed by the solid curve in figure 8.11 (upper), which shows the result of fitting only to data in the range $5 \times 10^{-4} < x < 10^{-2}$, and then extrapolating the fit to lower $x$ values, corresponding to higher energies at fixed $Q^2$. As can be seen, this leads to a much steeper dependence at these lower $x$ values than is allowed by the data at all $Q^2$. An obvious way to solve this problem is by introducing saturation at high energies, to dampen this rise. We shall discuss this in the next subsection.

Another way to alleviate the problem would be to multiply the dipole cross section by a factor $(1 - x)^\delta$. Such a correction is clearly beyond the control of the Regge approach and is anticipated in a partonic approach. However, even with $\delta$ as large as 20, the fit is still not satisfactory. The problem could also be eliminated by restricting the fitted region to $x \leq 10^{-3}$. In our view, there is no justification for this as the non-diffractive contributions are already small at $x \approx 0.01$, the $(1 - x)^\delta$ correction providing an example of this.

Saturation fits to DIS The best-fit parameter values for what we refer to as our FS2004 saturation model are listed in table 8.2 corresponding to a $\chi^2$/data point of 155/156. The corresponding fits to the data are shown in figure 8.11 (lower). Also shown are the very similar results obtained using the CGC model [45].

It is clear from these results that the introduction of saturation into the FS2004 model immediately removes the tension between the soft and hard components which is so disfavoured by the data. However, it is important to note that this conclusion relies on the inclusion of the data in the low-$Q^2$ region: both the Regge and saturation

<table>
<thead>
<tr>
<th>$A_H$</th>
<th>0.650</th>
<th>$\lambda_H$</th>
<th>0.338</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_S$</td>
<td>58.42</td>
<td>$\lambda_S$</td>
<td>0.0664</td>
</tr>
<tr>
<td>$r_1$</td>
<td>4.844</td>
<td>$r_0$</td>
<td>0.872</td>
</tr>
<tr>
<td>$m$</td>
<td>0.223</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 8.1. Parameters for the FS2004 Regge model in the appropriate GeV-based units.

of the fit is not good, corresponding to a $\chi^2$/data point of 428/156. One might worry that this merely demonstrates a failure of this admittedly simple parametrization. However, we have attempted to fit the data with other Regge inspired models, including the original FKS parametrization, but without success.
models yield satisfactory fits if we restrict the fit to $Q^2 \geq 2\text{GeV}^2$, with $\chi^2$/data point values of 78/86 and 68/86 respectively.

### 8.5.2 Diffractive deep inelastic scattering

We are now ready to compare the predictions of the FS2004 and CGC models with data on DDIS.

**Kinematics of diffraction** The generic diagram of the DDIS process (8.6) is shown in figure 8.12. In addition to the standard DIS variables $x$ and $Q^2$, there are two other kinematic variables: $t$, the squared four-momentum transfer to the proton, and $m_X^2$, the invariant mass of the diffractively produced state. In addition, it is useful to introduce two further variables:

$$x_{IP} = \frac{q \cdot (p - p')}{q \cdot p} \simeq \frac{m_X^2 + Q^2}{W^2 + Q^2},$$

$$\beta = \frac{Q^2}{2q \cdot (p - p')} = \frac{x}{x_{IP}} \simeq \frac{Q^2}{m_X^2 + Q^2}. \quad (8.84)$$

In the infinite momentum frame, $x_{IP}$ gives the fraction of the longitudinal proton momentum taken from the proton vertex by the diffractive exchange, while $\beta$ gives...
the fraction of $x_{IP}$ transferred to the struck quark. Hence the product $x_{IP} \beta$ gives the fraction of the (longitudinal) momentum of the proton possessed by the struck quark, that is $x = x_{IP} \beta$. The approximate relations included in (8.84) hold good in the diffractive regime of high $s$.

As in DIS, the differential cross sections observed in DDIS are expressed in terms of structure functions which characterize the interaction of the exchanged photon with the hadronic system. Specifically, the transverse and longitudinal diffractive structure functions $F^{D(4)}_T$ and $F^{D(4)}_L$ are defined by

$$\frac{d^4\sigma(ep \rightarrow eXp)}{dx dQ^2 dx_{IP} dt} = \frac{4\pi\alpha^2}{xQ^4} \left[ \left(1 - y + \frac{y^2}{2}\right) F^{D(4)}_T - (1 - y) F^{D(4)}_L \right], \quad (8.85)$$

where $y$ is the usual DIS variable $y = q \cdot p / k \cdot p$. The sum of the transverse and longitudinal structure functions defines

$$F^{D(4)}_2 = F^{D(4)}_T + F^{D(4)}_L. \quad (8.86)$$

All three structure functions $F^{D(4)}_i$ are expressed in terms of the associated virtual photon cross sections by a relation analogous to (8.27) in inclusive DIS:

$$F^{D(4)}_i(t, x_{IP}, \beta, Q^2) = \frac{Q^2}{4\pi^2\alpha} \frac{d\sigma_{\gamma^* p \rightarrow Xp}}{dx_p dt}, \quad (8.87)$$

where $i = 2, T, L$. We shall be interested in the structure functions

$$F^{D(3)}_2, F^{D(3)}_T, F^{D(3)}_L, \quad (8.88)$$

which are obtained by integrating the corresponding $F^{D(4)}_i$ over the momentum transfer $|t|$. As for exclusive processes, this is often done using the empirical parametrization

$$\frac{d\sigma}{dt} = \left. \frac{d\sigma}{dt} \right|_{t=0} \exp(-B|t|). \quad (8.89)$$

**Dipole model predictions** The contribution due to quark–antiquark dipoles to $F^{D(3)}_{L,T}$ can be obtained from a momentum space treatment, as described in [17,53]. Here we shall simply quote the result.

First we introduce the definitions

$$\Phi_{0,1} = \left( \int_0^\infty r dr K_{0,1}(er)\sigma(x_p, r)J_{0,1}(kr) \right)^2, \quad (8.90)$$
where $k^2 = m_X^2 z (1 - z) + m_f^2$. Note the shift in notation for the dipole cross section to emphasize that the relevant energy is that determined by $x_{IP}$. The diffractive structure functions are then given by

$$x_{IP} F_{D(3)}^{q\bar{q}, L}(Q^2, \beta, x_{IP}) = \frac{3Q^6}{32\pi^4 \beta B} \cdot \sum_f e_f^2 \cdot 2 \int_{z_0}^{1/2} dz z^3 (1 - z)^3 \Phi_0,$$

(8.91)

and

$$x_{IP} F_{D(3)}^{q\bar{q}, T}(Q^2, \beta, x_{IP}) = \frac{3Q^4}{128\pi^4 \beta B} \cdot \sum_f e_f^2 \cdot 2 \int_{z_0}^{1/2} dz z (1 - z) \times \left\{ \epsilon^2 [z^2 + (1 - z)^2] \Phi_1 + m_f^2 \Phi_0 \right\},$$

(8.92)

for the longitudinal and transverse components respectively. The lower limit of the integral over $z$ is given by $z_0 = (1/2)(1 - \sqrt{1 - 4m_f^2/m_X^2})$ (which ensures that $k^2 > 0$) and $B$ is the slope parameter.

If we are to confront the data at low values of $\beta$, corresponding to large invariant masses $m_X$, it is necessary to also include a contribution from the higher Fock state $q\bar{q}g$. We can estimate this contribution using an effective ‘two-gluon dipole’ approximation due to Wüsthoff [17,53], as illustrated in figure 8.13.

This gives

$$x_{IP} F_{D(3)}^{q\bar{q}g, T}(Q^2, \beta, x_{IP}) = \frac{81\beta \alpha_s}{512\pi^5 B} \sum_f e_f^2 \int_\beta^1 \frac{d\theta}{(1 - \theta)^3} \left[ \left( 1 - \frac{\beta}{\theta} \right)^2 + \left( \frac{\beta}{\theta} \right)^2 \right]$$

$$\times \int_0^{(1-\theta)Q^2} dk_t^2 \log \left( \frac{(1 - \theta)Q^2}{k_t^2} \right)$$

$$\times \left[ \int_0^\infty u du \sigma(u/k_t, x_{IP})K_2 \left( \sqrt{\frac{\theta}{1 - \theta} u^2} \right) J_2(u) \right]^2,$$

(8.93)
where, following [54], we have inserted a missing factor of $\frac{1}{2}$ compared with the expression in [17]. The light-cone variable

$$z = \frac{\theta k_t^2}{1 - \theta Q^2}$$

and $u = k_t r$. Note in particular that the normalization of this component is rather uncertain.

**Comparison with experiment** The predictions obtained from the above formulae for DDIS involve no adjustment of the dipole cross sections used to describe the $F_2$ data. However, we are free to adjust the forward slope for inclusive diffraction, $B$, within the range acceptable to experiment, which means that the overall normalization of $F_2^{D(3)}$ is free to vary slightly. We choose the rather low value of $B = 4.5 \text{ GeV}^{-2}$ in what follows. We are also somewhat free to vary the value of $\alpha_s$ used to define the normalization of the $q\bar{q}g$ component, which is important at low values of $\beta$. Rather arbitrarily we take $\alpha_s = 0.1$.

In principle, if evidence for saturation is seen in the DIS data, then it should also be detectable at some level in DDIS data.

As we have seen, there is a characteristic difference in the predictions of the Regge and saturation models for the energy dependence of the DIS structure function $F_2$ at...
fixed $Q^2$. If DIS and DDIS are described by the same dipole cross section, then there should be corresponding differences in the predictions for the energy dependence of the diffractive structure function $F_2^{D(3)}$ at fixed $Q^2$ and fixed diffractively produced mass $m_X$. In other words, it should be seen in the $x_{IP}$ dependence at fixed $Q^2$ and fixed $\beta$.

In figure 8.14 we show the predictions of our new FS2004 Regge and saturation models for the $x_{IP}$ dependence of the structure function $F_2^{D(3)}$ at fixed $Q^2$ and $\beta$, together with the corresponding predictions of the CGC model. In doing so, we have chosen to focus on $\beta$ values in the intermediate range where the predictions are relatively insensitive to the $q\bar{q}g$ term and to the large-$r$ behaviour of the photon wave function, which are both rather uncertain. There is, however, still some freedom in the choice of slope parameter, and hence in the absolute normalization. As can be seen there is, as expected, a characteristically different energy dependence of the Regge model and the two saturation models. There is a hint that the saturation models are preferred, but more accuracy is required in order to make a more positive statement.

In figure 8.15 we show the $\beta$ dependence at fixed $x_{IP}$ and $Q^2$. Although this is unlikely to exhibit saturation effects in a transparent way, it is nonetheless a significant test of the dipole models discussed, because different size dipoles enter in markedly different relative weightings to the DIS case. For $\beta \geq 0.4$, where the $q\bar{q}$ dominates, it is clear that the Regge dipole and both saturation models are
Figure 8.16. Breakdown of the various contributions to $F_2^{D(3)}$ (in the CGC model). Solid line is the total contribution, short dashed line is the $q\bar{q}$ contribution (light quarks only), dash-dotted line is the $q\bar{q}g$ contribution and the long dashed line is the $c\bar{c}$ contribution. Top: $Q^2 = 8.5 \text{ GeV}^2$; bottom: $Q^2 = 15 \text{ GeV}^2$; and in each case $x_{IP} = 0.003$. Preliminary data are from [55].

compatible with the data, given the uncertainty in normalization associated with the value of the slope parameter mentioned above. At the lowest $\beta$ values, where the model-dependent $q\bar{q}g$ component is dominant, there is a discrepancy between the data and the predictions of all three models, which can only be removed by reducing the value of $\alpha_s$ well below the value assumed.

Finally, figure 8.16 explicitly shows the contribution from the light quark–antiquark dipoles. The majority of the remaining contribution comes from the $q\bar{q}g$ term and there is a small contribution from charm quark–antiquark dipoles. As can be seen, in the intermediate- to high-$\beta$ region, where the $q\bar{q}g$ contribution is negligible, the predictions agree well with the data. However, the $q\bar{q}g$ contribution can be seen to dominate, as expected, for small $\beta$, corresponding to diffractively produced states with invariant mass $m_X^2 > Q^2$. The breakdown is qualitatively similar in other dipole models.

### 8.5.3 Deeply virtual Compton scattering

DVCS on protons, $\gamma^* p \rightarrow \gamma p$, is seen as an important reaction for the study of diffraction in QCD, despite the obvious difficulty in measuring it. In the standard QCD approach the amplitude is described at large $Q^2$ by skewed parton distributions, corresponding to operator products evaluated between protons of unequal
momenta, as discussed in chapter 9. Furthermore, it offers an opportunity to access directly the real part of the diffractive amplitude, which is difficult to measure in other ways. To see this, we note that virtual Compton scattering is accessed experimentally through the leptonic process:

\[
e^{\pm}(k) + p(p) \rightarrow e^{\pm}(k') + p(p') + \gamma(q'),
\]

where the four-momenta of the incoming and outgoing particles are given in brackets. As well as DVCS, the Bethe–Heitler (BH) process, in which the photon is radiated by the initial or final state lepton, also contributes to the DVCS amplitude. In particular, interference terms between these two contributions can be detected by measuring asymmetries defined in the target rest-frame with respect to the azimuthal angle \(\phi\) between the electron scattering plane and the plane defined by the virtual photon and the outgoing proton momenta. Because the BH amplitude is itself real, for the case of unpolarized electron scattering from an unpolarized target, these interference terms are sensitive to the real part of the diffractive amplitude.

We will not discuss the asymmetries further, because they have not yet been measured, but refer to Balitsky and Kuchina [56] for their detailed definitions and to Freund and McDermott [57] for predictions of their magnitudes in the dipole model. However, data integrated over \(\phi\) are available for unpolarized particles. In this case the interference term between the two processes vanishes in the limit of large \(Q^2\), so that the differential cross section can be written as:

\[
\frac{d^2\sigma}{dydQ^2} = \frac{d^2\sigma_{DVCS}}{dydQ^2} + \frac{d^2\sigma_{BH}}{dydQ^2}.
\]

Here \(y \approx (Q^2 + W^2)/S\) is the fraction of the incoming electron energy carried by the virtual photon, where \(S = (k + p)^2\) is the square of the lepton–proton centre-of-mass energy and we have neglected the lepton and proton masses. The BH contribution is essentially known in terms of the Dirac and Pauli form factors (for example see (18) and (27) of [58]) and can be easily calculated and subtracted from the total to leave the DVCS cross section

\[
\frac{d^2\sigma_{DVCS}}{dWdQ^2} = \frac{\alpha_{em}}{\pi Q^2 W}[1 + (1 - y)^2] \sigma(\gamma^*p \rightarrow \gamma p)
\]

in a form convenient for comparing to dipole predictions for \(\sigma(\gamma^*p \rightarrow \gamma p)\).

**Dipole predictions** The imaginary part of the DVCS amplitude at zero momentum transfer is given by

\[
\text{Im} A_{DVCS}(W^2, Q^2, t = 0) = \int dz \int d^2r \ \Psi_{\gamma}^T(r, z, Q^2) \sigma(s, r) \Psi_{\gamma}^T(r, z, 0).
\]
We have here made explicit the dependence of the photon wave function upon the photon virtuality. Thus dipole models provide predictions for this process with no adjustable parameters beyond those used to describe DIS and DDIS. However, before comparing these predictions with experiment, some general comments are worth making.

Firstly, only transverse virtual photons contribute to this amplitude, because the final photon is necessarily transverse, and the dipoles scatter without changing helicity. In addition, (8.96) indicates that DVCS is a good probe of the transition between soft and hard regimes in the dipole model. This is because DVCS is more sensitive to large dipoles than DIS at the same $Q^2$, because of the presence of the real-photon wave function in the amplitude. Finally we note that although (8.96) contains no adjustable parameters, a value of the badly-determined slope parameter $B$ must be assumed in order to turn the predictions for the forward amplitude into predictions for the cross section. For this reason, the normalization is uncertain.

In figure 8.17, we compare the predictions of the FS2004 Regge and saturation models and the CGC model with H1 data [59], using a value $B = 7$ GeV$^{-2}$ for the slope parameter. Bearing in mind the normalization uncertainty, the agreement is excellent for all three models, although significant differences between the saturated and unsaturated models appear when the predictions are extrapolated to higher energies, as one would expect.

### 8.5.4 Vector-meson production

We next consider the diffractive vector-meson production reactions, that is

$$\gamma^*(q) + p(p) \rightarrow V(q') + p(p') \quad V = \rho, \phi \text{ or } J/\psi. \quad (8.97)$$

In these processes the choice of vector meson, as well as of different photon virtualities, allows one to explore contributions from dipoles of different transverse sizes [60]. The process also has the advantage that there is a wide range of available data, including data on the ratio of the contributions from longitudinal and transverse photons, obtained from the angular distribution of the vector-meson decay products. It ought also to provide important information on the poorly-known light-cone wave functions of the vector mesons.

Here we will again confine ourselves to the CGC model and the FS2004 Regge and saturation models. We will show predictions corresponding to the boosted Gaussian wave functions discussed in section 8.3, without adjustment of parameters to fit the data. In comparing with data, one must always bear in mind the uncertainties in the wave functions, and also in the empirical slope parameter $B$. A more detailed study of these issues can be found in [24].
Figure 8.17. Comparison of the predictions of the FS2004 Regge fit (dashed line), the FS2004 saturation fit (solid line) and CGC fit (dot-dashed line) with the DVCS data [59]. The upper plot shows the $W$ dependence at $Q^2 = 4.5$ GeV$^2$. The lower plot shows the $Q^2$ dependence at $W = 75$ GeV.

Production of $\rho$ and $\phi$ In figure 8.18 we show the predictions of the three models for $\rho$ production. A correction for the real parts is included, as discussed in [24], and it is typically less than 20%. The parametrization of [61] is used for the $B$ parameter, that is (in appropriate GeV-based units)

$$B = 0.60 \left( \frac{14}{(Q^2 + M_V^2)^{0.26}} + 1 \right). \quad (8.98)$$

Note that the flatness of the CGC prediction at $Q^2 = 0$ is a consequence of using the modified $x$ variable of (8.69). The original CGC fit was performed without this
Figure 8.18. Comparison of the predictions of the FS2004 Regge fit (dashed line), the FS2004 saturation fit (solid line) and CGC fit (dot-dashed line) to the $\rho$ meson data. The upper plot shows the $W$ dependence at $Q^2 = 0$ GeV$^2$, $Q^2 = 3.5$ GeV$^2$ and $Q^2 = 13$ GeV$^2$ [62]. The lower plot shows the $Q^2$ dependence at $W = 75$ GeV [63].

modification but to higher-$Q^2$ DIS data. Some modification is clearly needed if we are to try to extrapolate to lower $Q^2$ otherwise the cross section diverges. The quark-mass correction is sensible and does not spoil the agreement with the DIS data.

The data on $\phi$ meson production are qualitatively very similar to those for the $\rho$.

8.6 Conclusions

In this chapter we have shown how the high-energy interactions of a photon with a hadron can be described within the framework of the colour-dipole model. The
space-time structure of the physics allows a factorization of all scattering amplitudes in a way which allows one to view the interaction as the scattering of a colour dipole off the proton. This dipole scattering is universal and provides the unifying link between all high-energy photon–nucleon reactions. In other words, once the dipole cross section is known one is in a position to predict a wide range of observables. QCD provides the basis on which to compute the dipole cross section and we have spent some time exploring the underlying theory. At sufficiently high energies the dipole cross section should saturate, and it is one of the principal goals of experiment to probe for this new non-linear QCD dynamics. We have compared models of the dipole cross section which include and exclude saturation to a very wide range of data collected at the DESY ep collider HERA. One of the aims of such a comparison is to assess the extent to which the data are able to reveal the onset of saturation. Subject to the caveat that we have only considered QCD inspired models for the dipole cross section, and not models which have a rigorous quantitative basis in QCD, we have shown that the data do provide tentative evidence in favour of the models which include saturation.
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Generalized parton distributions (GPDs) have been recognized as a versatile tool to investigate and describe the structure of hadrons at the quark–gluon level. They are closely related to conventional parton distributions and also to hadronic form factors, but contain information that cannot be accessed with either of these quantities. Important areas where GPDs can provide new insight are the spatial distribution of quarks and gluons within a hadron and the contribution of quark orbital angular momentum to the nucleon spin. In this chapter we present the basics of the theory of GPDs, the dynamics they encode and the efforts of phenomenology and experiment to measure them in exclusive scattering processes. We do not attempt to give a comprehensive account of the vast literature and refer to the reviews [1–5] for more detailed discussion and references.

Experimental access to GPDs is provided in suitable hard scattering processes with exclusive final states, especially in processes initiated by a highly virtual photon. Recall that the cross section for inclusive deep inelastic scattering (DIS) is related to the amplitude for forward Compton scattering, $\gamma^* p \rightarrow \gamma^* p$, via the optical theorem. In the Bjorken limit of large $Q^2 = -q^2$ at fixed $x_B = Q^2/(2pq)$, this amplitude factorizes into a short-distance process involving quarks and gluons and the usual parton distributions which encode the structure of the target hadron at quark–gluon level. At leading order in $\alpha_s$ one then obtains the handbag diagram in figure 9.1(a) with $p' = p$ and $q' = q$. In appropriate kinematics this type of factorization generalizes to the non-forward amplitude which can appear in exclusive processes. One such example is $ep \rightarrow ep\gamma$, called deeply virtual Compton scattering (DVCS), where the photon with momentum $q'$ is real and one takes the limit of large $Q^2$ at fixed $x_B$ and fixed squared momentum transfer $t = (p - p')^2$. The long-distance dynamics is now encoded in generalized parton distributions which
involve the different hadron states before and after the scattering. Not only can the hadron momenta differ but also their polarization, and one may also have the transition from one hadron to another. Each of these degrees of freedom opens a way to study important aspects of hadron structure, as we will see in the following.

Crossing symmetry relates Compton scattering with the annihilation of two photons into a hadron–antihadron pair. An analogous pattern of factorization, shown in figure 9.1(b), is found in the limit where at least one of the photons goes far off-shell at fixed invariant mass $s = (p + p')^2$ of the produced hadrons. This leads to quantities describing the hadronization of a quark–antiquark pair into the final state. These generalized distribution amplitudes are connected to GPDs by $s$–$t$ crossing. At the same time they are direct extensions of the light-cone distribution amplitudes for, say, a single-pion state which occur in two-photon annihilation $\gamma^*\gamma \rightarrow \pi^0$.

### 9.1 Properties and physics of GPDs

#### 9.1.1 Definitions and basics

The usual parton distributions are expectation values of quark or gluon operators for a given hadron state. Their generalizations describe the matrix elements of the same operators, but between different hadron states. To describe partons it is useful to introduce light-cone coordinates $v^\pm = (v^0 \pm v^3)/\sqrt{2}$ and the transverse part $\vec{v} = (v^1, v^2)$ of a four-vector $v$, where we define the scalar product such that $\vec{v}^2 \geq 0$. Note that a plus-momentum $p^+$ becomes proportional to the longitudinal momentum of a particle in the infinite-momentum frame, where $p^3 \rightarrow \infty$ and where the parton picture is most immediate. Fractions of plus-momentum (often called ‘momentum fractions’ for ease of language) are invariant under boosts in the $z$-direction. For the generalized quark distributions in the nucleon one can
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\[ F_q = \frac{1}{2} \int \frac{dz}{2\pi} e^{ixP^+z} \left[ \bar{q} \left( -\frac{1}{2}z \right) \gamma^+ q \left( \frac{1}{2}z \right) |p\right]_{z^+=0, \bar{z}=\bar{0}}, \]
\[ \tilde{F}_q = \frac{1}{2} \int \frac{dz}{2\pi} e^{ixP^+z} \left[ \bar{q} \left( -\frac{1}{2}z \right) \gamma^+ \gamma_5 q \left( \frac{1}{2}z \right) |p\right]_{z^+=0, \bar{z}=\bar{0}}, \]
\[ H^q(x, \xi, t) \tilde{u}(p') \gamma^+ u(p) + E^q(x, \xi, t) \tilde{u}(p') \frac{\bar{\sigma}^a \Delta_a}{2m} u(p), \]
\[ \tilde{H}^q(x, \xi, t) \tilde{u}(p') \gamma^+ \gamma_5 u(p) + \tilde{E}^q(x, \xi, t) \tilde{u}(p') \frac{\gamma_5 \Delta^+}{2m} u(p), \] (9.1)

where we omit the polarization dependence of the hadron states and spinors for brevity. As a shorthand for different quark flavour combinations we will use \( H^{u+d} = H^u + H^d \) etc. We write

\[ P = \frac{1}{2}(p + p'), \quad \Delta = p' - p, \quad t = (p' - p)^2, \] (9.2)

and \( m \) for the nucleon mass. The plus-momentum transfer to the proton is described by the skewness parameter \( \xi = (p - p')^+/(p + p')^+ \). As a consequence of Lorenz invariance the GPDs \( H, E, \tilde{H}, \tilde{E} \) only depend on \( t \) and on the momentum fractions \( x \) and \( \xi \) relative to the average hadron momentum \( P \). These definitions hold in light-cone gauge \( A^+ = 0 \). In other gauges a Wilson line, or gauge link, has to be inserted between the antiquark and quark fields \( \bar{q}(-\frac{1}{2}z) \) and \( q(\frac{1}{2}z) \) as explained in chapter 7.

There are three distinct regions in \( x \) for a given value of \( \xi \), as shown in figure 9.2. We assume \( \xi > 0 \) here, which is the case of relevance in the physical processes studied so far. For \( \xi < x < 1 \), GPDs describe the emission of a quark by the incoming hadron and its absorption by the outgoing one. For \(-1 < x < -\xi \) one has emission and absorption of an antiquark. In the central region \(-\xi < x < \xi \), which has no analogue in the usual parton distributions, one has the emission of a quark–antiquark pair from the initial hadron. Following the pattern of evolution one refers to \( \xi < x < 1 \) and \(-1 < x < -\xi \) as Dokshitzer, Gribov, Lipatov, Altrarelli,
Parisi (DGLAP) regions, and to $-\xi < x < \xi$ as the Efremov, Radyushkin, Brodsky, Lepage (ERBL), region, as explained in section 9.1.5. The parton interpretation can be made explicit in light-cone quantization (see [7] for an introduction in the context of parton distributions). In this formalism the quark field appearing in (9.1) can be Fourier expanded in terms of quark annihilation and antiquark creation operators, $b$ and $d^\dagger$, which come with factors $e^{-iz^+k^+}$ and $e^{iz^+k^+}$ respectively. Here $k^+$ is constrained to be non-negative, as $k^0 + k^3$ must be for a positive-energy state on mass shell. The three regions in figure 9.2 then select the terms $dd^\dagger$, $db$, $b^\dagger b$, respectively.

In the forward limit $p = p'$ the GPDs $H^q$ and $\tilde{H}^q$ become the usual parton distribution functions (see chapter 7). For $x > 0$ one has

$$
H^q(x, 0, 0) = q(x), \quad H^q(-x, 0, 0) = -\bar{q}(x),
$$

$$
\tilde{H}^q(x, 0, 0) = \Delta q(x), \quad \tilde{H}^q(-x, 0, 0) = \Delta \bar{q}(x)
$$

in terms of the unpolarized and polarized quark distributions $q(x)$ and $\Delta q(x)$ and their analogues $\bar{q}(x)$ and $\Delta \bar{q}(x)$ for antiquarks. $E^q$ and $\tilde{E}^q$ are multiplied with $p' - p$ in their definitions, so that they decouple in the forward limit and are invisible in processes where the usual parton densities are accessed. The combinations $H^q(x, \xi, t) - H^q(-x, \xi, t)$ and $\tilde{H}^q(x, \xi, t) + \tilde{H}^q(-x, \xi, t)$ describe the exchange of positive $C$ parity in the $t$-channel; in the forward limit they are the sum of quark and antiquark distributions. In turn, $H^q(x, \xi, t) + H^q(-x, \xi, t)$ and $\tilde{H}^q(x, \xi, t) - \tilde{H}^q(-x, \xi, t)$ correspond to negative $C$ parity in the $t$ channel. The relevant combinations for $E$ are as for $H$, and those for $\tilde{E}$ are as for $\tilde{H}$.

For gluons we have definitions similar to those in the quark sector:

$$
F^g = \frac{1}{P^+} \int \frac{dz^-}{2\pi} e^{ixp^+z^-} \langle p' | G^{+\mu} \left( -\frac{1}{2}z \right) G^{+\mu} \left( \frac{1}{2}z \right) | p \rangle |_{z^+=0, \bar{z} = \bar{0}},
$$

$$
F^g = \frac{1}{2P^+} \left[ H^g(x, \xi, t) \bar{u}(p')\gamma^+u(p) + E^g(x, \xi, t) \bar{u}(p')\frac{i\sigma^{+\alpha}\Delta_{\alpha}}{2m}u(p) \right],
$$

$$
\tilde{F}^g = -\frac{i}{P^+} \int \frac{dz^-}{2\pi} e^{ixp^+z^-} \langle p' | G^{+\mu} \left( -\frac{1}{2}z \right) \tilde{G}^{+\mu} \left( \frac{1}{2}z \right) | p \rangle |_{z^+=0, \bar{z} = \bar{0}},
$$

$$
\tilde{F}^g = \frac{1}{2P^+} \left[ \tilde{H}^g(x, \xi, t) \bar{u}(p')\gamma^+\gamma_5u(p) + \tilde{E}^g(x, \xi, t) \bar{u}(p')\frac{\gamma_5\Delta^+}{2m}u(p) \right],
$$

(9.4)

where $\tilde{G}^{\alpha\beta} = \frac{1}{2}\epsilon^{\alpha\beta\gamma\delta} G_{\gamma\delta}$ is the dual field-strength tensor ($\epsilon_{0123} = 1$). For symmetry reasons $H^g$, $E^g$ are even and $\tilde{H}^g$, $\tilde{E}^g$ are odd functions of $x$. This is because the field strength operator $G^{\alpha\beta}$ both creates and annihilates gluons (in contrast to the quark field $q$, which annihilates quarks but creates antiquarks). In the forward limit
one has

\[ H^g(x, 0, 0) = xg(x), \quad \tilde{H}^g(x, 0, 0) = x\Delta g(x) \]  

(9.5)

for \( x > 0 \), whereas \( E^g \) and \( \tilde{E}^g \) decouple again. Notice the extra factors of \( x \) compared with (9.3).

Using time-reversal symmetry one can show that for both quarks and gluons \( H(x, \xi, t) = H(x, -\xi, t) \), that is \( H \) is an even function of \( \xi \). Together with the relation \( [H(x, \xi, t)]^* = H(x, -\xi, t) \), which directly follows from the definitions (9.1) or (9.4), this constrains \( H \) to be real-valued. Analogous relations hold for \( E, \tilde{H}, \tilde{E}. \) One can also define GPDs for the transition from one hadron to another. Transition GPDs provide a tool to study the parton structure of hadrons not readily available as targets (and give information quite different from the fragmentation functions into these hadrons).

The \( p \to \Delta(1232) \) transition GPDs have been studied in [3,8]. Note that transition GPDs are in general not even in \( \xi \), since time-reversal symmetry relates different transitions such as \( p \to \Delta \) and \( \Delta \to p \). Isospin invariance can be used to express the \( p \to n \) and \( n \to p \) transition GPDs through the difference of \( u \) and \( d \) quark GPDs in the proton. GPDs for other transitions within the ground-state baryon octet, such as \( p \to \Lambda \), are related to those in the proton by approximate flavour SU(3) symmetry, see [3,5]. Here it will depend on a particular case whether these transitions can provide additional information on the nucleon GPDs or rather on details of SU(3) symmetry breaking.

The outgoing hadron state in matrix elements defining GPDs need not be a single hadron, but can also be a multi-hadron state. The distributions then depend on its invariant mass and on further variables describing its internal structure [3,9]. A case of particular practical relevance is the transition \( N \to N\pi \), where \( N \) denotes a nucleon. Time-reversal invariance transforms a state \( |N\pi\rangle_{\text{out}} \) into \( |N\pi\rangle_{\text{in}} \) and hence does not force such transition GPDs to be real-valued; their complex phases reflect the strong interactions in the \( N\pi \) system.

### 9.1.2 Spin structure

As one can see from the operators in their definitions, the distributions \( H \) and \( E \) for a spin-\( \frac{1}{2} \) target involve the sum of positive and negative quark or gluon helicities, whereas \( \tilde{H} \) and \( \tilde{E} \) involve their difference. Referring to the parton spins one often calls \( H, E \) ‘unpolarized’ and \( \tilde{H}, \tilde{E} \) ‘polarized’ GPDs. In both cases there is no net helicity transfer on the parton side: in the DGLAP regions the emitted and the absorbed partons have the same helicity and in the ERBL region the helicities of the two emitted partons couple to zero. To discuss the spin dependence on the hadron
side it is useful to choose states that have definite light-cone helicity [6], which is for instance invariant under boosts along the z-axis. For \( p^+ \gg m \), light-cone helicity differs from the usual helicity only by effects of order \( m/p^+ \), which is reminiscent to the near-equivalence of plus-momentum and ordinary momentum for particles moving fast in the positive z-direction. Inserting the appropriate spinors (given in [4] for example) into the matrix elements (9.1) one obtains

\[
F_{++} = \sqrt{1 - \xi^2} \left[ H - \frac{\xi^2}{1 - \xi^2} E \right], \quad F_{-+} = e^{i\varphi} \frac{\sqrt{t_0 - t}}{2m} E, \\
\tilde{F}_{++} = \sqrt{1 - \xi^2} \left[ \tilde{H} - \frac{\xi^2}{1 - \xi^2} \tilde{E} \right], \quad \tilde{F}_{-+} = e^{i\varphi} \frac{\sqrt{t_0 - t}}{2m} \xi \tilde{E},
\]

(9.6)

where the first index in \( F_{\lambda'\lambda} \) denotes the light-cone helicity of the outgoing proton and the second index that of the incoming proton (for better legibility we label fermion helicities only by their sign). The other spin combinations are given as \( F_{--} = F_{++}, F_{+-} = -[F_{-+}]^*, \tilde{F}_{--} = -\tilde{F}_{++}, \tilde{F}_{+-} = [\tilde{F}_{-+}]^* \) by parity invariance. The smallest kinematically allowed value of \(-t\) at given \( \xi \) is

\[
-t_0 = \frac{4\xi^2 m^2}{(1 - \xi^2)},
\]

(9.7)

and the azimuthal angle \( \varphi \) is given by \( e^{i\varphi} |\vec{D}| = D^1 + iD^2 \) with

\[
\vec{D} = \frac{p'}{1 - \xi} - \frac{\vec{p}}{1 + \xi}, \quad t = t_0 - (1 - \xi^2)\vec{D}^2.
\]

(9.8)

The special role played by this vector will again appear in section 9.1.7. We see in (9.6) that \( H \) and \( \tilde{H} \) conserve the proton helicity. In turn, \( E \) and \( \tilde{E} \) are responsible for proton helicity flip. The factors \( e^{i\varphi} \) indicate that in these transitions one unit of orbital angular momentum compensates the mismatch of helicity transferred on the parton and on the hadron side, thus ensuring angular-momentum conservation along \( z \). In sections 9.1.3 and 9.1.8 we will see from other points of view that \( E \) and \( \tilde{E} \) involve orbital angular momentum in an essential way.

In addition to the distributions discussed so far there are GPDs describing the helicity flip of quarks or gluons in the DGLAP regions, transferring a net helicity of 1 in the case of quarks and of 2 in the case of gluons. They become diagonal in parton polarization if one changes basis from states of definite helicity to states of definite transversity (see [7] for example). The relevant operators for quark and gluon transversity GPDs are \( \bar{q}\sigma^{ij}q \) and \( G^{ij}G^{j+} + G^{+j}G^{ij} - g^{ij}G^{+\alpha}G_{\alpha}^+, \) where \( i, j \) are transverse indices. For spin-\( \frac{1}{2} \) targets, four transversity GPDs for each parton species parametrize the dependence on the initial and final hadron polarizations [10]. For quarks one of these GPDs tends to the usual quark transversity distribution in the forward limit (see chapter 7). All others require orbital angular momentum to
balance a helicity mismatch between the partons and hadrons and hence decouple for equal hadron momenta.

A general way to count the number of GPDs for given spin of the hadrons uses the interpretation of parton distributions as parton–hadron scattering amplitudes, see [7,10] for example. Rewriting

\[
\int \frac{dz^-}{2\pi} e^{ixp^+z^-} \langle p' | \bar{q} \left( -\frac{1}{2}z \right) \gamma^+ q \left( \frac{1}{2}z \right) | p \rangle \Big|_{z^+=0, \bar{z} = 0} = \int \frac{dk^- d^2 \vec{k}}{(2\pi)^4} \left[ \int d^4z e^{i\vec{k}z} \langle p' | T \bar{q} \left( -\frac{1}{2}z \right) \gamma^+ q \left( \frac{1}{2}z \right) | p \rangle \right]_{k^+ = xP^+},
\]

the second line is identified as a Green’s function with two external hadrons and two (off-shell) external quarks, integrated over the minus and transverse momentum of the quarks (and hence over their off-shellness). The time-ordering prescription has been inserted when going to the second line, which is possible because the fields are taken at light-like distance (see section 3.4 of [4] for references).

Using this connection one obtains the number of GPDs for a parton species as the number of independent helicity amplitudes for parton–hadron scattering when the constraints of parity invariance are included. We have seen in section 9.1.1 that time-reversal symmetry relates distributions at \( \xi \) and \(-\xi\) and thus does not reduce their number, except for \( \xi = 0 \). With a spin-0 target one gets for each quark flavour and for gluons one unpolarized GPD (given by the same matrix element as \( F^{q,g} \) in (9.1) and (9.4)) and one transversity GPD. The nine parton helicity conserving GPDs in a spin-1 target like the deuteron have been classified in [11].

### 9.1.3 Sum rules, form factors and the nucleon spin

Taking \( x \) moments of GPDs one obtains matrix elements of local operators with twist 2, just as for the usual parton densities. These matrix elements are readily parametrized in terms of form factors, which depend only on \( t \). Of special importance are the contributions of a given quark flavour to the usual Dirac and Pauli nucleon form factors,

\[
\langle p' | \bar{q}(0) \gamma^\mu q(0) | p \rangle = F_1^q(t) \bar{u}(p') \gamma^\mu u(p) + F_2^q(t) \bar{u}(p') \frac{i\sigma^{\mu\nu} \Delta^\nu}{2m} u(p),
\]

and the form factors parametrizing the quark part of the energy–momentum tensor,

\[
\langle p' | T_{q}^{(\mu\nu)}(0) | p \rangle = A^q(t) \bar{u}(p') P^{(\mu\gamma)} u(p) + B^q(t) \bar{u}(p') \frac{P^{(\mu} i\sigma^{\nu)} \Delta^\gamma}{2m} u(p) + C^q(t) \frac{\Delta^\mu}{m} \bar{u}(p') u(p),
\]
where \( t^{(\mu \nu)} = \frac{1}{2} (t^{\mu \nu} + t^{\nu \mu}) - \frac{1}{4} g^{\mu \nu} t^{\alpha \beta} \) denotes symmetrization of indices and subtraction of the trace for any tensor \( t^{\mu \nu} \). The trace part of \( T^{\mu \nu} \) has twist 4 and is not accessible from the distributions we consider here. The form factors in (9.10) and (9.11) are related to the lowest Mellin moments of \( H^q \) and \( E^q \) by

\[
\int_{-1}^{1} dx H^q(x, \xi, t) = F_1^q(t), \quad \int_{-1}^{1} dx x H^q(x, \xi, t) = A^q(t) + 4 \xi^2 C^q(t),
\]

\[
\int_{-1}^{1} dx E^q(x, \xi, t) = F_2^q(t), \quad \int_{-1}^{1} dx x E^q(x, \xi, t) = B^q(t) - 4 \xi^2 C^q(t).
\]

(9.12)

Due to Lorentz invariance the \( \xi \) dependence on the right-hand sides of (9.12) can only originate from factors of \( \Delta_{1\mu} \) in the form-factor decompositions. These are readily generalized to higher moments [1], and the \( x^n \) moments of \( H^q \) and \( E^q \) turn out to be polynomials in \( \xi \) of order \( n + 1 \) (which in addition must be even due to time-reversal invariance). This ‘polynomiality’ property puts important constraints on the \( x \) and \( \xi \) dependence of the original distributions. The terms with the highest power cancel in the sum of \( H + E \) as seen in (9.12). Analogous sum rules hold for the polarization-dependent distributions, where \( \int_{-1}^{1} dx \tilde{H}^q \) and \( \int_{-1}^{1} dx \tilde{E}^q \) give, for instance, the axial and pseudoscalar nucleon form factors. In the axial sector there is, however, no analogue of the form factors \( C^q \) [4], so that the \( x^n \) moments of \( \tilde{H}^q \) and \( \tilde{E}^q \) are polynomials in \( \xi \) of order \( n \). Finally there are similar sum rules for the gluon GPDs, where in particular \( \int_{0}^{1} dx H^g \) and \( \int_{0}^{1} dx E^g \) are related to the gluon part of the energy–momentum tensor. Notice the correspondence of \( x^n \) moments for quarks with \( x^{n-1} \) moments for gluons, which reflects the different factors of \( x \) in the forward limits (9.3) and (9.5).

The Dirac and Pauli form factors are well measured, at least for small to moderate \( t \) (see chapter 2), and can be used as constraints on the hitherto unknown GPDs. In contrast, the energy–momentum form factors (9.11) cannot be directly measured, and it is hoped that information about GPDs will provide access to them. Widespread interest in GPDs has in fact been triggered by Ji’s sum rule [12]

\[
2 \langle J^3_q \rangle = A^q(0) + B^q(0) = \lim_{t \to 0} \int_{-1}^{1} dx \ x [H^q(x, \xi, t) + E^q(x, \xi, t)],
\]

(9.13)

where \( \langle J^3_q \rangle \) is the total angular momentum along \( z \) carried by quarks and antiquarks of flavour \( q \) in a proton polarized in the positive \( z \)-direction. This comprises not only the contribution from quark helicity, which can be obtained from the moments \( \int_{0}^{1} dx [\Delta q(x) + \Delta \bar{q}(x)] \) of the usual polarized quark densities (see chapter 7), but also the part due to the orbital angular momentum carried by the quarks. A direct evaluation of the integral in (9.13) from measurements of hard exclusive processes
will be very difficult (see section 9.3.9). On the other hand, the relation (9.13) provides the only known route to \( \langle J^3_q \rangle \) and thus how the total spin of the nucleon is made up at the quark–gluon level. It can also be used at the theory level to calculate \( \langle J^3_q \rangle \), for instance using lattice QCD (see section 9.2.6).

In analogy to (9.13) the total angular momentum carried by gluons is given as

\[
2\langle J^3_g \rangle = \lim_{t \to 0} \int_0^1 dx \left[ H^g(x, \xi, t) + E^g(x, \xi, t) \right].
\]

Note that for vanishing \( t \) and \( \xi \) the corresponding integrals over \( xH^q \) or \( H^g \) alone give the momentum fraction along \( z \) for each parton species. Combining the sum rules for total momentum and for total angular momentum, one thus finds that \( \int_0^1 dx E^g + \sum_q \int_{-1}^1 dx xE^q \) must vanish when both \( t \) and \( \xi \) are zero.

### 9.1.4 Generalized distribution amplitudes

Generalized distribution amplitudes \([13,14]\) parametrize matrix elements of the same operators as GPDs. The most detailed investigations have been made for the two-pion system, where one has

\[
\Phi^q(z, \zeta, s) = \int \frac{dx}{2\pi} e^{i(z-\frac{1}{2})(p+p')^+ x^-} \langle \pi^+ \pi^- | \bar{q} \left( -\frac{1}{2} x \right) \gamma^+ q \left( \frac{1}{2} x \right) | 0 \rangle \bigg|_{x^+ = 0, \bar{x} = 0}
\]

(9.14)

and an analogous definition for gluons. Here \( p \) and \( p' \) are the respective momenta of \( \pi^+ \) and \( \pi^- \), and \( s = (p + p')^2 \) is their invariant mass. The momentum fraction of the quark is denoted by \( z \) and \( \zeta = p^+/ (p + p')^+ \) is the momentum fraction of the \( \pi^+ \) relative to the total hadron momentum. Moments in \( (2z - 1) \) of the generalized distribution amplitudes are polynomials in \( (2\zeta - 1) \), whose coefficients are form factors of twist-2 operators in the time-like domain, for example the time-like pion form factor, given by \( \int_0^1 dz \Phi^q(z, \zeta, s) = (2\zeta - 1) F_{\pi}(s) \). By analytic continuation these form factors are connected with the form factors parametrizing the \( x \) moments of the GPDs in the pion; this is the crossing relation between GPDs and generalized distribution amplitudes. For the same reason we discussed in connection with \( N \to N\pi \) GPDs at the end of section 9.1.1, generalized distribution amplitudes are not real-valued but have dynamical phases reflecting the strong interactions within the multi-hadron system. The phases of two-pion distribution amplitudes are simply related with the phases of elastic \( \pi\pi \) scattering by Watson’s theorem, provided that \( s \) is below the inelastic threshold \([15]\). Two-pion distribution amplitudes reflect in various ways the dynamics of the two-pion system and its interplay with quarks and gluons, see \([4]\) for an overview. Examples are their connection with chiral perturbation theory and their connection with the distribution amplitudes of resonances such as the \( \rho \) or \( f_2 \) mesons, which are defined just as in (9.14) but with \( |\pi\pi\rangle \) replaced by the single-meson state.
9.1.5 Evolution

Like the usual parton distributions, GPDs depend on a factorization scale $\mu^2$, which reflects the separation of parton scattering and hadronic matrix element in process amplitudes and physically describes the resolution scale at which partons are probed. For a non-singlet combination of GPDs like $H^{u-d}$ the evolution equations have the form

$$\mu^2 \frac{d}{d\mu^2} H^{u-d}(x, \xi, t) = \int_{-1}^{1} \frac{dx'}{|\xi|} V \left( \frac{x}{\xi}, \frac{x'}{\xi} \right) H^{u-d}(x', \xi, t), \quad (9.15)$$

whereas in the singlet sector the mixing of quark and gluon distributions is described by a matrix equation, just as for the usual parton densities. Note that due to their spin structure, transversity GPDs do not mix quarks and gluons under evolution and in this sense allow one to probe ‘primordial’ quarks or gluons in a hadron, which have not been ‘generated’ by the usual perturbative parton-splitting processes. The evolution kernels $V(x, x')$ have been studied in detail to leading [13,16] and next-to-leading [17] logarithmic accuracy. Two different patterns of evolution can be distinguished. In the DGLAP regions the change in $\mu^2$ of a GPD at $x$ only depends on GPDs at momentum fractions $|x'| \geq |x|$. Here, evolution to higher scales $\mu^2$ shifts parton momenta to smaller values and corresponds to momentum loss of partons by radiation. For $\xi \to 0$ one recovers the well-known DGLAP evolution equations and kernels for the usual parton densities. In the ERBL region, all values of $x'$ contribute on the right-hand sides of the evolution equations. This region thus acts as a sink of partons evolving ‘out’ of the DGLAP regions. Inside the ERBL region there is a redistribution of parton momenta, described by the kernels $V(x, x')$ in the domain $|x|, |x'| \leq 1$, where they coincide with the usual ERBL kernels governing the scale evolution of meson distribution amplitudes [18,19]. This is just one example of the close connection between distribution amplitudes and GPDs in the region $-\xi < x < \xi$. Another one will be discussed in section 9.2.1.

The evolution of GPDs makes a deep connection manifest between the evolution of parton densities and of meson distribution amplitudes [13,16]. The link providing this connection is that both types of quantities are matrix elements of the same quark–gluon operators, and one can indeed formulate their evolution equations as the renormalization group equations of these operators.

9.1.6 Double distributions and the D-term

The matrix elements in the definitions of GPDs can be parametrized in a different way which involves double distributions [13,20,2]. For the quark vector current one
The exponents in the Fourier transform can be associated with the momentum flow shown in figure 9.3(a), where $\beta$ appears similar to the momentum fraction $x$ in a forward parton density and $\frac{1}{2}(1 + \alpha)$ similar to the momentum fraction $z$ in a meson distribution amplitude. The support region of the double distributions $f^q$ and $k^q$ is the rhombus $|\alpha| + |\beta| \leq 1$ [13,20], and the support region of $D^q$ is $|\alpha| \leq 1$. Time-reversal invariance forces $f^q$ and $k^q$ to be even and $D^q$ to be odd in $\alpha$. Comparing with (9.1) one finds the reduction formula

$$H^q(x, \xi, t) = \int d\beta \, d\alpha \, \delta(x - \beta - \xi \alpha) \, f^q(\beta, \alpha, t) + \text{sign}(\xi) \, D^q\left(\frac{x}{\xi}, t\right),$$

$$E^q(x, \xi, t) = \int d\beta \, d\alpha \, \delta(x - \beta - \xi \alpha) \, k^q(\beta, \alpha, t) - \text{sign}(\xi) \, D^q\left(\frac{x}{\xi}, t\right).$$

(9.17)

where the lines of integration in the $\beta-\alpha$ plane are shown in figure 9.3(b). One readily checks that the representation (9.17) automatically satisfies the polynomiality constraints (section 9.1.3), which explains the prominent role played by double distributions in constructing ansätze for GPDs. The inversion of (9.17) has
been given in [21,22], but it requires analytic continuation of the GPDs outside the physical region $|x|, |\xi| \leq 1$ and has not been used in practice.

That a complete parametrization of the matrix element in (9.16) requires a term with a prefactor ($\Delta z$) was only realized in [23], where it was also shown that the corresponding function $D^q$ may be chosen to depend only on $\alpha$ but not on $\beta$. This so-called $D$-term provides the highest power $\xi^{2n}$ in the moments $\int_{-1}^{1} dx \, x^{2n-1} H^q(x, \xi, t)$ and cancels in $H^q + E^q$ as it must (section 9.1.3). Its lowest non-vanishing moment $\int_{-1}^{1} dx \, x D^q(x, t) = 4C^q(t)$ is a form factor of the energy–momentum tensor in (9.11). From (9.17) and its support properties it follows that the $D$-term only contributes to the ERBL region in GPDs. We finally remark that there is an analogous $D$-term for $H^g$ and $E^g$ in the gluon sector, but not for $\tilde{H}^{q,g}$, $g$ or $\tilde{E}^{q,g}$. For further discussion we refer to [21,24].

### 9.1.7 Impact parameter and the spatial structure of hadrons

A physically appealing property of GPDs is that they contain information about the spatial distributions of partons in a hadron, as first realized in [25,26] and reviewed in [4,27]. To obtain this formulation one changes basis from the usual momentum eigenstates of hadrons to states

$$|p^+, \vec{b}\rangle = \int \frac{d^2p}{16\pi^2} e^{-i\vec{b} \cdot \vec{p}} |p^+, \vec{p}\rangle, \quad (9.18)$$

which are localized in the transverse plane while still having definite plus-momentum. Remarkably, the localization of a particle in two dimensions is possible to arbitrary accuracy, whereas localization in all three dimensions is limited within the Compton wavelength. A spatial interpretation of GPDs in all three dimensions has been proposed in [28,29]. Some insight into why two-dimensional localization is possible can be gained by forming wave packets [25]; on the more formal level the states (9.18) are eigenstates of a two-dimensional position operator [6]. The mixed representation in ‘impact parameter’ $\vec{b}$ and plus-momentum $p^+$ is well suited for a parton interpretation, since one can ensure that all partons move fast by boosting to a frame where $p^+$ is large.

To understand what a definite position $\vec{b}$ means for a hadron with internal structure, we consider an important symmetry on the light-cone. A subgroup of the Lorentz group called ‘transverse boosts’ transforms any four-vector $k$ according to

$$k^+ \rightarrow k^+, \quad \vec{k} \rightarrow \vec{k} - k^+ \vec{v}, \quad (9.19)$$

with a given transverse vector $\vec{v}$. (The transformation law for $k^-$ is easily obtained from the invariance of $k^2$.) These transformations are analogous to the Galilean
transformation in non-relativistic mechanics, where $k^+$ is replaced by the mass of the particle. By Noether’s theorem the light-cone analogue of the conserved centre of mass $\vec{r} = \sum m_i \vec{r}_i / \sum m_i$ for a multi-particle system thus is the ‘centre of momentum’ $\vec{b} = \sum k^+_i \vec{b}_i / \sum k^+_i$. One can explicitly show that $\vec{b}$ for a proton state $|p^+, \vec{b}\rangle$ is the centre of momentum of the partons in the proton. Inserting (9.18) into the definition (9.1) one obtains

$$\int \frac{d^2 D}{(2\pi)^2} e^{i \vec{b} \cdot \vec{D}} \left[ H - \frac{\xi^2}{1 - \xi^2} E \right] = N^{-1} \frac{1 + \xi^2}{(1 - \xi^2)^{5/2}}$$

if both proton states have positive light-cone helicity, where $N$ is a normalization factor. The GPDs depend on $\vec{D}$ via $t$ as given in (9.8). The corresponding matrix element with proton helicity flip is obtained from the Fourier transform of $(D^1 + i D^2) E$ according to (9.6). The physical content of (9.20) is illustrated in figure 9.4. The transverse distance between the extracted parton or parton pair from the centre of momentum of the hadron, up to factors of $(1 \pm \xi)^{-1}$, is specified by $\vec{b}$. The shift in the centre of momentum between the initial and the final hadron reflects the change in plus-momentum [30].

At $\xi = 0$ the interpretation becomes yet simpler, and the Fourier transformed GPDs give the density of partons with definite plus-momentum $x$ and transverse distance $\vec{b}$ from the proton centre. Integrating over $\vec{b}$ one sets $t = 0$ in momentum space and thus recovers the usual parton densities, where all transverse information is lost. The average $\vec{b}^2$ of partons at given $x$ is obtained as

$$\langle \vec{b}^2 \rangle = 4 \frac{d}{dt} \log H(x, 0, t) \bigg|_{t=0} .$$

The Fourier transforms of $H$ and $\tilde{H}$ readily give the sum and difference of partons with positive or negative helicity in a proton with helicity along $\hat{z}$. A density
interpretation for $E$ is obtained by changing basis from proton states $|\pm\rangle_z$ of definite light-cone helicity to states $|\pm\rangle_x = (|+\rangle_z \pm |−\rangle_z)/\sqrt{2}$ of definite transversity, which may be seen as the light-cone analogue of states with spin along the $x$-axis (see [7] for example). The Fourier transform of $E$ then describes the change in the transverse quark distribution between proton states $|+\rangle_x$ and $|−\rangle_x$ [27]. However, no density interpretation is obtained for $\tilde{E}$, which decouples at $\xi = 0$.

The interpretation as a two-dimensional density carries over to the Fourier transforms of form factors like $F_1$, $F_2$ or $A^q$, $B^q$, which respectively describe the transverse distribution of quark charge or of longitudinal quark momentum in the nucleon. Note that $F_1$, $F_2$ belong to a conserved current and hence have no dependence on a factorization scale $\mu^2$. They may be interpreted at large $\mu^2$, where quarks can be resolved, but their information is not specific to short-distance degrees of freedom. In contrast, $A^q$ and $B^q$ do refer to a specific resolution scale; evolution redistributes longitudinal momentum between quarks and gluons.

We finally remark that the information about transverse hadron structure in GPDs is different from that in $k_T$-dependent parton distributions (see chapter 7), which are more easily interpreted in transverse momentum and not in transverse position space [30]. Connections between the two types of distributions have been proposed in the context of spin structure [31].

### 9.1.8 The wave function representation

A detailed interpretation of the information encoded in GPDs is obtained by writing them in terms of light-cone wave functions. In the formalism of light-cone quantization and light-cone gauge (see section 9.1.1) one obtains parton states by acting on the vacuum with the creation operators for quarks, antiquarks and gluons appearing in the Fourier decomposition of quark and gluon fields at $z^+ = 0$. One proceeds by expanding a physical hadron state on to these parton states. The coefficients of this Fock-state expansion are the light-cone wave functions, which thus contain the most detailed description of the hadron structure at quark–gluon level. This formalism makes the ideas of the parton model explicit and provides valuable insights, although there are subtle unresolved issues, for instance concerning zero-modes, renormalization and the choice of gauge (see [4] for references).

Inserting the Fock-state expansion into the definitions (9.1) or (9.4) and expressing the fields in terms of parton creation and annihilation operators, one obtains a representation of GPDs as a product of wave functions $\Psi_{in}^* \Psi_{out}$ for the incoming and outgoing hadron [32]. This is to be summed over all possible configurations of spectator partons, including their number, keeping fixed the momentum fractions and quantum numbers of the parton emitted and reabsorbed in the DGLAP regions, or those of the parton pair emitted in the ERBL region. For equal hadron momenta
and spins, one obtains squared wave functions $|\Psi|^2$ and thus the interpretation of usual parton distributions as classical probabilities. In non-forward kinematics one has instead the interference of different wave functions and thus correlates different parton configurations in the hadron. One can also Fourier transform the wave function representation from transverse momentum to transverse position space. This leads to the picture shown in figure 9.4, where the blobs represent wave functions $\tilde{\Psi}_{\text{in}}$ and $\tilde{\Psi}^*_{\text{out}}$ describing partons of definite impact parameter and plus-momentum. In the case $\xi = 0$ one then has squared wave functions $|\tilde{\Psi}|^2$ and again an interpretation as classical probabilities, as discussed just above.

According to (9.6) the GPDs $E$ and $\tilde{E}$ describe matrix elements with opposite helicities of the initial and the final hadron. On the other hand, the helicities of all partons in their respective wave functions are the same. This implies that at least in one of the wave functions $\Psi_{\text{in}}$ and $\Psi^*_{\text{out}}$ the parton helicities do not add up to the helicity of the proton, which requires orbital angular momentum among the partons. We thus see that the integral $\int_{-1}^{1} dx x E^q(x, 0, 0)$ appearing in Ji’s sum rule (9.13) is just one particular piece of information on orbital angular momentum in the nucleon.

The polynomiality conditions on GPDs are non-trivial in the wave function representation. This reflects that Lorentz invariance, which underlies these conditions, is not manifest in the light-cone formalism, where certain coordinate directions are singled out. The independence of $\int_{-1}^{1} dx H^q(x, \xi, t)$ on $\xi$, for instance, requires cancellation of the $\xi$ dependence from the individual contributions of the regions $|x| > \xi$ and $|x| < \xi$, where wave functions with different parton numbers are involved. Relations among the light-cone wave functions for states with different particle number are indeed produced by the equations of motion of the theory. Examples of such relations can be studied in field-theoretical models which permit explicit calculations in perturbation theory (see [4] for references), but little is known about these relations in general.

Non-trivial relations between different light-cone wave functions are also required for the behaviour of GPDs at the transition point $x = \xi$ between the DGLAP and the ERBL regions, where they must be continuous although they may be non-analytic in $x$ [33]. Physically the point $x = \xi$ is rather intriguing since it involves one parton with finite and another with vanishing plus-momentum, as can be seen in figure 9.2. In several field-theory models one indeed finds quark GPDs that are continuous at $x = \xi$ whereas the first derivative in $x$ has a jump (see references in [4]). For gluon GPDs there are indications that also the first derivative in $x$ is continuous [34], but no conclusive analysis has yet been given.

The wave function representation has been used in [35] to construct models of GPDs at large $x$, say above 0.5, where one can expect that Fock states with only a limited number of partons dominate. One then needs to model a limited number of wave functions, which can be tested against further observables.
9.1.9 Positivity constraints

In the DGLAP regions the wave function representation has the structure of a scalar product in the functional space of wave functions. The corresponding Schwartz inequalities provide constraints on GPDs which can be written in a variety of forms. One type of constraint has a combination of GPDs bounded from above by the conventional parton distributions, for instance [36]

\[
(1 - \xi^2) \left( H^q - \frac{\xi^2}{1 - \xi^2} E^q \right)^2 + \frac{t_0 - t}{4m^2} (E^q)^2 \leq q \left( \frac{x + \xi}{1 + \xi} \right) q \left( \frac{x - \xi}{1 - \xi} \right),
\]

where we have omitted the arguments \(x, \xi, t\) of \(H^q\) and \(E^q\) for brevity and where \(\xi < x < 1\) is required. Powerful positivity constraints can also be derived using the impact-parameter space representation. The bound [37]

\[
(E^q(x, 0, 0))^2 \leq m^2 (q(x) + \Delta q(x)) (q(x) - \Delta q(x))
\times 4 \left| \frac{\partial}{\partial t} \log(H^q(x, 0, t) \pm \tilde{H}^q(x, 0, t)) \right|_{t=0}
\]

for \(x > 0\) (valid with both signs on the right-hand side) involves the average squared impact parameter of partons in the second line and is especially restrictive when \(x\) becomes large (see section 9.2.5). The validity of all these constraints is subject to the same caveats as the positivity of forward parton densities. They can be derived in a region where the non-forward Compton amplitude is well approximated by the expression (9.34) of leading twist and leading order in \(\alpha_s\). Positivity constraints hence require the factorization scale \(\mu^2\) of the distributions to be sufficiently large.

9.2 Dynamics and models

9.2.1 Chiral dynamics

Dynamics associated with chiral symmetry and its breaking plays a role for different aspects of GPDs. The most prominent example is the contribution of pion \(t\)-channel exchange to the isovector combination \(\tilde{E}^{u-d}\). Extrapolating to \(t = m^2_\pi\) one obtains [38,39]

\[
\tilde{E}^{u-d}(x, \xi, t) \xrightarrow{t \to m^2_\pi} \theta(|x| < |\xi|) \frac{1}{2|\xi|} \phi_\pi \left( \frac{x + \xi}{2\xi} \right) \frac{4m^2 g_A}{m^2_\pi - t},
\]

where \(g_A \approx 1.26\) is the nucleon axial charge and \(\phi_\pi\) the twist-2 distribution amplitude of the pion, normalized to \(\int_0^1 dz \phi_\pi(z) = 1\) with \(z\) being the momentum fraction of the quark in the pion. Since \(m^2_\pi\) is so small one expects this pion-pole contribution to remain prominent for small negative values of \(t\); in this sense pion exchange is
special compared with any other exchange in the $t$-channel. The physical picture of (9.24) is illustrated in figure 9.5, where isospin invariance has been used to connect $\tilde{E}^{u-d}$ with the transition GPD from proton to neutron. An off-shell pion is emitted by the nucleon and annihilates into a $q\bar{q}$ pair which is probed in a hard scattering process.

Heavy-baryon chiral perturbation theory has been applied to the $x$ moments of the $u$ and $d$ quark GPDs of the nucleon in [40] to evaluate non-analytic terms in the small-$t$ behaviour, which originate in the chiral logarithms generated at one-loop level. In the same calculation one also obtains the non-analytic part of the dependence on $m_{\pi}^2$, which is important for the extrapolation of calculations in lattice QCD (see section 9.2.6).

Predictions of chiral symmetry and its breaking can be obtained in the limit where the momentum of a pion becomes soft. Such soft-pion theorems have been used in [8] to express the $N \rightarrow N\pi$ transition GPD in soft-pion kinematics through the nucleon GPDs. The results were confirmed in [41,42] but have been challenged in [43,44] and this important issue remains to be clarified. Soft-pion theorems as well as non-analytic behaviour in $t$ and $m_{\pi}^2$ have also been considered for the GPDs in a pion and for the two-pion distribution amplitude [15,45,46].

In [47] the pion-cloud contribution to the gluon distribution in the nucleon has been obtained as the convolution of the distribution of pions in the nucleon with the gluon distribution in a pion. For this to be meaningful the pion virtuality should only be of order $m_{\pi}^2$, which requires $-t$ of order $m_{\pi}^2$ and gluon momentum fractions below $m_{\pi}/m$. In terms of impact parameters one then probes gluons at large distances of order $1/m_{\pi}$.

### 9.2.2 The large-$N_c$ limit

The limit of SU($N_c$) gauge theory for a large number $N_c$ of colours provides important insights into QCD with $N_c = 3$. Of particular practical relevance for GPDs is
that a hierarchy of sizes is obtained for different spin–flavour combinations in the nucleon. In kinematics where \( t/m^2 \sim 1/N_c^2 \) and \( x, \xi \sim 1/N_c \) one obtains [3]

\[
H^{u+d} \sim N_c^2, \quad H^{u-d} \sim N_c, \quad \tilde{H}^{u+d} \sim N_c, \quad \tilde{H}^{u-d} \sim N_c^2,
\]

\[
E^{u+d} \sim N_c^2, \quad E^{u-d} \sim N_c^3, \quad \tilde{E}^{u+d} \sim N_c^3, \quad \tilde{E}^{u-d} \sim N_c^4,
\]

(9.25)

as well as \( D^{u+d} \sim N_c^2 \) and \( D^{u-d} \sim N_c \) for the quark D-term. Some consequences of the relations (9.25) are known to work rather well, such as the relative size and sign of the forward parton densities \( u, d \) and \( \Delta u, \Delta d \) at \( x \sim 1/3 \), as well as the small ratio \( F_2^{u+d}/F_2^{u-d} \) of isoscalar and isovector Pauli form factors at small \( t \). The large-\( N_c \) limit further relates the GPDs for the \( N \to \Delta(1232) \) transition with those of the nucleon [3].

### 9.2.3 The chiral quark–soliton model

The chiral quark–soliton model is an effective theory of QCD at low scales, implementing the chiral dynamics and the \( 1/N_c \) expansion of QCD. For a detailed account in the context of GPDs and further references see [3]. The model gives a fair description of nucleon form factors at small \( t \) and of the forward quark densities taken at the scale \( \mu \sim 600 \text{ MeV} \), which plays the role of an ultraviolet cutoff in the effective theory. The nucleon in this model can be represented as consisting of \( N_c \) ‘valence’ quarks in a bound-state level together with ‘sea’ quarks in the negative-energy Dirac continuum, thus including both quark and antiquark degrees of freedom. Gluon distributions are found to be parametrically suppressed and have not been studied so far. The leading flavour combinations of GPDs in (9.25) have been calculated within this model in [39,48]. The \( x \) dependence of \( H^{u+d}, E^{u-d} \) and \( \tilde{H}^{u-d} \) has considerable

---

**Figure 9.6.** The GPD flavour combinations \( H^{u+d} \) (left), \( E^{u-d} \) (right, solid) and \( \tilde{H}^{u-d} \) (right, dashed) at \( \xi = 0.3 \) and \( t = -0.35 \text{ GeV}^2 \), as obtained in the chiral quark–soliton model [3].
structure due to the interplay of the ‘valence’ and ‘sea’ contributions, as seen in figure 9.6. Neither $H^{u+d}$ nor $\tilde{H}^{u-d}$ is found to be compatible with a factorized form $F(t) f(x, \xi)$ for the $t$ dependence, which is often used as a simplification in phenomenology [3]. The pion-pole contribution (9.24) is obtained analytically in the model and generally dominates $E^{u-d}$, but other contributions are not negligible already at moderate $t$, both in the ERBL and in the DGLAP regions, as is seen in figure 9.7. Dedicated studies of the nucleon helicity-flip distribution $E$ have been presented for $E^{u-d}$ in [49] and for the non-leading flavour combination $E^{u+d}$ in [50]. An isosinglet $D$-term of considerable size has been extracted from the model in [51] and is often used in phenomenological studies. Extrapolated to $t = 0$ it can be written as

$$D^{u+d}(x) \approx (1 - x^2) \left[ -4.0 C_1^{3/2}(x) - 1.2 C_3^{3/2}(x) - 0.4 C_5^{3/2}(x) \right],$$

(9.26)

in terms of Gegenbauer polynomials. Note that the coefficients in (9.26) do not refer to the low scale $\mu \sim 600$ MeV of the model calculation but are an estimate of the values at $\mu^2$ of a few GeV$^2$, as clarified in [52].

### 9.2.4 Quark models

A number of dynamical studies of nucleon GPDs have been performed in constituent-quark models, with or without the inclusion of relativistic effects. The description of the nucleon as a three-quark system with corresponding Schrödinger wave functions restricts such studies to the region $x > \xi$. Results for the GPDs $H$, 

\[\text{Figure 9.7. Predictions of the chiral quark–soliton model [39] for } \tilde{E}^{u-d} \text{ at } \xi = 0.2 \text{ and } t = -0.5 \text{ GeV}^2 (\text{solid}), t = -0.7 \text{ GeV}^2 (\text{dashed}) \text{ and } t = -1 \text{ GeV}^2 (\text{dotted}). \]
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$E$, $\tilde{H}$, $\tilde{E}$ of $u$ and $d$ quarks have been obtained in [53,54]. The resulting elastic form factors and forward parton densities do not compare particularly well with experiment. Nevertheless we find it interesting to study qualitative features of the model, in particular for $E$ and $\tilde{E}$, about which we have little knowledge since their forward limits are unknown. The relative signs of $u$ and $d$ quark distributions are such that the isotriplet combinations $E^{u-d}$ and $\tilde{E}^{u-d}$ dominate over the isosinglet ones (in accordance with the large-$N_c$ predictions). Compared with $H$ and $\tilde{H}$ both $E$ and $\tilde{E}$ are shifted towards smaller $x$. We finally note that $\tilde{E}$ is of considerable size for zero $\xi$ and $t$ (where the pion-pole contribution is absent) but decreases rather fast for finite values of either variable.

Perturbative evolution to higher scales $\mu$ of the GPDs obtained in a constituent-quark description of course also generates antiquarks and gluons. A different proposal to include these degrees of freedom is to assign a substructure to the constituent quarks, parametrized by GPDs for partons within a constituent quark. This has been pursued in [55,56].

The nucleon GPDs have also been investigated in the MIT bag model [57]. Finally, a variety of studies have been performed for the GPDs of the pion, using different formalisms and different types of quark models. We do not have the space to discuss them and refer to [4] for details and references.

9.2.5 The interplay of $x$ and $t$ dependence

A very important feature of GPDs is the correlation between their dependence on $t$ and on the momentum fractions $x$ and $\xi$. (Most studies so far have considered the simplified case $\xi = 0$ for this purpose.) In physical terms, this correlation reflects that the transverse distribution of partons depends on their momentum fraction. This dependence contains valuable clues to the dynamics at work. An example of such an interplay is the contribution to GPDs from the pion cloud at transverse distances of order $1/m_\pi$, which requires parton momentum fractions to be small (see section 9.2.1).

At very small $x$ the behaviour of parton distributions is related to Regge theory, where the simplest type of $x$ dependence is a power in $x$, due to the exchange of a single Regge pole. Extending this form to finite $t$ one obtains a power behaviour like $x^{-\alpha(t)}$, where Regge phenomenology suggests a linear form $\alpha(t) = \alpha(0) + \alpha' t$ for $-t$ not too large: see chapter 5. This results in a factor $\exp[\alpha't \log(1/x)]$ correlating the $x$ and $t$ dependence of GPDs. According to (9.21) the average squared impact parameter $\langle \vec{b}^2 \rangle$ of partons then grows like $\log(1/x)$ for decreasing $x$. The physical picture behind this is Gribov diffusion, which views repeated parton radiation at small $x$ as a diffusion process in impact-parameter space.
As \( x \) becomes large, the spectator partons in figure 9.4 have less and less weight in the average \( \sum x_i \vec{b}_i \), so that the position of the struck parton will tend to be close to the centre-of-momentum of the hadron [27]. For growing \( x \), the \( \vec{b} \) distribution should thus become more narrow and hence the \( t \) distribution more flat. If one requires that the distance \( \vec{b}/(1-x) \) between the struck parton and the centre of momentum of the spectators stays finite on average, one needs \( \langle \vec{b}^2 \rangle \) to vanish at least like \((1-x)^2\) [58]. A simple form of \( t \) dependence that satisfies this requirement and also exhibits Regge behaviour at small \( x \) is \( \exp[tf(x)] \) with \( f(x) \to A(1-x)^2 \) for \( x \to 1 \) and \( f(x) \to \alpha' \log(1/x) \) for \( x \to 0 \). Such parametrizations have been explored in more detail in [59,60].

9.2.6 Lattice QCD

We have seen in section 9.1.3 that \( x \) moments of GPDs are matrix elements of local operators and are parametrized in terms of form factors. Such quantities can be evaluated in lattice QCD, and detailed studies [61,62] have investigated the form factors of the quark energy–momentum tensor (9.11). Further progress will be needed, particularly in the extrapolation to physical values of the quark masses and in the calculation of ‘disconnected graphs’, where the external current attaches to a quark line which is not connected with the initial and final hadron state. Such contributions cancel in the difference of \( u \) and \( d \) quark distributions but may well be important in their sum. Nevertheless, it is interesting to note characteristic features of present results. The relative size of \( u+d \) and \( u-d \) combinations for the form factors \( A, B, C \) is for instance found to follow the predictions of the large-\( N_c \) limit given in section 9.2.2, as seen in figure 9.8. Evaluating \( A^q + B^q \) at \( t=0 \) one gets in particular the total quark angular momentum, and on subtracting the moments \( \int_0^1 dx [\Delta q(x) + \Delta \bar{q}(x)] \) of the polarized quark densities calculated on the lattice, results for the orbital angular momentum \( \langle L_3^q \rangle \) are obtained. Both [61] and [62] found a very small \( \langle L_3^{u+d} \rangle \), but given the uncertainties just discussed no definite conclusions can be drawn. Closer investigation suggests that a small \( \langle L_3^{u+d} \rangle \) may result from cancellations between \( \langle L_3^u \rangle \) and \( \langle L_3^d \rangle \) [63].

The \( t \) dependence of the moments with different powers \( x^n \) has been compared for \( n = 0, 1, 2 \) in [64,65] and a clear flattening of the \( t \) slope with increasing \( n \) was observed. Such a trend is in line with our discussion at the end of the previous subsection, and it is interesting that it sets in already for moments in which the average values of \( x \) are below 0.5.

A different line of development is ‘transverse lattice gauge theory’, where lattice methods for the transverse directions are combined with the formalism of discrete light-cone quantization. In [66] this was used to evaluate the quark GPD of the pion...
directly in the mixed representation of momentum fraction and impact parameter. For increasing $b$ the $x$ dependence was found to be strongly suppressed at large $x$ and strongly enhanced at small $x$.

9.2.7 Ansätze for phenomenology

The methods we have discussed so far address particular aspects and features of GPDs, but none of them provides sufficient input for evaluating scattering amplitudes of hard processes, where distributions in the full range of $x$ are needed for several quark flavours and possibly gluons. Phenomenological studies so far have used ansätze for GPDs, whose typical form we now describe. Detailed accounts are given in [3,67]. In the forward limit the distributions $H$ and $\tilde{H}$ reduce to the usual parton densities, which are rather well measured and can be used as an input. For definiteness let us concentrate on $H^u$ and $H^d$. The $t$ dependence has so far mostly been simplified as a factorizing form $H^q(x, \xi, t) = H^q(x, \xi) F_1^q(t)/F_1^q(0)$ with the $u$ and $d$ quark contributions to the Dirac form factor taken from experiment. This ansatz satisfies the sum rules (9.12), but according to our discussion in sections 9.2.3 and 9.2.5 can only be a crude approximation.

The simplest model one can make for the $\xi$ dependence is to neglect it, setting $H^q(x, \xi) = q(x)$ for $x > 0$ and $H^q(x, \xi) = -\bar{q}(-x)$ for $x < 0$. This so-called ‘forward model’ is consistent with general symmetries, but it is physically not plausible near $x = 0$ for finite $\xi$, where it gives a singular behaviour in $x$. In the forward limit this singularity corresponds to partons with vanishing plus-momentum. For finite $\xi$ the point $x = 0$ describes the emission of a quark–antiquark pair with equal momentum fractions $\xi$, for which there is no reason to expect a singular behaviour.
To ensure polynomiality in $\xi$ of all $x$ moments, a more sophisticated treatment of the $\xi$ dependence is conveniently achieved by constructing a model at the level of double distributions (section 9.1.6). A widely used ansatz for the double distribution is to set $f^q(\beta, \alpha, t) = \frac{f^q(\beta, \alpha) F_1^q(t)}{F_1^q(0)}$ with

$$f^q(\beta, \alpha) = \frac{q(\beta) - \bar{q}(\beta)}{1 - \beta} \rho_{\text{val}} \left( \frac{\alpha}{1 - \beta} \right) + \frac{\bar{q}(\beta)}{1 - \beta} \rho_{\text{sea}} \left( \frac{\alpha}{1 - \beta} \right),$$

$$f^q(-\beta, \alpha) = -\frac{\bar{q}(\beta)}{1 - \beta} \rho_{\text{sea}} \left( \frac{\alpha}{1 - \beta} \right) \quad (9.27)$$

for $\beta > 0$, where the ‘profile functions’ $\rho$ are normalized to $\int_{-1}^{1} d\alpha \rho(\alpha) = 1 [68,3]$. Their form is taken as $\rho(\alpha) \propto (1 - \alpha^2)^b$ with a parameter $b$ that may be chosen differently in $\rho_{\text{val}}$ and $\rho_{\text{sea}}$. For $b = \infty$ one gets $\rho(\alpha) = \delta(\alpha)$ and thus recovers the forward model discussed above. Analogous ansätze can be made for $\tilde{H}^q$, $H^s$, and $\tilde{H}^s$. Common choices in the literature are $b = 1$ for quarks and $b = 2$ for gluons.

The separation into ‘valence’ and ‘sea’ parts follows the convention in the forward limit, but note that the ‘valence’ part in (9.27) generates a non-zero $H^q(x, \xi, t)$ in the ERBL region. Since the ‘sea’ part in (9.27) does not contribute to $\int_{-1}^{1} dx H^q = F_1^q(t)$ it may be taken with a different $t$ dependence in the full double distribution $f^q(\beta, \alpha, t)$ [67]. A first attempt at a more realistic model for the interplay between $t$ and the longitudinal momentum fractions has been made in [3], with a form $f^q(\beta, \alpha, t) = f(\alpha, \beta) |\beta|^{-\alpha} t$ motivated by Regge theory (see section 9.2.5).

The sum rule $\int_{-1}^{1} dx (e_u H^u + e_d H^d) = F_1^p(t)$ for the Dirac form factor of the proton was found to be rather well satisfied at small $t$ for $\alpha' \approx 0.8 \text{GeV}^2$, which is quite close to the value for meson trajectories in Regge phenomenology. Such an ansatz has been developed further in [59,60].

In figure 9.9 we show GPDs obtained in the forward model and from the model (9.27) with $b = 1$. As seen in (9.17), a double-distribution ansatz misses the possible contribution from $D$-terms. To the ansatz just described, many phenomenological studies have added the isosinglet $D$-term contribution (9.26) estimated in the chiral quark–soliton model, or its extension to the SU(3) flavour-singlet combination $D^{u+d+s}$ proposed in [3]. Figure 9.9 shows that such a term leads to considerable structure in the ERBL region.

At small $x$ and $\xi$ the values of $\beta$ relevant in the reduction formula (9.17) are small as well, and one may replace the factors $1 - \beta$ with 1 in (9.27). For an approximate small-$x$ behaviour like $x^{-\lambda} q(x)$ one can perform the relevant integrations and obtain an analogous behaviour like $x^{-\lambda} \hat{H}(x/\xi)$ of $\xi H^q(x, \xi)$. For gluons, an approximate behaviour like $x^{-\lambda} g(x)$ translates into a behaviour like $\xi^{-\lambda} \hat{H}(x/\xi)$ of $H^s(x, \xi)$. One finds that $H^{q,s}(\xi, \xi)$ decreases with the profile parameter $b$, a trend already seen in our above example at $\xi = 0.3$. The dependence of the GPDs on $b$
is significantly larger for quarks than for gluons, see [4] for example. An ansatz proposed by Shuvaev et al [71] corresponds to \( b = 1 + \lambda \) and is often used in the literature for processes at small \( x \).

In [72] it was claimed that the ansatz we have described gives amplitudes for DVCS that are too large to be compatible with cross section data from H1 [101] and the beam spin asymmetries from HERMES [102] and CLAS [103], unless one takes \( b = \infty \). The authors propose instead an ansatz consisting of the forward model in the DGLAP regions, whereas in the ERBL region they take a simple polynomial form with coefficients chosen such that the polynomiality conditions are met for the lowest two Mellin moments. Such an ansatz has the inherent problem that polynomiality of all higher moments (and hence Lorentz invariance) is violated. How important this violation is at the level of the GPDs or of observables for given kinematics has not been investigated.

The GPDs \( E \) and \( \tilde{E} \) cannot be modelled using the strategies we described, since their forward limits are unknown. For \( \tilde{E} \) most studies use only the pion-pole contribution (9.24). First attempts at a detailed model of \( E \), which is crucial in the context of orbital angular momentum, have been made in [3,59,60].

### 9.3 Processes

#### 9.3.1 Factorization

The measurement of GPDs in hard exclusive processes rests on factorization theorems very similar to those that connect the usual parton densities with inclusive

Figure 9.9. \( H^{u+d}(\text{left}) \) and \( \tilde{H}^{u-d}(\text{right}) \) at \( \xi = 0.3 \) and \( t = -0.35 \text{ GeV}^2 \), obtained from the ansatz (9.27) and its polarized analogue, using \( \rho_{udl} = \rho_{sea} \) and the quark distributions from [69,70] at \( \mu = 1 \text{ GeV} \). The solid and dashed curves are for \( b = \infty \) and \( b = 1 \), respectively, and the dotted curve shows the result for \( b = 1 \) plus the \( D \)-term given in (9.26). The \( t \) dependence is modelled by multiplying \( H^q \) (both the double-distribution part and the \( D \)-term) with the Dirac form factor \( F_1^q(t) \) and \( \tilde{H}^q \) with the nucleon axial form factor, both properly normalized.
processes like DIS or Drell–Yan lepton pair production. Detailed investigations for Compton scattering and for exclusive meson production have been made in [20,33,73]; a brief account can be found in [74].

Factorization of the Compton amplitude holds in a generalization of the Bjorken limit of DIS, namely for \(|q^2| + |q''^2| \to \infty\) at fixed \(t\) and fixed \(q^2/W^2\) and \(q''^2/W^2\). Here four-momenta are as in figure 9.1(a) and \(W^2 = (p + q)^2\) is the squared centre-of-mass energy of the proton–photon system. In practical terms, at least one of the photon virtualities as well as \(W^2\) should be much larger than \(-t\) and than the scale of soft hadronic interactions. Special cases are: (i) DVCS, which has \(q''^2 = 0\) and is accessible in electroproduction \(ep \to ep\gamma\) [75], and (ii) time-like Compton scattering, which has \(q^2 = 0\) and can be seen in heavy lepton pair production \(\gamma p \to p\ell^+\ell^-\) [76]. ‘Double DVCS’ can be studied in \(ep \to ep\ell^+\ell^-\) and has both photons off-shell [77,78]. In general one has two scaling variables,

\[
\xi = -\frac{\Delta \tilde{q}}{2P\tilde{q}} \approx \frac{Q^2 + Q'^2}{2W^2 + Q^2 - Q'^2}, \quad \rho = -\frac{\tilde{q}^2}{2P\tilde{q}} \approx \frac{Q^2 - Q'^2}{2W^2 + Q^2 - Q'^2},
\]

(9.28)

with \(\tilde{q} = \frac{1}{2}(q + q')\) and \(Q'^2 = q'^2\). The approximations are valid in the generalized Bjorken limit. In a frame where the incoming and outgoing protons have large momenta in the positive \(z\) direction (with transverse momenta of order \(\sqrt{-t}\)) one finds \(\xi \approx (p - p')^z/(p + p')^z\), as we have used in GPDs so far. The factorization theorem states that the amplitude can be written as

\[
\mathcal{A}(\gamma^* p \to \gamma^* p) = \sum_i \int_{-1}^{1} dx \, T^i(x, \rho, \xi, Q^2 - Q'^2) F^i(x, \xi, t)
\]

(9.29)

with corrections suppressed by inverse powers of the hard scale \(Q\) or \(Q'\) (for simplicity we henceforth refer to \(Q\) as the large scale, keeping in mind that either \(Q\) or \(Q'\) may be large). Here \(F^i\) stands for any of the quark and gluon matrix elements in (9.1) and (9.4), which are parametrized by GPDs. The dependence of the hard scattering kernels \(T^i\) on \(Q^2 - Q'^2\) is logarithmic and due to radiative corrections, where for legibility we have not displayed the factorization and renormalization scales. Apart from this logarithmic dependence the amplitude is independent of the photon virtualities at given \(\xi\), \(\rho\) and \(t\); this is the exact analogue of Bjorken scaling in DIS. We will discuss the dependence of the amplitude (9.29) on the photon helicities in the next subsection.

Analogous factorization can be shown for electroproduction \(ep \to epM\) of a light meson \(M\). The relevant limit is as in the Compton case, where \(q'^2\) is now the squared meson mass and hence neglected along with other hadron masses. Note that one then has

\[
\xi \approx x_B/(2 - x_B)
\]

(9.30)
in terms of the usual Bjorken variable, as one has for DVCS. The factorization formula for the photon–proton amplitude is

$$A(\gamma^* p \rightarrow M p) = \frac{1}{Q} \sum_{ij} \int_{-1}^{1} dx \int_{0}^{1} dz T_{ij}(x, \xi, z, Q^2) F_i(x, \xi, t) \phi_j(z)$$  \hspace{1cm} (9.31)

with corrections to it going like $1/Q^2$. Apart from a logarithmic $Q^2$ dependence in $T_{ij}$, the amplitude (9.31) falls like $1/Q$ at fixed $\xi$ and $t$ and requires both photon and meson to be longitudinally polarized; all other helicity transitions are suppressed by further powers of $1/Q$. Long-distance physics is parametrized by GPDs on the target-hadron side, and by light-cone distribution amplitudes $\phi_j$ for the $q\bar{q}$ and (if quantum numbers permit) the two-gluon content of the produced meson (see section 9.1.4). Example diagrams at leading order in $\alpha_s$ are shown in figure 9.10.

Let us mention some important aspects of the factorization theorems for both Compton scattering and light meson production. The outgoing hadron with momentum $p'$, as well as the produced meson, may be replaced with multi-hadron states, described by transition GPDs or by generalized distribution amplitudes. In the generalized Bjorken limit the invariant masses of these multi-hadron states stay fixed, that is they should be small compared with the hard scale $Q^2$. This ensures that the systems with momenta $p'$ and $q'$ are well separated in rapidity.

The hard-scattering subprocesses are evaluated with external parton momenta exactly collinear and on-shell. This ‘collinear approximation’ corresponds to the leading term in a Taylor expansion

$$\int d^4 k \ H(k) A(k) \approx \int dk^+ H(k) \bigg|_{k^- = 0, \tilde{k} = \tilde{0}} \int dk^- d^2 k \ A(k),$$  \hspace{1cm} (9.32)

where $H$ denotes the amplitude for the hard subprocess, $A$ the amplitude represented by the lower blobs in figures 9.1(a) and 9.10, and $k$ the loop momentum.
connecting them. Integrated over $k^-$ and $\vec{k}$, the amplitude $A$ becomes a matrix element parameterized by GPDs according to (9.9). The analogous approximation is made for the produced meson, where the plus-momenta instead of the minus-momenta of the external partons are neglected in $H$.

To ensure large internal virtualities in the hard scattering subprocess, the partons connecting it with the GPDs must have large plus-momenta, and those connecting it with the produced meson must have large minus-momenta. The factorization formulae (9.29) and (9.31) contain, however, momentum configurations where this is not the case, in particular the point $x - \xi = 0$ in the GPDs and the endpoint regions $z = 0$ or $z = 1$ in the distribution amplitudes. An essential part of the factorization theorems is to show that such soft regions either give only power suppressed contributions to the amplitude (and hence may be included in the formulae to leading-power accuracy) or that they can be ‘circumvented’ by deforming the integration contours for $x$ or $z$ in the complex plane into a region where internal virtualities in the ‘hard scattering subprocess’ are truly hard. This property is not trivial: it holds, for instance, if the virtual photon in meson electroproduction is longitudinally polarized, but does not hold if it is transverse. It also does not hold in exclusive hadron–hadron scattering processes such as $p\bar{p} \rightarrow p\bar{p} \mu^+ \mu^-$, which hence do not factorize (see [4] for a discussion and further references).

The power behaviour in $Q^2$ and the dependence on the polarization of the photon and (if applicable) the meson are generic predictions of the factorization theorems. Both can be experimentally measured, which provides model-independent tests whether the approximations leading to factorization are adequate in given kinematics.

### 9.3.2 Compton scattering

To leading order in $1/Q$ and in $\alpha_s$ the Compton amplitude in generalized Bjorken kinematics is given by the quark-handbag diagrams as shown in figure 9.1(a). In this approximation the hadronic tensor is

$$T^{\alpha\beta} = i \int d^4x \, e^{i \bar{q} \cdot x} \langle p' | TJ^\alpha_{em} \left( \frac{1}{2}x \right) J^\beta_{em} \left( \frac{1}{2}x \right) | p \rangle = -g^{\alpha\beta}_T \mathcal{F} - i \varepsilon^{\alpha\beta}_T \tilde{\mathcal{F}}, \quad (9.33)$$

from which the Compton amplitude is obtained by contracting with the polarization vectors of the photons and multiplying with the squared lepton charge $e^2$. The only non-zero components of the transverse tensors are $g^{11}_T = g^{22}_T = -1$ and $\varepsilon^{12}_T = -\varepsilon^{21}_T = 1$, and $e J^\alpha_{em}(x)$ is the electromagnetic current. In (9.33) we have introduced
convolutions

\[
\mathcal{F}(\rho, \xi, t) = \sum_q e_q^2 \int_{-1}^1 dx \, F^q(x, \xi, t) \left( \frac{1}{\rho - x - i\varepsilon} - \frac{1}{\rho + x - i\varepsilon} \right),
\]

\[
\tilde{\mathcal{F}}(\rho, \xi, t) = \sum_q e_q^2 \int_{-1}^1 dx \, \tilde{F}^q(x, \xi, t) \left( \frac{1}{\rho - x - i\varepsilon} + \frac{1}{\rho + x - i\varepsilon} \right),
\]

\[ (9.34) \]

where the sum is over all flavours of quarks with electric charge \(ee_q\). Following the decomposition (9.1) one obtains ‘Compton form factors’ \(\mathcal{H}\) or \(\mathcal{E}\) by replacing \(F^q\) with \(H^q\) or \(E^q\), and \(\tilde{\mathcal{H}}\) or \(\tilde{\mathcal{E}}\) by replacing \(\tilde{F}^q\) with \(\tilde{H}^q\) or \(\tilde{E}^q\) in (9.34). The relevant combinations of these form factors for definite helicities of the initial and final protons are readily obtained from (9.6). At next-to-leading order in \(\alpha_s\) the convolutions \(\mathcal{F}\) and \(\tilde{\mathcal{F}}\) (and correspondingly the Compton form factors) obtain corrections which also involve the gluon GPDs \(H_g, E_g, \tilde{H}_g, \tilde{E}_g\). Several groups have evaluated the \(O(\alpha_s)\) terms; see [67,79] for detailed numerical investigations and [4] for further references.

To leading accuracy in \(1/Q\) (where transverse momenta of the photons are to be neglected) the tensor (9.33) only contributes to transitions where both the photons have positive helicity or both have negative helicity. At \(O(\alpha_s)\) there are in addition amplitudes where the photon helicity is flipped by two units. To ensure angular momentum conservation in the collinear hard scattering process these transitions require the gluon transversity GPDs \(H_g, E_g, \tilde{H}_g, \tilde{E}_g\). Several groups have evaluated the \(O(\alpha_s)\) terms; see [67,79] for detailed numerical investigations and [4] for further references.

9.3.3 Light-meson production

Electroproduction of light mesons offers a variety of channels where different combinations of GPDs can be studied. To leading order in \(1/Q\) and in \(\alpha_s\) the amplitude for \(\gamma^* p \rightarrow \rho^0 p\) with a longitudinally polarized photon is

\[
A_L = \frac{2e}{Q} \mathcal{F}_\rho(\xi, t),
\]

\[
\mathcal{F}_\rho(\xi, t) = \frac{4\pi \alpha_s}{9} \frac{f_\rho}{\sqrt{2}} \int_0^1 dz \frac{\phi_\rho(z)}{z(1-z)} \int_{-1}^1 dx \left( \frac{1}{\xi - x - i\varepsilon} - \frac{1}{\xi + x - i\varepsilon} \right) \times \left[ \frac{2}{3} F^u(x, \xi, t) + \frac{1}{3} F^d(x, \xi, t) + \frac{3}{8} x^{-1} F^g(x, \xi, t) \right],
\]

\[ (9.35) \]
where the meson distribution amplitude $\phi_\rho$ is normalized to $\int_0^1 dz \, \phi_\rho(z) = 1$ and $f_\rho \approx 209$ MeV is the $\rho$ decay constant. In analogy to $F_\rho$ one defines convolutions $H_\rho$ and $E_\rho$ for the GPDs $H$ and $E$. Contrary to Compton scattering, quark and gluon contributions appear here at the same order in $\alpha_s$. To obtain the analogous expression for $\gamma^* p \to \pi^0 p$ one replaces $f_\rho \to f_\pi \approx 131$ MeV, $\phi_\rho \to \phi_\pi$, $F^q \to \bar{F}^q$ and omits the term with $F^g$. The formulae for other cases can be found in [3,4]. By parity invariance the production of mesons with natural parity $P = (-1)^I$, such as vector mesons, selects the unpolarized GPDs. The production of mesons with unnatural parity $P = (-1)^I + 1$, such as pseudoscalars, selects only polarized GPDs. Hence meson production allows one to study these distributions separately, unlike Compton scattering where such parity constraints do not hold because the transverse photon polarizations single out additional directions. No meson production channel is known where the polarized gluon distributions $\bar{H}^g$ or $\bar{E}^g$ contribute at leading order in $1/Q$ and $\alpha_s$. Quark or gluon transversity GPDs do not contribute either at leading power in $1/Q$.

If the produced meson has definite $C$-parity, the hard scattering kernels are either even or odd in $x$ and thus select combinations of GPDs describing definite $C$-parity in the $t$-channel (section 9.1.1). In particular the production of $\rho^0, \omega, \phi$ selects the $C$-even combinations, just as Compton scattering. Assuming $\phi_\rho(z) = \phi_\omega(z) = \phi_\phi(z)$ and neglecting small SU(3) breaking effects for the meson decay constants, the appropriate combinations in $F(\xi, t)$ are

$$\rho : \sqrt{\frac{1}{2}} \left( \frac{2}{3} F^u + \frac{1}{3} F^d + \frac{3}{8} x^{-1} F^g \right),$$
$$\omega : \sqrt{\frac{1}{2}} \left( \frac{2}{3} F^u - \frac{1}{3} F^d + \frac{1}{8} x^{-1} F^g \right),$$
$$\phi : - \left( \frac{1}{3} F^s + \frac{1}{8} x^{-1} F^g \right).$$

(9.36)

Combined information from these meson channels and DVCS is one of the few handles for disentangling the distributions $H$ and $E$ for different quark flavours and gluons. Another possibility is to use scattering on both proton and neutron targets, see section 9.4.

In contrast to neutral mesons, the production of charged mesons involves a mixture of $C$-even and $C$-odd GPD combinations. One of the few processes where the $C$-odd combinations of unpolarized GPDs (analogous to the valence quark distributions $q - \bar{q}$) can be accessed separately is the production of $f_0$ or $f_2$ resonances. Alternatively one can study the production of $\pi^+ \pi^-$ pairs in the continuum, where in particular the interference between pairs of even and odd $C$-parity can be extracted from angular measurements [80,4]. First experimental results have been presented by HERMES [81]. Further issues of special interest are the physics of strangeness and flavour SU(3) violation in the production of $K$ or $K^*$ mesons (together with
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the transition from the nucleon to a $\Sigma$ or $\Lambda$) and the study of SU(3) breaking and the axial anomaly in the production of $\eta$ and $\eta'$, see [3,4] and references therein. An important part of charged-pion production comes from the pion-pole contribution (9.24) to $\bar{E}^{u-d}$. Since its support is the ERBL region, it only appears in the real part of the scattering amplitude. At amplitude level one can write

$$A^\text{pole}_L(\gamma^* p \rightarrow \pi^+ n) = -e \frac{Q F_\pi(Q^2)}{f_\pi} \frac{2m g_A}{m^2 - t} \bar{u}(p')\gamma_5 u(p), \quad (9.37)$$

where

$$F_\pi(Q^2) = \frac{2\pi \alpha_s}{9Q^2} \frac{f_\pi^2}{Q^2} \left[ \int_0^1 dz \frac{\phi_\pi(z)}{z(1-z)} \right]^2 \quad (9.38)$$

is the electromagnetic pion form factor to leading order in $1/Q$ and $\alpha_s$ (see figure 9.5). Analogous kaon-pole contributions appear in $\gamma^* p \rightarrow K^+ \Lambda$ and $\gamma^* p \rightarrow K^+ \Sigma^0$. The relation (9.37) remains valid at higher orders in $\alpha_s$ or in $1/Q$ and is the basis for attempts to measure $F_\pi$ at moderate to large $Q^2$: see chapter 2. The formulation in terms of GPDs provides a tool to estimate in which kinematical region the contribution from $\tilde{H}$ may actually dominate the longitudinal amplitude $A_L$, see [38] for example. Notice in particular that the pion-pole contribution (9.37) is independent of $\xi$ at given $Q^2$ and $t$, whereas the corresponding contribution from $\tilde{H}$ should approximately follow the $\xi$ dependence of the polarized quark densities $\Delta q(\xi)$ and hence rise when $\xi$ becomes small. The $t$ dependence of the contribution from $\tilde{H}$ is presently not known but should significantly differ from (9.37).

Next-to-leading order corrections in $\alpha_s$ for meson production were initially studied only for $\gamma^* p \rightarrow \pi^+ n$ in [82], and subsequently the calculation of the scattering kernels for other channels was completed [83]. Both studies indicate that $O(\alpha_s)$ corrections can be very large (as they can be in $F_\pi$), and further investigation will be needed to clarify for which kinematics and which observables one has sufficient theoretical control.

The $\gamma^* p$ cross section for longitudinal photons following from (9.35) is

$$\frac{d\sigma_L}{dt} = \frac{\alpha_{em}}{Q^6} \frac{4\xi^2}{1 - \xi^2} (C_U + C_T \sin \beta) \quad (9.39)$$

with

$$C_U(\xi, t) = (1 - \xi^2)|\mathcal{H}_\rho|^2 - \left( \frac{t}{4m^2} + \xi^2 \right) |E_\rho|^2 - 2\xi^2 \text{Re} (E^*_\rho \mathcal{H}_\rho),$$
$$C_T(\xi, t) = \sqrt{1 - \xi^2} \frac{\sqrt{t_0} - t}{m} \text{Im} (E^*_\rho \mathcal{H}_\rho), \quad (9.40)$$
where $\beta$ is the angle between the hadron plane and the transverse target polarization $S_T$ as defined in Figure 9.11. The analogous expression for $\pi^0$ production is

$$C_U(\xi, t) = (1 - \xi^2) |\bar{\mathcal{H}}_{\pi}|^2 - \frac{t}{4m^2} |\xi^* \bar{\mathcal{E}}_{\pi}|^2 - 2\xi \text{Re} (\xi^* \bar{\mathcal{H}}_{\pi}),$$

$$C_T(\xi, t) = -\sqrt{1 - \xi^2} \sqrt{\frac{t_0 - t}{m}} \text{Im} (\xi^* \bar{\mathcal{H}}_{\pi}).$$

(9.41)

For other meson channels the same expressions hold with the appropriate decay constants and integrals over GPDs or distribution amplitudes.

We see in (9.39) that the factorization theorem predicts a $1/Q^6$ falloff for $d\sigma_L/dt$ at fixed $\xi$ and $t$, up to logarithms of $Q^2$ due to radiative corrections. In contrast, Bjorken scaling of the Compton amplitude results in a $1/Q^4$ behaviour at fixed $\xi$ and $t$ of the cross section $d\sigma_T/dt$ for transverse photons in DVCS. Note that kinematical factors $\xi^2/(1 - \xi^2)$ and $1/Q^4$ in (9.39) are due to phase space and photon flux, for which we used Hand’s convention [84] and neglected terms suppressed by $1/Q^2$.

The transverse target-polarization asymmetry resulting from (9.39) is sensitive to the ratio $\bar{\mathcal{E}}/\mathcal{H}$ or $\bar{\mathcal{E}}/\bar{\mathcal{H}}$ and thus provides a way to separate GPDs with and without proton helicity flip. This asymmetry belongs to those observables where it has been argued that theoretical uncertainties should partially cancel, see [3,4] and references therein. We note that a longitudinal target polarization asymmetry does not occur with a longitudinal photon due to parity invariance.

### 9.3.4 Compton scattering beyond leading-power accuracy

For the Compton amplitude not only the leading term but also the first corrections in a $1/Q$ expansion have been studied in detail. At $1/Q$ accuracy there are contributions from the handbag diagrams of Figure 9.1(a) where the Taylor expansion (9.32) of the hard scattering kernel in the transverse parton momentum $\vec{k}$ is carried one order further. Other contributions arise from graphs where an additional gluon (with transverse polarization) connects the blob in Figure 9.1(a) with the hard
scattering. The two types of contribution are not separately gauge invariant; note that the transverse derivative $\partial_j$, related to transverse momentum via Fourier transformation, and the transverse gluon field $A_j$ combine to give a covariant derivative $\partial_j - igA_j$. Careful treatment is needed to prevent double counting or the violation of electromagnetic or strong gauge invariance, and has been carried out in different formalisms, from the first study [85] to the very detailed analysis [86] (see [4] for references). Methods and results are similar to those for the spin-dependent structure function $g_2$, although gauge invariance is more subtle in the non-forward case.

The additional hadronic matrix elements required to calculate the Compton amplitude at the $1/Q$ level and leading order in $\alpha_s$ can be chosen as in (9.1), but with the non-local currents $\bar{q}\gamma^+q$ and $\bar{q}\gamma^+\gamma_5q$ replaced by $\bar{q}\gamma^j q$ and $\bar{q}\gamma^j\gamma_5 q$, where $j$ is a transverse index. Using the QCD equations of motion, they can be parametrized by a part expressed in terms of the twist-2 GPDs $H, E, \tilde{H}, \tilde{E}$ (called the Wandzura–Wilczek part) and by a part involving non-local quark–antiquark–gluon operators $\bar{q}\gamma^+ G^+ j q$ and $\bar{q}\gamma^+\gamma_5 \tilde{G}^+ j q$ (often called the ‘genuine’ twist-3 part). There are indications that nucleon matrix elements of these operators might be small, and their neglect is referred to as the Wandzura–Wilczek approximation.

The $1/Q$ corrections to Compton scattering do not affect the helicity amplitudes which are already present at leading-power accuracy (see the previous subsection) but instead provide non-zero transitions between a longitudinal and a transverse photon. At leading order in $\alpha_s$ the new amplitudes for DVCS can be written in terms of the Compton form factors $H, E, \tilde{H}, \tilde{E}$ already appearing at leading power, of new form factors given by

$$H_W = \sum_q e_q^2 \int_{-1}^{1} dx \frac{1}{\xi + x} \log \frac{2\xi}{\xi - x - i\epsilon} (H^q(x, \xi, t) - H^q(-x, \xi, t)),$$

and its counterparts for $E, \tilde{H}, \tilde{E}$, and of convolution integrals involving four independent quark-antiquark-gluon matrix elements. If the latter are small, the amplitudes appearing at order $1/Q$ can be used to obtain additional information on the twist-2 GPDs.

The known factorization theorems do not extend to $1/Q$ accuracy, and it is not guaranteed that one can still write the Compton amplitudes in terms of perturbative hard scattering kernels and process-independent nucleon matrix elements. The results of explicit calculation at Born level, as well as at $O(\alpha_s)$ in the Wandzura–Wilczek approximation [87], are however consistent with factorization.

Not much is known about power corrections of order $1/Q^2$ in non-forward Compton scattering. No complete evaluation of target-mass corrections has been possible yet,
but partial results have been obtained and suggest that such corrections are typically of order $\rho^2 m^2/Q^2$ rather than $m^2/Q^2$, where $\rho$ is defined in (9.28). This would render them moderate in much of experimentally relevant kinematics. The $1/Q^2$ corrections to the Compton amplitude with photon helicity flip by two units have been evaluated to leading order in $\alpha_s$ in the Wandzura–Wilczek approximation [88] and may constitute an important correction to the contribution from gluon transversity, which appears at leading power in $1/Q$ but only starts at $O(\alpha_s)$.

### 9.3.5 Meson production from transverse photons

Meson production from transverse virtual photons is power suppressed by $1/Q$ compared with the leading amplitude, where the photon is longitudinal, and it is tempting to see whether collinear factorization can consistently describe the amplitude in this case. Calculation in [89,90] of the graphs of figure 9.10 with a transverse $\gamma^*$ and a transverse $\rho$ gave a result containing integrals over the meson distribution amplitude that diverge logarithmically:

$$\int_0^1 \frac{dz}{z} \int_z^1 \frac{du}{u} \phi_\rho(u).$$

(9.43)

Further one finds integrals such as

$$\int_{-1}^1 \frac{dx}{(\xi - x - i\epsilon)^2} H^{q,g}(x, \xi, t) = - \int_{-1}^1 \frac{dx}{\xi - x - i\epsilon} \frac{\partial}{\partial x} H^{q,g}(x, \xi, t),$$

(9.44)

which are expected to diverge at least for quark distributions (see section 9.1.8). In the regions $z \approx 0$ and $x \approx \xi$ where the divergences occur, partons become soft and the collinear approximation breaks down. The divergences disappear when the transverse momentum of the partons is not neglected in the partonic scattering amplitude; one then has for instance an inverse propagator $zQ^2 + \vec{k}^2$ instead of $zQ^2$. The integral over $z$ then behaves like $\log[Q^2/\langle \vec{k}^2 \rangle]$, where $\langle \vec{k}^2 \rangle$ is a typical transverse momentum of the quark in the meson. Such a logarithmic enhancement of the amplitude for transverse photons may explain why the measured ratio of $\gamma^* p \to \rho p$ cross sections with longitudinal and transverse photons is not very large at moderate $Q^2$, see section 9.6.1. From the derivation of the factorization theorem [73] one expects that for a transverse photon there are contributions to the amplitude with soft partons connecting the meson and the proton side (see our discussion in section 9.3.1). Such contributions can no longer be expressed in terms of hard scattering kernels and soft matrix elements involving either the proton or the meson and entail a breakdown of factorization.
The sensitivity of amplitudes with transverse photons or mesons to soft parts of phase space has also been seen in calculations for vector meson production at small $x$, where the transverse parton momenta entering the partonic amplitude were kept explicitly. With suitable model assumptions on the meson wave function a rather successful phenomenology for the $\gamma^* - \rho$ helicity transitions has been achieved [91]. Given our remark at the end of the previous paragraph, it remains unclear to what extent such an approach can give an adequate description of the dynamics.

### 9.3.6 Power corrections

The systematic evaluation of power corrections to those helicity amplitudes which receive a leading-twist contribution remains an unsolved problem. There are, however, a number of approaches to estimate specific sources of power corrections which have been tested in processes similar to the ones we are dealing with. Here and in the following we use ‘leading twist’ to designate the leading term in the $1/Q$ expansion of Compton scattering or meson production, given by the factorization formulae (9.29) or (9.31).

One generally expects that power corrections are more important in meson production than in Compton scattering at equal values of $Q^2$. This is because already at the Born level the hard scattering subgraphs in meson production involve more internal lines than those in Compton scattering; compare figures 9.1 and 9.10. At a given hard external momentum the internal virtualities in meson production are hence smaller and corrections to the approximations underlying the leading-twist factorization formulae can be more important. This trend is indeed seen when comparing power correction estimates for the transition $\gamma^*\gamma \rightarrow \pi$ and for the elastic pion form factor, which respectively have the same hard scattering graphs as DVCS and exclusive $\pi^+$ production off the proton. The form factor $F_{\gamma\pi}$ describing $\gamma^*\gamma \rightarrow \pi$ can indeed be reproduced fairly well in the leading-twist approximation down to quite low $Q^2$, see figure 9.12. This does not imply that power corrections are entirely negligible in the $Q^2$ range shown, but the data do not require them to be large. Notice that the contribution to DVCS from the pion-pole part (9.24) of $\tilde{E}$ can be expressed through the form factor $F_{\gamma\pi}(Q^2)$, just as the elastic pion form factor $F_{\pi}(Q^2)$ appears in the pion-pole contribution (9.37) to $\gamma^*p \rightarrow \pi^+n$.

The inclusion of the transverse parton momentum in the hard scattering kernels has been studied for the form factors $F_{\gamma\pi}(Q^2)$ and $F_{\pi}(Q^2)$ in [94,95], building on the modified hard scattering formalism of Sterman and collaborators. The meson structure is parametrized here by its $q\bar{q}$ light-cone wave function. Given the close connection of the relevant hard scattering kernels (see figure 9.5) this approach is readily applied to meson electroproduction as far as the meson is concerned. Taking
account of the transverse parton momentum on the proton side is more involved as it requires a model for $k_T$-dependent generalized parton distributions, for which there is little phenomenological guidance. Using such a model, both meson production and DVCS have been considered in [96]. A substantial suppression of the meson production cross section was found, even for $Q^2$ of several GeV$^2$, whereas for DVCS the corrections were moderate. Large suppression factors due to transverse quark momentum were also obtained for vector meson production at small $x$ in [97,98].

A different kind of power correction in the pion form factor is shown in figure 9.13(a), where the quark struck by the photon carries most of the pion momentum whereas the spectator momentum is soft – a mechanism discussed long ago by Feynman. This gives a positive contribution to the form factor. Having one power of $\alpha_s$ less than the leading-twist contribution, it can be quite large at moderate $Q^2$, see [95]. It is rather straightforward to extend this soft overlap mechanism to electroproduction in the ERBL region, where the kinematics of the partonic subprocess are the same as in the pion form factor. One then obtains a purely-real contribution to the scattering amplitude, which was found to be quite large in $\gamma^* p \rightarrow \pi^+ n$ [96]. It is, however, not understood how to evaluate the analogous contribution in the DGLAP region, where it cannot be expressed in terms of the pion light-cone wave function (see figure 9.13(b)).

In the leading-twist approximation of DVCS, perturbation theory can be used because of the point-like coupling of the real photon to quarks. To estimate the contribution from the hadronic component of the photon to DVCS, the studies
[99,100] have used models which describe the experimental data for ρ electroproduction in certain kinematics and converted the amplitude for $\gamma^*_T p \rightarrow \rho_T p$ into a contribution to the amplitude for $\gamma^*_T p \rightarrow \gamma p$ using simple vector-meson dominance. Although it cannot be interpreted as a power correction in a straightforward way, the contribution in question may be seen as an indicator for effects beyond the leading-twist description of Compton scattering. In [99] this contribution was compared with DVCS data by H1 [101] and found to be at the 10–20% level in the Compton amplitude, whereas the $\rho$ contribution estimated in [100] accounts for up to 50% of the DVCS beam spin asymmetries measured at HERMES [102] and CLAS [103].

9.3.7 Heavy-meson production

Exclusive production of charmonium or bottomonium provides another class of processes where GPDs can be accessed. Here the heavy-quark mass provides a hard scale, even in photoproduction. Neglecting heavy-quark distributions in the nucleon, the relevant graphs involve gluon GPDs as shown in figure 9.10(b). To leading order in a non-relativistic expansion, the heavy-meson wave function becomes trivial for the ground-state mesons, $J/\psi$ and $\Upsilon$, with quark and anti-quark sharing the meson four-momentum in equal parts and their relative velocity $\nu$ being approximately zero. The uncertainty in the value of the charm-quark mass gives a corresponding uncertainty in the cross section for $\gamma p \rightarrow J/\psi p$. There is no consensus concerning the corrections to this leading-order non-relativistic expansion. In [104] the $O(\nu^2)$ corrections have been evaluated in the formalism of non-relativistic QCD and were found to be quite small. The studies [97,105] took into account the relative momentum between $c$ and $\bar{c}$ directly in the hard scattering kernel. Using different model wave functions for the $J/\psi$, moderate to large correction factors were obtained compared with the leading-order non-relativistic formula.
For photoproduction of heavy vector mesons there is no factorization theorem to all orders in perturbation theory, but the explicit calculation of the $O(\alpha_s)$ corrections to the hard scattering kernel has given a structure compatible with factorization [106]. Numerically the corrections were found to be very large, and further study will be required to understand in which kinematics this process can reliably be described in the approximation discussed here.

The description we have outlined readily generalizes to electroproduction as long as the photon virtuality is not much greater than the quark mass, and this case has indeed been included in [97,105]. In the limit where $Q^2$ is much bigger than the squared quark mass, it sets the hard scale and the collinear factorization scheme for light mesons becomes applicable. The structure of the meson is then encoded in its light-cone distribution amplitude.

9.3.8 A remark on small $x$

The connection between the production of light or heavy vector mesons at small $x$ and the gluon distribution in the proton was realized early on [107,108]. These studies worked at leading-logarithmic accuracy in $\log(1/x)$, where the generalized gluon distribution at $t = 0$ can be replaced in the relevant loop integrals by the usual gluon distribution at a typical longitudinal momentum fraction, which is of order $(m_V^2 + Q^2)/W^2 \approx 2\xi$. We note that, taken literally, leading log($1/x$) accuracy is a serious limitation for phenomenology, since even the ambiguity whether to take $\xi$ or $2\xi$ as the argument of the gluon distribution has a large impact on the resulting cross section at small $x$. The $t$ dependence of the generalized gluon distribution is, however, a legitimate part of the leading log($1/x$) approximation, and typically parametrized via an exponential form $d\sigma/dt \propto \exp(Bt)$ for the cross section at small $t$.

A theoretical approach to describe processes in the leading log($1/x$) approximation is based on colour dipoles, discussed in chapter 8. Within colour-dipole factorization, the usual gluon density appears as a building block when making the additional approximation of leading twist and double leading logarithm $\log Q^2 \log(1/x)$. It is important to realize that the relation between this scheme and the collinear factorization discussed in the present chapter is not always trivial (see [4] for a brief account). This is highlighted by DVCS, which in the dipole formalism is described in terms of the gluon distribution in the nucleon, whereas in collinear factorization both quark and gluon distributions are of comparable importance even at $x_B$ of order $10^{-3}$, if one chooses a factorization scale $\mu = Q$ [67]. This reflects the ambiguity in separating the process amplitude into parton distributions and other building blocks, illustrated in figure 9.14. We note also that the space-time picture of the process is different in the two schemes. The collinear factorization approach
Figure 9.14. (a) Collinear factorization of a diagram for high-energy $\gamma^*p$ scattering into $\gamma^*g$ scattering and the gluon distribution. Depending on the virtuality of the internal quark lines, the same diagram can be factorized into $\gamma^*q$ scattering and the quark distribution. (b) Factorization of the same diagram into photon wave functions and the scattering of a $q\bar{q}$ dipole on the proton, as appropriate in the colour-dipole approach.

is naturally interpreted in the infinite-momentum frame, where a gluon emitted by the target scatters on the photon via a quark loop. The dipole picture may be visualized in the target rest frame, where the photon splits into a $q\bar{q}$ pair that subsequently scatters on the proton.

### 9.3.9 Revealing GPDs

We see in (9.34) and (9.35) that to leading order in $\alpha_s$ the leading-twist amplitudes for both DVCS and electroproduction of light mesons involve GPDs in the form

$$\int_{-1}^{1} dx \; H^q(x, \xi, t) \left( i\pi \delta(x - \xi) + \frac{1}{\xi - x} \right) \pm \{x \rightarrow -x\} \quad (9.45)$$

and its analogues for $E^q$, $\tilde{H}^q$, $\tilde{E}^q$ and the gluon distributions, where the pole of $(\xi - x)^{-1}$ is to be regularized by Cauchy’s principal-value prescription. In this approximation the imaginary part of the scattering amplitude is given directly by GPDs at the special points $x = \pm \xi$ (see section 9.1.8). Including $\alpha_s$ corrections one obtains integrals over $x$ in the DGLAP regions. In contrast, the real part of the amplitude is sensitive to all $x$ already at Born level. The most relevant region of $x$ in the integral is of course determined by $\xi$, so that the dependence of scattering amplitudes on $t$ and $\xi$ yields rather direct information on the spatial distribution of partons with typical momentum fractions of order $\xi$ (see section 9.1.7).

To reconstruct the dependence of GPDs on the independent momentum fractions $x$ and $\xi$ is a much more difficult problem. To leading order in $\alpha_s$ the imaginary part of the amplitude for double DVCS involves GPDs at $x = \pm \rho$, where $|\rho| < \xi$ according to (9.28). Double DVCS hence offers the unique possibility to scan GPDs in the ERBL region. Indirect information on the $x$ dependence of GPDs resides in
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Figure 9.15. Contribution to the electroproduction of a photon from Compton scattering (a) and from the Bethe–Heitler process (b).

the logarithmic $Q^2$ dependence of scattering amplitudes, which is encoded in the perturbative evolution equations and hard scattering kernels. This information can of course only be used in kinematics where power corrections in $1/Q$ can be neglected, and according to our discussion in section 9.3.6 Compton scattering looks more promising in this context than meson production.

To constrain the $x$ dependence of GPDs in practice, one needs physically well-motivated functional ansätze for these functions, as one does for the extraction of ordinary parton distributions from inclusive processes. The constraints from the forward limit, the elastic form factors, polynomiality and positivity are not trivial to fulfil, and so far only double-distribution based ansätze as discussed in section 9.2.7 have been used, where the forward limit and polynomiality are satisfied by construction.

As we have seen in sections 9.3.2 and 9.3.3, means of disentangling the spin and flavour structure of GPDs are offered by a combination of Compton scattering and suitable meson production channels, by measurements with polarized targets, and by combined data on proton and neutron targets. In the following section we will investigate the potential of Compton scattering, which in particular provides separate access to real and imaginary parts of the scattering amplitude, where, as we have just discussed, GPDs intervene in very different fashions.

9.4 Phenomenology of Compton scattering

DVCS has a rich phenomenology because it is observed in electroproduction $ep \to ep\gamma$, where it competes with the Bethe–Heitler process (see figure 9.15). The latter is calculable since the electromagnetic proton form factors are experimentally well known at the small values of momentum transfer where they are required: see chapter 2. Using the interference between the two processes, one can study the amplitude of virtual Compton scattering, $\gamma^* p \to \gamma p$, including its phase. As we
have seen in the previous subsection, this is most valuable for constraining the dependence of GPDs on \( x \) and \( \xi \).

The kinematics of electroproduction are described in terms of the invariants \( Q^2, W^2, t \) entering the Compton subprocess, in addition to the azimuthal angle \( \phi \) between the lepton and hadron plane defined in figure 9.16 and the usual inelasticity parameter \( y = (qp)/(kp) \). We neglect the lepton mass throughout, and our discussion readily carries over to \( \mu p \rightarrow \mu p \gamma \).

The Bethe–Heitler graphs in figure 9.15 are readily evaluated without further approximation. Expressed through the variables we have chosen, the result is quite complicated but simplifies considerably in the kinematical limit of large \( Q^2 \) at fixed \( t, x_B, y \) and \( \phi \), which is relevant for DVCS. For detailed discussions and formulae see [109,67,4]. Decomposing the cross section for \( ep \rightarrow ep \gamma \) on an unpolarized target into contributions \( d\sigma_{BH} + d\sigma_{VCS} + d\sigma_{INT} \) from the Bethe–Heitler process, Compton scattering and their interference, one finds

\[
\frac{d\sigma_{BH}}{d\phi dt dQ^2 d\log x_B} = \frac{\alpha_{em}^3}{8\pi s^2} \frac{1}{|t|} \frac{1}{\epsilon} \frac{1}{P} \times \left[ \frac{1 - \xi^2}{\xi^2} \frac{t - t_0}{t} \left( F_1^2 - \frac{t}{4m^2} F_2^2 \right) + 2(F_1 + F_2)^2 + O\left(\frac{1}{Q^2}\right) \right],
\]

with the Dirac and Pauli form factors \( F_1 \) and \( F_2 \) evaluated at \( t \). Here \( s = (k + p)^2 \) is the squared \( ep \) centre-of-mass energy and \( \epsilon \approx (1 - y)/(1 - y + \frac{1}{2} y^2) \) is the ratio of longitudinal to transverse photon flux in the Compton process. The factor

\[
P = 1 - 2 \cos \phi \sqrt{\frac{2(1 + \epsilon)}{\epsilon} \frac{1 - \xi}{1 + \xi} \frac{t_0 - t}{Q^2} + O\left(\frac{1}{Q^2}\right)}
\]

is due to the lepton propagators in the graphs of figure 9.15(b) and is proportional to the product \( s'u' \) of their virtualities. Although formally \( 1/Q \) suppressed, the \( \cos \phi \) dependent factor in (9.47) can be numerically quite important, especially in the kinematics of the HERMES and JLab experiments (see section 9.5).
For $d\sigma_{VCS}$ and $d\sigma_{INT}$ it is useful to parametrize the dynamics of $\gamma^* p \rightarrow \gamma p$ by helicity amplitudes $e^2 M_{\lambda'\mu',\lambda\mu}$. Here $\lambda$ ($\lambda'$) is the helicity of the incoming (outgoing) proton and $\mu$ ($\mu'$) the helicity of the incoming (outgoing) photon. With the constraints of parity invariance there are twelve independent amplitudes for DVCS, which can be chosen to correspond to the combinations $(+,+), (+,0), (+,−)$ of the photon helicities ($\mu',\mu$). As discussed in sections 9.3.2 and 9.3.4, the amplitudes $M_{\lambda'\mu',\lambda\mu}$ appear at leading order in $1/Q$ and $\alpha_s$, the twist-3 amplitudes $M_{\lambda'\mu',\lambda\mu}$ are $1/Q$ suppressed, and $M_{\lambda'\mu',\lambda\mu}$ comes with a suppression by either $\alpha_s$ or $1/Q^2$.

One can readily express the four amplitudes $M_{\lambda'\lambda\mu}$ in terms of the Compton form factors $H, E, \tilde{H}, \tilde{E}$ and hence of integrals over $H, E, \tilde{H}, \tilde{E}$. The four amplitudes $M_{\lambda'\lambda\mu}$ depend on integrals over the same GPDs, and in addition on four independent quark–antiquark–gluon matrix elements. For Compton scattering on an unpolarized target one has

$$
\frac{d\sigma_{VCS}}{d\phi dt dQ^2 d\log x_B} = \frac{\alpha^3_{em}}{8\pi s^2} \frac{1}{Q^2} \frac{1}{1 - \epsilon} \sum_{\lambda'\lambda} |M_{\lambda'\lambda\mu}|^2 + \cdots .
$$

(9.48)

For simplicity we have neglected the target mass in the phase space and flux factor. In order to include the target mass one should replace $s^2$ with $(s - m^2)^2 (1 + 4x_B^2 m^2 / Q^2)^{1/2}$, both here and in (9.46) and (9.50). We have here only given the contribution from the leading amplitudes $M_{\lambda'\lambda\mu}$. The complete expression contains also terms depending on $\phi$ and on the lepton beam polarization $P_\ell$, where $\cos \phi$ and $P_\ell \sin \phi$ accompany the interference of $M_{\lambda'\lambda\mu}$ with $M_{\lambda'\lambda\mu}$ or $M_{\lambda'\lambda\mu}$, and $\cos 2\phi$ accompanies the interference between $M_{\lambda'\lambda\mu}$ and $M_{\lambda'\lambda\mu}$ (there is no term with $P_\ell \sin 2\phi$). The $\phi$ dependence of the $ep$ cross section thus gives access to the photon helicity dependence of the Compton amplitudes and makes it possible to test their different size and $Q^2$ behaviour at fixed $x_B$ and $t$ expected from the factorization theorem. The same is possible with the interference term between the Compton and Bethe–Heitler processes, as we shall see shortly.

From (9.46) and (9.48) we see that the relative size of Bethe–Heitler and Compton cross sections is

$$
d\sigma_{BH} : d\sigma_{VCS} \sim Q^2 (1 - \epsilon) : |t| \epsilon,
$$

(9.49)

so that Bethe–Heitler typically dominates over Compton scattering since we require $Q^2 \gg |t|$. An exception is the case $\epsilon \approx 1$, which requires small $y$ and hence large $s$ at given $x_B$ and $Q^2$ according to the relation $Q^2 = y x_B (s - m^2)$. This is illustrated by the estimates in figure 9.17. Note that the factor $P$ from the lepton propagators can enhance the Bethe–Heitler contribution at $\phi$ around $0^\circ$, especially if $\epsilon$ is small.

Whether the Bethe-Heitler process dominates or not, information about Compton scattering can be obtained from $d\sigma_{INT}$. Especially clean access to the
Figure 9.17. The cross section for $ep \to ep\gamma$ and its individual contributions from DVCS (dashed) and the Bethe–Heitler process (dotted) for different electron energies in the proton rest frame, given in the panels. The remaining kinematical quantities are $Q^2 = 2.5 \text{ GeV}^2$, $x_B = 0.25$ and $\phi = 45^\circ$. The curves are based on the same model as the dashed curves in figure 9.19 and will be described in section 9.5.

The interference term is provided in the difference of cross sections for $e^- p \to e^- p\gamma$ and $e^+ p \to e^+ p\gamma$, where $d\sigma_{BH} + d\sigma_{VCS}$ drops out because of the lepton charge factors, whereas $d\sigma_{INT}$ remains. Furthermore, the Bethe–Heitler contribution (but not $d\sigma_{VCS}$) exactly drops out in the single-spin asymmetries for a longitudinally-polarized lepton beam and for a longitudinally- or transversely-polarized proton target. This is a consequence of parity and time-reversal invariance, see [4] for a discussion of its limits of validity. In double-spin asymmetries there is, however, a Bethe–Heitler contribution.

For an unpolarized target the interference term has the structure

$$
\frac{d\sigma_{INT}}{d\phi \, dt \, dQ^2 \, d\log x_B} = -e_\ell \frac{\alpha_{em}^3}{8\pi s^2} \frac{1}{|t|} \frac{m}{Q} \frac{8\sqrt{2}}{\xi} \frac{1}{P} \left[ \cos \phi \frac{1}{\sqrt{\epsilon(1-\epsilon)}} \Re \tilde{M}_{++} \right. \\
- \cos 2\phi \sqrt{\frac{1+\epsilon}{1-\epsilon}} \Re \tilde{M}_{+0} - \cos 3\phi \sqrt{\frac{\epsilon}{1-\epsilon}} \Re \tilde{M}_{+-} \\
+ P_\ell \sin \phi \sqrt{\frac{1+\epsilon}{\epsilon}} \Im \tilde{M}_{++} - P_\ell \sin 2\phi \Im \tilde{M}_{+0} + O\left(\frac{1}{Q}\right) \bigg], \quad (9.50)
$$
where $\hat{M}_{\mu'\mu}$ is a linear combination of the Compton amplitudes $M_{\lambda'\mu',\lambda\mu}$ with known coefficients depending on $\xi$ and $t$, and $P$ is given in (9.47). The charge of the lepton beam is $e_\ell = \pm 1$, and its polarization is normalized as $-1 \leq P_\ell \leq 1$. The dependence on $\phi$ and $\epsilon$ is hence completely explicit in (9.50), and angular analysis can be used to separate the different terms in the interference, which involve Compton amplitudes playing very different roles in the large-$Q^2$ limit. In particular, the leading amplitudes $M_{++}$ are those going with $\cos \phi$ and $P_\ell \sin \phi$. In this context it is important to take into account that the factor $P$ from the Bethe–Heitler propagators provides an additional $\phi$ dependence of the interference term. Especially in kinematics where this is not negligible, the cleanest access to the Compton amplitudes is obtained by reweighting the cross section with $P$.

Upon closer inspection [67,4] and taking into account the predictions of the factorization theorem for the different Compton amplitudes, one finds that the terms denoted as $O(1/Q)$ in (9.50) are actually suppressed by $1/Q^2$ or by $\alpha_s$, except for a contribution which is independent of $\phi$ and $P_\ell$ and involves the leading amplitudes $M_{++}$ with kinematic coefficients of order $1/Q$. This suggests that the results extracted in an angular analysis based on (9.50) can be interpreted as definite combinations of Compton amplitudes with only moderate corrections.

With an unpolarized nucleon target one has access to a combination of Compton amplitudes and hence of GPDs. To disentangle the spin dependence parametrized by $H$, $E$, $\tilde{H}$, $\tilde{E}$, target polarization is required. The unpolarized Compton cross section is sensitive to the quadratic combination

$$
\frac{1}{2} \sum_{\lambda'\lambda} |M_{\lambda'+\lambda+}|^2 = (1 - \xi^2)(|H|^2 + |\tilde{H}|^2) - \left(\xi^2 + \frac{t}{4m^2}\right)|E|^2 - \xi^2 \frac{t}{4m^2} |\tilde{E}|^2 - 2\xi^2 \text{Re} (H^* E + \tilde{H}^* \tilde{E}) \quad (9.51)
$$

of the integrals over GPDs we defined in section 9.3.2. Other combinations appear in the Compton contribution to the single spin asymmetry for transverse target polarization and in the double asymmetry for longitudinal lepton beam and longitudinal or transverse target polarization. A more direct separation is offered by the interference term, where GPDs appear linearly. For a polarized target the leading-twist contribution from the amplitudes $M_{\lambda'+\lambda+}$ is

$$
d\sigma_{\text{INT}} \propto \cos \phi \ \text{Re} \ M_{++} + P_\ell \sqrt{1 - \epsilon^2} \ \sin \phi \ \text{Im} \ M_{++} \\
\quad + S_L \left[ \sin \phi \ \text{Im} \ M_{++} + P_\ell \sqrt{1 - \epsilon^2} \ \cos \phi \ \text{Re} \ M_{++} \right] \\
\quad + S_T \ \cos \beta \left[ \sin \phi \ \text{Im} \ M_{++} + P_\ell \sqrt{1 - \epsilon^2} \ \cos \phi \ \text{Re} \ M_{++} \right] \\
\quad + S_T \ \sin \beta \left[ \cos \phi \ \text{Im} \ M_{++} - P_\ell \sqrt{1 - \epsilon^2} \ \sin \phi \ \text{Re} \ M_{++} \right], \quad (9.52)
$$
where the target polarization vector is \((S_T \cos \beta, S_T \sin \beta, S_L)\) in the coordinate system of figure 9.11, normalized as \(0 \leq S_T \leq 1\) and \(-1 \leq S_L \leq 1\). The combinations of Compton amplitudes are given by

\[
\hat{M}_{++} = \sqrt{1 - \xi^2} \sqrt{t_0 - t} \frac{1}{2m} \left[ F_1 \mathcal{H} + \xi (F_1 + F_2) \tilde{\mathcal{H}} - \frac{t}{4m^2} F_2 \mathcal{E} \right],
\]

\[
\hat{M}_{++}^L = \sqrt{1 - \xi^2} \sqrt{t_0 - t} \frac{1}{2m} \left[ F_1 \tilde{\mathcal{H}} + \xi (F_1 + F_2) \left( \mathcal{H} + \frac{\xi}{1 + \xi} \mathcal{E} \right) \right.
\]

\[
- \left( \frac{\xi}{1 + \xi} F_1 + \frac{t}{4m^2} F_2 \right) \xi \tilde{\mathcal{E}},
\]

\[
\hat{M}_{++}^S = \left[ \xi^2 \left( F_1 + \frac{t}{4m^2} F_2 \right) - \frac{t}{4m^2} F_2 \right] \tilde{\mathcal{H}} - \left( \frac{t}{4m^2} + \frac{\xi^2}{1 + \xi} \right) \xi (F_1 + F_2) \mathcal{E}
\]

\[
+ \left( \frac{t}{4m^2} + \frac{\xi^2}{1 + \xi} \right) F_1 + \frac{t}{4m^2} \xi F_2 \right] \xi \tilde{\mathcal{E}} - \xi^2 (F_1 + F_2) \mathcal{H},
\]

\[
\hat{M}_{++}^N = - \frac{t}{4m^2} (F_2 \mathcal{H} - F_1 \mathcal{E}) + \xi^2 \left( F_1 + \frac{t}{4m^2} F_2 \right) (\mathcal{H} + \mathcal{E})
\]

\[
- \xi^2 (F_1 + F_2) \left( \tilde{\mathcal{H}} + \frac{t}{4m^2} \tilde{\mathcal{E}} \right)
\]

(9.53)

in terms of integrals over GPDs. Hence, with both longitudinal and transverse target polarization, one has four independent observables to separate the four twist-2 Compton form factors. We see that the only combination where \(E\) is not kinematically suppressed compared with other GPDs is \(\hat{M}_{++}^N\). To be sensitive to this distribution, which plays a special role in the context of angular momentum, requires transverse target polarization.

So far we have focused on a proton target. Data for DVCS on both the proton and the neutron would allow separation of the GPDs for \(u\) and \(d\) quarks. At leading order in \(\alpha_s\) the Compton amplitude involves quark combinations

\[
p : \frac{4}{9} F_u^u + \frac{1}{9} F_d^d + \frac{1}{3} F_s^s, \quad n : \frac{1}{9} F_u^u + \frac{4}{9} F_d^d + \frac{1}{3} F_s^s.
\]

(9.54)

and their analogues for \(\bar{F}_q\), with the quark flavour referring to a proton target in both cases. The detailed phenomenology of DVCS on the proton and the neutron is different: in the \(t\) range of interest \(F_1(t)\) is small but \(F_2(t)\) is large for the neutron, whereas both are comparable for the proton: see chapter 2. In particular, we see in (9.53) that the unpolarized combination \(\hat{M}_{++}\) is sensitive to \(E\) in the neutron case. Measurements of DVCS on the neutron using a deuteron target have been approved at JLab [110].
9.4.1 Double DVCS

We emphasized in section 9.3.9 that double DVCS contains unique information on GPDs in the region where they describe $q\bar{q}$ emission from the target. Extraction of the Compton signal from exclusive lepton pair production $ep \to ep \ell^+\ell^-$ is more complex than in the case of DVCS, since there are now two different types of Bethe–Heitler processes, shown in figure 9.18. The ratio of cross sections $d\sigma_{BH_1} : d\sigma_{VCS} \sim Q^2 (1 - \epsilon) : |t| \epsilon$ is as in the case of DVCS, whereas for the new type of Bethe–Heitler process one has $d\sigma_{BH_2} : d\sigma_{VCS} \sim Q^2 : |t|$ without the possibility to enhance the Compton process by going to $\epsilon \approx 1$. Using the angular distribution of the produced lepton $\ell^+$ one can, however, construct observables where $d\sigma_{BH_2}$ does not contribute because of the lepton charge factors in the different processes [76]. We note that channels where the produced lepton pair has different flavour than the beam, that is $ep \to ep \mu^+\mu^-$ and $\mu p \to \mu p e^+e^-$, admit a simpler theoretical analysis than their counterparts with two identical leptons in the final state. First theoretical studies of lepton pair production have been carried out in [77,78,111], and it remains to be seen to which extent the physics potential of this process can be harvested in experiments.

9.5 Experimental results on DVCS

DVCS is the theoretically cleanest process sensitive to GPDs and offers most detailed observables. The first experimental results in fixed-target experiments [102,103] were for the lepton-beam spin asymmetry

$$A_{LU}(\phi) = \frac{1}{|P_\ell|} \frac{d\sigma^{e\uparrow} - d\sigma^{e\downarrow}}{d\sigma^{e\uparrow} + d\sigma^{e\downarrow}}. \quad (9.55)$$

Following our discussion in section 9.4 its denominator is $\phi$-independent in the limit of large $Q^2$ and dominated by the Bethe–Heitler cross section (9.46) unless $\epsilon$ is very close to 1. In the numerator the Bethe–Heitler contribution is absent for
symmetry reasons and the Compton contribution involves twist-3 amplitudes, so that the asymmetry is approximately proportional to the combination $\text{Im} \hat{M}^{++}$ of twist-2 Compton form factors given in (9.53). At small to modest values of $\xi$ and $t$ this combination is dominated by $\text{Im} \mathcal{H}$ due to kinematical prefactors. Hence to leading order in $\alpha_s$ one has direct access to $H^q(\xi, \xi, t) - H^q(-\xi, \xi, t)$ with the above approximations. For a precise interpretation of data the cross section difference $d\sigma^{e^+}/d\phi - d\sigma^{e^-}/d\phi$ is more suitable than the normalized asymmetry (9.55), whose denominator does receive contributions from $d\sigma_{VCS}$ and $d\sigma_{INT}$ at some level of accuracy [67]. Measurement of cross section differences is, however, experimentally more demanding.

The results on $A_{LU}$ shown in figure 9.19 support the relevance of the large-$Q^2$ limit for DVCS in current experiments. The CLAS collaboration compared their data [103] with theory predictions for $Q^2 = 1.25$ GeV$^2$, $x_B = 0.19$, $-t = 0.19$ GeV$^2$ and $\epsilon = 0.3$, whereas the average kinematical values for HERMES [112] are $Q^2 = 2.5$ GeV$^2$, $x_B = 0.12$, $-t = 0.18$ GeV$^2$ and $\epsilon = 0.88$. In both measurements the asymmetry approximately follows a $\sin \phi$ behaviour, a fit to $A_{LU}(\phi) = s_1 \sin \phi + s_2 \sin 2\phi$ giving $s_2 = -0.024 \pm 0.021$ for CLAS. Preliminary CLAS data with much higher statistics find a ratio $s_2/s_1$ smaller than 15% [113]. This trend is in line with the large-$Q^2$ picture, where a $\sin 2\phi$ modulation of $A_{LU}$ should be $1/Q$ suppressed compared with the $\sin \phi$ term.
The size of the asymmetries is described reasonably well by calculations that approximate Compton scattering to leading order in $1/Q$ and $\alpha_s$ (see (9.33) and (9.34)), with GPDs modelled along the lines described in section 9.2.7. The model of $H^q$ taken for the curves in figure 9.19 assumes a factorized $t$ dependence, adding the $D$-term (9.26) from the chiral quark–soliton model to the double-distribution ansatz (9.27) with $\rho_{val} = \rho_{sea} \propto (1 - \alpha_s^2)^b$ and the next-to-next-to-leading order (NNLO) quark densities from [114] at $\mu = 1$ GeV. The profile parameter was set to $b = 1$ for the dashed and to $b = 4$ for the dotted curves.

The measurements presented in figure 9.19 are integrated over rather large kinematical regions in $x_B$, $Q^2$ and $t$. In figure 9.20 we show preliminary data from CLAS for a finer binning in $x_B$ or in $Q^2$. The calculation from the model just described gives a fair description of the data, except for the points at large $x_B$.

As we saw in section 9.4, a polarized target is necessary to disentangle GPDs with different spin structure in DVCS. For longitudinal target polarization one can define

$$A_{UL}(\phi) = \frac{1}{|S_L|} \frac{d\sigma^{p\uparrow} - d\sigma^{p\downarrow}}{d\sigma^{p\uparrow} + d\sigma^{p\downarrow}}. \quad (9.56)$$

As in the case of $A_{LU}$ this asymmetry receives its dominant contribution from the interference term (9.52) in the large-$Q^2$ limit. Given the kinematical prefactors in (9.53), and taking into account that the unpolarized GPDs $H$ are likely larger than their polarized counterparts $\tilde{H}$, one expects $\text{Im} \tilde{M}_{++}^q$ to be dominated by $\text{Im} \tilde{H}$ and $\text{Im} \tilde{H}$. Together with the information from the beam spin asymmetry one can thus access $\tilde{H}^q(\xi, \xi, t) + \tilde{H}^q(-\xi, \xi, t)$ to leading accuracy in $\alpha_s$. 

Figure 9.20. Preliminary CLAS data [113] for the coefficient $s_1$ of the beam spin asymmetry in a fit to the form $A_{LU}(\phi) = s_1 \sin \phi + s_2 \sin 2\phi$. The curves correspond to the same model as the dotted curves in figure 9.19.
Single-spin asymmetries provide access to the imaginary parts of Compton amplitudes. The lepton beam charge asymmetry is sensitive to their real parts and hence to GPDs in both the DGLAP and ERBL regions. In the large-$Q^2$ limit the term $\text{Re}\hat{M}_{++}$ from the interference can be filtered out by the $\cos\phi$ modulation of the asymmetry

$$A_C(\phi) = \frac{d\sigma^+ - d\sigma^-}{d\sigma^+ + d\sigma^-}.$$  

(9.57)

Preliminary data from HERMES [115,116] give a coefficient $c_1 = 0.11 \pm 0.04$ for a fit to $A_C = c_0 + c_1 \cos\phi$ with average kinematical values $Q^2 = 2.8$ GeV$^2$, $x_B = 0.12$, $-t = 0.27$ GeV$^2$ and $\epsilon = 0.84$. This is well in the range of present model calculations, which give a wide range of values with either sign, reflecting in particular our ignorance of GPDs in the ERBL region. In fixed-target kinematics the $D$-term in (9.26) gives a sizeable positive contribution to the coefficient of $\cos\phi$ in $A_C$. However, comparison of the model results in [51] and [67] shows that the uncertainty on the double-distribution part of GPDs is significant as well, so that one cannot constrain the $D$-term directly. Note, however, that by its form (9.17) the $D$-term gives a $\xi$-independent contribution to $H$ at fixed $Q^2$ and $t$, and the opposite contribution to $E$, and has an experimentally-accessible signature.

At high $ep$ centre-of-mass energies $\sqrt{s}$ there is a wide kinematical region where $y$ is small, so that the Compton and Bethe–Heitler processes are of comparable strength. Subtracting the Bethe–Heitler contribution one can then measure the Compton cross section. Such measurements have been performed by the H1 and ZEUS collaborations [101,117] at $\sqrt{s} = 300$ GeV to 318 GeV. Figure 9.21 shows the ZEUS results for the $\gamma^* p \rightarrow \gamma p$ cross section, which one can expect to be
dominated by $|H|^2$ in (9.51). A fair description of the data can be achieved with several models for GPDs [67,79,72]. We note that colour-dipole models (see section 9.3.8 and chapter 8) fare equally well. Whether the leading-log$(1/x)$ approximation underlying the dipole formalism or the leading-twist description discussed here is more appropriate in given small-$x$ kinematics remains ambiguous, as it does for the inclusive structure functions of DIS. A major uncertainty for models in both approaches is the fact that the $t$ dependence of DVCS is known only approximately [118].

**9.6 Experimental results on meson production**

As discussed in section 9.3, meson electroproduction probably requires rather large values of $Q^2$ for a leading-twist interpretation to be adequate. On the other hand, it provides valuable handles to separate different flavour and spin combinations of GPDs. Compared with DVCS it offers fewer observables that can be evaluated at leading twist, whose extraction from data is, however, more straightforward.

**9.6.1 Vector mesons**

Data in a wide range of kinematics are available for electroproduction of the neutral vector mesons $\rho^0$, $\omega$, $\phi$, both at intermediate and large $W$, as well as for $J/\psi$ photo- and electroproduction. From (9.36) one expects that $\rho$ and $\omega$ production is dominated by the gluon distribution at very small $x_B$ and by the quark distributions at large $x_B$. Where the transition between these regimes takes place remains to be clarified.

Figure 9.22 shows the $t$-slope parameter for $\rho$ production, obtained from an exponential fit $d\sigma/dt \propto e^{Bt}$ at small $t$. Similar results have been obtained in $\phi$ production
The corresponding measurement for $J/\psi$ production gives values of $B$ between 4 and 5 GeV$^{-2}$, with little dependence on $Q^2$ between the photoproduction limit and $Q^2 = 100$ GeV$^2$ [128]. The steep decrease of $B(Q^2)$ for $\rho$ production can be interpreted as an effect of the transverse quark momentum in the meson on the hard-scattering subprocess [97]. Comparison with the value for $J/\psi$ production then suggests that this power suppressed effect becomes negligible only when $Q^2 \geq 10$ GeV$^2$. In the leading-twist regime 2$B$ is the average impact parameter $\langle \vec{b}^2 \rangle$ of gluons according to (9.21).

The factorization theorem for light-meson production predicts that at large $Q^2$ both photon and meson should have longitudinal polarization. The photon helicities in the $\gamma^* p$ cross section $\sigma = \sigma_T + \epsilon \sigma_L$ can be disentangled by a Rosenbluth separation (see chapter 2), where $\epsilon$ is varied at given $x_B$ and $Q^2$. However, this requires measurement at different $e p$ centre-of-mass energies. The polarization of the produced vector meson can be inferred from its decay angular distribution, for example in $\rho \to \pi^+ \pi^-$. Helicity-changing transitions from the photon to the meson are known to be small empirically, and neglecting them one can determine the ratio $R = \sigma_L / \sigma_T$ from the measured polarization of the vector meson. This method has been used in the measurements shown in figure 9.23. Preliminary data for $Q^2$ up to 30 GeV$^2$ [120] suggest that $R$ continues to rise with $Q^2$. Power counting at large $Q^2$ predicts $R$ to rise like $Q^2$ up to logarithms (see also section 9.3.5). We see that $\sigma_L$ is comparable to $\sigma_T$ for $Q^2$ of a few GeV$^2$, indicating that formally $1/Q^2$ suppressed effects are not numerically small in that range.

The longitudinal cross section $\sigma_L$ for $\rho$ production has been measured by CLAS [121] for $Q^2$ between 1.5 and 3 GeV$^2$ and several bins in $x_B$. The data for $x_B = 0.31$...
and 0.38 are shown in Figure 9.24 and compared with the calculation from [96], which is restricted to quark GPDs and takes into account power corrections from the transverse momentum of quarks in the hard scattering kernel (see section 9.3.6). The model taken for $H^q$ uses a factorizing $t$ dependence and the double-distribution ansatz (9.27) with $\rho_{val} = \rho_{sea}$ and $B = 5$. The bins with $x_B = 0.48$ and 0.52 in the same measurement correspond to kinematics very close to threshold, where a GPD based approach to the dynamics cannot be expected to work. Corresponding measurements at $x_B$ around 0.1 have been made by HERMES [126]. The observed ratio of cross sections for $\phi$ and $\rho^0$ production implies that in this region of $x_B$ both quark and gluon exchange must be relevant [129]. A consistent estimate of power corrections for this case has not yet been given. In figure 9.25 we show data from H1 and ZEUS for $\rho$ and $\phi$ production. The model calculations from [98] shown in the same figure are obtained with gluon GPDs only and take into account power corrections from the transverse momentum of quarks in the meson. They use a factorized $t$ dependence for $H^g$ and the analogue of (9.27) for gluons with a profile parameter $b = 1$. We see that a description of the data by calculations using the leading-twist formalism and an estimate of power corrections is fair, although not perfect.

The cross sections for $\rho$ and $\phi$ production at large $Q^2$ show a steep rise with $W$, in contrast to the photoproduction cross sections in these channels. A similarly steep rise is found for the cross section in DVCS (see figure 9.21) and also for $J/\psi$ photo- and electroproduction, shown in figure 9.26. For $J/\psi$ production the $W$ dependence does not change significantly between $Q^2 = 0$ and 100 GeV$^2$ within present errors [128]. Such findings corroborate the interpretation of these processes in terms of gluon distributions, which at sufficiently large scales rise strongly with decreasing momentum fraction.
Separation of the cross sections for transverse and longitudinal photons can only be done by the Rosenbluth method for pseudoscalar-meson photoproduction at high $Q^2$. Note however that, in contrast to vector-meson production, $\sigma_T$ now involves helicity flip from the photon to the meson, so that one may expect $R = \sigma_L/\sigma_T$ to be larger than for $\rho$ production at the same $Q^2$. Information on the polarization of the virtual photon can be obtained in the same manner as for DVCS, namely from the
distribution in the angle $\phi$ between the lepton and hadron planes. The unpolarized $ep$ cross section can be written as

$$\frac{1}{\Gamma_T} \frac{d\sigma}{d\phi dt dQ^2 dx_B} = \frac{d\sigma_T}{dt} + \epsilon \frac{d\sigma_L}{dt} + \sqrt{2}\epsilon(1 + \epsilon) \cos \phi \frac{d\sigma_{LT}}{dt} + \epsilon \cos 2\phi \frac{d\sigma_{TT}}{dt},$$

(9.58)

where $\Gamma_T$ is a kinematical factor. The $\phi$-dependent terms go with the interference between longitudinal and transverse or between the two transverse photon polarizations, so that at large $Q^2$ they should be suppressed by $1/Q$ relative to $\sigma_L$. Corresponding measurements are underway at CLAS. Similar interference terms occur in the single-spin asymmetries for longitudinal-beam or longitudinal-target polarization. A non-zero value for the latter has been measured in $ep \rightarrow e\pi^+n$ by HERMES [130] with average kinematics $Q^2 = 2.2$ GeV$^2$, $x_B = 0.15$, $-t = 0.46$ GeV$^2$ and $\epsilon = 0.95$. Preliminary HERMES results for $\sigma_T + \epsilon\sigma_L$ have been presented in [131].

Production of charged pseudoscalars is special in that it receives contributions from $\pi^+$ or $K^+$ exchange in the $t$-channel, which can be large in a wide kinematical region. As we discussed in section 9.3.3, the relative size of the contributions from GPDs $\tilde{E}$ and $\tilde{H}$ is measured in the transverse target-spin asymmetry.

### 9.7 GPDs and large-angle scattering processes

The concept of GPDs has also found application in processes at large invariant momentum transfer $t$. Although their theory is much less advanced than the one presented so far in this chapter, the developments we now briefly present have spawned a rather successful phenomenology and may be seen as a promising ansatz to understand large-$t$ scattering in a description based on quark and gluon degrees of freedom. A more detailed account and references are given in [4,5].

To see the main physics issues in this context (which are quite different from those in processes at small $t$ but large $Q^2$) consider the Dirac form factor of the proton at large $t$. In the asymptotic limit $-t \rightarrow \infty$ one expects that the hard scattering mechanism will dominate, where each parton in the three-quark Fock state of the proton undergoes a hard scattering (see for example [132] for a review). This can be calculated using the same collinear factorization approach we discussed in section 9.3.1, with long-distance dynamics now encoded in the leading-twist distribution amplitudes of the nucleon. Compared with analogous observables involving mesons, such as the pion form factor, the larger number of internal propagators results in a stronger ‘dilution’ of the external hard momentum in the hard scattering subprocess, so that much larger $t$ is required in order for internal propagators to be predominantly far off-shell. The endpoint regions, where one or more partons in the nucleon wave function have soft momenta, play a more prominent role for baryon form factors.
Calculations within the hard scattering approach that come close to describing the experimental data (which extends up to $-t$ of about 30 GeV$^2$ for the proton) typically receive their main contributions from such soft regions of phase space, where internal virtualities in the graphs are soft [133]. The approximations of the formalism then become invalid and the calculation inconsistent. A different approach is to consider precisely the contribution from endpoint configurations, where all partons in the nucleon except one are soft, as originally suggested by Feynman. This contribution may be approximated by the overlap of light-cone wave functions for the lowest few Fock states, and a rather successful phenomenology has been obtained with suitable model wave functions. In figure 9.27(a) we show results obtained with simple model wave functions for the Fock state with three quarks and the Fock states with three quarks and an additional gluon or $q\bar{q}$ pair. The same wave functions give a rather good description of polarized and unpolarized parton densities at $x > \sim 0.5$ (see section 9.1.8).

The preceding discussion carries over to other processes, in particular to Compton scattering at large Mandelstam invariants $s$, $t$, $u$, often referred to as ‘wide-angle Compton scattering’. An evaluation in the hard scattering approach [136] confirms that this mechanism seriously undershoots the cross section data for $s$, $-t$, $-u$ of several GeV$^2$. For this process there is again a soft overlap contribution, where the elementary quark–photon vertex appearing in the Dirac form factor is replaced by Compton scattering on a quark, see figure 9.28. The soft overlap of the wave functions can be described in terms of generalized parton distributions: then one obtains handbag diagrams as in figure 9.1(a) with their factorized form of a hard scattering subprocess on a single quark and a soft matrix element of the nucleon [35,137].
For the unpolarized cross section of $\gamma p \rightarrow \gamma p$ the soft handbag mechanism gives

$$
\frac{d\sigma}{dt} = \frac{\pi \alpha_{em}^2}{s^2} \left[ \frac{(s-u)^2}{|su|} \left( R_V^2(t) - \frac{t}{4m^2} R_T^2(t) \right) + \frac{(s+u)^2}{|su|} R_A^2(t) \right]
$$

(9.59)

with Compton form factors

$$
R_V(t) = \sum_q e_q^2 \int_{-1}^1 \frac{dx}{x} H^q(x, 0, t), \quad R_T(t) = \sum_q e_q^2 \int_{-1}^1 \frac{dx}{x} E^q(x, 0, t),
$$

$$
R_A(t) = \sum_q e_q^2 \int_{-1}^1 \frac{dx}{x} \text{sign}(x) \tilde{H}^q(x, 0, t).
$$

(9.60)

The calculation leading to (9.59) requires the Mandelstam invariants to be large on a hadronic scale. In particular the target mass has been neglected, and the Compton subprocess was evaluated setting the momentum fraction $x$ of the incoming quark to 1, which corresponds to this quark taking the entire plus-momentum of its parent proton. Model estimates suggest that this is not a very good approximation for moderate values of $s, t, u$, and to improve on it remains a major task for theory. To do this in a consistent way is not trivial since gauge invariance requires one to treat the external quarks in the hard scattering as on-shell, or to take into account additional gluons exchanged between the hard and soft subprocesses.

An important feature of the soft overlap mechanism is that in a limited but rather wide region of $t$ it can produce an approximate power behaviour of the form factors $F_1(t), R_V(t)$ and $R_A(t)$ of the form $t^{-2}$, which coincides with the power behaviour obtained in the leading-twist hard scattering approximation. Such a behaviour of the Compton form factors translates into an approximate power behaviour of $d\sigma/dt$ like $s^{-6}$ at fixed $t/s$ and thus again mimics leading-twist power behaviour, which is approximately seen in the data. In figure 9.27(b) we compare the result from (9.59) and the Compton form factors modelled in [35] with data from [135], where we required $-t$ and $-u$ to be above 2.3 GeV$^2$. Shown is the ratio between $d\sigma/dt$ and the Klein–Nishina cross section $d\sigma_{KN}/dt$, which up to proton mass terms is obtained from (9.59) by setting $R_V = R_A = 1$ and $R_T = 0$ (see [139]). The quality of data obtained in present experiments is illustrated in figure 9.29, where the curves
Figure 9.29. Preliminary data from Hall A at JLab [138] for wide-angle Compton scattering at different values of $s$ given in the plot. $\theta$ is the scattering angle in the centre-of-mass frame. The theoretical curves (see text) are restricted to the region where $-t$ and $-u$ are above $2.5 \text{ GeV}^2$, and the error bands reflect theoretical uncertainties as explained for figure 36 in [59]. The prediction for $s = 20 \text{ GeV}^2$ has been scaled by a factor 10 and could be tested with the 12 GeV upgrade at JLab (see section 9.8).

show a calculation in the soft handbag mechanism including $O(\alpha_s)$ corrections (see below). The Compton form factors have been obtained from a parametrization of GPDs fitted to the electromagnetic form factors and the valence quark densities of the nucleon [59].

Because of the kinematical prefactors, the cross section (9.59) is mainly sensitive to the vector form factor $R_V$. Access to $R_A$ and $R_T$ is provided by polarization observables like the helicity correlation $K_{LL}$ between the incoming photon and the outgoing proton and the correlation $K_{LS}$ between the helicity of the incoming photon and the transverse polarization of the recoil proton in the scattering plane. With the definitions given in [140] one finds in the soft handbag approximation

$$K_{LL} \frac{d\sigma}{dt} = \frac{2\pi\alpha_{em}^2}{s^2} \frac{s^2 - u^2}{|su|} \left( R_V(t) - \frac{t}{s + \sqrt{-su}} R_T(t) \right) R_A(t),$$

$$K_{LS} \frac{d\sigma}{dt} = \frac{2\pi\alpha_{em}^2}{s^2} \frac{s^2 - u^2}{|su|} \sqrt{-t} \left( \frac{4m^2}{s + \sqrt{-su}} R_V(t) - R_T(t) \right) R_A(t).$$

(9.61)
While $K_{LL}$ is mainly sensitive to $R_A/R_V$, the ratio $K_{LS}/K_{LL}$ depends only on $R_T/R_V$ and thus is sensitive to the tensor form factor $R_T$, which describes proton helicity flip in analogy to the Pauli form factor. A variety of other polarization observables have been studied, and the soft handbag mechanism makes a number of predictions that can be experimentally tested [140]. Data from Hall A at JLab give $K_{LL} = 0.678 \pm 0.083 \text{(stat)} \pm 0.040 \text{(syst)}$ at $s = 7 \text{ GeV}^2$ and $-t = 4 \text{ GeV}^2$ [141], which is well in the range of the model predictions in [140].

The $O(\alpha_s)$ corrections to the hard scattering process have also been evaluated [140]. The structure of the singularities appearing in this calculation is such that they can be absorbed by the renormalization of the Compton form factors, suggesting that a more rigorous treatment of the mechanism in the framework of factorization should be possible. After renormalization the $O(\alpha_s)$ corrections are found to be rather moderate, at the level of 10% for experimentally relevant kinematics.

The soft handbag mechanism can equally be applied to wide-angle Compton scattering with an off-shell initial photon, provided its virtuality $Q^2$ is not much bigger than the hard scale set by $s$. The relevant calculations are readily generalized from the case of real photons and the greater number of observables allows for further tests of the reaction mechanism [142]. Application of the same mechanism to the production of a meson at large $s, t, u$ is also possible, but comes with the additional complexity of the transition from the initial photon to the meson [143]. The soft overlap mechanism for wide-angle Compton scattering has an analogue for processes in the crossed channel, meson or baryon production from two photons and photon pair production in $p\bar{p}$ collisions at large $s, t, u$. Its calculation leads to generalized distribution amplitudes at large $s$, and admits a rich phenomenology which so far has been quite successfully applied to exclusive channels in $\gamma\gamma$ annihilation (see [144] and references therein).

### 9.8 Future facilities for GPD physics

The knowledge of GPDs obtained by 2007 is still very limited and does not result from a dedicated experimental program. A large effort is, however, underway to improve upon existing data and to extend the kinematical reach of hard exclusive processes. Its focus is on DVCS, from which one can expect a major impact on GPD physics already at modest energies and photon virtualities. New equipment is being installed or is under construction to improve the experimental conditions for isolating the exclusive production of high-energy photons. The HERMES collaboration is building a detector to measure the recoil proton [145], the CLAS experiment is constructing a new forward-angle photon detector [146], and in Hall A at JLab a dedicated DVCS experiment is being carried out with a large photon calorimeter and a proton recoil detector [147]. At higher energies, there is an effort underway to measure DVCS and exclusive meson production in the COMPASS experiment.
at CERN, which also has plans for a new recoil detection system [148]. The HERA collider experiments H1 and ZEUS will continue to take data on DVCS and vector-meson production at high $Q^2$ and small $x_B$. In the present run H1 is operating two spectrometers for high-acceptance detection of forward and very forward protons, with $\xi$ respectively around $10^{-1}$ and $10^{-2}$ [149]. By 2007 it is expected that several of these experiments will have collected high-statistics data for beam-charge, beam-spin or target-spin asymmetries and possibly for the corresponding cross section differences in DVCS. These data will cover a significantly increased kinematical domain. On the same time scale, results on deeply virtual production of $\rho^0$, $\rho^+$, $\omega$, $\phi$, $\pi^0$, $\pi^+$ and $\eta$ mesons can be expected. Figure 9.30 gives an overview of the kinematics covered in fixed-target experiments.

At the more extended time scale of 2010 and beyond, the energy upgrade of the JLab electron accelerator to 12 GeV, combined with luminosities from $\mathcal{L} = 10^{35} \text{ cm}^{-2} \text{ s}^{-1}$ for the planned CLAS upgrade to $\mathcal{L} = 10^{38} \text{ cm}^{-2} \text{ s}^{-1}$ for smaller-acceptance magnetic spectrometer setups, will increase the kinematical reach in $Q^2$, $x_B$ and $t$, and significantly improve the statistical accuracy for all exclusive processes. As an example of the expected data quality we show in figure 9.31 projections for measuring the kinematical dependence of the beam-spin asymmetry in DVCS. Such measurements will constrain GPDs as functions of several variables to a much greater extent than currently available data, such as those shown in figure 9.20.
To exploit fully the physics potential of studying GPDs will require a dedicated machine with characteristics to cover a large range in $x_B$ and $Q^2$, that is with sufficiently high $\sqrt{s}$ and luminosities that can compete with or surpass the capabilities available in present fixed-target experiments with large-acceptance detectors. Detectors should be able to measure exclusive processes in a wide range of $t$. These aims could be achieved with a new electron–ion collider (EIC) currently in discussion for a location in the USA [151]. The ELIC option (electron light-ion collider) would be an ideal instrument for GPD physics with exclusive processes at $x_B > 10^{-3}$ since it is designed for highest luminosities of up to $10^{35}$ cm$^{-2}$ s$^{-1}$ [152]. The option of electron–nucleus interactions (eRHIC at BNL) has lower luminosity but can reach smaller $x_B$ values [153]. A summary of existing and possible future facilities for GPD physics is given in table 9.1.

9.9 Outlook

The theory of GPDs and exclusive processes where they occur has reached a level of sophistication similar to the description of inclusive DIS in terms of the usual parton densities. The leading-twist amplitudes for both Compton scattering and
Table 9.1. Present and possible future facilities for GPD physics, with specification of beam energies, special equipment for exclusive measurements, lepton beam polarization, polarized target capability, and luminosity for an unpolarized target. ELIC and eRHIC are two options of the EIC project.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Energy (GeV)</th>
<th>Equipment</th>
<th>$P_t$ (%)</th>
<th>Pol. target</th>
<th>$\mathcal{L}$ (unpol.) (cm$^{-2}$ s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>JLab/CLAS</td>
<td>6</td>
<td>em. cal.</td>
<td>85/$e^-$</td>
<td>$p, d$</td>
<td>$2 \times 10^{34}$</td>
</tr>
<tr>
<td>JLab/Hall A</td>
<td>6</td>
<td>em. cal., recoil det.</td>
<td>85/$e^-$</td>
<td>$^3He$</td>
<td>10$^{37}$</td>
</tr>
<tr>
<td>HERMES</td>
<td>27.5</td>
<td>recoil det.</td>
<td>50/$e^\pm$</td>
<td>$p, d$</td>
<td>$3 \times 10^{32}$</td>
</tr>
<tr>
<td>COMPASS</td>
<td>100–190</td>
<td>recoil det.</td>
<td>80/$\mu^\pm$</td>
<td>$p, d$</td>
<td>$1.3 \times 10^{32}$</td>
</tr>
<tr>
<td>H1</td>
<td>27.5/920</td>
<td>forw. spectrom.</td>
<td>50/$e^\pm$</td>
<td></td>
<td>$4.5 \times 10^{31}$</td>
</tr>
<tr>
<td>ZEUS</td>
<td>27.5/920</td>
<td></td>
<td>50/$e^\pm$</td>
<td></td>
<td>$4.5 \times 10^{31}$</td>
</tr>
<tr>
<td>JLab@12GeV</td>
<td>12</td>
<td>CLAS12</td>
<td>85/$e^-$</td>
<td>$p, d$</td>
<td>$10^{35}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Hall A</td>
<td>85/$e^-$/</td>
<td>$^3He$</td>
<td>10$^{37}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Hall C</td>
<td>85/$e^-$/</td>
<td>$p, d$</td>
<td>10$^{38}$</td>
</tr>
<tr>
<td>ELIC</td>
<td>7/150</td>
<td>4$\pi$ detector</td>
<td>yes/$e^-$</td>
<td>$p, d, ^3He$</td>
<td>$10^{35}$</td>
</tr>
<tr>
<td>eRHIC</td>
<td>10/250</td>
<td>4$\pi$ detector</td>
<td>yes/$e^\pm$</td>
<td>$p, d, ^3He$</td>
<td>$4.4 \times 10^{32}$</td>
</tr>
</tbody>
</table>

meson production are calculated to next-to-leading order in $\alpha_s$, and the structure of $1/Q^2$ power corrections in Compton scattering is well understood. An outstanding task for theory remains to understand the pattern and size of next-to-leading order and power corrections in meson production sufficiently well for a quantitative interpretation of data with $Q^2$ of a few GeV$^2$. To determine the dependence of GPDs on the three variables $x, \xi, t$ is a formidable challenge, and to date no model-independent procedure is known to achieve this in practice, with the exception of access to the ERBL region in double DVCS: see section 9.3.9. A realistic prospect is to investigate GPDs and the physics they encode with a combination of theoretical studies, non-perturbative calculations such as in lattice QCD and experimental data.

Measurements of Compton scattering have the potential to provide the most stringent and detailed constraints on GPDs. As we explained, data on meson production are more difficult to interpret quantitatively. Given their possibility to separate distributions for different quark flavours and gluons, they should, however, not be dismissed, and suitable cross section ratios may offer a practicable way to achieve this. To exploit fully the physics potential of GPDs, detailed measurements are required. Multi-dimensional spectra in $x_B$ and $t$ will help to disentangle the interplay of longitudinal and transverse degrees of freedom in the distribution of partons, and to lift the degeneracy among models that are able to describe overall rates. In addition, the combined dependence on $Q^2$ and $x_B$ provides a crucial handle to test the power behaviour on $Q^2$ and its modification by logarithms predicted by
the theory. To use GPDs as a tool for studying the spin structure of the nucleon, polarization measurements are mandatory. Key observables are the asymmetries for longitudinal and transverse target polarization in Compton scattering, and for transverse target polarization in meson production.
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At asymptotically high energies, the property of QCD known as asymptotic freedom, in which quarks interact feebly at short distances, allows one to calculate hadronic observables in terms of expansions in the strong coupling constant $g_s$, or more commonly $\alpha_s = g_s^2/4\pi$. The small value of $\alpha_s$ at large momentum scales (or short distances) makes possible an efficient description of phenomena in terms of quarks and gluons or, more generally, partons.

At low-momentum scales, on the other hand, where $\alpha_s$ is large (see [1] for example), the effects of confinement make strongly-coupled QCD highly non-perturbative. Here, it is more efficient to work with collective degrees of freedom, the physical hadrons, that is mesons and baryons.

Despite the apparent dichotomy between the parton and hadron regimes, in nature there exist instances where the behaviour of low-energy cross sections, averaged over appropriate energy intervals, closely resembles that at asymptotically high energies, calculated in terms of quark–gluon degrees of freedom. This phenomenon is referred to as quark–hadron duality, and reflects the relationship between confinement and asymptotic freedom, and the transition from perturbative to non-perturbative regimes in QCD.

The observation of such a non-trivial relationship between inclusive electron–nucleon scattering cross sections at low energy, in the region dominated by the nucleon resonances, and that in the deep-inelastic scattering (DIS) regime at high energy predates QCD. While analysing the data from the early DIS experiments at SLAC, Bloom and Gilman observed [2,3] that the inclusive structure function at low hadronic final-state mass, $W$, generally follows a scaling curve that describes high-$W$ data, which the resonance structure function averages. Initial interpretations of this duality used the theoretical tools available at the time, namely finite-energy sum

*Electromagnetic Interactions and Hadronic Structure*, eds Frank Close, Sandy Donnachie and Graham Shaw. Published by Cambridge University Press. © Cambridge University Press 2007
Quark–hadron duality

rules (FESRs) (see chapter 5), or consistency relations between hadronic amplitudes inspired by the developments in Regge theory that occurred in the 1960s [4,5].

Following the advent of QCD in the early 1970s, Bloom–Gilman duality was reformulated [6,7] in terms of an operator product (or ‘twist’) expansion of moments of structure functions. This allowed a systematic classification of terms responsible for duality and its violation in terms of so-called ‘higher-twist’ operators, which describe long-range interactions between quarks and gluons. Ultimately, however, this description fell short of adequately explaining why particular multi-parton correlations were suppressed, and how the physics of resonances gave way to scaling. From the mid-1970s the subject was largely forgotten for almost two decades, as attention turned from the complicated resonance region to the more tractable problem of calculating higher-order perturbative corrections to parton distributions, and accurately describing their $Q^2$ evolution.

The availability of high-luminosity (polarized) beams, together with polarized targets, has allowed one to revisit Bloom–Gilman duality at a much more quantitative level than previously possible, and impressive amounts of data of unprecedented quantity and quality have now been compiled in the resonance region and beyond. One of the striking findings [8] is that Bloom–Gilman duality appears to work exceedingly well, down to $Q^2$ values of 1 GeV$^2$ or less, which is considerably lower than previously believed. In parallel, there has been a growing realization that understanding the resonance region in inelastic scattering, and the interplay between resonances and scaling in particular, represents a critical gap which must be filled if one is to fathom fully the nature of the quark–hadron transition in QCD. This has led to a resurgence of interest in questions about the origin of quark–hadron duality.

10.1 Duality in hadronic reactions

The decade or so preceding the development of QCD saw tremendous effort devoted to describing hadron interactions in terms of $S$-matrix theory and self-consistency relations. One of the profound discoveries of that era was the remarkable relationship between low-energy hadronic cross sections and their high-energy behaviour, in which the former on average appears to mimic certain features of the latter.

Historically, duality in strong interaction physics represented the relationship between the description of hadronic scattering amplitudes in terms of $s$-channel resonances at low energies, and $t$-channel Regge poles at high energies, as illustrated in figure 10.1. (More comprehensive discussions of Regge phenomenology can be found, for example, in the book of Collins [4], or in the more recent account by Donnachie et al [5]. A summary of the relevant aspects is given in chapter 5.)
At low energies, one expects the scattering amplitude to be dominated by just a few resonance poles, \( R \). As \( s \) increases, however, the density of resonances in each partial wave, as well as the number of partial waves itself, increases, making it harder to identify contributions from individual resonances. Therefore, at high \( s \) it becomes more useful to describe the scattering amplitude in terms of a \( t \)-channel partial-wave series, allowing the amplitude to be written as a sum of \( t \)-channel Regge poles and cuts. At small \(|t|\) the Regge trajectories are consistent with linearity:

\[
\alpha(t) = \alpha(0) + \alpha' t
\]

and amplitudes behave as

\[
\mathcal{A}(s, t) \sim s^{\alpha(t)}, \quad s \to \infty.
\]

This implies that at large \( s \) the total cross section behaves as \( \sigma \sim s^{\alpha(0) - 1} \).

While the \( s \)- and \( t \)-channel partial-wave sums describe the low- and high-energy behaviour of scattering amplitudes, respectively, an important question confronting hadron physicists of the 1960s was how to merge these descriptions. This was especially challenging at intermediate \( s \), where the amplitudes approach their smooth Regge asymptotic behaviour, but some resonance structures still remain.

Progress towards synthesizing the two descriptions came with the development of FESRs, which are generalizations of superconvergence relations in Regge theory [9] relating dispersion integrals over the amplitudes at low energies to high-energy parameters. The formulation of FESRs stemmed from the sum rule of Igi [10], which used dispersion relations to express the crossing symmetric \( \pi N \) forward scattering amplitude in terms of its high-energy behaviour. An implicit assumption here is that beyond a sufficiently large energy \( \nu > \bar{\nu} \), the scattering amplitude can be represented by its asymptotic form, \( \mathcal{A}_R \), calculated within Regge theory [11]. The resulting sum rules relate functions of the high-energy parameters to dispersion integrals which depend on the amplitude over a finite range of energies.

An important early application of FESRs was made for the case of \( \pi N \) scattering amplitudes. In their seminal analysis, Dolen et al [12] observed that summing
Figure 10.2. Total $\pi^+ p$ (left) and isovector-exchange $\pi p$ cross section $p_{Lab} \Delta \sigma = p_{Lab}(\sigma_{\pi^+ p} - \sigma_{\pi^- p})$ (right), as a function of laboratory momentum, $p_{Lab}$, compared with Regge fits to high-energy data. (Adapted from [5].)

over contributions of $s$-channel resonances yields a result which is approximately equal to the leading ($\rho$) pole contribution obtained from fits to high-energy data, extrapolated down to low energies.

The original duality hypothesis embodied in the FESRs was not complete. It did not include pomeron (\(P\)) exchange that was introduced in Regge theory to describe the behaviour of total and elastic cross sections at large $s$ [4,5]. Since the known mesons lie on Regge trajectories with intercepts $\alpha(0) < 1$, from (10.2) the resulting cross sections will obviously decrease with $s$. To obtain approximately constant cross sections at large $s$ requires an intercept $\alpha(0) \approx 1$. While there are no known mesons on such a trajectory, the exchange of a pomeron (which can be modelled in QCD through the exchange of two or more gluons) is introduced as an effective description of the high-energy behaviour of cross sections.

A generalization of the $s$- and $t$-channel duality to include contributions from both resonances and the non-resonant background upon which the resonances are superimposed was suggested by Harari [13] and Freund [14].

In this ‘two-component duality’, resonances are dual to the non-diffractive Regge pole exchanges, while the non-resonant background is dual to pomeron exchange [15],

$$ A(s, t) = \sum_{\text{res}} A_{\text{res}}(s, t) + A_{\text{bkgd}}(s, t) $$  \hspace{1cm} (10.3)

$$ = \sum_{\text{R}} A_{\text{R}}(s, t) + A_{\text{P}}(s, t). $$  \hspace{1cm} (10.4)

The data on $\pi^\pm p$ scattering in figure 10.2 show pronounced resonance structures at small laboratory momenta, $p_{Lab} < 2–3$ GeV, which oscillate around the Regge fit to high-energy data, with the amplitude of the oscillations decreasing with increasing
momenta. Averaging the resonance data over small energy ranges thus exposes a semi-local duality between the $s$-channel resonances and the Regge fit. Since both the non-diffractive (isovector exchange, right) and total (left) cross sections satisfy duality, then so must the diffractive, $P$-exchange component.

For the case of electroproduction, the two-component duality model has immediate application in DIS. In inclusive electroproduction from the nucleon, the behaviour of the cross sections at large $s \equiv W^2 = m^2_\nu + Q^2(\omega - 1)$, where $\omega = 2m_\nu/Q^2$, corresponds to the $\omega \to \infty$ behaviour of structure functions. Two-component duality therefore suggests a correspondence between resonances and valence quarks. At fixed $Q^2$, large $\omega \sim$ large $s$ and the behaviour of the structure function is given by poles on the $f_2$-meson and $a_2$-meson Regge trajectories,

$$F^\text{val}_2(\omega) \sim \omega^{\alpha_R(0) - 1}, \quad (10.5)$$

with the background dual to sea quarks or gluons, for which the large-$\omega$ behaviour is determined by pomeron exchange,

$$F^\text{sea}_2(\omega) \sim \omega^{\alpha_P(0) - 1}. \quad (10.6)$$

A dual model of DIS based on Regge calculus was developed by Landshoff and Polkinghorne [16] to describe the early DIS data. The natural extension of using Regge language to describe electroproduction can be dramatically shown in the total photon–proton cross section, $\sigma^{\gamma p}$, at low $\nu$, as illustrated in figure 10.3. Oscillations around the high-energy behaviour can be readily seen, where the high-energy ‘scaling’ curve here is a fit to the large-$s$ data by Donnachie and Landshoff [17].

Figure 10.3. Total inclusive photoproduction cross section data for the proton as a function of the centre of mass energy, $\sqrt{s}$, compared with a parametrization (dashed curve) of the high-energy data. From [18].
They use a Regge-inspired model in which the total $\gamma p$ cross section is parametrized by the sum of diffractive and non-diffractive components,

$$\sigma^{\gamma p} = X (2m_p\nu)^{\alpha_{IP}^{-1}} + Y (2m_p\nu)^{\alpha_{IR}^{-1}},$$

(10.7)

where for real photons one has $2m_p\nu = s - m_p^2$, with $s$ the total $\gamma p$ centre-of-mass energy squared. The exponents $\alpha_{IP} = 1.0808$ and $\alpha_{IR} = 0.5475$ are determined by fitting the $pp$ and $p\bar{p}$ total cross section data and the coefficients $X$ and $Y$ are given by $X = 0.0677$ mb and $Y = 0.129$ mb. Although the parameters were fitted to the data for $\sqrt{s} > 6$ GeV, the fit appears on average to go through the resonance data at low $\sqrt{s}$ (even at $Q^2 = 0$).

### 10.2 Bloom–Gilman duality

By examining the early inclusive electron–proton scattering data from SLAC, Bloom and Gilman observed [2,3] a remarkable connection between the structure function $\nu W^2(\nu, Q^2)$ in the nucleon-resonance region and that in the DIS continuum. The resonance structure function was found to be equivalent on average to the DIS one, with the averages obtained over the same range in the scaling variable

$$\omega' = \frac{2M\nu + M^2}{Q^2} = 1 + \frac{W^2}{Q^2} = \omega + \frac{M^2}{Q^2}.$$

(10.8)

While the physical interpretation of this modified scaling variable was not clear at the time, it did naturally allow for the direct comparison of data at higher $W^2$ to data at lower $W^2$, over a range of $Q^2$. The original data on the proton structure function $\nu W^2(\nu, Q^2)$ in the resonance region are illustrated in figure 10.4 for several values of $Q^2$ from 0.75 GeV$^2$ to 3 GeV$^2$. 

---

**Figure 10.4.** Early proton $\nu W^2$ structure function data in the resonance region, as a function of $\omega'$, compared to a smooth fit to the data in the scaling region at larger $Q^2$. The resonance data were obtained at the indicated kinematics, with $Q^2$ in GeV$^2$, with the longitudinal to transverse ratio $R = 0.18$. (Adapted from [3].)
The $\nu W_2(\nu, Q^2)$ structure function data were extracted from the measured cross sections assuming a fixed value of the longitudinal to transverse cross section ratio, $R = \sigma_L / \sigma_T = 0.18$. The scaling curve was a simple parametrization of the high-$W$ (high-$Q^2$) data available in the early 1970s [19], when DIS was new and data comparatively scarce.

The observations made by Bloom and Gilman are still valid, and may be summarized as follows:

- The resonance region data oscillate around the scaling curve.
- The resonance data are on average equivalent to the scaling curve.
- The resonance region data ‘slide’ along the DIS curve with increasing $Q^2$.

These observations led Bloom and Gilman to make the far-reaching conclusion that ‘the resonances are not a separate entity but are an intrinsic part of the scaling behaviour of $\nu W_2$’ [2].

In order to quantify their observations, Bloom and Gilman drew on the work on duality in hadronic reactions to determine a FESR equating the integral over $\nu$ of $\nu W_2$ in the resonance region, to the integral over $\omega'$ of the scaling function [2],

\[
\frac{2M}{Q^2} \int_0^{v_m} dv \, \nu W_2(\nu, Q^2) = \int_1^{1+W_m^2/Q^2} d\omega' \, \nu W_2(\omega'). \tag{10.9}
\]

Here the upper limit on the $\nu$ integration, $v_m = (W_m^2 - m_p^2 + Q^2) / 2m_p$, corresponds to the maximum value of $\omega' = 1 + W_m^2/Q^2$, where $W_m \approx 2$ GeV, so that the integral of the scaling function covers the same range in $\omega'$ as the resonance region data. The FESR (10.9) allows the area under the resonances in figure 10.4 to be compared to the area under the smooth curve in the same $\omega'$ region to determine the degree to which the resonance and scaling data are equivalent.

A reanalysis of the resonance region and quark–hadron duality within QCD was performed by De Rújula et al [6,7,20], who reinterpreted Bloom–Gilman duality in terms of moments $M_2^{(n)}(Q^2)$ of the $F_2$ structure function. For $n = 2$ one recovers the analogue of (10.9) by replacing the $\nu W_2$ structure function on the right-hand side by the asymptotic structure function, $F_2^{asy}(x)$, so that the FESR can be written in terms of moments as

\[
M_2^{(2)}(Q^2) = \int_0^1 dx \, F_2^{asy}(x). \tag{10.10}
\]

Since these moments are integrals over all $x$, at fixed $Q^2$, they contain contributions from both the DIS continuum and resonance regions. At large $Q^2$ the moments are saturated by the former; at low $Q^2$, however, they are dominated by the resonance contributions. One may expect therefore a strong $Q^2$ dependence in the low-$Q^2$
moments arising from the $1/Q^2$ power behaviour associated with the exclusive resonance channels.

Empirically, one observed only a slight difference, consistent with logarithmic violations of scaling behaviour in $Q^2$, between moments obtained at $Q^2 = 10$ GeV$^2$, and those at $Q^2 \approx 2$ GeV$^2$ that have a contribution of about 30% from resonances. The equivalence of the moments of structure functions at high $Q^2$ with those in the resonance-dominated region at low $Q^2$ is usually referred to as ‘global duality’. If the equivalence of the averaged resonance and scaling structure functions holds over restricted regions in $W$, or even for individual resonances, a ‘local duality’ is said to exist.

Bloom and Gilman’s observation that, with changing $Q^2$, the $\nu W_2$ structure function in the resonance region tracks a curve whose shape is the same as the scaling limit curve is expressly a manifestation of local duality, in that it occurs resonance by resonance. The scaling $F_2$ function becomes smaller at the larger values of the scaling variable, associated with higher values of $Q^2$. Therefore, the resonance transition form factors must decrease correspondingly with $Q^2$.

### 10.3 Duality in inclusive electron scattering

Since the original observations of Bloom–Gilman duality in inclusive structure functions, $F_2(x, Q^2)$ has become one of the best-measured quantities in lepton scattering, with measurements from laboratories around the world contributing to a global data set spanning over five orders of magnitude in $x$ and $Q^2$. In parallel, with the advent of JLab, precise structure function data are now also available in the resonance region.

A sample of proton $F_2$ structure function data from JLab [8] in the resonance region is depicted in figure 10.5, where it is compared with fits to a large data set of higher-$W$ and $Q^2$ data from the New Muon Collaboration (NMC) [21]. Figure 10.5 is in direct analogy to figure 10.4 above, where the Nachtmann variable $\xi = 2x/(1 + \sqrt{1 + 4m_p^2x^2/Q^2})$ has replaced the more ad hoc variable $\omega'$ as a means to relate deep-inelastic data at high values of $W^2$ and $Q^2$ to data at the lower values of the resonance region, as well as to include proton target-mass corrections. It has been shown that $\xi$ is the correct variable that systematically absorbs all target-mass corrections. These corrections are large when $Q^2 \approx m_p^2$ and need to be taken into account in studying QCD scaling violations in the nucleon [22, 20].

The extraction of the $F_2$ structure function from cross section data can only proceed with some input for the ratio $R$ of the longitudinal to transverse cross sections, since $F_2 \sim (d^2\sigma/d\Omega dE') \times (1 + R)/(1 + \epsilon R)$. At high $Q^2$ the scattering of longitudinal photons from spin-$\frac{1}{2}$ quarks is suppressed, and one expects $R \to 0$ as $Q^2 \to \infty$. 
Figure 10.5. Proton $\nu W^p_2 = F^p_2$ structure function data in the resonance region as a function of $\xi$, at $Q^2 = 0.45, 0.85, 1.70,$ and $3.30$ GeV$^2$ from JLab [8]. The resonance data were obtained with a longitudinal to transverse ratio $R = 0.20$. The arrows indicate the elastic point in $\xi$, corresponding to $x = 1$. The curves represent fits to DIS structure function data at the same $\xi$ but higher ($W^2, Q^2$) from NMC [21] at $Q^2 = 5$ GeV$^2$ (dashed) and $Q^2 = 10$ GeV$^2$ (solid).

At low $Q^2$, however, $R$ is no longer suppressed, and could be sizeable, especially in the resonance region and at large $x$.

The comparison shown in figure 10.5 has two shortcomings. A value of $R$ is assumed and the presentation of the resonance data and DIS scaling curves has an inherent ambiguity. We will first address these before showing a quantification of the original Bloom–Gilman observation.

Until 2004 very little data on $R$ existed in the region of the resonances, rendering reliable longitudinal/transverse (LT) separations impossible. The few measurements that existed below $Q^2 = 8$ GeV$^2$ in this region yielded $R < 0.4$, and had typical errors of 100% or more. This lack of knowledge of $R$ was reflected in the choices of $R = 0.18$ and $R = 0.20$ for figures 10.4 and 10.5, respectively. These values simply reflected the average values of $R$ known at the time. Precision LT-separated measurements of proton cross sections at JLab [23] have enabled detailed duality studies to be made in both of the unpolarized structure functions and their moments.

Beyond the lack of precise knowledge of $R$, the classic presentation of duality in electron–proton scattering, as depicted in figures 10.4 and 10.5, is also somewhat ambiguous in that resonance data at low $Q^2$ values are being compared to scaling curves at higher $Q^2$ values. It is difficult to evaluate precisely the equivalence of
the two if $Q^2$ evolution is not taken into account. Furthermore, the resonance data and scaling curves, although at the same $\xi$ or $\omega'$, are at different $x$ and sensitive therefore to different parton distribution functions (PDFs). A more stringent test of the scaling behaviour of the resonances would compare the resonance data with fundamental scaling predictions for the same low-$Q^2$, high-$x$ values as the data.

Such predictions are now commonly available from several groups around the world, for instance, the Coordinated Theoretical-Experimental Project on QCD (CTEQ) [24]; Martin, Roberts, Stirling, and Thorne (MRST) [25]; Glück, Reya, and Vogt (GRV) [26], and Alekhin [27]. These groups provide results from global QCD fits to a full range of hard scattering processes, such as lepton–nucleon DIS, prompt photon production, Drell–Yan measurements and jet production, to extract quark and gluon distribution functions (PDFs) for the proton. The idea of such global fitting efforts is to adjust the fundamental PDFs to bring theory and experiment into agreement for a wide range of processes. These PDF-based analyses include perturbative QCD radiative corrections which give rise to logarithmic $Q^2$ dependence of the structure function.

Comparison of resonance region data with PDF-based global fits allows the resonance-scaling comparison to be made at the same values of $(x, Q^2)$, making the experimental signature of duality less ambiguous. Such a comparison is presented in figure 10.6 for LT-separated $F_2$ data from JLab experiment E94-110 [23], with the data bin-centred to the values $Q^2 = 1.5, 2.5$ and $3.5 \text{ GeV}^2$ indicated. The smooth curves in figure 10.6 are the perturbative QCD fits from the MRST [25] and CTEQ [24] collaborations, evaluated at the same $Q^2$ values as the data.
Target-mass corrections are included in these evaluations according to the prescription of Barbieri et al. [28]. The SLAC curve is a fit to DIS data [29], which implicitly includes target-mass effects inherent in the actual data. The target-mass-corrected perturbative QCD curves appear to describe, on average, the resonance strength at each $Q^2$ value. Moreover, this is true for all of the $Q^2$ values shown, indicating that the resonance averages must be following the same perturbative $Q^2$ evolution which governs the perturbative QCD parametrizations (MRST and CTEQ). This demonstrates even more emphatically the striking duality between the nominally highly-non-perturbative resonance region and the perturbative scaling behaviour.

New LT-separated data from JLab experiment E94-110 for the proton transverse ($F_1$) and longitudinal ($F_L$) structure functions in the resonance region are shown in figure 10.7 [23]. LT-separated data from SLAC, predominantly in the DIS region, are also shown for comparison [30]. Where coincident, the JLab and SLAC data are in excellent agreement, providing confidence in the achievement of the demanding precision required of this type of experiment. In all cases, it is also interesting to note that the resonance and DIS data smoothly move toward one another in both $x$ and $Q^2$.

The curves in figure 10.7 are from Alekhin’s next-to-next-to-leading order (NNLO) analysis [27], including target-mass effects as in [20], and from the MRST NNLO analysis [25], with and without target-mass effects according to [28] included. It is clear that target-mass effects are required to describe the data. However, other than the target-mass corrections, no additional non-perturbative physics seems necessary to describe the average behaviour of the resonance region for $Q^2 > 1 \text{ GeV}^2$.

Furthermore, this is true for a range of different $Q^2$ values, indicating that the scaling curve describes as well the average $Q^2$ dependence of the resonance region. These results are analogous to those in figure 10.6 for the $F_2$ structure function, and are a manifestation of quark–hadron duality in the separated transverse and longitudinal channels.

Quark–hadron duality can be quantified by computing integrals of the structure function over $x$ in the resonance region at fixed $Q^2$ values,

$$\int_{x_{th}}^{x_{res}} dx \ F_2(x, Q^2),$$

where $x_{th}$ corresponds to the pion production threshold at the fixed $Q^2$, and $x_{res} = Q^2/(W^2_{\text{res}} - M^2 + Q^2)$ indicates the $x$ value at that same $Q^2$ where the traditional delineation between the resonance and DIS regions falls, namely $W \cong 2 \text{ GeV}$. These integrals may then be compared to the analogous integrals of the ‘scaling’ structure function at the same $Q^2$ and over the same range of $x$. Alternatively, one can quantify local duality by computing such integrals for regions in $x$ limited to the prominent resonance regions.
Figure 10.7. The purely transverse (left) and longitudinal (right) proton structure functions $2xF_1$ and $F_L$, measured in the resonance region (triangles) as a function of $x$, compared with existing high-precision DIS measurements from SLAC (squares). The curves are from Alekhin (dashed) [27], and from MRST [25], both at NNLO, with (dotted) and without (solid) target-mass effects included, as described in the text. The prominent resonance regions ($\Delta(1232)$, $S_{11}(1535)$, $F_{15}(1680)$) are indicated by the arrows.

The integrated perturbative strength appears equivalent to the resonance region strength to better than 5% above $Q^2 = 1$ GeV$^2$. This is similarly true for all prominent resonance regions [8]. This shows unambiguously that duality is holding quite well on average in all of the unpolarized structure functions; the total resonance strength over a range in $x$ is equivalent to the perturbative, PDF-based prediction.

If one assumes duality, it is also possible to obtain a scaling curve by averaging the resonance region data themselves. In this case one finds that the resonances oscillate around the fit to within 10%, even down to $Q^2$ values as low as 0.5 GeV$^2$ [8]. At low $x$ and $Q^2$, such a duality-averaged curve yields a clear valence-like shape, which is in qualitative agreement with the neutrino/antineutrino data on the valence $xF_3$ structure function [31]. This suggests a unique sensitivity of the duality-averaged $F_2$ data at low $Q^2$ to valence quarks.

An alternative approach to quantifying the observation that the resonances average to the scaling curve has been used by Alekhin [27]. Here $\Delta F_2$, the difference between the resonance structure function values and those of the scaling curve, is used to quantify duality, as shown in figure 10.8, where these differences are seen to oscillate around zero. Integrating $\Delta F_2$ over the resonance region, the resonance and scaling regimes are found to be within 3% in all cases above $Q^2 = 1$ GeV$^2$.

As already mentioned in section 10.2, the quantities most directly amenable to a QCD analysis are the moments of structure functions by means of the operator product expansion (OPE) [32]. According to the OPE, at large $Q^2 \gg \Lambda_{QCD}^2$
the moments of the structure functions can be expanded in powers of $1/Q^2$. The coefficients in this expansion are matrix elements of quark and gluon operators corresponding to a certain twist, $\tau$, defined as the mass dimension minus the spin, $n$, of the operator. For the second ($n = 2$) moment of the $F_2$ structure function, $M_2^{(2)}$ (see (10.10)) one has the expansion

$$M_2^{(2)}(Q^2) = \sum_{\tau=2}^{\infty} A^{(2)}_\tau(\alpha_s(Q^2)/Q^{\tau-2}), \quad (10.12)$$

where $A^{(2)}_\tau$ are the matrix elements with twist $\leq \tau$.

Asymptotically, as $Q^2 \to \infty$ the leading-twist ($\tau = 2$) terms dominate these moments. In the absence of perturbatively-generated corrections, these give rise to the $Q^2$ independence of the structure function moments, and hence are responsible for scaling.

The leading-twist terms correspond to diagrams such as that in figure 10.9(a), in which the virtual photon scatters incoherently from a single parton. The higher-twist terms in (10.12) are proportional to higher powers of $1/Q^2$ with coefficients which are matrix elements of local operators involving multi-quark or quark–gluon fields. Diagrammatically, these correspond to processes such as those depicted in figure 10.9(b) and (c).

The relation between the higher-twist matrix elements and duality in electron scattering was elucidated in the classic work of De Rújula, Georgi and Politzer [7,20]. The connection follows almost immediately from the definition of the moment.
expansions in (10.12). For the $F_2$ structure function, the lowest moment, $M_2^{(2)}$, corresponds precisely to the Bloom–Gilman integral in (10.9), as already stated in section 10.2. At low $Q^2$ the moments display strong $Q^2$ dependence, violating both scaling and duality. In the OPE language this violation is associated with large corrections from the subleading, $1/Q^{\tau-2}$ higher-twist terms in (10.12).

At larger $Q^2$ the moments become independent of $Q^2$, as they would if they were given entirely by the scaling contribution. According to (10.12), this duality can only occur if the higher-twist contributions either are small or cancel. Duality is synonymous, therefore, with the suppression of higher twists, which in partonic language corresponds to the suppression of interactions between the scattered quark and the spectator system, as illustrated in figure 10.9(b) and (c). In other words, suppression of final-state interactions is a prerequisite for the existence of duality.

Note that since the resonances are bound states of quarks and gluons, they necessarily involve (an infinite number of) higher twists. At $Q^2 = 1 \text{ GeV}^2$ approximately 70% of the cross section integral (or the $n = 2$ moment) comes from the resonance region, $W < W_{\text{res}}$. Despite this large resonant contribution, the resonances and the DIS continuum conspire to produce only about a 15% higher-twist correction at the same $Q^2$, as figure 10.10(left) demonstrates. Here the total $M_2^{(2)}$ moment from proton measurements at JLab [33] is plotted versus $Q^2$, together with the leading-twist contribution calculated from the PDF parametrization of [25]. Remarkably, even though each bound-state resonance must be built up from a multitude of twists, when combined the resonances interfere in such a way that they closely resemble the leading-twist component.

To conclude this section, we present in figure 10.10(right) moments of new, $LT$-separated, spin-averaged, structure function data. Previous $F_2$ moments were constructed using assumed values for $R$ [34,35]. One of the most remarkable features of the results in figures 10.10(right) is that the elastic-subtracted moments exhibit little or no $Q^2$ dependence even for $Q^2 < 1 \text{ GeV}^2$. In the region where the moments
are completely dominated by the nucleon resonances, the $n = 2$ moments of both of the unpolarized structure functions appear to behave just as in the DIS region at high $Q^2$. This phenomenological observation is even more striking when constructing similar Nachtmann moments [22]. In such moments the kinematical target-mass corrections (non-negligible at such low $Q^2$) are taken into account. This reduces even further the remaining $Q^2$ dependence of the structure function moments at low $Q^2$.

### 10.4 Scaling and duality in dynamical models

Although Bloom–Gilman duality for structure function moments at intermediate and high $Q^2$ can be analysed systematically within the OPE, an elementary understanding of the origins of duality for structure functions as a function of $x$ or $Q^2$ is more elusive. This problem is closely related to the question of how to build up a scaling ($Q^2$-independent) structure function entirely out of resonances [36], each of which is described by a form factor that falls rapidly with increasing $Q^2$.

The description of Bjorken scaling in DIS structure functions is most elegantly formulated within the QCD quark–parton model, which is justified on the basis of asymptotic freedom. On the other hand, the physical final state comprises entirely hadrons, so it must also be possible, in the general sense of quark–hadron duality, to describe the process in terms of hadronic degrees of freedom (resonances and their decays) alone.
One of the central mysteries in strong-interaction physics, and a key to the question of the origin of duality, is how scattering from bound (confined) states of quarks and gluons in QCD can be consistent with scaling, a property synonymous with scattering from free quarks.

### 10.4.1 Large-\(N_c\) limit

Perhaps the simplest, and most graphic, demonstration of the interplay between resonances and scaling is in QCD in the large-\(N_c\) limit. In the case of \(q\bar{q}\) bound states, in this limit the hadronic spectrum consists entirely of infinitely narrow, non-interacting resonances of increasing mass. On the other hand, since no element of the perturbative QCD results for DIS depends on \(N_c\), at the quark level one still obtains a smooth scaling structure function. Therefore in the large-\(N_c\) world duality must be invoked even in the scaling limit.

The derivation of a scaling function from large \(N_c\) resonances was demonstrated explicitly for the case of one space and one time dimension [37]. QCD in 1 + 1 dimensions in the \(N_c \to \infty\) limit, known as the ’t Hooft model [38], is an exactly soluble field theory, in which all hadronic Green’s functions are calculable in terms of quark degrees of freedom. (The essential simplification which allows one to solve the 1 + 1 dimensional theory non-perturbatively is the freedom to choose gauges in which the gluon self-coupling vanishes.) In the large-\(N_c\) limit, even in lowest order, the exchange of a massless gluon between quarks corresponds to an attractive \(q\bar{q}\) potential which rises linearly with \(r\) (compared with the 3 + 1 dimensional case which gives rise to a Coulombic \(1/r\) potential). Therefore confinement is an almost trivial consequence in the ’t Hooft model. Furthermore, simply by power counting one can show that the theory is asymptotically free, which automatically leads to Bjorken scaling in structure functions.

In the more realistic case of QCD in 3 + 1 dimensions one expects that \(q\bar{q}\) bound states will remain narrow in the large-\(N_c\) limit, so that local duality must still be invoked. However, at finite \(N_c\), resonances will acquire finite widths, and one can expect complications with mixing of resonant and non-resonant background contributions. Of course, confinement has not been proved in 3 + 1 dimensions, rendering the above discussion suggestive but not rigorous. Hence, one usually resorts to quark models to learn how duality may arise in Nature.

### 10.4.2 Resonance parametrizations

In a more phenomenological approach, Domokos et al [39] showed that one could accommodate structure function scaling by summing over resonances parametrized by \(Q^2\)-dependent form factors.
Starting from a harmonic oscillator-like spectrum of nucleon excitations, the structure function $F_2$ was constructed by a sum of transition form factors weighted by kinematical factors. It was shown that the resonance summation, in this model, indeed yields a scaling function in the Bjorken limit. In addition, the correct $\omega' \to 1$ behaviour according to the Drell–Yan–West relation [40,41] was exhibited, with $\omega'$ the scaling variable introduced by Bloom and Gilman. Similar arguments were later used to derive scaling in spin-dependent and neutrino structure functions from sums over resonant excitations [39].

While this illustrates the compatibility of confinement and asymptotic scaling in DIS, it does not address the question of the origin of Bloom–Gilman duality at finite $Q^2$. Davidovsky and Struminsky [42] have constructed a phenomenological model of the structure functions in the resonance region in the spirit of the earlier work of [39], but with additional physical constraints for the threshold behaviour as $q \to 0$, and the asymptotic behaviour as $Q^2 \to \infty$.

Summing over a total of 21 resonance states ( smeared by a Breit–Wigner shape) in the isospin-$\frac{1}{2}$ and isospin-$\frac{3}{2}$ channels with masses $M_R > 2$ GeV, the total $F_2$ structure function is shown in figure 10.11 as a function of the Nachtmann scaling variable $\xi$. The $\Delta(1232)$ resonance clearly provides the largest contribution. The non-resonant background contribution here is relatively small, so that as $Q^2$ increases the $\Delta$ peak moves to larger $\xi$, following the general trend of the scaling curve. On the other hand, the higher-mass resonances lie about a factor 2 below the scaling curve at the $Q^2$ values shown, which reflects the absence of the non-resonant backgrounds which are relatively more important for the higher-mass resonances.
At lower $\xi$ (higher $W$), a quantitative description of the data would require the inclusion of additional resonances beyond $M_R \sim 2$ GeV. This quickly becomes intractable as little phenomenological information exists on $N \rightarrow R$ transitions at high $W$, and indicates that a quark-level description may be more appropriate at these kinematics.

10.4.3 Harmonic oscillator model

Despite the challenges in describing the transition to scaling in terms of phenomenological form factors, it is nevertheless vital to understand how the dynamics of resonances gives way to scaling in the preasymptotic, finite-$Q^2$, region. This has been examined by several authors [36,43–46] in the context of particular dynamic models.

Isgur et al [36] simplified the problem by considering a spinless, charged ‘quark’ of mass $m$ bound to an infinitely massive core via a harmonic oscillator potential. In this model they studied both the appearance of duality at low $Q^2$ and the onset of scaling at high $Q^2$. For the case of scalar photons, the inclusive structure function, $\mathcal{W}$, is given by a sum of squares of transition form factors (as in the models discussed above) weighted by appropriate kinematic factors [36],

$$\mathcal{W}(\nu, q) = \sum_{N=0}^{N_{\text{max}}} \frac{1}{4E_0E_N} |F_{0,N}(q)|^2 \delta(E_N - E_0 - \nu). \quad (10.13)$$

The form factors $F_{0,N}$ represent transitions from the ground state to states characterized by the principal quantum number $N \equiv l + 2k$, where $k$ is the radial and $l$ the orbital quantum number, and the sum over states $N$ goes up to the maximum, $N_{\text{max}}$, allowed at a given energy transfer $\nu$. A related discussion which focuses on the response in the time-like region was given by Paris and Pandharipande [45].

The scaling function corresponding to the structure function in (10.13) is given by

$$S(u, Q^2) \equiv |q| \mathcal{W} = \sqrt{\nu^2 + Q^2} \mathcal{W}, \quad (10.14)$$

with dimensions [mass]$^{-2}$. The scaling variable $u$ is defined as

$$u = \frac{1}{2m_q}(\sqrt{\nu^2 + Q^2} - \nu)(1 + \sqrt{1 + 4m_q^2/Q^2}), \quad (10.15)$$

and takes into account both target-mass and quark-mass effects [28]. Note that the variable $u$ in (10.15) is scaled by the quark mass, $m_q$, rather than the bound state mass, so that the range of $u$ is between zero and infinity.

The structure function $S(u, Q^2)$ is shown in figure 10.12 for several finite values of $Q^2$, where for illustration the $\delta$-functions have been smoothed by a Breit–Wigner
shape with an arbitrary but small width, $\Gamma_N$. The resonance structure is quite evident in each of the low-$Q^2$ curves, with the amplitude of oscillation decreasing with increasing $Q^2$. As $Q^2$ increases, each of the resonances moves out towards higher $u$, as dictated by kinematics. The right-most peak in each of the curves corresponds to the elastic contribution. At $Q^2 = 0$, this is the only allowed state, and is equal to almost half of the asymptotic value of the integral over $u$. It remains rather prominent for $Q^2 = 0.5$ GeV$^2$, though most of the function is by this point built up of excited states, and it becomes negligible for $Q^2 \geq 2$ GeV$^2$.

For local duality to hold, the resonance ‘spikes’ would be expected to oscillate around the scaling curve and to average to it, once $Q^2$ is large enough. Remarkably, even the curves at lower $Q^2$ tend to oscillate around the scaling curve. The difference between the scaling function and the curve in figure 10.12 at 5 GeV$^2$ (dotted) is almost negligible. The asymptotic scaling function therefore straddles the oscillating resonance structure function in an apparently systematic manner. This is quite extraordinary given the very simple nature of the model, and points to the rather general nature of the phenomenon of duality.

10.4.4 Sum of squares vs square of sums

Simple models such as the one discussed above are valuable in providing physical insight into the dynamical origins of duality. However, one may wonder whether some of the qualitative features of duality and the onset of scaling could be a
consequence of the restriction to scattering from a single quark charge. In general, if one neglects differences between the quark flavours, the magnitude of the structure function $F_2$ is proportional to the incoherent sum of the squares of the (quark and antiquark) constituent charges, $\sum q e_q^2$. On the other hand, the summation over resonance transition form factors is implicitly driven by the coherently-summed square of constituent charges, $(\sum q e_q)^2$, for each resonance. The basic question then arises: Why do the interference terms $\sum_{q\neq q'} e_q e_{q'}$ cancel or how does the square of the sum become the sum of the squares?

Close and Isgur [43] elucidated this problem by drawing attention to the necessary conditions for duality to occur for the general case of more than one quark charge. They considered a composite state made of two equal-mass scalar quarks with charges $e_1$ and $e_2$, at positions $r_1$ and $r_2$, respectively, interacting via a harmonic oscillator potential. This exposes the critical point that at least one complete set of even- and odd-parity resonances must be summed over for duality to hold [43] (see also [47]). An explicit demonstration of how this cancellation takes place in the SU(6) quark model is given below.

Similar results have also been obtained by Harrington [46], who performed a detailed study of the relationship between coherent and incoherent descriptions of the structure function within this model and the cancellation of the higher-twist interference terms. Summing over the orbital angular momentum for each $N$, the contributions to the structure function from a transition to the state $N$ were shown to be proportional to $e_1^2 + e_2^2 + 2e_1e_2(-1)^N$, which illustrates how the contributions from alternate energy levels tend to cancel for the $e_1e_2$ interference term.

### 10.4.5 SU(6) symmetry

The SU(6) spin-flavour symmetric-quark model serves as a useful basis for both visualizing the principles underpinning the phenomenon of duality and at the same time providing a reasonably close contact with phenomenology. Quark models based on SU(6) spin–flavour symmetry provide benchmark descriptions of baryon spectra, as well as transitions to excited $N^*$ states.

In a series of classic early papers, Close, Gilman and collaborators [48–51] showed how the ratios of various DIS structure functions could be dual to sums over $N^*$ resonances in the $56^+$-dimensional and $70^-$-dimensional representations of SU(6).

Since the nucleon ground-state wave function is totally symmetric, the only final-state resonances that can be excited have wave functions which are either totally symmetric or of mixed symmetry, corresponding to the positive parity $56^+$ and negative parity $70^-$ representations respectively [52]. The relative weightings of the $56^+$ and $70^-$ contributions are determined by assuming that the
electromagnetic current is in a 35-plet. Allowing only the non-exotic singlet 1 and 35-plet representations in the $t$-channel, which corresponds to $q\bar{q}$ exchange, the reduced matrix elements for the $56^+$ and $70^-$ are constrained to be equal. In the $t$-channel these appear as $\gamma\gamma \rightarrow q\bar{q}$, while in the $s$-channel this effectively maps onto the leading-twist handbag diagram in figure 10.9(a), describing incoherent coupling to the same quark. Exotic exchanges require multi-quark exchanges, such as $qq\bar{q}\bar{q}$ in the $t$-channel and correspond to the ‘cat’s ears’ diagram in figure 10.9(b). Physically, therefore, the appearance of duality in this picture is correlated with the suppression of exotics in the $t$-channel [48].

Although the $s$-channel sum was shown by Close and coworkers [48,50,51] to be dual for ratios of structure functions, this alone did not explain the underlying reason why any individual sum over states scaled. The microscopic origin of duality in the SU(6) quark model was more recently elaborated by Close and Isgur [43], who showed that the cancellations between the even- and odd-parity states found to be necessary for duality to appear, are realized through the destructive interference in the $s$-channel resonance sum between the $56^+$ and $70^-$ multiplets. Provided the contributions from the $56^+$ and $70^-$ representations have equal strength, this leads exactly to the scaling function proportional to $\sum q e_q^2$.

Close and Isgur showed that in the SU(6) limit duality is also realized for $F_L$ [43]. In general the interplay of magnetic and electric interactions will make the workings of duality non-trivial. In the $Q^2 \rightarrow 0$ limit both electric and magnetic multipoles will contribute and the interference effects can cause strong $Q^2$ dependence [48,49], such as that responsible for the dramatic change in sign of the lowest moment of $g_1^p$ in the transition towards the Gerasimov–Drell–Hearn sum rule at $Q^2 = 0$. Close and Isgur suggest [43] that Bloom–Gilman duality will fail when the electric and magnetic multipoles have comparable strengths, although the precise $Q^2$ at which this will occur is unknown.

### 10.5 Duality in spin-dependent electron scattering

We have explored the transition between the parton and hadron regimes in unpolarized electron scattering and established the degree to which quark–hadron duality holds in the $F_1$ and $F_2$ structure functions. In principle, there should also exist kinematic regions in spin-dependent electron–nucleon scattering, where descriptions in terms of both hadron and parton degrees of freedom coexist. Indeed, duality in spin-dependent structure functions has been predicted from both perturbative [53] and non-perturbative QCD arguments [50,43].

The feature which most distinguishes the study of duality in spin-dependent scattering from that in spin-averaged scattering is that since spin structure functions are given by differences of cross sections, they no longer need be positive. A dramatic
example of this is provided by the $\Delta(1232)$ resonance, whose contribution to the $g_1$ structure function of the proton is negative at low $Q^2$. In spin-dependent scattering several new questions for the investigation of quark–hadron duality therefore arise:

1. Does quark–hadron duality work better (or only) for positive definite quantities such as cross sections, in contrast to polarization asymmetries?
2. Is there a quantitative difference between the onset of quark–hadron duality for spin-averaged and spin-dependent scattering, and if so, to what can this be attributed?
3. Does quark–hadron duality also hold for local regions in $W$ for spin-dependent structure functions, and if so, how do these regions differ from those in unpolarized scattering?

Expanding on the last question, the above example of the $\Delta(1232)$-resonance contribution to the polarization asymmetry is sometimes used as evidence against quark–hadron duality in spin-dependent scattering [54]. However, this argument is not complete: the $\Delta(1232)$-resonance region consists of both a resonant and a non-resonant contribution, and it is the interplay between these that is crucial for the appearance of duality [53,55]. The more relevant question is at which value of $Q^2$ does the $\Delta(1232)$-resonance region turn positive (in the case of the proton $g_1$), and whether quark–hadron duality holds at lower $Q^2$ if one averages over the elastic peak and other nearby resonances in addition to the $\Delta(1232)$. Clearly duality cannot be too local at low $Q^2$.

A large quantity of precision spin structure function data has been collected since the 1980s [56] in the DIS region ($W > 2$ GeV) over a large range of $Q^2$. This has allowed initial studies of the logarithmic scaling violations in the $g_1$ structure function, and in turn has enabled one to embark upon dedicated investigations of quark–hadron duality in spin-dependent scattering.

The first modern experiment accessing the proton $g_1$ spin structure function in the resonance region was SLAC experiment E143 [57]. A negative contribution in the region of the $N–\Delta(1232)$ transition was observed, and a large positive contribution for $W^2 > 2$ GeV$^2$. The resonance region data at $Q^2 \approx 1.2$ GeV$^2$ seemed to approach the DIS results, with the exception of the negative $N–\Delta(1232)$ transition region. When integrating over the region of $\xi$ corresponding to the nucleon resonances at $Q^2 \approx 1.2$ GeV$^2$, one finds about 60% of the corresponding DIS strength at $Q^2 = 3.0$ GeV$^2$. Obviously, a large source of this missing strength lies in the $\Delta(1232)$ region, which is still negative. Indeed the integrated strength in the region $2 < W^2 < 4$ GeV$^2$ amounts to about 80% of the DIS strength.

More recently, the HERMES collaboration at DESY reported data on the $A_1$ spin asymmetry (see (3.93)) in the nucleon resonance region for $Q^2 > 1.6$ GeV$^2$ [58]. The resonance region data were reported to be in agreement with those measured
in the DIS region [57,56]. The average ratio of the measured $A_1$ asymmetry in the resonance region to the DIS power law fit is $1.11 \pm 0.16$ (stat.) $\pm 0.18$ (syst.) [58]. This suggests that for $Q^2 > 1.6$ GeV$^2$, the description of the spin asymmetry in terms of quark degrees of freedom is, on average, also valid in the nucleon resonance region. The implication of this result is the tantalizing possibility of measuring the partonic content of $A_1$ at large values of $x$, almost up to $x = 1$, by extending such measurements into the nucleon resonance region.

The CLAS collaboration at JLab carried out inclusive polarized scattering experiments at energies of 2.6 and 4.3 GeV, using a polarized NH$_3$ target [59]. Some of the results, for $Q^2 > 0.7$ GeV$^2$, are shown in figure 10.13(left). In the lowest-$Q^2$ bins, the contribution of the $\Delta(1232)$ resonance region to $g_1$ is negative, whereas the contributions of the higher-mass states are positive. The negative $\Delta(1232)$ contribution obviously prevents a naive local duality interpretation at low $Q^2$. However, in some models [43,61] local duality is only expected to arise after averaging over the $\Delta(1232)$ and the (positive) elastic contribution. Indeed, addition of the nucleon elastic and $N-\Delta(1232)$ transition contributions would render a positive definite value for the averaged $g_1$.

This is further illustrated in figure 10.13(right), where we show the integrated strength of the nucleon resonance region data as compared to the integrated strength from the global structure function parametrizations [60]. Here the data have been split into two regions – the region $W^2 < 2$ GeV$^2$ (with the elastic contribution included), and $2 < W^2 < 4$ GeV$^2$ – and then integrated for each $Q^2$ over the $x$
regions corresponding to the chosen $W^2$. Clearly the elastic region overcompensates for the negative $\Delta(1232)$ region contribution, and the ratio for the region $W^2 < 2 \text{ GeV}^2$ falls as a function of $Q^2$. The region $2 < W^2 < 4 \text{ GeV}^2$ has $\sim 75\%$ of the strength of the global QCD parametrization [60], close to the $80\%$ found in the SLAC-E143 data [57] at $Q^2 = 1.2 \text{ GeV}^2$. The complete nucleon resonance region, with the elastic contribution included, closely resembles what one expects from the QCD parametrization at $Q^2 \approx 1.7 \text{ GeV}^2$. However, an even earlier onset is observed when both the elastic and $\Delta(1232)$ regions are left out.

The first experiment measuring the deuteron spin structure function $g_{1d}$ in the nucleon resonance region was again the SLAC experiment E143 [57], utilizing a polarized ND$_3$ target. The measured $g_{1d}$ structure function amounts to about half of the $g_{1p}$ structure function, leading to an almost null, but slightly negative, contribution of $g_{1n}$. This is essentially the same behaviour as that found in the DIS data at higher $W$ and $Q^2$, hinting that duality also exists for non-positive observables. The CLAS collaboration at JLab collected $g_{1d}$ data with significantly smaller statistical uncertainties than the SLAC-E143 experiment, and better resolution in $W$ [62]. The CLAS data do show an unambiguously positive $g_{1d}$ for $W^2 > 2 \text{ GeV}^2$, indicating that the helicity-$\frac{1}{2}$ transition amplitudes dominate even at rather low values of $Q^2$ ($Q^2 \approx 0.5 \text{ GeV}^2$). They conclude that the onset of local duality is slower for polarized structure functions than for unpolarized ones, as only the highest $Q^2 = 1.0 \text{ GeV}^2$ data, beyond the $\Delta(1232)$ region, show fairly good agreement with a fit to DIS data at $Q^2 = 5 \text{ GeV}^2$ [62]. For the unpolarized $F_{2d}$ structure function, local duality was observed to hold well already for $Q^2 = 0.5 \text{ GeV}^2$, from a similar comparison.

This leads us to conclude that the onset of duality in the spin-dependent structure functions occurs at larger values of $Q^2$ than for spin-averaged structure functions, in the region of $1 < Q^2 < 2 \text{ GeV}^2$. There are hints that duality also works for non-positive observables, and an earlier onset is definitely observed when combining the elastic and $\Delta(1232)$ regions. The evidence for quark–hadron duality in both the spin-averaged and the spin-dependent scattering process suggests that the helicity-$\frac{1}{2}$ and helicity-$\frac{3}{2}$ photoabsorption cross sections exhibit quark–hadron duality separately.

10.6 Duality in semi-inclusive reactions

In this section we generalize the duality concept to the largely unexplored domain of semi-inclusive electron scattering, $eN \rightarrow ehX$, in which a hadron $h$ is detected in the final state in coincidence with the scattered electron. The virtue of semi-inclusive production lies in the ability to identify, in a partonic basis, individual quark species in the nucleon by tagging specific mesons in the final state, thereby enabling both the flavour and spin of quarks and antiquarks to be systematically determined.
Within a partonic description, the scattering and production mechanisms become independent, and the cross section (at leading order in $\alpha_s$) is given by a simple product of quark distribution and quark $\rightarrow$ hadron fragmentation functions,

$$
\frac{d^2\sigma}{dx dz} \sim \sum_q e_q^2(q(x) D_{q \rightarrow h}(z), \tag{10.16}
$$

where the fragmentation function $D_{q \rightarrow h}(z)$ gives the probability for a quark $q$ to fragment to a hadron $h$ with a fraction $z$ of the quark energy, $z = E_h / \nu$. Here, we will focus on the process where a quark fragments into a pion, such that the electroproduced pion carries away a large fraction, but not all, of the exchanged virtual photon’s energy. Factorization, as in (10.16), has been argued to be achievable at lower energies, such as those available at HERMES and JLab, for pions with large elasticity $z$ [63,64]. Data indeed suggest that the factorization assumption may be valid at energies accessible at HERMES and JLab with large enough $z$ cuts [65,66].

In terms of hadronic variables the fragmentation process can be described through the excitation of nucleon resonances, $N^*$, and their subsequent decays into mesons and lower-lying resonances, which we denote by $N'^*$. The hadronic description must be rather elaborate, however, as the production of a fast outgoing meson in the current fragmentation region at high energy requires non-trivial cancellations of the angular distributions from various decay channels [43,36]. The duality between the quark and hadron descriptions of semi-inclusive meson production is illustrated in figure 10.14. Heuristically, this can be expressed as [43,67]

$$
\sum_{N'^*} \left| \sum_{N^*} F_{\gamma^* N \rightarrow N^*}(Q^2, W^2) D_{N^* \rightarrow N'^* M}(W^2, W'^2) \right|^2 = \sum_q e_q^2 \left( q(x) D_{q \rightarrow M}(z) \right), \tag{10.17}
$$

where $D_{q \rightarrow M}$ is the quark $\rightarrow$ meson $M$ fragmentation function, $F_{\gamma^* N \rightarrow N^*}$ is the $\gamma^* N \rightarrow N^*$ transition form factor, which depends on the masses of the virtual photon and excited nucleon ($W = M_{N^*}$), and $D_{N^* \rightarrow N'^* M}$ is a function representing the decay $N^* \rightarrow N'^* M$, where $W'$ is the invariant mass of the final state $N'^*$. 

Figure 10.14. Duality between descriptions of semi-inclusive meson production in terms of nucleon resonance (left) and quark (right) degrees of freedom [43,67].
A dedicated experiment (E00-018) to study duality in pion electroproduction has been performed at JLab [66]. A 5.5 GeV electron beam was used to study pion electroproduction off proton and deuteron targets for $Q^2$ between 1.8 and 6.0 GeV$^2$, for $0.3 \leq x \leq 0.55$, and with $z$ in the range 0.35–1.

Using the deuterium data only, the ratio of unfavoured to favoured fragmentation functions $D^-/D^+$ can be extracted. Here the favoured fragmentation function ($D^+$) corresponds to a pion which contains the struck quark (for example, a $\pi^+$ after a $u$ or $\bar{d}$ quark is struck), while the unfavoured fragmentation function ($D^-$) describes the fragmentation of a quark not contained in the valence structure of the pion (for example, a $d$ quark for the $\pi^+$). To a good approximation, this ratio is simply given by $D^-/D^+ = (4N\pi^+/N\pi^-)/(4N\pi^+/N\pi^- - 1)$. Preliminary results [66] are shown in figure 10.15 in comparison with data from the HERMES experiment [68].

The first observation is that the behaviour as a function of $z$ of $D^-/D^+$ measured by E00-108 closely resembles that seen in the HERMES experiment [68], albeit with slightly larger values than the HERMES ratios. However, it seems premature to draw a final conclusion from this in view of the preliminary state of the E00-108 analysis. The second observation to draw is that the $D^-/D^+$ ratio extracted from the JLab data shows a smooth slope as a function of $z$. This is quite remarkable given that the data cover the full resonance region, $0.88 < W'^2 < 4.2$ GeV$^2$. Apparently, there is some mechanism at work that removes the resonance excitations in the $\pi^+/$$\pi^-$ ratio, and hence the $D^-/D^+$ ratio. This mechanism can be simply understood in the SU(6) symmetric-quark model.

Close and Isgur [43] applied the SU(6) symmetric-quark model to calculate production rates in various channels in semi-inclusive pion photoproduction, $\gamma N \rightarrow \pi X$. The pattern of constructive and destructive interference, which was a crucial feature
of the appearance of duality in inclusive structure functions, is also repeated in the semi-inclusive case. Defining the yields of photoproduced pions from a nucleon target as

$$N_N(x, z) = \sum_{N^*} F_{\gamma N \to N^*}(Q^2, W^2) \cdot D_{N^* \to N^*\pi}(W^2, W'/2)^2,$$  \hspace{1cm} (10.18)

the breakdown of $N_N^\pi$ into the individual states in the SU(6) multiplets for the final $W'$ states is shown in table 10.1 for both proton and neutron.

The results in table 10.1 suggest an explanation for the smooth behaviour of the ratio of fragmentation functions $D^-/D^+ \equiv D_\pi^-/D_\pi^+$ for a deuterium target in figure 10.15. The ratio $D^-/D^+ \approx (4 - N_N^\pi + N_N^-)/(4N_N^\pi - N_N^- - 1)$, so from the relative weights of the matrix elements in table 10.1 one observes that the sum of the $p$ and $n$ coefficients for $\pi^+$ production is always 4 times larger than for $\pi^-$ production. In the SU(6) limit, therefore, the resonance contributions to this ratio cancel exactly, leaving behind only the smooth background, as would be expected at high energies. This may account for the glaring lack of resonance structure in the resonance region fragmentation functions shown in figure 10.15.

There now exist strong hints in pion-electroproduction data that quark–hadron duality extends to semi-inclusive scattering. To convert these hints into conclusive evidence requires a new series of precision semi-inclusive experiments encompassing both the nucleon-resonance and DIS regions.

### 10.7 Duality in exclusive reactions

Quark–hadron duality should work better for inclusive observables than for exclusive ones, partly because perturbative behaviour appears to set in at higher $Q^2$ for the latter, and partly because there are more hadronic states over which to average. Although duality may be more speculative for exclusive processes, there are,
nevertheless, correspondence arguments that relate the exclusive cross sections at low energy to inclusive production rates at high energy.

This exclusive–inclusive connection in hadronic physics dates back to the early days of DIS and the discussion of scaling laws in high-energy processes. Bjorken and Kogut [69] articulated the correspondence relations by demanding the continuity of the dynamics as one goes from one (known) region of kinematics to another (unknown or poorly known).

For an inclusive process, such as $\gamma^* N \rightarrow MX$ where $M$ is a meson, as the momentum (energy) of the meson increases, the invariant mass $M_X$ of the recoiling system $X$ enters the resonance region, as shown in figure 10.16. The correspondence argument states that the magnitude of the resonance contribution to the cross section should be comparable to the continuum contribution extrapolated from high energy into the resonance region,

$$\int_{p_{\min}}^{p_{\max}} dp \ E \frac{d^3 \sigma}{dp^3} \bigg|_{\text{incl}} \sim \sum_{\text{res}} E \frac{d\sigma}{dp_T^2} \bigg|_{\text{excl}},$$

(10.19)

where $p_{\min} = p_{\max} - M_X^2 / 4p_{\max}$ and the integration region over the inclusive cross section includes contributions up to a missing mass $M_X$.

For inclusive electroproduction, this correspondence relation (10.19) was applied to derive the Drell–Yan–West relation [40,41] between the asymptotic behaviour of the elastic form factor and structure function in the $x \rightarrow 1$ limit. This Drell–Yan–West relation can be used to extract the proton and pion form factors from inclusive structure function data. Figure 10.17(left) shows the resulting proton magnetic form factor $G_M^p$ extracted using the JLab scaling curve for $F_2^p$ [8]. The extracted form
factor is found to be in remarkable agreement with a parametrization of the world data on $G_M^p$ [70]. This $G_M^p$ parametrization is reproduced quite well, to within 30% accuracy, for $Q^2$ from 0.2 GeV$^2$ up to $\sim$ 4 GeV$^2$ [71].

Similarly, using the fit to the $F_2^\pi(x)$ data from the E615 experiment at Fermilab [73], the resulting form factor $F_\pi(Q^2)$ can be extracted, as shown in figure 10.17(right, solid curve). The agreement appears remarkably good, although there are reasons why its foundations may be questioned [72].

Soon after Bjorken and Kogut suggested the exclusive–inclusive correspondence, it was used [75] to predict the behaviour of the real Compton scattering cross section off the proton, $\gamma p \rightarrow \gamma p$, at large angles in the centre-of-mass frame. An extension of the study of duality in Compton scattering has been made to the case of one virtual and one real photon in the limit of large $Q^2$, known as the deeply virtual Compton scattering (DVCS) process, $ep \rightarrow e\gamma p$.

Interest in this reaction has been fostered by the realization that at high $Q^2$ DVCS provides access to generalized parton distributions (GPDs), with one of the important practical questions being whether the GPD formalism (see chapter 9) is applicable at intermediate energies. Here one may appeal to duality for an answer: if one can demonstrate that duality applies also to the case of DVCS, then a partonic interpretation of the scattering may be valid down to low $Q^2$. This problem has been investigated by Close and Zhao [44] in a generalization of the scalar
constituent-quark model with a harmonic oscillator potential, a model discussed earlier for the case of the DIS structure functions [43,36]. The emergence of the scaling behaviour from duality in this model is due to the mass degeneracy between multiplets with the same $N$ but different $l$, which causes a destructive interference between all but the elastic contribution.

The $\gamma p \to \pi^+ n$ reaction was considered by Afanasev et al [76] for $s \sim |t|$, who studied duality in the limit of fixed centre-of-mass scattering angle, $\theta_{cm}$. Good agreement with data [77] is observed for the energy dependence at $\theta_{cm} = 90^\circ$. However, Hoyer [78] has pointed out that at fixed angle this underestimates the measured cross section by about two orders of magnitude, due to additional diagrams involving more than a single quark in the nucleon that cannot be neglected in this limit. The appropriate limit for duality, and more generally factorization, to hold in semi-exclusive reaction is the $|t| \ll s$ limit [79].

As well as requiring an appropriate choice of kinematics, part of the apparent failure of duality in exclusive reactions also stems from the restriction to a single hadronic state. Duality arises when sufficiently many intermediate hadronic states are summed over, resulting in cancellations of non-scaling contributions. The cancellations are not exact, however, and duality violations are present at any finite kinematics.

10.8 Outlook

The historical origins of quark–hadron duality can be traced back to the 1960s, and the discovery of $s$- and $t$-channel duality in hadronic reactions. This duality reflected the remarkable relationship between low-energy hadronic cross sections and their high-energy behaviour, which, in the context of FESRs, allowed Regge parameters (describing high-energy scattering) to be inferred from the (low-energy) properties of resonances.

It was natural, therefore, that the early observations of a duality between resonance production and the high-energy continuum in inclusive electron–nucleon DIS would be interpreted within a similar framework. Bloom and Gilman found that by averaging the proton $F_2$ structure function data over an appropriate energy range the resulting structure function closely resembled the scaling function which described the high-energy scattering of electrons from point-like partons.

Electron scattering provides a wonderful stage for investigating the dynamical origin of quark–hadron duality. The perturbative scaling of the DIS structure functions occurs here in terms of the parton light-cone momentum fraction $x$, which can be accessed at different values of $Q^2$ and $W^2$, both within and outside the resonance region. Hence, both the resonance spectra and the scaling function describing the high-energy cross section can be mapped by varying $Q^2$ of the virtual photon.
Following the pioneering DIS experiments at SLAC in the late 1960s, the availability of (continuous wave) high-luminosity polarized beams, together with polarized targets, has allowed one to revisit Bloom–Gilman duality with unprecedented precision, and disentangle its spin, flavour, and nuclear dependence, in both local and global regions. The results have been striking: quark–hadron duality occurs at much lower $Q^2$ and more locally than had been expected.

Although considerable light has been shed upon the dynamical origins of quark–hadron duality, there are still important questions which need to be addressed before we come to a quantitative understanding of Bloom–Gilman duality in the structure function data. The observation of duality in spin-averaged structure functions in the region of the $\Delta(1232)$ resonance, for instance, suggests non-trivial interference effects between resonant and non-resonant (background) physics. Early descriptions of the resonance and background contributions employed the so-called two-component model of duality, in which the resonances are dual to valence quarks (associated with the exchange of Reggeons at high energy), while the background is dual to the $q\bar{q}$ sea (associated with pomeron exchange). In more modern language, this would call for a QCD-based derivation in which the properties of the non-resonant background can be calculated within the same framework as those of the resonances on top of which they sit.

It is also clear that the quark–hadron duality phenomenon is not restricted to inclusive electron–hadron scattering alone. If, as we believe, it is a general property of QCD, then it should manifest itself in other processes and in different observables. There are, in fact, predictions for quark–hadron duality in semi-inclusive and exclusive electroproduction reactions. The available evidence is scant, but it does suggest that at energy scales of a few GeV such reactions may proceed by closely mimicking a high-energy picture of free electron–quark scattering. This will be an exciting area of research for the next decade.

It is truly remarkable that in a region where we have only a few resonances, all consisting of strongly interacting quarks and gluons, the physics still ends up resembling a perturbative quark–gluon theory. Quark–hadron duality is the underlying cause of the smooth transition ‘on average’ from hadrons to quarks witnessed in Nature, allowing simple partonic descriptions of observables down to relatively low-energy scales.
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Colour Transparency

G A Miller

The strong interaction between hadrons and nuclei leads to the phenomenon of shadowing. However, in the special situation of high-momentum-transfer coherent processes, these interactions can be turned off, causing the shadowing to disappear and the nucleus to become quantum-mechanically transparent. This phenomenon is known as colour transparency. In more technical language, colour transparency is the vanishing of initial- and final-state interactions, predicted by QCD to occur in high-momentum-transfer quasi-elastic nuclear reactions. These are coherent reactions in which one adds different contributions to obtain the scattering amplitude. Under such conditions the effects of gluons emitted by small colour-singlet systems vanish. Thus colour transparency is also known as colour coherence. The name ‘colour transparency’ is rather unusual. One might think that it concerns transparent objects that have colour, but it is really about how a medium can be transparent to objects without colour. This chapter provides a pedagogic review that defines the phenomenon and the conditions necessary for it to occur, assesses the role of colour transparency in strong interaction physics and reviews experimental and theoretical progress.

11.1 Point-like configurations

Strong interactions are strong: when hadrons hit nuclei they generally break up the nucleus or themselves. Indeed, a well-known classical formula states that the intensity of a beam of hadrons falls exponentially with the penetration distance. It is remarkable that QCD admits the possibility that, under certain conditions, the strong interactions can effectively be turned off and hadronic systems can move freely through a nuclear medium.
Consider the elastic scattering of a small colour-singlet $q\bar{q}$ system by a nucleon. At sufficiently high energy, the separation $b$ of the quarks (in a direction transverse to the momentum) does not change. The lowest-order perturbative contribution is given by two-gluon exchange [1–3] and the remarkable feature is that, in the limit that $b$ approaches 0, the cross section vanishes because colour-singlet point particles do not exchange coloured gluons. This feature can be expressed in a concise form as

$$\lim_{b \to 0} \sigma(b^2) \propto b^2. \quad (11.1)$$

This reduced interaction is often termed ‘colour screening’ and is an unusual feature of QCD. In chiral theories of the interactions of hadronic systems, small relative distances between constituents (corresponding to small sizes) imply large relative momenta and therefore very strong interactions. Thus experimental verification of the behaviour of the cross section (11.1) and its consequences supports the belief that QCD is the correct theory of the strong interaction.

This chapter is concerned with the diverse consequences of the notion that small-sized colour-singlet objects do not interact strongly. There are interesting questions to ask and answer. In particular, how can one make a small-sized colour singlet, ensure that it propagates as a colour singlet and carefully measure the effects of vanishing interactions?

It is natural to suppose that small-sized colour-singlet objects are made in processes involving high momentum transfer. Candidate reactions include diffractive excitation of pions or photons [4] into two jets [5] moving at large relative momenta, electroproduction of vector mesons [6,7] and quasi-elastic reactions such as \((p, pp)\), \((e, e' p)\) and \((e, e' \pi)\) [6,7]. High momentum transfer is usually associated with small wavelengths, but more is involved here. An object of small size, without soft-colour and pion fields, is supposed to be produced in the midst of a high-momentum-transfer process. This was suggested originally as a consequence of perturbative QCD applied at very high $Q^2$ [6,7]. The relevance of perturbative QCD for experimentally accessible values of $Q^2$ was questioned [8,9], but later it was shown [10,11] how including the effects of gluon radiation [12] extends the kinematic region of applicability of perturbative calculations. However, many theoretical and experimental results make it clear that perturbative treatments are usually not complete unless energies very much greater than 10 GeV and momentum transfers well in excess of 10 GeV$^2$ are involved, so it is relevant to ask if strong QCD can lead to small-sized objects. Studies of popular hadronic models have shown [13,14] that point-like configurations can be produced for momentum transfers as low as 1–2 GeV$^2$.

Producing a point-like configuration is not sufficient in itself. One must be able to identify that the important components contributing to the invariant amplitude
are those of small size. This introduces the requirement of coherence. A reaction must involve a colour-singlet object before and after the interaction. Ensuring this requires a detailed experimental knowledge of the kinematics. For inclusive reactions, the influences of detailed quantum-mechanical-interference effects are lost, classical considerations dominate and the colour transparency idea becomes irrelevant. Another difficulty is that a very small-sized colour-singlet object (consisting of $u$, $d$ or $s$ quarks) is not in a physical state. It can be thought of as a wave packet consisting of a coherent superposition of physical states, undergoing time evolution that changes the relative phases of the components and consequently the object's size. Any change of the size of an object of zero spatial extent must be an increase, so the system must expand and become large eventually. The rest-frame time scale for these evolutions of sizes is of the order of hadron size divided by the speed of light, but in the laboratory this is multiplied by a time dilation factor that can be large enough to allow the influence of the vanishing interaction (11.1).

Taking these considerations into account, one may see that the magical disappearance of the strong scattering amplitude arises in three steps.

- A high-momentum-transfer reaction creates a colour-singlet point-like configuration that moves with high momentum through a nucleus.
- In coherent processes, the interaction between the point-like configuration and the nucleon will be strongly suppressed because of cancellations between gluon emission amplitudes arising from different quarks.
- The point-like configuration is not an eigenstate of the Hamiltonian. It can be regarded as a wave packet undergoing time evolution, which necessarily changes (and therefore increases) the size of the colour-singlet object, turning it into a normal-sized strongly interacting configuration. Therefore the observation of colour transparency requires that the point-like configuration escape the nucleus before it expands.

The first item addresses the interesting dynamical question of whether a point-like configuration ever exists. According to perturbative QCD, such objects are the origin of high-momentum-transfer hadronic form factors, but the validity of perturbative QCD is not a necessary condition. The second item is on firmer ground because the suppression of interactions is one of the essential ingredients needed to understand how Bjorken scaling occurs for deep-inelastic scattering at small $x$ [6,15–17]. Furthermore, for high-energy scattering (11.1) applies and smaller objects generally do have smaller cross sections [18]. The third item leads to complications in observing the influence of colour transparency. One needs very high energies, the ability to handle the expansion in a quantitative manner, or the use of double scattering to isolate the interaction between the point-like configuration and the nucleon.
11.2 Small-sized objects have small cross sections

The general feature of QCD that small objects have small cross sections at high energy is supported by strong theoretical arguments and diverse experimental evidence. This is the basis for supposing that colour transparency is an observable phenomenon.

For example, consider the interaction between two colour-singlet systems. Evaluating the lowest-order perturbative two-gluon exchange contribution gives the result that if the size of either colour-singlet object vanishes, its scattering amplitude also vanishes [1–3]. This is because colour-singlet point particles do not exchange coloured gluons.

Figure 11.1 shows the high-energy, small-angle scattering of two mesons in the centre-of-mass frame, with the momentum of one of the mesons in the 3-direction. For very-high-energy scattering one may treat the transverse separations between the quark and antiquark of each meson as fixed quantities $b, B$. In the centre-of-mass frame, one meson has very large $P^+ = (P^0 + P^3)$ and the other a very large $P^- = (P^0 - P^3)$. In this situation, both the plus and minus components of the momenta of the exchanged gluons can be neglected and only the transverse components enter into the intermediate gluon and fermion propagators. This means that the scattering amplitude must be a function of $b$ and $B$ only. The quarks and antiquarks couple to the gluon with opposite signs, so that if either of $b, B$ vanishes then the scattering amplitude vanishes. Suppose $b$ is small, and $B$ has a typical hadron size $\sim 1$ fm, then the cross section is of the form (11.1). The quadratic behaviour is interpreted as arising from two dipole factors, $\sim b$, that originate from each of the exchanged gluons.

The original work [1–3] succeeded in explaining the approximately constant nature of hadronic cross sections at high energy, provided a reasonably successful
two-gluon exchange model of the pomeron and offered a natural explanation of the various sizes of hadronic cross sections. This explanation was later verified in a quantitative manner [18] for meson–nucleon scattering under the assumption that (11.1) applies over much of the meson volume. A dramatic confirmation of the idea that small objects have small cross sections is discussed in Section 11.6.

The idea that small-sized $q\bar{q}$ pairs interact with strongly-reduced cross sections is now understood to be an important part of lepton–nucleon and lepton–nucleus deep-inelastic scattering. For small values of Bjorken $x$ the deep-inelastic scattering arises (as seen in the laboratory frame) from terms in which the virtual photon breaks up into a $q\bar{q}$ pair. Gribov [19] noticed that if the pair–target interactions are treated as those of an ordinary vector meson then the cross section for transversely-polarized virtual photons depends on $\log 1/x$. Bjorken denoted this result a disaster [20] because it badly violates scaling that requires a $1/Q^2$ behaviour. $(1/Q^2 \log Q^2$ gives the usual scaling violations caused by the influence of asymptotic freedom.) Bjorken handled the problem by reducing the value of the cross section for $q\bar{q}$ pairs moving at high relative transverse momentum. The relation between this reduced interaction and colour neutrality was noticed, using a $U(1)$ treatment [21]. The basic idea [6,17,15] is that high relative momentum implies that the transverse size of the pair is small and that the interactions of such a pair are strongly inhibited. The reduced interactions of small-sized quark–antiquark pairs play an important role in understanding the nuclear shadowing observed in deep-inelastic scattering [6,16,22].

These ideas led naturally to the dipole approach to deep-inelastic scattering and to hadronic interactions [23], discussed in chapter 8. In this approach the scattering amplitude is actually expressed as an integral over configurations of all sizes. Quantitative agreement with data for structure functions and photon–target interactions is achieved.

The original perturbative two-gluon exchange model has deficiencies when applied to elastic scattering because low-momentum gluons are important. In particular, the slope of $d\sigma/dt$ at $t = 0$ diverges for the exchange of massless gluons. The model was extended to include the effects of gluon–gluon interactions [24] and the non-perturbative role of gluon–target scattering. Essential new features were found by considering the relevant box diagrams [25,5]. The cross section depends on the gluon distribution of the target, $g_T(x, Q^2)$ [26]:

$$\sigma(b^2) = \frac{\pi^2}{3} \left( b^2 \alpha_s (Q_{\text{eff}}^2) x g_T(x, Q_{\text{eff}}^2) \right)_{x = \lambda/sb^2, Q_{\text{eff}}^2 = \lambda/b^2},$$

where $\lambda$ is the proportionality factor that relates the high relative momentum to $1/b$ and depends upon the particular process and wave functions involved. For the situations of interest to this review $\lambda \approx 9$ [27].
The result (11.2) is consistent with the original idea that the point-like configuration has no interactions, but the entrance of the gluon distribution function introduces significant interesting differences from the original work [1–3]. The previously-mentioned divergence of the slope of elastic cross sections exists. Furthermore, $g_T$ increases as $x$ decreases to very small values and this causes interesting energy dependence. A detailed derivation and discussion of the accuracy of (11.2) is presented in [28]. Rigorous factorization theorems justifying the application of (11.2) to hard electroproduction of mesons have been derived [29].

The small-sized interactions of point-like configurations of $q\bar{q}$ pairs seems reasonably well verified. This physics is closely analogous to the reduction of the electromagnetic strength of an electric dipole of small size. That there will be similar cancellations of the field of gluons emitted by small-sized colour-neutral $qqq$ configurations [3] is the remarkable prediction derived from QCD according to its SU(3) nature of colour.

### 11.3 Generic colour transparency

The issues related to colour transparency are: formation of a point-like configuration in a high-momentum-transfer reaction, suppression of the soft interactions of the point-like configuration with the target, and avoidance of the expansion of the point-like configuration into a large blob-like configuration. The experimental measurements must be done with kinematics sufficiently controlled that the separation between the hard and soft processes can be well defined. For example, in the $(e, e'p)$ reaction, the electron–proton interaction must be known to occur at a much larger momentum transfer than that of any ejectile–nucleus interactions.

Interesting special features that bring colour transparency to life for any given reaction are discussed below. Here we provide a general framework.

First consider a general high-momentum-transfer process in which an isolated nucleon in a state $i$ is converted into a final state $f$. Then the invariant amplitude can be represented as

$$\mathcal{M}_{fi} = \langle f | \hat{F} | i \rangle,$$

in which the operator that induces the reaction is denoted as $\hat{F}$. For example, in electron–proton scattering at large $Q^2$, $\hat{F}$ is the electromagnetic current operator, $i$ contains an incident photon and a proton at rest in the laboratory frame and $f$ represents a high-momentum proton. In the case of $pp$ elastic scattering, $\hat{F}$ represents the high-momentum part of the interaction and any soft interactions are subsumed within the states $i, f$. Other examples involve an incident pion or virtual
photon. In that case the necessary high momentum originates in the wave function of the incident particle and $\hat{F}$ represents the soft-scattering interaction with the target. An incident photon may fluctuate into a $q\bar{q}$ pair, with a time scale controlled by the uncertainty principle. For systems that propagate rapidly in the laboratory, this time scale is known as the coherence length, $l_c$:

$$l_c = \frac{2\nu}{Q^2 + M_{q\bar{q}}^2},$$

(11.4)

because the $q\bar{q}$ fluctuation may propagate over this distance. Here $\nu$ is the photon energy and $Q^2$ the negative of the square of its invariant mass. If the mass of the $q\bar{q}$ system is of the order of $Q$, then $l_c \sim 1/(2M_Nx)$. Thus for low values of $x$, such as those that occur in vector-meson production, $l_c$ can be large and soft interactions of the $q\bar{q}$ fluctuation may occur. For large values of $x$, such as for the $(e, e'p)$ nuclear reaction, a point-like photon interacts with the target.

The intermediate state $\hat{F}|i\rangle$ may or may not be a point-like configuration. Its overlap with the physical final state will necessarily be small at large momentum transfer, but it is not possible to examine the microscopic nature of the intermediate state without using nuclear targets. Therefore consider the high-momentum-transfer process occurring on any nucleon bound in a target nucleus. The initial and final nuclear states are denoted by $I, F$ and the invariant amplitude is given by

$$\mathcal{M}_{FI} = \langle F| (1 + T_S G_0) \hat{F} (1 + G_0 T_S) |I\rangle,$$

(11.5)

in which residual interactions (not contained in the states $|I, F\rangle$) involving nucleons, other than the struck one, are denoted as $T_S$ and $G_0$ represents the non-interacting Green’s function. The expression (11.5) is general and applies to any process. For example, in vector-meson production by virtual photons of low $x$, the term $G_0 T_S$ may represent the propagation of the incident photon as a $q\bar{q}$ pair. For the $(p, pp)$ reaction, $G_0 T_S$ and $T_S G_0$ represent the soft initial- and final-state interactions.

We examine (11.5) under two separate limiting conditions. First, suppose that the energies are high enough so that any point-like configuration can propagate without changing its properties. Then $G_0$ can be regarded as a constant. Given the dipole nature of high-energy low-momentum transfer interactions (11.1) and (11.2), $T_S \propto b^2$. The quantities $\langle f| b^2 \hat{F}|i\rangle$ and $\langle f| \hat{F} b^2 |i\rangle$ control the initial- and final-state interactions. The $Q^2$ dependence of this matrix element is crucial. If $\langle f| b^2 \hat{F}|i\rangle$ approaches 0 with increasing $Q^2$ much faster than $\langle f| \hat{F}|i\rangle$ does, then final-state interactions will not be important. This suggests that we define an effective size to determine whether or not a point-like configuration is formed:

$$b^2(Q^2) \equiv \frac{\langle f| b^2 \hat{F}|i\rangle}{\langle f| \hat{F}|i\rangle}.$$

(11.6)
The vanishing of $b^2(Q^2)$ for any given reaction is a necessary condition for colour transparency to occur. Note that the effective size (11.6) is an off-diagonal matrix element. This is relevant for observing the given initial and final state, while the diagonal matrix element involving the putative point-like configuration state $\langle i | \hat{\mathcal{F}} | b^2 \hat{\mathcal{F}} | i \rangle$ has no relevance.

If one treats the Green’s function $G_0$ as a constant then $b^2(Q^2)$ is essentially the ratio of the second term to the first term of the multiple-scattering series (11.5). However, $G_0$ does not act as a constant, because the wave-packet state $\hat{\mathcal{F}} | i \rangle$ is not an eigenstate of the Hamiltonian and therefore undergoes time evolution. This can only increase the wave-packet size and restore soft quark–gluon fields. The time, $\tau$, for a quantum fluctuation from a point-like configuration of bare mass $M_X$ to a relevant object of normal hadronic size of mass $M_1$ is given by

$$\tau = \frac{2P}{(M_X^2 - M_1^2)},$$

where $P$ is the momentum of the wave packet. The expansion time is controlled by an undetermined parameter $M_X$. Equation (11.7) involves a simplification because any high momentum transfer would produce a set of configurations of different masses. For sufficiently large energies, $\tau$ is long enough that the object can leave the nucleus while small enough to avoid final state interactions and colour transparency occurs. But what is $M_X$? Purely theoretical arguments do not give a value, but we can obtain a lower limit for nucleon final states. In that case, the mass $M_1$ is that of the nucleon, and the lowest possible value one can think of for the value of $M_X$ is the sum of the nucleon and pion masses. The use of (11.7) with $M_X = M_N + m_\pi$, $M_1 = M_N$ leads to $\tau \leq (E/1 \text{ GeV})$ fm, which, for the experimentally relevant value of $E \approx 5 \text{ GeV}$, is about 5 fm or smaller than the diameter of the aluminium nucleus. More realistic estimates [30,31,13,32] use larger values of $M_X \sim 1.4-1.6 \text{ GeV}$ and obtain smaller distances. The sadly-unavoidable conclusion is that, unless the energy is very high, the point-like configuration will expand. One must account for this effect.

Thus the conditions for colour transparency to occur are that the effective size (11.6) be vanishingly small and the fluctuation time (11.7) be huge. If both conditions are satisfied, then $T_S G_0 \hat{\mathcal{F}} \sim T_S \hat{\mathcal{F}} \approx 0$, and the same holds for $\hat{\mathcal{F}} G_0 T_S$. Then one finds

$$\mathcal{M}_{FI} \approx \langle F | \hat{\mathcal{F}} | I \rangle \equiv \mathcal{M}_{FI}(\text{PWBA}),$$

in which PWBA refers to the plane-wave Born approximation. Two different situations are relevant. Suppose the nuclear process is coherent, then

$$\mathcal{M}_{FI} \approx A \mathcal{M}_{fi},$$

(11.9)
and the sum over all the nucleons is represented as a schematic factor $A$. The other relevant situation occurs when the nucleus is excited by the removal of a single nucleon (quasi-elastic reaction), and one sums over all such excited states. Then

$$\sum |\mathcal{M}_{fi}|^2 \approx A|\mathcal{M}_{fi}|^2.$$  \hspace{1cm} (11.10)

The much sought-after limit of perfect colour transparency is expressed by either of (11.9) or (11.10). The $A$ dependence of the cross section can be either $A^2$ or $A$ depending on the particular nuclear process studied. More generally, the ratio of nuclear to nucleon cross sections is measured and defined to be the transparency $T(A, Q^2)$, with perfect transparency corresponding to a value of unity. Experimental measurements weight the numerator and denominator with the relevant acceptance, and theorists must match these in their calculations.

### 11.4 Simple examples

Colour transparency provides a number of simple examples that require a good understanding of quantum-mechanical-interference phenomena.

#### 11.4.1 Quantum-mechanical invisibility

The effects of the reduced interaction (11.1) and (11.2) are interesting in the context of our understanding of visibility and invisibility. Consider a very energetic $q\bar{q}$ system made of very massive quarks (onium) incident on a slab of nuclear matter of thickness $L$ [33]. Under the standard semi-classical theory applicable for short wavelengths, the probability $P_{sc}(L)$ for the onium passing through the slab while remaining in its ground state and without losing energy is

$$P_{sc}(L) = e^{-L/\lambda},$$  \hspace{1cm} (11.11)

where $\lambda = 1/(\sigma_0\rho)$ is the path length, with $\sigma_0$ the onium–nucleon cross section and $\rho$ the nuclear density. But the onium wave function entails a probability for the pair to have a transverse separation:

$$\Psi^2(b) = \frac{1}{\pi \langle b^2 \rangle} e^{-b^2/\langle b^2 \rangle},$$  \hspace{1cm} (11.12)

using a simple model. At sufficiently high energies each separation propagates without changing and each interacts with a different strength according to (11.1) and (11.2). Using this leads to a probability amplitude given by

$$\int d^2b \Psi^2(b) e^{-(b^2/2\langle b^2 \rangle)} L/\lambda,$$  \hspace{1cm} (11.13)
so that the true survival probability $P(L)$ of the ground state is

$$P(L) = \frac{1}{(1 + L/2\lambda)^2}. \quad (11.14)$$

For $\lambda \gg L$, the expressions (11.11) and (11.14) coincide. More generally, the quantum-mechanically computed probability (11.14) can be much larger than (11.11) because the small-sized components of onium have reduced interactions that allow propagation through a dense medium. The inclusive cross section computed by taking the sum of the individual cross sections corresponds to a transmission probability that varies as $1/L$ [32].

The analogy with optics is clear. Light cannot propagate through an opaque object (as in (11.11)) and the object casts a shadow. But quantum mechanically (11.14) holds and propagation through the medium is allowed. The classically opaque object loses it shadow. Only visible objects cast shadows, so (11.1) and (11.2) correspond to quantum-mechanical invisibility.

### 11.4.2 Existence of point-like configurations

Is a point-like configuration formed in a high-momentum-transfer reaction? This is the dynamical question of interest. The use of general principles is not sufficient to provide an answer.

It is worthwhile to examine simple examples to understand how it is that different dynamical interactions lead to different answers. Therefore the effective size $b^2(Q^2)$ of (11.6) is evaluated using simplifying assumptions following [13,14]. The first example is the non-relativistic interaction of two equal-mass quark systems. The form factor is given by

$$F(Q^2) = \int d^3r \ \psi^*(r)e^{iq \cdot r}\psi(r), \quad (11.15)$$

where $Q^2 = q \cdot q$ and $Q = |q|$. The quantity $e^{iq \cdot r}\psi(r) \equiv \chi_Q(r)$ is a wave packet formed in a high-momentum-transfer reaction. The measurement of $F(Q^2)$ only determines a given integral involving $\chi_Q(r)$. To see whether or not this quantity represents a point-like configuration one examines the effective size (11.6) which, for this example, takes the form

$$b^2(Q^2) = \frac{1}{F(Q^2)} \int d^3r \ \psi^*(r)b^2\chi_Q(r), \quad (11.16)$$

as $q \cdot r = 0$. This leads to the result

$$b^2(Q^2) = -16\frac{d \log F(Q^2)}{d Q^2}. \quad (11.17)$$
The form factor $F(Q^2)$ falls as a power of $Q^2$ unless the binding potential is an analytic function of $r^2$ [14]. An example is binding with an attractive Coulomb potential for which

$$b^2(Q^2) = \frac{32a_0^2}{16 + Q^2a_0^2} \sim \frac{8}{(Q/2)^2}, \quad (11.18)$$

where $a_0$ is the Bohr radius and the second expression is the limit for very large values of $Q^2$. This vanishing of $b^2(Q^2)$ shows that colour transparency is possible for systems bound by Coulomb forces. Alternatively, if the binding potential is a harmonic oscillator, $F(Q^2) = e^{-Q^2R^2/6}$ with $R^2$ as the mean square radius, then the effective size $b^2(Q^2) = 2R^2/3$ is a constant. If linear forces govern the dynamics there will be no colour transparency.

Relativity is very important at high momentum transfer, so we consider a relativistic system of two light quarks, spinless for simplicity, labelled as 1,2. Light-front dynamics [34–37] can be used to treat the system in any reference frame. Define the components of the total momentum vector $P^\mu$ as $P^\pm = (P^0 \pm P^3)$, and $\vec{P}$. Spatial coordinates are given by $x^+ = x^0 + x^3$, $x^- = x^0 - x^3$, $\vec{x}$. The coordinate $x^-$ is canonically conjugate to the plus-component of the momentum that is closely related to the Bjorken scaling variable. The evolution operator for the light-front ‘time’ variable $x^+$ is $P^-$, so that the relativistic Schrödinger equation is

$$P^-\Psi = \frac{\vec{p}^2 + \hat{M}^2}{P^+}\Psi, \quad (11.19)$$

where $\hat{M}^2$ is the mass-squared operator for the system:

$$\hat{M}^2|n\rangle = M_n^2|n\rangle, \quad (11.20)$$

where the spectrum is discrete for a confined system and the ground state is represented by $n = 1$. The use of relative coordinates

$$\alpha \equiv p_1^+ / P^+, \quad \vec{p} = (1 - \alpha)\vec{p}_1 - \alpha\vec{p}_2, \quad (11.21)$$

where $p_1$ and $p_2$ are the quark four-momenta, leads to the unique result that in any reference frame the Schrödinger equation (11.19) can be expressed as

$$\left(\frac{\vec{p}^2 + m^2}{\alpha(1 - \alpha) + V}\right)|n\rangle = M_n^2|n\rangle, \quad (11.22)$$

where $V$ is the effective quark–quark interaction operator. This use of light-cone variables allows the separation of centre-of-mass and relative variables, so that the wave function of any two-quark system of total four-momentum $P^\mu$ can be expressed as $e^{-iP^\cdot x}\langle \vec{p}, \alpha|\phi \rangle$, in which momentum-space $\vec{p}, \alpha$ are used for the
internal variables and coordinate-space $x$ is used to describe the motion of the centre of mass. In deep-inelastic scattering with Bjorken scaling, the variable $\alpha = Q^2/(2MNv) = x$.

Form factors can be computed easily using light-front dynamics if one employs a reference frame in which $q^+ = 0$ and $Q^2 = -q^2_\perp$. The boosts are kinematic and the form factor for the transition between states $n$ and $n'$ is

$$F_{n'n}(Q^2) = \int d^2b \int_0^1 d\alpha \frac{\langle n'|\tilde{b},\alpha \rangle e^{i\tilde{q}_\perp\cdot\tilde{b}\alpha} \langle \tilde{b},\alpha|n \rangle}{\alpha(1-\alpha)} \equiv \langle n'|e^{i\tilde{q}_\perp\cdot\tilde{b}\alpha}|n \rangle,$$

(11.23)

where $\tilde{b}$ is conjugate to $\tilde{p}$. The effective size analogous to (11.6),

$$b_{n'n}(Q^2) F_{n'n}(Q^2) = \langle n'|b^2|n \rangle,$$

(11.24)

can be vanishingly small for large values of $Q^2$ [13,14].

### 11.4.3 Expansion of point-like configurations

The existence of a point-like configuration is not sufficient to guarantee the observation of colour transparency, as we have seen in section 11.3. Here we provide a simple treatment of the dynamics governing expansion.

Suppose that a state $|\phi\rangle$ of total four-momentum $P^\mu$ is created in a point-like configuration, $|PLC\rangle$, at some initial time defined as $t = 0$. We may treat it as a coherent expansion of complete eigenstates of $M^2$:

$$\langle \tilde{p},\alpha|\phi(t) \rangle = \sum_n \langle \tilde{p},\alpha |n \rangle e^{-i\sqrt{P^2+M^2_n}t} \langle n|PLC \rangle,$$

(11.25)

for the relativistic two-quark system of the previous subsection. The condition for avoiding expansion is that the phase factors for states $n$ that contribute importantly to the sum be approximately the same. This occurs if $\tau$ of (11.7) is larger than the radius of the nucleus.

Note that the interaction $V$ generally causes evolution in all of the three variables $\tilde{p},\alpha$. Two-dimensional approaches [17,38] that keep the value of $\alpha$ fixed are not complete. Indeed, the failure to maintain the influence of confinement in three spatial dimensions is responsible for the difficulties in end-point behaviour encountered in [38]. The expression (11.25) uses a hadronic basis, but one may also use only quark degrees of freedom.

The point-like configuration is not the system that one encounters. Instead it is $\sum_n |n\rangle e^{-i\sqrt{P^2+M^2_n}t} \langle n|PLC \rangle$. Suppose this system interacts with a strength governed by $b^2$, and the end product is detected as the ground state. Then the
experimentally-relevant overlap $b^2(t)$ is

$$b^2(t) = \langle 1 | b^2 \sum_n | n \rangle e^{-i \sqrt{P^2 + M_2^2} t} \langle n | PLC \rangle.$$  (11.26)

The use of completeness and the definition of a point-like configuration lead to the result that $b^2(t = 0) = 0$. Jennings and Miller developed a simple harmonic oscillator model [39,31] in which the matrix element $\langle 1 | b^2 | n \rangle$ is non-zero when $n$ corresponds to the ground state or states of energy $M_2$. Then

$$b^2(t) = e^{-iE_1 t} \langle 1 | b^2 | 1 \rangle \langle 1 | PLC \rangle \left( 1 - e^{i \frac{(M_1^2 - M_2^2)}{4P^2} t} \right),$$  (11.27)

if $P \gg M_2$. The real part of the quantity in parentheses, $2 \sin^2 \left( \frac{M_1^2 - M_2^2}{4P^2} t \right)$, controls the strength of the final-state interaction.

### 11.4.4 Point-like configurations in the nuclear ground state

The existence of a point-like configuration as a significant part of the nucleon wave function has consequences for physics other than form factors. Quarks within a point-like configuration have high relative momentum and are therefore much more likely to carry a large plus-component of momentum ($\alpha$ of (11.21)). Therefore deep-inelastic scattering from a free proton at large $x$ should be strongly influenced by the point-like configuration. The EMC effect [40] is the observation that structure function of a bound nucleon is smaller than that of a free nucleon by about 10–15% for large values of $x$, so it is natural to consider the effects of nuclear binding on the structure of the nucleon.

For simplicity consider the nucleon $|N\rangle$ to be a superposition of a configuration of normal size $|N_0\rangle$ and an orthogonal point-like configuration that occurs with small probability. Then

$$|N\rangle \approx |N_0\rangle + \epsilon_0 |PLC\rangle,$$  (11.28)

where $\epsilon_0 = v/\Delta E$ with $v$ the interaction that connects the components and $\Delta E > 0$ the energy difference between the unperturbed configurations. Based on the nucleon spectrum, we might expect $\Delta E$ to be about 500–600 MeV. Now suppose the nucleon is bound within a nucleus: its different components respond to the nuclear force in different ways. The point-like configuration would not feel the attractive interactions with the medium but the average-sized configuration would. For an attractive potential energy $-U$, the energy denominator is increased from $\Delta E$ to $\Delta E + U$. 
and the PLC amplitude is suppressed by the nuclear binding [41–43]:
\[
\epsilon = \epsilon_0 \left( 1 - \frac{U}{\Delta E} \right). \tag{11.29}
\]

A typical nuclear binding potential is of the order of 60 MeV deep, so the probability amplitude is reduced by 10%.

The effect of this suppression can be large for processes in which the interference effect between the point-like configuration and the normal-sized configuration provides the dominant contribution. Deep-inelastic scattering at high \( x \) is one example, and the resulting suppression is one of the explanations of the EMC effect [41]. Another is that the nucleon form factor of a bound nucleon would be suppressed compared to the free one at high \( Q^2 \). Experiments [44] that search for nuclear modifications of the proton form factor could detect this effect of a point-like configuration at larger values of \( Q^2 \).

Another issue concerns the convergence of the series that determines the effective interaction between nucleons. The effects of colour transparency would help to suppress the short-distance interaction between bound nucleons and could ultimately help theorists to better understand convergence.

### 11.5 The best case: dijet production by high-energy pions

Fermilab experiment E791 [45] has obtained an unambiguous observation of colour transparency in the diffractive dissociation into dijets of pions of momentum \( P = 500 \text{ GeV} \) scattering coherently from carbon and platinum targets: \( \pi A \rightarrow q\bar{q} A \). The \( q\bar{q} \) pair (or resulting dijet) state has a relative transverse momentum \( \vec{\kappa} \) and the quark carries a plus component of momentum \( zP \). Then the mass \( m_f \) of the diffractively produced state is
\[
m_f^2 = m_q^2 + \kappa^2 z(1 - z) \tag{11.30}
\]

The process begins when, long before the incident pion hits the target, it fluctuates into a \( q\bar{q} \) pair. The coherence length (11.4) for this to occur is very large because of the large value of \( P \). A two-gluon exchange interaction with a single nucleon then brings the virtual pair into reality ultimately as two jets. Detailed arguments show [46] that the dominant term is the diagram \( T_1 \) of figure 11.2 in which the high relative momentum arises from gluon exchange between the quark and antiquark in the simplest configuration of the initial state pion, and in which the two-gluon exchange interaction is soft. The special result here is that the invariant amplitude depends only on the \( q\bar{q} \) components of the initial-pion wave function.
11.5.1 Dominant amplitude for $\pi N \rightarrow N + \text{dijet}$

Consider the forward ($t = t_{\text{min}} \approx 0$) amplitude, $\mathcal{M}$, for coherent dijet production on a nucleon $\pi N \rightarrow N + \text{dijet}$ [5]:

$$\mathcal{M}_{fi} \approx T_1 = \langle f(\kappa, z), N' | \hat{F} | \pi, N \rangle,$$

(11.31)

where $\hat{F}$ represents the interaction with the target nucleon. The initial $|\pi\rangle$ and final $|f(\kappa, z)\rangle$ states represent the physical states that generally involve all manner of multi-quark and gluon components.

The dominant Feynman diagrams in figure 11.2 can be rewritten as a product of a high-momentum component of a light-cone pion wave function with the amplitude for the scattering of a quark–antiquark dipole by a target. Its evaluation consists of three parts: (i) determining the relevant part of the pion wave function, (ii) identifying the interaction with the target (in this case with the gluon field of the target) that causes the pion to dissociate into a $q\bar{q}$ pair and (iii) computing the overlap matrix element (11.31).

The high-transverse-momentum component of the pion light-cone wave function, $\chi_\pi(\bar{p}, \alpha)$, arises from the perturbative one-gluon-exchange acting on the strong QCD light-cone pion wave function [47,46]:

$$\chi(\bar{p}, \alpha) = \frac{4\pi C_F \alpha_s(\bar{p}^2)}{\bar{p}^2} \sqrt{3} f_\pi \alpha(1 - \alpha) \left( \log \frac{Q^2}{\Lambda_{QCD}^2} \right)^{c_F/\beta},$$

(11.32)

where $C_F = N_c^2 - 1/2N_c = 4/3$, $\alpha_s(\bar{p}^2) = 4\pi/(\beta \log(\bar{p}^2/\Lambda_{QCD}^2))$, $\beta = 11 - 2/3n_f$, and $f_\pi = 93 \text{ MeV}$. The argument of the strong coupling constant $\alpha_s$ is $\bar{p}^2$ in leading logarithm approximation and $Q$ is the renormalization scale of the wave function [47].
The $\alpha$ dependence of (11.32) is that of the asymptotic pion distribution amplitude. Analysis of experimental data for virtual Compton scattering and the pion form factor performed in [48,49] shows that the correct amplitude is not far from the asymptotic one. The expression (11.32) includes the influence of QCD evolution as well as vertex and self-energy corrections, so that QCD predicts the dependence of $\chi_{\pi}(\vec{p}, \alpha)$ to be very similar to the phenomenological form of [5].

If the asymptotic expression for the pion wave function (11.32) is used in the scattering amplitude (11.31) and one evaluates only the diagrams of figure 11.2, one obtains the dominant term $T_1$. To proceed it is necessary to specify the soft scattering operator $\hat{F}$. The transverse distance operator $\vec{b} = (\vec{b}_q - \vec{b}_{\bar{q}})$ is canonically conjugate to the transverse relative-momentum operator. At sufficiently small values of $b = |\vec{b}|$, the leading-twist effect and the dominant term at large $s$ arise from diagrams in which the pion fragments into two jets as a result of interactions with the two-gluon component of the gluon field of a target, see figure 11.2. The perturbative QCD determination of this interaction involves a diagram similar to the gluon-fusion contribution to the nucleon sea-quark content observed in deep-inelastic scattering. One calculates the box diagram for large values of the relative momentum using the wave function of the pion instead of the vertex for $\gamma^* \rightarrow q\bar{q}$. This leads [46] to a purely-imaginary scattering amplitude $\hat{F}$ that is essentially of the form (11.2), except that the function $g_{N\,\pi}$ becomes the skewed or generalized gluon distribution [46] (see chapter 9), because the mass difference between the pion and the final two-jet state necessitates that the reaction requires a non-zero momentum transfer to the target.

The most important effect shown in (11.2) is the $b^2$ dependence, which shows the diminished strength of the interaction for small values of $b$. To proceed we need the scattering operator $\hat{F}$ corresponding to (11.2):

$$\hat{F}(b^2) = i s \frac{\sigma_0}{\langle b^2 \rangle} b^2,$$

in which $\sigma_0$ is treated as a constant. This scattering operator is independent of the longitudinal momenta and has a simple dependence on the transverse momentum operator, so that the evaluation of the matrix element (11.31) leads to an expression in which the arguments of $\chi_{\pi}$ turn out to be the final-state variables $(\vec{\kappa}, z)$. The approximate pion wave function, valid for large relative momenta, is given by (11.32). The $b^2$ operator appearing in (11.33) can be taken to act on the pion wave function as $-\delta(\vec{p} - \vec{\kappa})V^2_\rho$. Then combining (11.32) and (11.33) and evaluating (11.31) leads to the QCD result [46]:

$$T_1 = -4is \frac{\sigma_0}{\langle b^2 \rangle} \frac{4\pi C_F \alpha_s(\kappa^2)}{\kappa^4} \left( \log \frac{\kappa^2}{\Lambda^2_{QCD}} \right)^{C_F/\beta} a_0 z(1 - z)$$  

(11.34)
of the same form as the 1993 result [5]. Derivatives of the logarithmic terms of (11.32) are ignored because similar terms are neglected in taking \( \hat{F} \) to be proportional to \( b^2 \). Such corrections are of the order of the inverse of \( \log(\kappa^2/\Lambda_{QCD}^2) \). The \( \kappa \) dependence of \( T_1 \) leads to \( d\sigma(\kappa)/d\kappa^2 \sim \kappa^{-8} \) or \( d\sigma(\kappa)/d\kappa \sim \kappa^{-7} \), which is to be compared with the experimental result [45] that the power fall-off is \( 6.5 \pm 2 \) for \( \kappa > 1.8 \) GeV.

### 11.5.2 Nuclear dependence

The amplitude is dominated by a process in which the pion becomes a \( q\bar{q} \) pair, of essentially zero transverse extent and having the very large longitudinal momentum of the incident pion, well before hitting the nuclear target. This point-like configuration can move through the entire nucleus without expanding. The dominant contribution occurs when the \( q\bar{q} \) pair interacts with one nucleon and passes undisturbed through the remainder of the nuclear matter. The nuclear amplitude \( M_{FI} \) takes the form of (11.9) \( M(A) \approx A M_{fi} \) if the momentum transfer \( t \) to the nucleus vanishes. The effects of nuclear modifications of the skewed gluon distribution function [46] can modify this simple dependence. There also is an unusual \( q\bar{q} \)-nucleus rescattering term, proportional to the nuclear radius divided by \( \kappa^2 \), that interferes constructively with the dominant amplitude [5] as a result of the \( b^2 \) dependence of the scattering operator (11.33). The usual effect of rescattering is destructive interference associated with shadowing.

Suppose one measures the production of a dijet state of mass \( m_f \) (11.30) and relative transverse momentum \( \kappa \). Then the differential cross section for a nuclear target, of radius \( R_A \), obtained from the amplitude (11.9) takes the form

\[
\frac{d\sigma(A)}{dt} = A^2 \frac{d\sigma(N)}{dt} e^{tR_A^2/3},
\]

where \( d\sigma(N)/dt \) is the cross section for a nucleon target. For very small values of \( t \) the \( A \) dependence is a spectacular \( A^2 \). In reality, one hopes to measure the integral

\[
\sigma(A) = \int dt \frac{d\sigma(A)}{dt} \approx \frac{3}{R_A^2} A^2 \frac{d\sigma(N)}{dt} \bigg|_{t=0}.
\]

A typical procedure is to parametrize \( \sigma(A) \) as

\[
\sigma(A) = \sigma_1 A^\alpha
\]

in which \( \sigma_1 \) is a constant independent of \( A \). The nominal dependence is given by \( \alpha = \frac{4}{3} \), but one finds \( \alpha \approx 1.45 \) for the two specific targets, platinum \((A = 195)\) and carbon \((A = 12)\), used in E791.
The strong $A$ dependence is supposed to be the unique signature of a coherent nuclear diffraction process. Another mechanism causing a similar $A$ dependence is that of electromagnetic production by the Primakoff process in which the final state is produced from a pion well outside the nucleus so that there would be no initial-state interactions. However, the Primakoff process is governed by the fine structure constant $\alpha = 1/137$ and is real in contrast with the purely-imaginary dominant term. It is therefore expected to provide a very small effect. A detailed evaluation [46] showed that the Primakoff amplitude leads to a negligible correction for E791, but would be more important for higher energies available at colliding-beam facilities.

The ideal procedure would be to measure the jet momenta precisely enough so as to be able to identify the final nucleus as the target ground state. While it is feasible to consider this for electron–nucleus colliders, it is impossible for high-energy fixed-target experiments, so another technique must be used. E791 [45] isolated the dependence of the coherent elastic peak on the momentum transfer to the target, $t$, as the distinctive property of the coherent processes. This is shown in figure 11.3. The coherent slope of these curves is consistent with the radii measured in electron scattering experiments. It is immediately apparent that the peak is much narrower for the larger nucleus. The main advantage of the E791 experiment that enabled the data of figure 11.3 to be obtained is the excellent resolution of the transverse momentum.

The extraction of the coherent signal involves separating the coherent contributions from the incoherent ones and the background, as in figure 11.3. The theory for this is detailed in [46]. The result is a modified version of the quantity $\sigma_1$ of the total cross section (11.37):

$$
\sigma_1 \approx \frac{3(A - 1)^2}{r_N^2 + R_A^2} \frac{d\sigma_N}{dt} \bigg|_{t=0}.
$$

(11.38)

Here the nucleon radius $r_N^2$ takes into account the slope of the elementary cross section, assuming that it is determined solely by the nucleon vertex. The result (11.38) differs by a factor of $(A - 1)^2/A^2$ from the $A$ dependence predicted previously for coherent processes (11.35). Using $A = 12$ and 195, the nuclear radii mentioned above, $r_N = 0.83$ fm and parametrizing the ratio of cross sections obtained from (11.38) by $\sigma \propto A^\alpha$, gives

$$
\alpha = 1.54,
$$

(11.39)

instead of $\alpha = 1.45$. The experimental result [45] is

$$
\alpha \approx 1.55 \pm 0.05,
$$

(11.40)
Figure 11.3. Coherent diffractive peaks observed in pion–nucleus interactions: \( q_t^2 \equiv -t \). (From [45].) Here \( 1.5 \leq \kappa \leq 2.0 \) GeV for the platinum and carbon targets. The curves are fits of Monte Carlo simulations to the data: coherent dissociation (dotted line), incoherent dissociation (dashed line), background (dashed-dotted line), and total fit (solid line).

which is remarkably close to the theoretical value shown in (11.39). Under the naive treatment of diffraction, the incident pion would be strongly absorbed by a large nucleus and \( \alpha \) would be about \( \frac{2}{3} \). Having \( \alpha = 1.55 \) instead of 0.67 causes the ratio of the platinum to carbon cross sections to be enhanced by about a factor of 12. If one takes into account that effects of colour fluctuations increase diffractive cross sections [50], the ratio of 12 becomes a still startling enhancement factor of 7 [46]. The effects of colour transparency have been observed.

### 11.6 Vector-meson production

We have seen in section 11.5 that colour transparency was discovered in the \( \pi \)–dijet reaction. Meson electroproduction on nuclei also involves a \( q\bar{q} \) final state and so it is natural to use it to search for effects of colour transparency [7, 6].

A QCD factorization theorem [29], proved for exclusive meson production by longitudinally polarized photons on nucleons, shows that contributions involving \( q\bar{q} \) point-like configurations dominate the process in the Bjorken limit. The combination of this feature with the colour screening of QCD, (11.1) and (11.2), leads immediately to the prediction that colour transparency should occur for both coherent and incoherent nuclear processes [51, 52].
Figure 11.4. A typical two-gluon exchange contribution to the amplitude for $\gamma^*(q)N(p) \rightarrow V(q + \Delta)N(p - \Delta)$. This is one of eight possible graphs.

We shall first discuss how point-like configurations and colour screening enter for a nucleon target. This will be followed by a discussion of nuclear colour transparency.

### 11.6.1 Production on nucleons

Consider the differential cross section for $\gamma^*(q) + N(p) \rightarrow V(q + \Delta) + N(p - \Delta)$ in the near-forward region at kinematics for which Bjorken scaling applies. A detailed perturbative QCD calculation of this [51] has been made, and we follow this reference. The process, illustrated in figure 11.4, takes place sequentially in time, in three steps. The process begins when the virtual photon breaks up into a quark–antiquark pair with a lifetime $\tau_i$ given by

$$\tau_i = \frac{q^+}{1 - \alpha} \approx Q^2,$$  \hspace{1cm} (11.41)

where $m$ is the current quark mass and $\alpha$ and $\vec{k}$ are the quark longitudinal-momentum fraction and transverse momentum. Then the quark–antiquark pair is scattered by the target proton, with the cross section of (11.2). The process is completed when the final-state vector meson is formed after a time $\tau_f \geq \tau_i$, given by

$$\frac{q^+}{1 - \alpha} \approx \frac{\vec{k}^2 + m^2}{\alpha(1 - \alpha)}.$$  \hspace{1cm} (11.42)

The amplitude $M_{fi}$ can therefore be written as a product of three factors: the wave function, determined by QED, giving the amplitude for the virtual photon to break
into a quark–antiquark pair; the amplitude for $q\bar{q}$-target scattering given by (11.2); and the wave function giving the amplitude for the scattered quark–antiquark pair to become a vector meson, $V$. The only target dependence is caused by differing gluon distributions. See chapter 8 for a related discussion.

The invariant amplitude $\mathcal{M}_{fi}$ is given, using the notation of (11.23), by [52]:

$$\mathcal{M}_{fi} = \frac{\pi^2}{3}\alpha_s(Q^2_{\text{eff}})x g_N(x, Q^2_{\text{eff}}, t)\langle V|b^2 e^{i\alpha \Delta_\perp \cdot \vec{b}}|\gamma^*_{\perp}\rangle,$$

(11.43)

with $\Delta_\perp$ as the transverse momentum transfer and $t = -\Delta^2_\perp$. Contributions to the integral are dominated by terms with $\alpha \approx \frac{1}{2}$ for the wave functions of [52].

The main features of the perturbative QCD analysis [51] are consistent with those obtained by Donnachie and Landshoff (DL) [53] and Cudell [54]. The pomeron is represented by the effective exchange of two non-perturbative gluons and the $\rho$ wave function is expressed as a non-relativistic vertex function. In [51] the two-gluon aspect of the QCD pomeron is directly related to the proton’s gluon structure function (11.2) and the relativistic structure of the vector meson is treated. Both perturbative QCD [51] and the DL model predict that the dominant amplitude involves a longitudinally-polarized photon and vector meson, and the leading cross section falls as $Q^{-6}$. That this is compatible with data is shown in [54] and chapter 7.

Reproduction of the measured magnitudes of cross sections for large values of $Q^2$ at HERA energies was achieved [52] using relativistic $\rho$-meson wave functions that include the effects of a high-momentum tail. This indicates that perturbative QCD is relevant for describing the interaction of small-sized $q\bar{q}$ pairs with nucleons. Furthermore, the cross section for vector-meson production by transverse photons is predicted to be suppressed by extra powers of $Q^2$, and this is consistent with the current data [55,56] for $\rho$-meson production. This suppression is a crucial feature of the perturbative QCD predictions. Indeed, experiments at HERA (see the review [57]) have convincingly confirmed the basic predictions of the perturbative QCD calculation. At high $Q^2$ there is a rapid increase with energy (corresponding to a decrease in $x$) and the cross section for longitudinally-polarized photons dominates over that for transverse ones.

Another central feature of the predictions of [51] is that, for fixed small values of $x$ and $Q^2 \to \infty$, the slope of the cross section for small values of $t$ is determined solely by the slope of the target gluon distribution, $B_g$. If the $t$ dependence is parameterized as $d\sigma/dt = Ae^{B(Q^2)t}$, (11.43) yields

$$B(Q^2) = B_g + \langle V|b^4 \alpha^2_\perp |\gamma^*_{\perp}\rangle/\langle V|b^2 |\gamma^*_{\perp}\rangle,$$

(11.44)

in which the second term (with a fixed value of $\alpha$) is of the form of the effective size (11.6). The predicted $Q^2$ dependence of $B$, depends on the $Q^2$-dependent
Figure 11.5. $Q^2$ dependence [52] of the slope parameter $B$ of (11.44). The solid curve shows that the slope for $\rho$ production becomes the same as the one for $J/\Psi$ production at large values of $Q^2$. The data are from [58]. Figure courtesy of M Strikman [59].

effective size of the $q\bar{q}$ pair, not the size of the meson $V$. A comparison between the predicted value of $B$ and data is shown in figure 11.5. The agreement between theory and experiment provides a dramatic confirmation that the wave function of a longitudinally-polarized virtual photon acts as a point-like configuration.

11.6.2 Hard coherent processes with nuclei

The dominance of configurations of small size is a key feature of perturbative QCD predictions for forward diffractive leptoproduction of longitudinally-polarized vector mesons with $1/2m_Nx \gg 2R_A$ and for the coherent diffraction of pions into two jets. Thus, even for a nuclear target, colour screening inherent in the cross sections (11.1) and (11.2) implies that the coherent $q\bar{q}$ point-like system cannot interact. In leading-logarithmic approximation and in the light-cone gauge only two gluons connect the pion–dijet system and photon–vector-meson system with the nucleus, as illustrated in figures 11.2 and 11.4. Thus, in the appropriate kinematic region, the hadronic system propagating through the nucleus suffers no initial-state or final-state absorption, and the nuclear dependence of the $\pi + A \rightarrow$ dijet + $A$ and $\gamma^*A \rightarrow VA$ forward amplitudes will be approximately additive in the nucleon number $A$. We can understand this remarkable feature of QCD from the
space-time arguments given above. The final-state vector meson or dijet is formed over a long time given by (11.42) from a compact $q\bar{q}$ pair which does not attain its final physical size and normal strong interactions until it is well outside the target nucleus. Although the vector meson (or two jets) suffers no final-state interactions, the forward amplitude is not strictly additive in nuclear number because the gluon distribution itself can be shadowed at small values of $x$. Thus one predicts [51,32] an identical nuclear dependence for the forward vector-meson diffractive leptoproduction cross sections, diffractive production of dijets by pions, the longitudinal structure functions $F^L_A(x, Q^2)$, and the square of the gluon structure functions:

$$
\frac{d\sigma}{dt}(\pi A \rightarrow \text{jet} - \text{jet} + A)|_{t=0} = \frac{d\sigma}{dt}(\pi N \rightarrow \text{jet} - \text{jet} + N)|_{t=0} = \frac{d\sigma}{dt}(\gamma^* A \rightarrow VA)|_{t=0} = \frac{d\sigma}{dt}(\gamma^* N \rightarrow VN)|_{t=0} = \left[ \frac{F^L_A(x, Q^2)}{F^L_N(x, Q^2)} \right]^2 = \frac{g_A^2(x, Q^2)}{g_N^2(x, Q^2)}. \quad (11.45)
$$

The nuclear gluon distribution is expected to be more strongly shadowed than the nuclear quark structure functions at intermediate $Q^2$ because of the larger colour charge of the gluon. Numerical estimates [6,60,61] lead to $g_A(x, Q^2_0)/Ag_N(x, Q^2_0) \sim 0.85$ for $A = 12$ and 0.6 for $A = 200$ at $x = 0.01$ and $Q^2 = 4$ GeV$^2$. However, at fixed $x \sim 0.01-0.03$, shadowing substantially decreases with $Q^2$ due to scaling violation effects [60], which should lead to an effective increase of transparency for $\rho$ leptomemmulation at fixed $x$ with increasing $Q$. At higher energies, when the gluon distributions are very large, one expects the onset of colour opacity. This can be checked by studying ultra-peripheral collisions at the LHC [62].

Evidence for the influence of colour transparency has been obtained in a Fermilab experiment [63] from the $A$ dependence of the cross section for coherent $J/\psi$ photoproduction which finds $\sigma \propto A^{1.40}$. The coefficient in the exponential arises from a calculation of the form of (11.35)–(11.37), using the nuclear radii of the particular targets, assuming the absence of initial- and final-state interactions. More recently, evidence for colour transparency effects has been reported, with moderate statistics, in incoherent $\rho^0$-meson production in deep-inelastic muon–nucleus scattering [56]. The data appear to indicate the onset of colour transparency predicted by perturbative QCD for incoherent $\gamma^* A \rightarrow \rho N(A - 1)'$ reactions. However, it is important to distinguish whether the increase in transparency with increasing $Q^2$ arises from the influence of an increase in the coherence length (11.4) or from the effects of colour transparency [64]. At small values of $v, l_c \ll R_A$ any observed vector meson is produced inside the nucleus and typically travels through only about half of the nuclear thickness to escape. For large values of $v, l_c \gg R_A$, the vector
meson exists as a quantum fluctuation of the virtual photon before it encounters
the nucleus and must propagate through the entire nuclear thickness. This variation
in $q\bar{q}$-nuclear interactions with $l_c$ has been observed by a HERMES experiment
[65]. Another HERMES experiment [66] reported a rise of nuclear transparency
with $Q^2$ (with fixed values of $l_c$) for both coherent and incoherent $\rho^0$ production.
A JLab Laboratory experiment [67] plans a measurement of incoherent $\rho^0$ electro-
production. The $Q^2$ dependence of the nuclear transparency ratio for two different
targets with fixed coherence lengths will be measured. A correct interpretation of
vector-meson experiments depends on the ability to separate the effects of changes
in the coherence length from those of colour transparency [68,38]. Observing that
the amplitude for coherent nuclear forward diffractive $\rho$ leptoproduction is approx-
imately proportional to $A$ would provide dramatic evidence for colour transparency.

### 11.7 Quasi-elastic nuclear reactions

We have seen in sections 11.5 and 11.6 that the general concepts of colour trans-
parency in the perturbative domain are now firmly established for high-energy
processes: the presence of point-like configurations in vector mesons and pions and
the form of the small-size $q\bar{q}$ dipole–nucleon interaction at high energies are well
established experimentally. It is important to observe the influence of colour screen-
ing and colour transparency in nucleon–nucleon interactions. The unique feature of
QCD is the prediction that small colour-neutral $qqq$ configurations undergo reduced
interactions due to the cancellation of amplitudes involving different quarks.

As discussed above, colour transparency is the vanishing or near-vanishing of initial-
and/or final-state interactions in large $Q^2$ nuclear quasi-elastic reactions. This phe-
nomenon depends on the formation of a small-sized object, a point-like configura-
tion, in two-body projectile–nucleon collisions. High energies are needed to avoid
the expansion of the point-like configuration, but one also needs the experimental
resolution to be sufficiently good to ensure that no extra pions are produced in the
interaction. Also it is difficult to enforce the requirement of exclusivity or semi-
exclusivity that maintains the coherent nature of the reaction. At lower energies,
one must take account of the expansion of the point-like configuration. The combi-
nation of uncertainties regarding the experimental kinematics and the treatment of
the expansion of the point-like configuration has led to doubts about the meaning
of some of the experimental results.

#### 11.7.1 Time development

A point-like configuration produced in the interior of the nucleus expands as it
moves through the nucleus, as described in section 11.3 and subsection 11.4.3.
Including this effect has been shown to be a crucial element in accurate calculations [69,39,31,70–72] for laboratory beam momenta less than 20 GeV, for which quasi-elastic measurements are possible.

We discuss some of the attempts to include this effect, using the \((e, e'p)\) reaction as the simplest example. If we denote by \(\mathcal{M}_i\) the amplitude to remove a proton from the shell-model orbital \(i\) and detect an outgoing proton of momentum \(p\), the general expression (11.5) can be written as

\[
\mathcal{M}_{fi} = \langle p \mid (1 + T_S G_0) J \mid i \rangle,
\]

where \(J\) is the electromagnetic-current operator. The soft ejectile–nucleus scattering amplitude \(T_S\) is obtained by solving the equation \(T_S = U + U G_0 T_S\), where \(U\) represents the interaction between the ejected object and the nucleus.

The old-fashioned approach is to treat the ejectile as a proton. Then the operator \(U\) is the optical potential \(U_{opt}\), with

\[
U_{opt} \approx -i \sigma \rho(R),
\]

where \(\sigma\) is the proton–nucleon total cross section and \(\rho(R)\) is the nuclear density, \(R\) being the distance from the nuclear centre. For simplicity, the finite range of the nucleon–nucleon interaction and the usually small real part of \(U_{opt}\) are neglected. The term \(-i \sigma\) represents the forward proton–nucleus scattering amplitude via the optical theorem. If the proton wave function is obtained from \(U_{opt}\), the proton wave is said to be distorted (from the plane-wave approximation). The use of such a wave function in computing \(\mathcal{M}_\alpha\) is the distorted-wave impulse approximation, DWIA, where the ‘impulse’ refers to the use of the free nucleon–nucleon cross section. The notation DWIA is used by nuclear physicists, while the high-energy limits of such calculations are termed as Glauber calculations.

The new feature that arises at large \(Q^2\) is that the ejected object may be a point-like configuration that does not interact. If the energies are not sufficiently high, the ejectile expands as it moves through the nucleus and the soft interactions must be included. Farrar et al [69] argued that the square of the transverse size is roughly proportional to the distance travelled, \(Z\), from the point of hard interaction where the point-like configuration is formed. Thus the scattering amplitude ‘\(\sigma\)’ that appears in the optical potential is replaced by one that grows as the ejectile moves in the \(Z\)-direction

\[
\sigma^{PLC}(Z) = \left(\sigma_{hard} + \frac{Z}{\tau} (\sigma - \sigma_{hard})\right) \theta(\tau - Z) + \sigma \theta(Z - \tau),
\]

where the expansion time \(\tau\) of (11.7) was originally obtained with \(M_X^2 - M_i^2 = 1.4\) fm\(^{-2}\). Using \(\sigma^{PLC}(Z)\) is theoretically justified for small times, when the system
is small enough so that the leading-logarithmic approximation to perturbative QCD can be applied [69,7,6,73]. For very large times, \( \sigma^{PLC}(Z) \) reverts to the standard hadronic cross section. In between these times, one may expect that (11.48) serves as a smooth interpolation formula.

The time development of the point-like configuration can also be obtained by modelling the ejectile–nucleus interaction as \( \hat{U} = -i \sigma(b^2) \rho(R) \) (recall (11.1)) in which an interpolation formula such as \( \sigma(b^2) = \sigma_0 b^2 / \langle b^2 \rangle \) can be used. Then the average of \( \sigma(b^2) \) is consistent with the measured projectile–nucleon cross section.

One may assume a baryonic basis and compute the relevant matrix elements of \( \sigma(b^2) \) [39,31,70]. Jennings and Miller [39,31] used a harmonic-oscillator basis and suggested that the Lippmann–Schwinger equation \( T_S = \hat{U} (1 + G_0 T_S) \) be solved by computing the term of first order in \( \hat{U} \) and exponentiating the result. Then \( U^{opt} \) is modified by replacing \( \sigma \) by an effective cross section, \( \sigma_{eff} \), given by,

\[
\sigma_{eff}(Z) = \sigma \left( 1 - e^{-iZ/\tau} \right),
\]

where \( \tau \) is determined from the mass of the lowest radial excitation of the ground state. Using the frozen approximation (\( \tau \rightarrow \infty \)) leads to \( \sigma_{eff} = 0 \) and colour transparency, but at low energies the old-fashioned optical potential emerges. Exponentiation is an accurate approximation [74].

A sum-rule approach [75] used measured matrix elements for deep-inelastic scattering to represent the hard scattering operator, measured diffractive-dissociation cross sections to represent the soft scattering operator and some model assumptions. The result can be expressed as

\[
\sigma_{eff}(Z) = \int_{(M+m_x)^2}^{\infty} dM_x^2 \rho \left( M_x^2, Q^2 \right) \left( 1 - e^{-i(M_x^2-M_0^2)Z/2P} \right),
\]

where \( P \) is the magnitude of the total three-momentum of the ejectile and the function \( \rho \) represents the product of measured matrix elements. All values of \( M_x^2 \) contribute, so that some colour-transparency effects appear at low values of \( P \), but obtaining a nearly-complete cancellation requires higher values of \( P \) than does the model (11.49). For small values of \( Z \), \( \sigma_{eff} \) is approximately linear in \( Z \) as is \( \sigma^{PLC} \) of (11.48) [32], so numerical differences between the results of using (11.48) and (11.50) are much smaller than other uncertainties. Other approaches are discussed in the review [76]. The minimum requirements for any successful treatment of expansion are that the point-like configuration should not interact for small values of \( Z \), but interact with full strength for large values. Any search for colour transparency at an energy for which two such treatments give very different answers should be terminated.
11.7.2 Electromagnetic interactions with nuclei

The use of the \((e, e'p)\) reactions has an appealing simplicity. Either the struck proton is, or is not, transformed into a point-like configuration and it should be straightforward to observe or rule out the effects of colour transparency. An intrepid group of experimentalists made pioneering measurements in the NE18 experiment at SLAC \([77,78]\). These experiments were later redone \([79]\), with greatly improved statistical and systematic uncertainties.

It is necessary to discuss kinematics. For a given \(Q^2\) and a virtual photon striking a proton at rest, the kinetic energy of the outgoing nucleon, \(T_p\) is equal to the virtual photon energy and for elastic scattering \((x = 1)\) is

\[
T_p = \frac{Q^2}{2M_N}. \tag{11.51}
\]

This is only 4 GeV for the largest measured value of \(Q^2\). We may estimate an upper limit on the expansion time \((11.7)\) by using the lowest possible value of \(M_X\) in \((11.7)\). This is that of the Roper resonance \(P_{11}(1440)\) (because interactions of the form of \((11.1)\) and \((11.2)\) do not flip spin), so that \(\tau \leq 4\) fm. Expansion effects mask the expected small effect that colour transparency yields as it turns on with increasing \(Q^2\).

In the JLab experiment \([79]\), coincident detection of the momenta of the recoil electron and ejected proton enabled the energy transfer, \(\nu = E_e - E'_e\), to be determined. The separation energy, \(E_m\), needed to remove the nucleon is \(E_m = \nu - T_p - T_{A-1}\), where \(T_p\) and \(T_{A-1}\) are the kinetic energies of the final-state proton and \((A-1)\) recoil nucleus, both of which could be determined. The momentum of the detected proton is \(p\) and \(q\) is the three-momentum transfer. These quantities determine the missing momentum \(p_m = p - q\). Under the plane-wave impulse approximation (PWIA), the missing momentum \(p_m\) is the same as the initial momentum of the proton within the nucleus. In a non-relativistic PWIA formalism, the cross section can be written as a product

\[
\frac{d^4\sigma}{dE'_e d\Omega'_e dE_p d\Omega_p} = K\sigma_{ep}S(E_m, p_m), \tag{11.52}
\]

where \(dE'_e\), \(d\Omega'_e\), \(dE_p\) and \(d\Omega_p\) are the phase-space factors of the electron and proton, \(K = |p|E_p\), and \(\sigma_{ep}\) is the off-shell electron–proton cross section. The spectral function \(S(E_m, p_m)\) is the joint probability to find a proton of momentum \(p_m\) and separation energy \(E_m\) within the nucleus.

The definition of the transparency ratio is the same as in the earlier \(A(e, e'p)\) colour-transparency experiment \([77,78]\), namely the ratio of the cross section measured on a nuclear target to the cross section for \((e, e'p)\) scattering in PWIA. This ratio
Figure 11.6. Transparency for \((e, e'p)\) quasi-elastic scattering from D (stars), C (squares), Fe (circles), and Au (triangles). Data from [79] are represented by the large solid stars, squares, and circles, respectively. Earlier JLab data (small solid squares, circles, and triangles) are from [88]. Previous SLAC data (large open symbols) are from [77] and [78]. Previous Bates data [83] (small open symbols) occur at the lowest \(Q^2\) on C, Ni and Ta targets. The solid curves shown from \(0.2 < Q^2 < 8.5 \text{ GeV}^2\) represent the results of Glauber calculations from [82] for C, Fe and Au and [84,85] for the D.

is defined as a transparency \(T(A, Q)\), with

\[
T(A, Q) = \frac{\int_V d^3 p_m dE_m Y_{exp}(E_m, \mathbf{p}_m)}{\int_V d^3 p_m dE_m Y_{PWI A}(E_m, \mathbf{p}_m)},
\]  

(11.53)

where the integral is over the phase space \(V\) defined by the cuts \(E_m < 80 \text{ MeV}\) and \(|\mathbf{p}_m| < 300 \text{ MeV}\). \(Y_{exp}(E_m, \mathbf{p}_m)\) and \(Y_{PWI A}(E_m, \mathbf{p}_m)\) are the corresponding experimental and simulation yields.

Spectral functions, generated from an independent-particle model, are used as input to the simulation. This procedure overestimates the experimental yield because the repulsive effects of nucleon–nucleon correlations are not included. To account for this, a correlation correction was applied by multiplying \(T(A, Q)\) by factors of 1.11 for \(^{12}\text{C}\) and 1.22 for \(^{56}\text{Fe}\), as determined from calculations in [80] and [81]. The data and related calculations are shown in figure 11.6. Experimental systematic uncertainties of ±2.3% are included with the statistical errors, but the effects of model-dependent systematic uncertainties on the simulations (typically about 5%) are not displayed. The solid curves shown from \(0.2 < Q^2 < 8.5 \text{ GeV}^2\) represent the results of Glauber calculations from [82]. In the case of deuterium, the dashed curve is a Glauber calculation from [84,85]. The only energy dependence observed arises from the energy dependence of the elementary
nucleon–nucleon cross section \( \sigma \). This causes the fall in \( T(A, Q) \) as \( Q^2 \) is increased from low values of \( Q^2 \) to about 2 GeV\(^2\). No evidence for the effects of colour transparency is obtained.

A great variety of calculations were performed in response to the prospect of learning about colour transparency, including [86], [31], [75], [71], [42] and [87]. For precise comparisons between different calculations it is necessary to compute \( T(A, Q^2) \) using the same kinematic cuts and the same ground-state wave functions. Typically, there is an unavoidable model dependence of about 5%, arising from using different bound state wave functions, nucleon–nucleon cross sections and nuclear densities so that detecting colour transparency requires the observation of a much larger effect.

A JLab experiment measured the nuclear transparency of the process \( \gamma n \rightarrow \pi^- p \) in \(^4\)He [89] for photons of energy between 1.6 and 4.5 GeV. Some barely perceptible deviations from the DWIA Glauber calculations are seen. A higher-energy experiment could provide a more fruitful search for the effects of colour transparency.

In principle, pion transparency can be determined by measuring pion electro-production from nuclear targets [90]. Measurable effects of about 40% have been predicted [91,92] for the kinematics of this experiment.

### 11.7.3 Rescattering conquers time development

The practical problem in looking for colour-transparency effects in experiments at values of \( Q^2 \) from about one to a few GeV\(^2\) is that the assumed point-like configuration expands while propagating through the nucleus. Observing colour transparency at intermediate values of \( Q^2 \) requires finding a way to suppress the expansion effects. One might use the lightest nuclear targets, where the propagation distances are small. But then the transparency is close to unity so any effects of colour transparency must be small. However, suppose a final-state interaction is specifically required to produce a given final state. Then colour-coherent effects would manifest themselves as a consequent decrease of the probability to reach the final state, and one could observe an effect decreasing from the Glauber value to zero. Thus, the measured cross section is to be compared with a vanishing quantity so that the relevant ratio of cross sections runs from unity to infinity. The first calculations [93] showed that substantial colour-transparency effects could be observable in \( (e, e' pp) \) reactions on \(^4\)He and \(^3\)He targets.

To be specific, consider the cross section for the reaction \( ed \rightarrow e' pn \) (in which the proton carries the large momentum of the photon) for various momenta of magnitude \( p_s \) of the recoiling neutron. For small values of \( p_s \), easily accommodated by the deuteron wave function, the Glauber rescattering mechanism should provide
a small decrease in the cross section in the usual shadowing way by interfering with the impulse approximation term, figure 11.7(a). But rescattering effects, figure 11.7(b), are the dominant source of large values of $p_s$. Specific calculations [84,94,95] showed that it is possible to separate the two kinematic regions by choosing two momentum intervals for the recoiling neutron: (300–500 MeV) for the rescattering region and (0–200 MeV) for the shadowing region. The rescattering mainly changes the momentum of the recoiling neutron by giving its momentum a component transverse to the direction of the virtual photon. Therefore both effects are enhanced if the momentum of the recoiling neutron is transverse to the direction ($z$) of the virtual photon. This corresponds to $\alpha = (E_s - p_z^s)/m \approx 1$. Figure 11.8 shows the
expected $Q^2$ dependence of the ratio

$$R = \frac{\sigma(p_s = 400 \text{ MeV})}{\sigma(p_s = 200 \text{ MeV})}. \quad (11.54)$$

Another idea involves pionic degrees of freedom. The pion cloud of a nucleon is suspected to be responsible for many observed features, such as the relatively large slope of the neutron electric form factor [96]. One can consider processes in which pion exchanges cause the recoiling neutron to be detected as a $\Delta(1232)$ in the $d(e, e'p)\Delta$ reaction. An example is the quasi-elastic production of the $\Delta^{++}$ in electron scattering, the $(e, e'\Delta^{++})$ reaction. The initial singly-charged object is knocked out of the nucleus by the virtual photon and converts to a $\Delta^{++}$ by emitting or absorbing a charged pion. But pionic coupling to small-sized systems is suppressed, so this cross section for quasi-elastic production of $\Delta^{++}$ should fall faster with increasing $Q^2$ than the predictions of conventional theories. Significant effects of this new ‘chiral transparency’ [13] have been predicted [97].

Another interesting variation of the rescattering idea is in the planned measurement of coherent vector-meson production from the deuteron [98]. Double scattering is necessary to produce a vector-deuteron final state at large scattering angles. This would be suppressed if the vector meson is produced as a point-like configuration. Relatively small propagations distances are involved, so that expansion confusion is avoided [99,100].

### 11.7.4 Proton-nucleus interactions

The first dedicated experiment seeking the effects of colour transparency was performed at Brookhaven National Laboratory [101]. The cross sections for the process $A(p, pp)(A - 1)$ were measured for beam momenta $p_L$ of 6, 10 and 12 GeV. The experimental setup used [102] was that for proton–proton elastic scattering at a centre-of-mass angle of 90°. Very stimulating and intriguing results were obtained. In contrast with the prediction of the Glauber formalism that the ratio of the nuclear to nucleon cross sections is small and independent of energy, the ratio rises rapidly as $p_L$ goes from 6 to 10 GeV and falls at larger values of $p_L$. The rise seems consistent with the onset of the effects of colour transparency, but the fall-off was a surprise.

The original experiment is subject to several questions. For a hydrogen target, the correct identification of an elastic-scattering event requires detecting only the outgoing momentum of one proton and the angle of the other. This is not sufficient for nuclear scattering because of the influence of the Fermi motion of the bound proton, so the observed reactions do not correspond exactly to $pp$ elastic scattering at 90° in the centre of mass. Furthermore, the data were plotted as a function of an
Figure 11.9. The transparency ratio of cross section to the partial-wave Born approximation (PWBA) as a function of beam momentum $p_L$ and $k_z \approx 0$. The data are those of [103–105]. The standard DWIA, or Glauber, calculation is represented by the lower solid line. The effect of colour transparency using a point-like configuration (PLC) only is shown as the dashed line, while accounting for the interplay between a point-like configuration and a blob-like configuration (BLC), using the model of [106], and including necessary Fermi motion and time-evolution effects according to [107] is shown as the upper solid line.

effective beam momentum, $P_{\text{eff}}$, related to the invariant mass of the two outgoing nucleons. This is an incorrect treatment of the Fermi momentum of the initial bound proton as that of a freely moving proton. It is more correct (and substantially different) to display the data as a function of $-k_z$, the component of the momentum of the struck nucleon (in the beam direction) calculated in the PWIA.

The DWIA describes similar data at intermediate energies of $E_p = 1$ GeV with an accuracy of better than 20%; see [27] for reviews. However, the BNL data are generally considerably above the DWIA/Glauber results of [101,69,31,108,42], as shown in figure 11.9. The relatively-large value of $d\sigma/d\sigma^B$ indicates the presence of a large transparency effect, but the drop at high energy led to new ideas [109,106].

Understanding these ideas requires knowing some features of the $pp$ elastic scattering data. The energy dependence of the $90^\circ$ angular distribution is of the form of $R(s)/s^{10}$, where $R(s)$ oscillates between 1 and 3 over the energy range of the BNL experiment. Ralston and Pire [106] suggested that the energy dependence is caused by an interference between a hard amplitude, which produces a point-like
configuration, and a soft one, which involves a large blob-like configuration. This makes sense because it is difficult to imagine that the intermediate state can be treated as a point-like configuration with all six quarks in the same location. The idea of Ralston and Pire is that the blob-like configuration is due to the Landshoff process [106]. Another mechanism is that of Brodsky and de Teramond [109], in which the two-baryon system couples to charmed quarks (there is a small six-quark configuration and a blob-like configuration that is a six-quark plus $c\bar{c}$ object). This suggestion originated from the observation that the mass scale of the rapid energy variation in $A_{NN}$ [102] and in the measured transparency matches that of the charm threshold. In both [106] and [109] the observed nuclear effect is claimed to result from the suppression of the blob-like configuration in the nucleus. The observed ratio is that of a $pp$ cross section in the nucleus which varies smoothly with $s$ and the free $pp$ cross section which has a bump. However, it is necessary to include the effects of wave-packet expansion and proton Fermi motion [75,107,110,111] to make quantitative calculations.

The interplay between the contributions of the point-like configuration and the blob-like configuration leads to a drop in the transparency ratio. A description of the drop obtained from these ideas was successful in reproducing the early data [107], but many questions remained because of the uncertainty in the kinematics. To answer the questions regarding kinematics, a new detector was developed so that the momenta of both outgoing protons could be detected [103–105]. These newer experimental results largely confirmed the original ones. No effects other than colour transparency can account for the rise in the ratio. However, it is difficult to account completely for the fall-off. The new data and the 1997 predictions of this author, applying the theory of [107], are shown in figure 11.9. Qualitative agreement is achieved, but the drop in the ratio is not as steep as that of the data. Calculations that describe the data [112,113] neglect the essential influences of expansion and Fermi motion, so we cannot accept the results. It seems clear that including the effects of colour transparency improves the agreement between theory and experiment. However, the remaining disagreement indicates a lack of knowledge in handling the details of calculating the $(p, pp)$ cross section, such as the influence of nucleon–nucleon correlations [108]), and perhaps some experimental difficulties remain. The original incorrect use of $P_{eff}$ was maintained in the newer work. A general remark is that the electron-scattering experiments should be easier to understand.

A final comment concerns the relation between the searches for the effects of colour transparency using $(p, pp)$ and $(e, e' p)$ reactions. In the former, the emerging protons have half the energy of the incident proton, and the effects of expansion are very important. Thus colour-transparency effects originate in the initial state for incident momenta greater than 6 GeV. According to the kinematic relation (11.51),
one should see the effects of colour transparency at $Q^2 \approx 12 \text{ GeV}^2$ for the $(e, e'p)$ reaction. The present maximum value of $Q^2$ for which $(e, e'p)$ data exist is $8.1 \text{ GeV}^2$ [79]. Thus there is no contradiction between the BNL data that show signs of colour transparency and $(e, e'p)$ data that do not. A discovery or contradiction will be revealed when the energy of JLab is increased.

### 11.8 Assessment and outlook

The basic origin of colour transparency is that small-sized objects have small-sized cross sections: recall (11.1) and (11.2). This occurs because of cancellations among the effects of gluons emitted from different constituents of point-like configurations. Point-like colour-singlet objects do not exchange gluons. The experimental evidence confirming this ranges from the measured sizes of hadronic cross sections to the observation of scaling in deep inelastic lepton–nucleon scattering.

The small size can be observed under suitable experimental conditions that maintain the coherence needed to produce a small-sized object or point-like configuration and operate at high-enough energy so that the object remains point-like as it moves through the entire nucleus. The effect of colour transparency has been observed in the coherent diffractive dissociation of pions into jets [45]: a ratio of nuclear cross sections is about seven times higher than the one expected from the standard DWIA/Glauber theory. Furthermore, the predictions of perturbative QCD for the process $\gamma p \rightarrow \rho^0 p$ have been verified. This makes it natural for colour transparency to be expected as soon as nuclear targets are used for vector-meson production at high energies. Indeed, there is already some evidence [63] and studies have found tantalizing hints [56], but nothing as strong as a factor of 7 has been seen.

So far, the influence of point-like configurations and colour transparency has been detected most clearly in reactions involving $q\bar{q}$ pairs. Observing colour transparency in reactions involving baryonic point-like configurations would verify a remarkable feature of the SU(3) nature of QCD that the gluon fields coherently emitted by a small-sized colour-neutral $qqq$ system will also be cancelled. The first attempts were the pioneering BNL $(p, pp)$ experiments. Tantalizing evidence was seen at laboratory momenta from 6 to 10 GeV [101,103–105]. However, there are difficulties: (i) in understanding the experimental kinematics, (ii) with the theory of treating a six-quark object as a point-like configuration and (iii) with treating various details of the reaction theory. The hope of using a simpler process spurred efforts to use the $(e, e'p)$ reaction along with quasi-elastic kinematics. No evidence for colour transparency was observed for values of $Q^2$ up to about 8 GeV² [79]. However, even the largest value corresponds to an outgoing proton kinetic energy of only about 4 GeV, significantly lower than used at BNL.
Establishing the existence of colour transparency for three-quark systems remains an important goal. Increasing the beam energy at JLab to enable experiments at values of $Q^2$ of greater than 10 GeV$^2$, or making careful kinematically-complete measurements of the $ed \rightarrow e'pn$ reaction, would be the best way to achieve this.

What would be the implications of a successful observation of baryonic colour transparency? The first is that one of the unusual predictions of QCD would have been verified. But there are a host of other implications related to the physics of nuclei because the point-like configurations of a bound nucleon would be suppressed compared to those of a free one. This provides one of the explanations of the EMC effect [40], predicts a nuclear modification of the nucleon form factor and could help theorists to understand better the interaction between nucleons separated by small distances.

Colour transparency is one of the novel and unusual consequences of QCD. Experimental verification that this phenomenon exists for both mesons and baryons is an important part of the general program of testing QCD and learning how the strong interaction really works. New phenomena such as the disappearance of the pion–nucleus interaction at energies of 500 GeV have been discovered already, and analogous features of baryon–nuclear interactions could be discovered using precision electron scattering experiments at much lower energies.
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