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ABSTRACT

This dissertation develops a modeling framework poedicting the behavior of
fibrous bulk solids in pneumatic conveyance systénas are currently not possible with
conventional computational models. The developeaméwork allows designers to
computationally predict flow characteristics ofrbilas bulk solids, which impacts pneumatic
conveyance system performance. These performaraaathristics include air and fibrous
bulk solids velocity profiles, fibrous bulk solid®ncentrations, pressure loss, and general
system behavior. The motivation for this researshto expand the capabilities of
computational models within in the engineering gegirocess, rather than relying solely on
generalized experimental correlations and prevemssgn experience.

This framework incorporates the primary charactiessof fibrous biomass-based
bulk solids including low density, large charac#d length, and non-spherical shape. The
main features of the developed modeling framewoek(d) the effects of the particle drag on
the flowing air and (2) the resistive effects o thterconnected fibers between the particles.
The models are implemented within a commerciallgilable CFD solver package with user-
defined functions. Velocity profiles, bulk solidercentration, and air pressure are modeled
with the differential conservation equations foram@nd momentum based on the Eulerian-
Eulerian multiphase modeling approach. The intetigja and the particle-air interactions
result in momentum exchanges, and these exchang@scarporated into the model through
a series of externally defined user functions #taount for the momentum exchange due to
drag of the particles and the resistance of theected fibers. These user-defined functions

allow the user to set a series of parameters specithe transported bulk solids and to the
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loading conditions. The model is applied to twogdsfe studies, which include (1) cotton-air
flow through a positive pressure pneumatic convegasystem and (2) biomass-air flow
through a negative pressure (vacuum) conveyand¢emsy3he model parameters are chosen

to match existing experimental data obtained frbairtcorresponding lab tests.



CHAPTER 1: INTRODUCTION

In a world confronted with limited fossil energysoairces and climate concerns,
biomass is a critical source of renewable, sustéén@nergy. Biomass sources include annual
and perennial crops, crop residues, forest residneésmunicipal refuse. Biomass can be
synthesized to create biofuels, bioproducts, angdwer (Office of the Biomass Program,
USDOE EERE Biomass Program, 2007). Recognizingntipertance of biomass energy, the
U.S. Congress mandated in the 2007 energy billvefdid increase in biofuel use for
transportation by 2022, and the U.S. Departmeriirargy has a goal of replacing up to 30
percent of our transportation fuel needs with biewmables by 2030. These are challenging
goals. Currently, biomass provides approximatelgdtpercent of our nation’s transportation
and electrical energy (Energy Information Admirasion, 2009).

To achieve this goal, new ways are needed to hargeflect, sort, handle, and
transport biomass feedstocks efficiently and ecacalhy. It is projected that collecting,
storing and preprocessing biomass feedstocks castittde as much as 20 percent of the
current cost of cellulosic ethanol (Biomass Redeartd Development Board, 2008). These
processes require high throughput, reliable defivand minimal damage of the biomass
throughout the transport, processing, and seguegairocesses. However, many of the
technologies required to make bioenergy successfuh large scale do not yet exist. For
instance, single pass harvesters that have théyatml harvest and segregate cellulosic
biomass and grain can lower the cost of biofuedpation by using less time, labor, and
energy. Single pass harvesting will require devielpphe capability to continuously harvest

and sort stems, nodes, and grain. In addition, eganvwce systems found in biorefineries will



need to be designed for reliable and efficient apen to transport the bulk solids from the
delivery station through the biorefinery.

Current transport, processing and handling teclyiedo for irregular biomass
particles are not reliable. Biomass particles afeno so extreme in their physical
characteristics that it is difficult to predict th@erformance during transport and handling.
Unusual characteristics of biomass commonly incladembination of mean particle size,
wide size distributions, extreme shapes (flakefssHibers, splinters, stalks, etc.), particle
flexibility and pliability, compressibility, and geral heterogeneity (Mckendry 2002). As a
result, industrial biomass processes are limited, the potential of biomass as a source of

renewable energy is largely unrealized (Cui ancc&2007a).

1.1. Pneumatic Conveyance Systems

A common approach to handling biomaterials is tgtouhe use of pneumatic
transport conveyance systems. Pneumatics is defroed the Greek worgpneumaitkos
which means ‘coming from the wind,” and is defiresithe use of pressurized air in science
and technology (Ratanyake, 2005). A pneumatic systenveys bulk solids, which can
range in size from microns to centimeters in di@mebystems involving pneumatics have
been in use for well over a century (Fokeer et2803). The applications of pneumatic
principles in systems are widespread in agriculturadustrial, domestic, chemical,
pharmaceutical and commercial processes. Pneumsyggiems are used to transport bulk
solids within horizontal, vertical, and diagonapipig systems with the use of a vacuum or
compressed air stream. Once the bulk solids haee tsransported to a destination, the bulk

solids are segregated and deposited in a cont&neumatic systems are used in processes



in which heterogeneous solid particles are segeegla@ised upon the properties of the solid
mixture components. An example of this is in theeshing and segregation operations in a
combine in which mature plants are harvested irfithg and the grain is separated from the
stems, nodes, and leaves of the plant.

Pneumatic conveyance systems have several inhatdeahtages over mechanically
based conveyance and segregation systems, suamwasyor belts, auguring screws, and
moving buckets. These advantages include 1) pneéursgstems are generally easier to
install and operate than the mechanically basedtegoarts due to their simple design, 2)
installation of pneumatic conveyance systems amglsr to install and less costly than their
mechanically based counterparts due to the fletitwf the piping and conduit of pneumatic
systems, 3) pneumatic systems have the capalalityach containers that would be difficult
to connect with mechanical conveyance systems,hd) flexibility and simplicity of
pneumatic systems reduces the capital, installaiod maintenance costs, and 5) pneumatic
conveyance systems are completely enclosed, whesrepts cross-contamination with other
products and reduces dust emissions. In additiepending on the system design and
configuration, the conveyed product will undergsslelamage and degradation compared to
being conveyed in an auger screw. Although pnewrainveyance systems have several
distinct advantages, they have several major drekgyavhich may reduce their viability in
industrial, commercial and agricultural applicasoriPneumatic systems generally require
higher energy consumption due to the inefficiencikairflow in piping. Also, the energy in
the flow is just dumped at the end of the pipe eadnot be recaptured. In dilute transport,
product degradation and piping erosion can ocaurdénse phase transport, substantial

plugging can occur.



Another disadvantage of pneumatic conveyance sygsigthe difficulty of designing
new systems. Pneumatic systems are difficult taqgdeer two reasons. The first challenge is
managing the airflow within the system. Every asmédhe system needs to be considered
and properly matched. The blower has to be sizegenly to the length, diameter and
roughness of the piping. In addition, any speaattres in the pneumatic system, including
bends, valves, and manifolds, will change the@irftharacteristics. The second challenge is
predicting the behavior of bulk solids within theseem and how the presence of bulk solids
will affect the airflow characteristics within tlsystems. The transport characteristics of bulk
solids are inherently complicated due to bulk solrdlumetric flow rate, air volumetric flow
rate, air velocity, and bulk solids physical prdpesr (particle size, shape, density, moisture
content, etc). Because of this, the design of paignconveyance systems is more of an art
than a science and is the trickiest of all the fhadkdling arts (Stoess 1983). This idea is
further reinforced in the introductory paragraphtbé 1917 catalog of the Pneumatic
Conveyor Company, Chicago:

“... The simplicity and efficiency of these systenmepdnds entirely on the

accurate design based on a comprehensive knowlefigmmeumatics in

general and an intimacy with the characteristichefmaterials in question,

and more valuable than both, actual experience.”

Today, almost 100 years later, this is still trities still difficult for a designer to obtain the
experience to gain a good understanding of thednnmhtals of pneumatics, in addition to
the experience of physically studying the bulkd®lilows in pneumatic systems. Because of
the difficulties of designing pneumatic conveyasgstems, it is important for a designer to

have effective processes for determining propeigdesf these systems.



Pneumatic conveyance systems are also constraypddgh power consumption,
limited transport distances, and challenges unigu®nveyed bulk solids. Today, pneumatic
systems that handle bulk solids are designed anidl lmsed on experimental studies,
previous designs, and empirical correlations (Mélsal. 2004). Biomass transport and
handling is challenging because of its heterogesgmoperties, as these properties are
influenced by crop variety, moisture content, artkeo field performance characteristics.
Also, biomass transport and separation systems toeleave the ability to accommodate the

differences in the behavior of the bulk solids.

1.2. Simulation Based Engineering Design

One particular engineering tool that has becomeeasing popular is the use of
computational models. Computational models havermecpopular in the past few decades
due to the increased capabilities and widespreadofixomputers. In addition, computer
simulations are often less expensive to developeasier to obtain than experimental data.
In many cases, technology has enabled enginearslime computer-generated and virtual
prototypes to replace experimental models and phlprototypes in the engineering design
process.

In 2006, the National Science Foundation publisheport focused on Simulation
Based Engineering Science (SBES) (Oden et al. 2@&)ulationis the application of
computational models to the study and predictiorploysical events of the behavior of
engineered systemSimulation Based Engineering Designdefined as the discipline that
provides the scientific and mathematical basistha simulation of engineered systems.

SBES fuses the knowledge and techniques of traditiengineering fields—mechanical,



civil, chemical, aerospace, nuclear, biomedicat] araterials science—with the knowledge
and techniques of fields such as computer scienathematics and the physical and social
sciences.

One promising application of SBES is the utilizatmf computational fluid dynamics
(CFD) in engineering design. CFD has been in us¢hi® last forty years in the automotive
and aerospace industries to study flow patternsipéeature profiles, etc., within their
respective products. CFD models have been in ugeiautomotive and aerospace industries
since the 1960s and 1970s (Tannehill et al. 198@)ave become invaluable in determining
airflow patterns on objects such as airfoils antbmwtive bodies. The algorithms and
mechanisms for solving the conservation of massmemium and energy are well
established for solving single-phase fluid flowadaseveral commercially available CFD
solver packages are available to support engingetasign. The primary challenges today
are turbulence quantification, reacting flows, nsgtile, multiphysics and multiphase flows.

Traditionally, CFD has been applied to engineedasign in two ways:

e The first application is to gain qualitative insigio an engineering problem. For
instance, several key aspects of automotive demedap utilize CFD during early
stages of design in order to identify, correct, anelvent re-design costs and also to
reduce physical testing and prototyping (Srinivasaral. 2004). Reduced product
development cycles have made computer simulatigsssngial to streamlining the
design process. Potential performance problems tdudesign of flows can be
determined and corrected using simulation. Thisatkow a reduction in the number

of prototype based physical tests and associatets.chhe simulations allow for



informed decisions to be made early in the desigicgss, thus decreasing the

product development time and cost.

e The second application of CFD in engineering isr@ate high fidelity quantitative
models of design problems. This is similar to baidda physical model to gather
information. This classification of CFD models @& fa specific purpose. These are
used in situations where engineers are concerndd eviery characteristic of the
model, and fidelity is necessary. In addition, ttiesssification of model requires that

the allowable error rate be clearly understoodramdmized.

Often, CFD models are developed and utilized witk of these two applications in
mind. Depending on the application, the model &atxd to either provide a solution quickly
(lower fidelity) or with high accuracy (long congence time). The tradeoff is related to the
refinement of the model for accuracy of the CFDugsoh. In many, if not most cases, the
engineer and analyst do not need to know the flbaracteristics at each point in the
analysis. Rather, they are concerned with spegdiformance metrics, which include power
requirements, system bottlenecks, and flow pattatihscations of interest.

Recently, a third use of CFD is in the design pssc€FD in design requires that the
models be able to accurately answer specific ergimg design questions in a timeframe
appropriate for facilitating effective design. CiRiddels have been utilized more extensively
in product or systems design for a variety of reas@€FD has the capability of meshing high
fidelity grids in a relatively short timeframe, atite increased availability of computational

resources has made CFD more feasible in desigaddiition, CFD can help guide the



designer in improving product designs by deterngrtime flow behavior of a design before

constructing a physical prototype, which saves tilagor, and money.

1.3. Motivation for this Research

Certain modeling capabilities are limited by tramhal CFD solving methods.
Modeling of multiphase flows (the simultaneous ftowf a mixture composed of two or
more phases) is not yet a mature field, and theefimayl techniques (governing equations,
formulation, etc.) are still debated. Specific tyfd flows involve relatively light mixtures of
very small particles that can be adequately reptedeand modeled by currently available
CFD tools. Other flows, such as soil or granulaw are primarily affected by particle-to-
particle interactions and by the inertia of thetighes. These types of flows may be modeled
with commercially available discrete element mautgliools. Today, the types of flows
found in pneumatic conveyance systems cannot bguatkdy represented with traditional
multiphase modeling techniques. In many casesfldlaeng air can be modeled with CFD,
but once bulk solids are introduced, the flow chemastics change significantly.

Research has been conducted with experimental amenical models to study the
effects of bulk solids in pneumatic systems. Exawnpf bulk solids include coal dust and
glass beads. The conveyed bulk solids of interage Iprimarily been dilute flows in which
the particle size is on the order of microns areldbnsity on the order of 500 to over 1000
times the density of the carrier phase. Bulk sdlddg have similar characteristics to coal dust
and glass beads have been studied computationadlyeaperimentally because of their
small, near-spherical particles, high particle dgnsand near homogeneous consistency.

However, fibrous biomass bulk solids have charaties that are significantly different than



traditionally studied bulk solids. Biomass partglgre typically larger than powder or glass
beads in flow, the particles are not sphericahiap®, and the particles have a high variability
in size, shape, and consistency. The variabilityhalse characteristics, in addition to the
unique properties of biomass, makes it difficuligteantify, much less predict, their effects.
Furthermore, the fibrous nature of biomass bulkdsahcorporates additional effects in the
flow regime, including rotation, agglomeration, apdrticle compressibility. Table 1.1
compares the densities and the characteristic sifeviomass bulk solids to more
traditionally studied particles—coal dust and glasads. This is an important distinction
because the low particle density, in conjunctiothvhe large characteristic length of fibrous
biomass bulk solids, significantly changes the fldvaracteristics and makes them especially
challenging due to their unique and heterogenebasacteristics As a result, no traditional

modeling techniques have yet to be developed t@sept the effects of the flow regimes.

Table 1.1. Properties of several pneumatically comyed bulk solids.

Bulk Solid Solid Density (kg/nt)  Characteristic Length

Coal Dust 650 <75 um
Cotton Boll 80-300 0.5to 4 cm
Glass Beads 2,400-2,800 0.1 mm
Wheat Chaff 75-200 0.2to 6 cm
Wood Chips 200 0.25-1.0+cm
Wood Pellets 650 0.3to 0.5cm

Figure 1.1 compares the particle diameter and hlaeacteristic length of a variety of

bulk solids. The ordinate axis shows the partid@asity of the bulk solids of interest, while
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the abscissa shows the characteristic length obdfie solids. Note that the abscissa is on a
logarithmic scale. Examples of bulk solids thatendeen studied in the past are found on
the left side of the graph. In comparison, the bsdkids of interest in this research are
located toward the bottom right of the graph. Alé tbulk solids of interest have a lower

particle density and are several orders of magaitadyer than their previously researched

counterparts.
Material Density vs. Characteristic Length of
Pneumatically Conveyed Materials
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Figure 1.1. Comparison of pneumatically conveyed bk solids.

1.4. Research Objectives
This research proposes to develop methodologiesnfplementing the multiphase

effects of the flow cases previously described with CFD solver package. The goal of this
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research is to develop a methodology for represgntihese complicated biomass flow
regimes within a computational model that is appedp for engineering design. The
primary flow effects are accounted for in the medahd are compared with experimental
data. The developed methods are then integratedaimbmmercially available CFD solver
package.

The overall organization of this dissertation ssfallows. Chapter Two provides a
background of the fundamentals of gas-solid mudtgghflows and a survey of previous
research. Chapter Three reviews currently devel@matoaches for modeling multiphase
flows. Chapter Four describes the development of the mdetbgy of the computational
model. Chapter Five outlines the process for obtgirexperimental data to use in the
computational model, while Chapter Six applies dbgeloped methods for cotton-air flow.
Chapter Seven demonstrates how the developed nsetiiddis research may be extended to
predicting biomass-air flow, while Chapter Eighfep$ the conclusions of this research and

discusses opportunities for future research.

1.5. Summary of Research

This research presents an approach for repregetm@nbehavior of fibrous biomass
bulk solids entrained in an airflow using a compiotaal model. The model takes into
account the unique properties of the biomass ballds including its large size, non-
spherical shape, and low bulk density. In additiie, model dynamically accounts for the
loading concentration of the bulk solids within thgstem. Both these effects result in

momentum exchanges between the phases and betlWweepatticles. The developed
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modeling approach is then used to explore the Bieaviors of various fibrous bulk solids,

which can be utilized in the design process.
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CHAPTER 2: BACKGROUND

Pneumatic conveyance of bulk solids, although ikedbt simple in principle and
appearance, is a complex process in which thenaseinteracts with the bulk solids, and the
bulk solids influence the behavior of the air phaBais chapter discusses the fundamentals
of gas-solid flows in pneumatic conveyance systesnsl reviews previous research
pertaining to gas-solid multiphase flows. Priorstrveying the research, this chapter will

review the terminology in multiphase flows and pmeitic conveyance systems.

2.1. Description of Pneumatic Conveyance Systems

A typical pneumatic conveyance system is compredfddur major components. The
first component is a conveying gas supply, whiabvjates the necessary flow energy to the
conveying gas. The conveying gas supply can consigtcompressor, fan, or blower for a
positive pressure conveyance system, or a vacuump pliat provides air movement within a
negative pressure conveyance system. The secongboemt is the feeding mechanism that
introduces the bulk solids into the conveying lilke feeding mechanism can be any type of
rotary valve, screw feeder, or hopper. The bulkdsolin conjunction with the operating
pressures and air velocities of the pneumatic systietate the type of feeding mechanism.
The third primary component is the conveying limdyich consists of a series of pipes or
channels that direct the flowing air and bulk selitbm the feeding mechanism to the end of
the conveying line. After the air and bulk solidavel through the conveying line, it enters
the fourth component of the system, the separa@npment. At this final stage, the bulk

solids are separated from the conveying airstregypical separation equipment includes
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cyclone separators and bag filters. In additior, gaparation system could be something as
simple as a porous hopper which collects the balid sand allows the air to escape, or it
could be the outside environment in which the Bdkd is scattered on the ground and the
air is released to the atmosphere.

Pneumatic conveyance systems can be classifiedd namber of ways. The most
common classification is if the system is a positor negative pressure system. Figures 2.1
and 2.2 show the basic components and principlepasitive- and negative-pressure
conveyance systems, respectively. In a positivespre system the absolute pressure of the
conveying gas in the piping system is always grehen atmospheric pressure. The positive
pressure system is the most common conveyancargysageticularly in systems in which the
bulk solids are conveyed from a single source tdtipte receivers. The second most
common type of conveyance systems is a negati\ssire, or vacuum conveyance system.
Much like a vacuum cleaner, the pressure in theveging line is less than atmospheric
pressure. The negative pressure induces an airfidvich subsequently moves the bulk
solids. The negative pressure system is typicaflgduin cases where there is a single

receiving point from multiple sources, or in siioas where dust control is required.
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The second classification of pneumatic conveyangstems is based on the
interactions of the bulk solids contained in thpegtine, which are dilute phase and dense
phase pneumatic conveyance systems. In diluteeghr@sumatic conveying, a large volume
of air moving at a high velocity transports the tigatates in a suspended manner. The
velocity of the air is sufficiently high enough keep the bulk solids suspended. Conversely,
a dense phase conveyance system transports thesolidls, in which the bulk solids
accumulate at the bottom of the conveyance pip#hanform of a slug or strands. Often a
pneumatic conveyance system will experience badthiedand dense flow regimes. Figure 2.3
shows the variability of the flow regimes experietidn a pneumatic conveyance system.
Although the distinction between dilute and densevfis not well defined, it is typically
based upon the flow region in which the flow comatitshifts from steady (dilute or lean) to
unsteady (slug or plug) flow.

Previous experience in pneumatic conveyance sydésign indicates the presence of
different flow regimes is due to variations in gadocity, bulk solids mass flow rate, and
conveyance line pressure drop. The following sestiwill discuss in greater detail how
pneumatic conveyance systems are designed to acfoyuthese properties and variations.
Figure 2.4 displays the Zenz diagram that compidm@yarying flow regimes between dilute

flow, slug flow and plug flow (Fokeer 2006).
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From studying the Zenz diagram, we can draw sevebslervations about the
behavior of bulk solids in pneumatic conveyancdesys. The most striking observation is
the pressure gradient curves among the varyingrngacbnditions, Curve A (air/gas only
flow) has a significantly smaller pressure gradiemtve than Curves B and C (C having a
greater solids loading ratio than B). In additithe Zenz diagram indicates that the minimum
conveying velocity for a low solids loading rat®slightly less than that of one with a higher
solids loading ratio. Also, the differential veltbcbetween slug flow and dense phase flow is
significantly less than the differential velocitgtiveen the slug flow and the dilute phase
flow.

This indicates that there is a small threshold betwa developing slug flow and a
dense phase flow, often indicating a plugging sibma Furthermore, the Zenz diagram
shows that as a slug develops into a dense phase situation, the pressure gradient
increases as the gas velocity decreases. Thid @ffticates that the flow of the bulk solids
cannot be maintained if the superficial gas vejoc#t not sustained above a threshold

velocity.

2.2. Survey of Gas-Solid Flows in Pneumatic Conveyee Systems

In pneumatic conveyance systems, an air movercegglairflow within a transport
system in which bulk solids are entrained in theefair stream. Particle sizes transported
pneumatically range from microns to centimeters diameter. Although pneumatic
conveying is simple in principle, there are severawbacks in its use and implementation,
which include high specific power consumption, jgéetbreakage because of degradation,

abrasion and wear on components, limited trangpstances, and potential plugging. Often,
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the transport system has features such as berdishamroduct is required to flow through
these bends. The inertial and drag forces thercateliwhere the particles will impact the
wall at a bend and how the particles will reactrupad after impact with the wall.

Pneumatic conveyance processes are influenced \mrasephysical phenomena,
including particle sedimentation, inter-particlellistions, lift and drag forces, and the
presence of particles. These phenomena induce ebangthe turbulence structure in the
carrier fluid (Kartushinsky and Michaelides 200Zarge or heavy entrained patrticles in gas-
solid flows have higher inertial effects, and thesatial effects play a dominant role in the
particle trajectories. However, for smaller or lighparticles, the drag and the inertial forces

are more equal (Fan and Zhu 2004).

2.2.1. Terminology of Pneumatic Conveyance Systems

Pneumatic conveyance has a well-defined set afriggions that are specific to this
field. These are described below and are used ghmu the discussion. These definitions
are adopted from the Pocket Glossary of Pneumatitv€ying Terms, Conveyor Equipment

Manufacturers Association (CEMA) Standard 805 (Regd date unknown).

Flow Rate Definitions

Thebulk solids’ mass flowrates the mass of the bulk solids conveyed over aiipe
time period, usually expressed in tons per hoyraamds per minute. This is also referred to
as theconveying rateor thesystem capacityThe volumetric gas flowate is expressed as
free air delivered (FAD) through the conveyanceeys Most air movers are specified as

FAD, which is measured in standard cubic feet pgrute (SCFM). The SCFM is the air
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volumetric flow rate at standard atmospheric coodg (barometric pressure at sea level,
temperature at 68°F (20°C) and 36% relative hug)idivhile the actual cubic feet per
minute (ACFM) is the air volumetric flow rate aketbperating conditions at the gas mover.
Thesolids-to-air ratiois the ratio of the mass of bulk solids conveyethe mass of
air conveyed. Other terms that are used interclangéncludephase densitysolids loading

ratio, andmass flow ratio

Velocity Definitions

The actual gas velocitys the conveying gas’s volumetric flow rate atgsuee and
temperature conditions per unit of a cross sectiamea of the pipe. This is normally
expressed in unit distance over unit time. The aafjas velocity can vary throughout the
pipeline’s entire length. This compares with timegmatic system’average gas velocitfor
mean gas velocily which is defined as the mean of the beginning galocity and the
terminal gas velocity, while thieulk solids velocitys the velocity of the bulk solids and is
typically lower than the gas velocity. The bulkidslvelocity is usually specified as a mean
velocity or terminal velocity. It should be notedat the actual bulk solids velocity is
typically estimated because no reliable way to meag currently exists.

The bulk solids’saltation velocityis the gas velocity in a horizontal pipeline atieth
particles mixed homogeneously with the conveying gall begin to fall out of the gas
stream, while the bulk solidshoking velocityis the gas velocity in a vertical pipeline at
which the particles mixed homogeneously with theveying gas will settle out of the gas
stream. Related to the saltation velocity is th@imum conveying velocityyhich is the

lowest gas velocity that can be used to ensurdespateumatic conveying conditions for the
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bulk solids. Since the minimum conveying velocitscors at the system’s feed point, this
velocity is also known as thgckup velocity Theterminal gas velocitys the velocity of the
gas as it exits the system. This is also refemweaisttheending gas velocitgr theconveying
line exit velocity This contrasts with th#éotation velocity which is the velocity at which

bulk solids will be suspended in a gas.

Pressure Drop Definitions

The conveying pressuri®dr a pneumatic system is the pressure requirexvéocome
resistance in the system caused by the interactietvgeen the conveying gas, the conveyed
bulk solids, the pipeline, and other system comptserThis resistance is also referred to as
the pressure dropor the difference in the pressure between thénbew and the end of the
conveyance system. This pressure drop is direotiyelated to the power required to convey

the bulk solids.

Bulk Solids Properties

A bulk solids’loose bulk densityalso known as thpoured bulk densi}yis the initial
weight per unit volume measured when a sample aslaose, non-compacted condition. The
loose bulk density is slightly less than the budkds packed bulk densityhich is measured
after the bulk solids have been packed or compantedsilo, bin, or other container. Since
the packed bulk density does not compare with tbeditions found in a pneumatic
conveyance system, the loose bulk density is usethé system design. Tlieidized bulk

densityis the apparent bulk density of a material irfligdized state and is generally lower
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than either the loose or packed bulk density bexairss entrained in the voids between the
fluidized particles.

A bulk solids’ particle size distributions a tabulation of the percentage of particles
by mass in each particle size range. The percentagéher that of passing or of being
retained on a screen with a specified aperture. siZée maximum particle sizés the
maximum lump dimension for lumpy bulk solids; forbalk powder or granule, it is the
maximum sieve size of the largest lump or partitlee medium particle sizes the particle
size distribution’s median size or midpoint.

A bulk solids’flowability is the ease at which the bulk solids flows by dyaalone,
while a bulk solidscohesivenesss the bulk solids tendency to adhere to itsehisT
cohesiveness can be caused by any number of pheapmeluding electrostatic charging,
surface tension effects, and interlocking of certparticle shapes, particularly fibrous
shapes. This cohesion can cause erratic flow frams, kpipeline feeding problems, and
adhesion to other surfacéserationis the introduction of air to the bulk solids hyyaneans.
The aeration can cause the bulk solids to becontated or fluidized. The bulk solidslir
retentionis its ability to retain air in the voids betwegarticles after the air supply has been
stopped. The time the bulk solids retains air cary yfrom almost no time to several days,
depending on the bulk solids other characteristics.

In general, it has been determined that the fohgwcharacteristics affect the
conveying of bulk solids:
particle size and distribution,
particle shape,
bulk density,

particle density,
flow permeability,

arwnE



24

6. de-aeration rate and air-retention,
7. surface characteristics: sticky, wet, cohesive,eadtrostatic charging, and
8. temperature sensitivity (hardness, modulus, andceitackiness).
(Crowe 2006).
2.2.2. Current Design Process of Pneumatic Conwey8gstems

The design of pneumatic conveyance systems is plamated, interrelated design in
which every component in the system has an effie¢he behavior on the remaining system.
In designing pneumatic systems, several handboo#smpirically determined correlations
are utilized to help guide the designer in predgtine performance characteristics of the
system.

The flow charts in Figures 2.5 and 2.6 demonstthte current procedures for
designing pneumatic conveyance systems. If a desigiere to design a new pneumatic
conveyance system, they would follow the flow clswwn in Figure 2.5. When developing
a new pneumatic conveyance system, the designeidess the desired mass flow rate of
bulk solids, as well as the conveyance length kadgeometry required in the system (bends,
etc.). With this information, the designer can tletermine if the desired mass flow rate can
be conveyed with the specified pipeline bore amdjtie. The feasibility check is the power
requirement for the system, which is based on tiessore drop through the system. The
most difficult part of this design process is tovénaa fundamental understanding of the
conveying characteristics of the bulk solids. Thesaracteristics include flowability,
aeration rate and air retention, cohesiveness(dten, these characteristics are difficult to
guantify, and the bulk solids properties can hasgyaificant impact on the pressure drop, air

velocity, and other flow conditions.
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Although much research has been done to quantifgrakbulk solids conveying
characteristics, this stage presents a significdnatiienge in designing systems that are
required to accommodate a variety of bulk solidsfdrther complicate the design process of
new conveyance systems, the variability of bullkdsotan also have a significant impact on
the flow conditions of the system. The differenaegshe conveying characteristics of the
bulk solids could mean the difference between hgaiconveyance system that operates in a
reliable manner and one that cannot convey to Xpeaed capacity. Therefore, designing
new conveyance systems is an iterative processichveach component is sized and system
performance is evaluated until a functional dessgiound.

Conversely, if a designer would like to determime tcapability of an existing
pneumatic conveyance system, they would follow ftoev chart outlined in Figure 2.6.
Rather than specifying a desired bulk solids méss fate, this procedure estimates the
predicted bulk solids mass flow rate that can bleies®d by the pneumatic conveyance
system. In this scenario, the designer has tharddge of having prior knowledge of the
conveyance system, particularly for the conditiahghe boundaries and of the length and
diameter of the conveyance pipe.

Although the flow charts given above appear to dlatively straightforward, they
can still lead to an inefficient or improper desigm addition, the procedures considered in
the flow charts may offer limited or incorrect igkt to the designed system. The current
procedures take the entire system into account,abeitunable to provide performance
information at certain locations of the system. Eaample, there could be a significant

bottleneck in the conveying line that can be reswloy redesigning or
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Figure 2.5. Flow chart for designing new pneumaticonveying systems (Mills 2004).
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Figure 2.6. Flow chart for predicting the capability of existing system (Mills 2004).
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rescaling the location of interest. Furthermore, designs based on these processes would
design a nominal conveyance system and would noalbe to offer insight about any
instability that may occur in the system. For ins® a conveyance system may have the
ability to convey bulk solids without any issuesit bnce an anomaly is presented, the

system may falil.

Studying Pressure Losses of Pneumatic Systems

Another technique used to predict the performariganeumatic conveyance systems
is to experimentally measure pressure drops thréluglpneumatic ducting based on airflow
rates and bulk solids loading conditions. The gatavides guidelines for the performance
limits of the system and can be used to genertélereds for the transportability of various
bulk solids. Figure 2.7 shows an example of arearpental apparatus in which a variety of
bulk solids are conveyed through a test loop atouar air volumetric flow rates. The
pressure drop through the system is recorded lmasedrious bulk solids, as well as the bulk
solids mass flow rates, and air volumetric flonesat

Figures 2.8 and 2.9 show the pressure drop trehg®wdered cement and sandy
alumina, respectively. For each bulk solids testbd, pressure drop curves are compared
with the pressure drop curve of only air flowingaihgh the system. Intuitively, the air-only
flow cases would have the lowest pressure droplevihe increased loading of bulk solids
would increase the pressure drop. What may nonhtogtive is how differently the pressure
drop curves are based on the type of bulk solids. iRstance, a conveyance system
configuration that is able to convey 17,500 kg/hpowdered cement with a pressure drop of

less than 200 kPa may only be able to convey halfrtass flow
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Pipeline:

165 ft long

2 inch nominal bore
9 x 90° bends
D/d=24

Figure 2.7. Details of pipeline used for conveyingials (Mills et al. 2004).
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rate of alumina silica due to the differences ia fnoperties (particle density, characteristic

size, and air retention properties) of the bulkdsol
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Figure 2.8. Pressure drop data vs. airflow rate da for cement (Mills et al. 2004).

In particular, powdered cement has good air retangiroperties and is capable of
being conveyed at slower velocities in sliding dfloe. Coarse bulk solids, such as alumina
silica, have a granular particle structure and Haweair retention and permeability. Due to
the low air retention and permeability, coarse mdkds are generally only capable of being
conveyed in dilute phase suspension in pneumateey@nce systems. Therefore the air

volumetric flow rate must be significantly greafer alumina silica than cement powder.
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Without having a priori knowledge of the pressurepdtrends for specific bulk solids, one

would find it difficult to design conveyance systefor different bulk solids.
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Figure 2.9. Pressure drop vs. airflow rate for sang alumina (Mills et al. 2004).

Another method that is commonly used to predictvegance performance is to
compare the solids loading ratio of the bulk sotmsletermine the conveying limits of bulk
solids. Representing the information in this mancean provide a designer with additional
information about the minimum conveying airflow eaftor a specific solids loading
condition. Figure 2.10 compares the conveying firessure drop of powdered cement based

on solid loading ratio rather than a mass flow ratebulk solids. However, rather than
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specifying the curves as a mass flow rate, theyspeegified as the bulk solids loading ratio.
Another interesting feature in Figures 2.10 and 2te the respective convening limit curve
for the bulk solids in the system. To the left bé tbold curve is referred to as the “no go
area” in which the conveying line velocity wouldcbhene low enough that the bulk solids
would drop out of the free airstream and would anglate at the bottom of the pipe, creating
slugs and plugs. Another interesting feature o graph is that the bold line for the “no go
area” boundary is not straight. Rather it meandadicating that as the solids loading ratio
increases (which is proportional to the mass flate 10f bulk solids) the free airflow rate can
decrease while still providing adequate conveyihgracteristics. This shift is due to two
effects. The first is due to the reduction of th@lume occupied by the air due to the
increased presence of the bulk solids. The secemdlated to the first. As the pneumatic
pipeline becomes more heavily loaded with bulkdsylihe likelihood of dune and slug flow
increases, and these moving masses will push anymuwing bulk solids along. This

phenomenon has been observed when comparing thegpielocities of bulk solids in dilute

flows versus dense flows.
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Figure 2.10. Solids loading ratio pressure drop datfor cement (Mills et al. 2004).

A third way to examine this information is to hawe bulk solid mass flow rate on
the ordinate axis and the air flow rate on the misacwhile plotting the solids loading ratio
trend lines as well as the conveying line presgoog trend lines as shown in Figure 2.11. A
graph such as this may be useful since it preskaté o go area” boundary as a straight line
rather than a curve. This representation of infaionais better suited to determining trends

than the previous representations since all ttes lare straight rather than curved.
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Figure 2.11. Solids loading ratio pressure drop dat for sandy alumina (Mills et al.
2004).

Although these types of approaches may be usefgdinming a better understanding
of the performance characteristics of pneumatitesys, they are limited in their applications
to systems design. Also, these approaches do Ioet aldesigner to predict pipeline wear or
predict the behavior of non-standard piping configjons, particularly in bends, expansions,
etc. The pressure drop curves are based upon dicgaperimental pipeline configuration
and on previously tested bulk solids within thadghine. However, if one wanted to develop

pressure drop curves for a new conveyance pipakagor for new bulk solids, they would
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need to run a series of experiments and measugeélssure drop. This proves to be a time-
consuming and tedious process. Later in this stitdig proposed that the pressure drop
curves may be recreated computationally rather éxgerimentally for fibrous-based flows,

and the computational models may be extended toameMnteresting design problems.

2.3. Pneumatic Systems: Review of Experimental-Bad&esearch

Pneumatic conveying design has relied upon empircmarelations, physical
prototypes, and laboratory experiments to gain tiebe@nderstanding of flow phenomena.
Often, the goal of these experiments was to deyareeralized relationships and correlations
to describe the flow characteristic, pressure &sand velocity profiles, which can then be
applied to specific bulk solids and pneumatic coavee systems configurations. This
section offers a brief review of the experimentasgarch and design of pneumatic
conveyance systems.

Much of the early research done on pneumatic systénvolved agricultural
commodities. Segler (1952) compiled empirically idedl data to classify systems that
convey agricultural grains within positive and n@ga pressure systems. This work built
upon the resistive effects of fluids flowing thrdugipes, 4, and he developed correlations
and relationships that accounted for the additioasistive effects of the bulk solids being
conveyed in the pipefG. An example of describing the extra resistanceftioe bulk solids
and how it relates to a given pipe diameter is miveFigure 2.12. Notice that the resistive
effects of the friction between the grain and theee significant, particularly when the pipe

diameter is small. These findings are useful inettgying generalized rules of thumb for
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designing grain conveyance systems, and make tleenpetic systems designers and

operators more aware of the effects of pneumasitesy configurations.

A

Air velocity and grain throughput constant

Resistance Coefficient

Friction of grain on pipe and
friction between grains

Increasing Pipe Diameter

Figure 2.12. Distribution of friction when conveyirg bulk solids (Segler 1952).

Later on, pneumatic systems design became moresprigied in the industrial
applications, and design guides or handbooks wareited to help designers configure and
scale pneumatic systems for conveying industriatipcts such as powdered cement, glass
beads, sand, etc, as well as agricultural comnesditin 1980, Kraus wrote a book
investigating the design theory and procedurespfieumatic conveyance design, with a
significant portion of the literature related toettlow characteristics of grains and

agricultural bulk solids. An example of the workakis performed involves the pressure drop
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increases of wheat and other grains for variou& balids loading conditions. This was a
significant advancement to Segler (1952) becausguadntified specific bulk solids to a

pressure drop increase for particular pneumatitesysonfigurations. An example of the

graphical relationships developed is shown in Fg@rl3, which correlates the specific
pressure drop for wheat at various solid-to-ailosaand air velocities. This, and much of the
correlation information compiled in these desigmndga are based upon data collected from
the authors and from other commercial vendors efipratic systems. Up to this point, most
of the quantitative information collected on pnetimaystems was based on pressure
readings obtained for various air volumetric floates, air velocities and solids loading

ratios. While this information can be used for gafiezed design of systems, there is
insufficient information to predict plugging, weamnd other critical flow issues. This leads to

overdesign and limits the application of pneumatinveyance to new bulk solids.
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Specific Pressure Drop ((P air + material)/(P air))

Specific Pressure Drop = 1 +(Material to Air Ratio) (Tan a)

0 2 4 6 8 10 12 14
Material to Air Ratio

Figure 2.13. Test results for conveying wheat (Krag11980).

Beginning in the early 1980s, researchers had bégunsually study the velocity
profiles of bulk solids flowing through pneumatigstems. This was due to the availability of
non-intrusive measuring equipment. For example rifta al. (1982) studied non-intrusive
methods for determining velocities within pneumatienveying systems using Doppler
techniques, laser, microwaves and ultrasound. ©thave followed suit by utilizing high-
speed videos and patrticle image velocimetry (Platpdo investigate the flow behavior of
bulk solids. Deloughry et al. (2001) utilized comtegi tomography imaging to study the flow

regimes in pneumatic conveyance systems. They udedIthat the flow regime present in a
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conveyance system is dependant upon the size ape sif the particles, the geometry and
orientation of the pipe, the relative densitiestlod solid particle and air, the conveyance
velocity and the mass flow rate of the bulk solidswever, visualization of multiphase flow
becomes increasingly difficult when the flow velgcis high or when it is difficult to
distinguish the patrticle trajectories because eflnge number of particles.

In the 1990s pneumatic transport of bulk solidsabee of increasing interest in
research. These efforts attempted to segregateclassdify the flow characterizes of bulk
solids based on experimental observations. FoPhi®. research in 1993, Ocone (2006)
investigated the effects of flow rate, pipe inctioa angles, and pipe diameter on the flow
behaviors in horizontal and inclined pipes, whilediey et al. (1995) studied the pressure
drop in bends of various radii using pressure ttansrs. They concluded that the change in
pressure due to a bend occurred in the straighbsegfter a bend rather than the bend itself.
This is due to the reacceleration of solid partichathin the airstreaniittman et al. (1995)
studied the flow of glass spheres and rapeseedigpéaof canola seed) within a vertical
pneumatic channel and had developed drag cornetafar these bulk solids that accounted
for the particle diameter, particle density, anddimg ratio.Laouar and Molodtsof (1998)
examined sand particles within a horizontal tranisgact to characterize the pressure drop
of dense phase pneumatic transport at a low vglacitt developed general pressure drop
correlations for a carrier gas superficial veloafyless than 2 m/s, particle diameter of 0.2
mm, and a particle density of 2,700 kd/mihese efforts resulted in significant increases i
the understanding of pneumatic conveyance of pestidout were limited to simple bend,
inclines and straight-line pipe configurations wstbw-moving air conveyance velocities and

very small (near powder-size) particles.
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Another aspect that had gained attention in pnegrmahveyance is the effect of the
transported bulk solids on the piping. Burnet e 8998) studied the erosive wear on bends
in pneumatic systems due to the interactions whith bulk solids. Ferreira et al. (2000)
proposed new approaches to experimentally detertheneteraction forces in hydraulic and
pneumatic systems, with the goal to be able toipré¢lde pressure gradients in conveyance
systems. Schallert and Levy (2000) had experimigraald numerically studied the effects of
coal roping. They had determined that as air andicpes flow through an elbow, the
particles stratify into a relatively small portiarif the cross-section of the pipe, forming a
dense rope-like structure. Once formed, the ropewally disperses and mixes throughout
the cross section of the pipe due to flow turbudenod secondary flows. In situations in
which two or more closely spaced elbows are preskeatdynamics of the coal rope leaving
the last elbow is much more complicated.

At the beginning of this decade, the focus of expental pneumatic conveyance
research transitioned to the investigation of shgharger particles with higher particle
loading, as well as electrostatic effects. Hydemle (2000) investigated the effects of
pressure drop in horizontal pneumatic pipes dupatticle sizes in suspension flow. They
found that the pressure drop increases with incrgaparticle size. The degree of the
increase tends to be the largest towards the snpatécle size, and diminishes with particle
size increase and with increased transport vedsciti

Yilmaz and Levy (2001) studied lean phase upwaodvfln a vertical pneumatic
conveying line following a horizontal to verticalbew. They studied pulverized coal
particles (less than 7pm in diameter) in an experimental apparatus thaswmed particle

velocities, concentration and mass fluxes with keerfioptic probe within the pipe. The
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experimental results were compared with CFD sinuatof gas-solid turbulent flow based
on a Lagrangian-Eulerian model particle sourceeih+oethod.

Jaworski and Dyakowski (2002) studied flow instiile$, which include slugs and
plugs, in dense-phase pneumatic conveyance sysitémshigh-speed video cameras and
twin-plane electrical capacitance photography. Taa collected by these devices was
processed to determine the shape and internal tsteu®f the flow instability, the
propagation velocity and frequency characteristics.

Das and Meloy (2002) studied the effects of closepted bends in the pneumatic
conveying process of fly ash and concluded thatptiessure loss across two close-coupled
90 degree elbows cannot be considered as the ctiveuddfect of two isolated single bends.
Hayden et al. (2003) experimentally investigatesl eéffects of particle characteristics on the
pickup velocity required to entrain in airflow. Theoncluded that pickup velocity is highly
correlated to particle diameters between 5 andu200

One of the first detailed studies of fibrous-babatk solids was performed relatively
recently. Melander and Rasmuson (2004) developadthod to simultaneously measure the
concentration and the velocity of wood fibers inepmatic transport. The velocity was
determined with the use of particle image velocinand the wood fiber concentration was
measured from the raw PIV images. This method @averable qualitative and quantitative
results for low fiber volume fractions, but the ukts were less favorable for high volume
fractions due to the laser sheet not being abfeet®trate the fiber suspension. In this study,
they determined that the gas velocity profile wasngly affected by the volume fraction of
the bulk solids. However, they determined that eaproved method was needed to

simultaneously measure the velocities of both eéeand fiber phases.
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Hirota et al. (2002) concluded through experimeatad modeling approaches that
the pressure drop for conveying fine polypropyleoeders through inclined pipes depends
on the dynamic coefficient of friction of the powdes well as the inclination of the pipe.
Zhu et al. (2006) have observed the dispersed, gagling dunes and other various flow
regimes in pneumatic conveying through vertical matined pipes.

Xiang and McGlinchey (2004) researched variouscigfef dense phase pneumatic
conveying through horizontal pipes such as plugnédion, collapse and movement with
numerical simulations. Li et al. (2005) studiedid®lbehavior in slug flow through a
horizontal pipe and observed exchange of partictte/een the layer of deposited particles
and the moving slug. However, this research detexcthihat additional flow patterns might
be due to electrostatic charge generation witlpneumatic conveyance system.

Kalman et al. (2005) experimentally investigated tpickup velocity (critical
velocity) measurements of 24 various bulk solids|uding glass, zirconium, alumina, iron,
salt, and rice, while Kilickan and Guner (2005) astigated the pneumatic conveyance
characteristics of delinted and fuzzy cottonsed&isita and Ratnayaka (2005) performed
experimental studies to predict a pressure drogdficemt for horizontal and vertical
channels using alumina and silica as the bulk splihile Du et al. (2006) had used Phase
Doppler Particle Analyzer (PBPA) to measure thee sand velocity of particles flowing
through a gas-solid separator.

Henthorn et al. (2005) performed a study to vaéddie pressure drop correlations
commonly applied to CFD and compared them to erpartal data for vertical channels.
They concluded that the most notable deficiencypiassure drop correlations was the

inability to accurately predict the pressure drdpgas-solid flows with highly aspherical
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particles. This indicates that non-spherical pkesiare difficult to predict computationally
compared to spherical particles, which highlighte of the significant challenges in fibrous
flows. To help alleviate these discrepancies, Gaens and Filippone (2005) investigated the
aerodynamic drag on non-spherical objects, whiclude streamers and flags while Chen et
al. (2006) investigated the flow around spherestduBssipative particle dynamics.

In the last two years, research has been donetteefunvestigate slug and plug flows
within pneumatic conveyance systems, and how thay be represented. Tan et al. (2008)
had performed an experimental study in which thesasared the permeability of slugs
traveling through a horizontal pipe. The authoegesthat a slug is viewed as a packed bed,
and the pressure drop over the slug is represdaytéde Ergun equation or other empirical
correlations. In this study, they measured thegunesgradient of slugs consisting of plastic
pellets, dried peas, whole corn, hard wheat, aathgeed mixtures. With this information,
they calculated the constants for the Ergun equsitior these bulk solids. The premise of
this is to use these coefficients with CFD solverspredict pressure drops due to the
presence of these bulk solids. This was a sigmfie@vancement in predicting non-standard
flow regimes and has many parallels with the regediscussed in this dissertation.

Also in the last two years, there has been a greatphasis in studying the transient
effects of dense multiphase flows. Williams et (@008) studied dense phase pneumatic
conveying under the hypothesis that transient effeather than steady state effects dominate
the flow mechanism. Their study characterized the ghase pulse velocity, pulse amplitude,
and velocity and their effect on powder flows. Altigh the findings of this research seem
reasonable, they are in many respects trivial example, they indicate how much we do not

understand about the various phenomena occurrimguitiphase flows, much less how to
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analytically or computationally describe the effedbr design of multiphase transport

systems.

2.4. Pneumatic Systems: Review of Computational-Beg Research

Computer modeling in engineering design has bedooreasingly popular in the last
two decades. One modeling tool that has become midespread is the use of CFD due to
its ability to accurately predict the behavior ahgie-phase flows. However, for the
multiphase flow applications found in pneumatic weyance systems, it is still difficult to
accurately predict flow patterns, pressure dropspoity profiles, etc. Until recently,
researchers have not been extensively developirig ©0Bls that solve the effects of bulk
solids flows found in pneumatic conveyance systedBesause of this, CFD is not currently
used to design pneumatic conveyance systems. $oroputationally based solutions are
generally becoming less expensive and more relidbbn experimental results for
engineering design, it would be advantageous te k&able modeling techniques to analyze
the designs of pneumatic conveyance systems. Huos offers a brief review of the
research performed for computationally modelingnailtiphase flows in the context of
pneumatic conveyance systems.

Although CFD modeling has been in existence for entihhan four decades,
computational studies of multiphase flows have bhe@sent for less than thirty years. The
complexities of simulating the effects of each ghasd the interactions between each phase
make multiphase flows computationally challengingd astill demanding of significant
computing resources. In addition, many of the mblise flow modeling codes were only

available as research code and were not commgreiadlilable. Therefore, researchers had



45

to develop their own codes to describe their flaafanterest. Klinzing (1987) created a
continuum model that incorporated electrostatiea but not frictional forces to analyze
the ability to form clusters of particles duringgamatic transport. This model shows that the
electrostatic effects of the clusters are influehbg particle size. Sommerfeld and Zivkovic
(1992) and Oesterle and Petijean (1993) develope@piendently a similar stochastic
particle-particle collision model that was basedtba calculation of a particle collision
probability along a particle trajectory in analogith the kinetic theory of gases. Hong and
Tomita (1995) introduced a continuum model to prethe transitions between suspension
flow, stable stratified flow, and unstable plugwloin pneumatic conveying types of
operation.

Huber and Sommerfeld (1999) summarized the devedopenof an Eulerian-
Lagrangian approach for the calculation of dispergas-solid flows in pipe systems. Their
calculations included important effects such asulence, two-way coupling, particle
traverse lift forces, particle-wall collisions, Ioding wall roughness, and interparticle
collisions. They had presented results for pipenel&s such as horizontal pipes, pipe bends,
and vertical pipes for different flow conditionscinding conveying velocity and particle
loading. The predicted modeled values were comparga experimental measurements
obtained by phase Doppler anemometry. Nadaoka,i,NWegi (1999) developed a grid-
average Lagrangian (GAL) model for dispersed particotion in multiphase turbulent flow
to provide a large eddy simulation (LES) model fioultiphase turbulent flow in which a
large number of particles are involved. The GAL mlod based on an averaging operation

for Lagrangian type equations of the motion of dipi@ over a computational grid volume.
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It was not until the late 1990s that commercialgitable code began to be used to
model multiphase flow conditions, For instancejrBén et al. (1998) had modeled turbulent
two-phase flow using a commercial CFD computer q@de®OW3D®) to determine how well
it was able to predict the flow conditions compatedexperimental data. In addition, they
argued that because of the complexity of the fldheast occur in pneumatic conveying
systems, the use of first-principle based moddigutpniques has been restricted to the very
simplest of cases.

Triesch and Bohnet (2001) developed computationadets for predicting particle
velocity and bulk solids concentration because @utate calculation of these quantities is
assumed to be important for a reliable predictibthe development of pressure. They used
Fluenf to simulate upstream gas-solids flows in pipes diffdsers using the Lagrangian-
Eulerian approach for calculating the dispersedsph@ihese models have been included via
subroutines programmed by the user and concertislpawall interaction, particle-particle
collisions, and particle angular velocity. Theseliadnal models included wall roughness,
and Magnus and Saffman lift forces.

Sommerfeld (2001) created a stochastic inter-gartollision model for particle-
laden flows and applies this model in the framewalrkhe Lagrangian-Eulerian model. The
computational particle is a representative of theal particle and exhibits the proper phase
properties. In sampling the velocity of the compotsal particle, correlation with the
velocity of the real particle as a consequenceudfuience is accounted for. Sommerfeld
(2001) determined that in such particle-laden flotle particle behavior can be considerably

affected by inter-particle collisions in additiom the aerodynamic transport and turbulence
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effects. If the mass loading is high, then regiohkigh concentration develop as a result of
the inertial effects (bends, bottom of pipes).

Shrivastava (2002) applied a mathematical modd kiea developed, along with
experimentally obtained correlations to estimatephessure drops resulting from conveying
grains through a horizontal pipe and compared ¢selts with experimental data from his
previous research. This model was used to estithatpressure drop of conveying mustard
seeds through horizontal, vertical and inclinedepipThe authors claim the pressure drops
were off by less than a factor of 2.

Kilfoil (2003) developed a Matlab™ program for mdédg two-phase flow and
concluded that CFD software is not essential fodeling complex two-phase flow with heat
and mass transfer. Provided that the geometry ladively simple, any general purpose
software that has programming capabilities candsel uand the model is sufficiently reliable
for use in both research and system design. Théabfdt program accounts for heat and
mass transfer as well as particle transport witkedes of algebraic equations solved
sequentially to solve for the three described ¢&$tethe algebraic equations are based on the
partial differential equations of heat transfer dhad flow. The authors went so far as to
state that CFD is not required to model complex-pliase flow with heat and mass transfer
and that Matlab™ is capable of solving engineedegign problems.

Also during the early 2000s, Wypych et al. (2008ya&loped a theoretical model to
predict the various transport boundaries betweewvielocity flow over a stationary or
moving layer in horizontal pneumatic conveying. R doctoral studies, Rahnayake (2005)
formulated a comprehensive scaling up technique designing pneumatic conveying

systems by addressing the whole pipeline togetltbrall accessories. Rahnayake used five
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different bulk bulk solids (barytes, bentonite, @) ilmenite, and alumina). These bulk
solids, together with five qualities of one of thdsulk solids have been used for the tests.
Rahnayake conducted a large number of pneumatiegory tests for five different pipeline
configurations and successfully predicted the pmessirops for these bulk solids using
Fluenf.

Landry et al. (2006) modeled the sludge flow inethihe air and sludge are stratified
and separated by a clear interface. Each compné&ticell in the model is either filled
entirely one or the other phase, except for c¢ltbainterface. Lim, Zhang, and Wang et al.
(2007) claimed that they were the first to repba successful reproduction of dune flow in
numerical simulations through the use of DEM modatsipled with CFD models for
granular bulk solids flowing in vertical pipes. Tdheveloped models had the capability of
predicting the dune flow patterns and the presggnaient in the pipe with results
comparable to experimental results.

Kartushinsky and Michaelides (2007) have developsublels that examine the
turbulent flow of heavy particles in horizontal an&ls and pipes that were derived from
principles using interparticle collisions. They esater the fluid in an Eulerian frame of
reference while the particles are in a continucalgdgispersed media of finite particles. The
particle collisions are accounted for in the défece in the average and fluctuating velocities
of the particles. These particles are charactefgesize (diameter) and mass fraction. They
modeled the momentum conservation equations ofptnticle phases in terms of the
fluctuation correlations.

Mortensen et al. (2008) developed a direct nurakrgmulation of ellipsoidal

particles suspended in turbulent channel flow aadehone-way coupling of the fluid and
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particle motion. This was done to study the orieotaof the ellipsoidal particles. They
predicted that near the wall, the particles orierihe mean flow direction and the flow in the

core region of the channel becomes more isotropic.

2.5. CFD Software Packages with Multiphase Capabiles

There are several commercially available CFD sopamkages on the market today
that have the ability to model basic multiphase&vioCommercially available CFD packages
have become increasingly common in the engineel@sign process due to their robust grid
generation, built-in numerical differencing schemdarbulence modeling and post-
processing capabilities. Practically all commelgiavailable CFD packages can solve
single-phase fluid flows; however, most CFD paclalgave limited capabilities in solving
multiphase flows. This section offers a brief ovew of the more popular multiphase CFD
solver packages, while describing their capabdiiad limitations.

Three of the most popular solver packages arenElu€FX®, and STAR-CD™.
Fluenf has the capability to solve multiphase flow pratsewith either a mixture model or
by an Eulerian-Eulerian model. In addition, Flfehis the capability to incorporate user-
defined functions (UDFs), and is known particulafr droplet modeling and cyclone
separators. CFXhas capabilities similar to FIuSntSTAR-CD™ and STAR-CCM+™ have
the capability to solve multiphase flows with eittee Lagrangian-Eulerian or an Eulerian-
Eulerian model. Similar to Flueht STAR-CD™ has the capability to model droplet fiow
and small solid particles.

In addition to commercially available multiphasdver packages, codes have been

developed at national government laboratories.ekample, Multiphase Flow with Interface
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eXchanges (MFIX™) is a general purpose code deeelopt the National Energy

Technology Laboratory for describing hydrodynamiosat transfer and chemical reactions
in fluid-solid systems, particularly with circulag fluidized beds. KIVA™, a package

developed at Los Alamos National Laboratory, udes arbitrary Lagrangian-Eulerian

method for computing chemical reacting flows.

Other CFD solvers that advertise capacities irvisgl multiphase flows include
Flow3D® (www.flow3d.com), which specializes in free sudadlow modeling and
multiphase mixtures, openFOAM™ (www.opencfd.co.w#) open-sourced CFD solver
package, Phoenics™ by Cham™  (www.cham.co.uk), andORF.OW™
(www.acricfd.com/software/porflow/default.ntm). Hewer, most of these codes are focused
on liquid or porous media flows rather than pnetcadly conveyed solid flows.

Figure 2.14 shows a comparison matrix of severailable CFD solver packages that
have multiphase flow modeling capabilities. Onel wdtice the similarities and differences
among the available solver packages. In many ine®none CFD package provides the
same features as its competitor. For example, Elummd STAR-CD™ both offer robust
meshing utilities and post-processing capabilitiasother instances, a CFD solver will be
developed for a specific application. Examplesha&fse instances include the MFIX™ and
KIVA™ CFD codes, in which the code was developedctrally for heat transfer and

interface exchanges for chemical reacting flows.
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CFX x X x X Bubbles in liquid, particulates in gas
Flow3D Fluid-Solid interaction, free surface
x x x x flows
MFIX Hydrodynamics, heat transfer,
x x x X chemical reactions
KIVA/CFDIib x X x Chemical reacting flows
openFOAM X x X x X Bubbles, cavitation, mixing

Figure 2.14. Comparison of CFD packages with multipase flow modeling capabilities.

2.6. Discrete Element Modeling of Bulk Solids
Although this research is focused on pneumatic epance of biomaterials research,

concepts within Discrete Element Modeling (DEM) miag applicable and should to be

considered. DEM is a well-established computationaherical method that has been in use
for the last three decades to study the dynami@awbeh of particulate systems in a wide

range of disciplines (Raji and Favier, 2004. DEMsiders a system to be a collection of
discrete entities with bulk solids properties. DEERIculates the inter-particle contact forces,
stresses and particle displacements over discrete steps. DEM uses kinematics and

Newton’s laws of motion to determine the parametdérsach particle. A DEM simulation
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begins by giving the patrticles a velocity and aitms. The forces on each particle are
computed from the initial conditions and the phgbkiaws. Macroscopic forces that need to
be considered include friction, collision, dampiagd gravity, while microscopic forces that
may be considered include electrostatic and vam\tials forces (Yu 2003).

Most research with DEM only tracks a few hundrea tew thousand particles since
the governing equations for the analysis becomepatationally intensive as the number of
particles increases. Computational simplicity oftersults from the selection of larger
particles, which assumes that the bulk solids befhag a fluid and uses computational fluid
dynamics.

DEM modeling has become popular because it haahtigy to accurately model the
dynamics of bulk flow within a system. The studileat report satisfactory results with DEM
have ranged from tumbler mills in mixing proces@@genis et al. 1999), (Hlungwani et al.
2003), (Elperin and Vikhansky 2002), compressivading (Raji and Favier 2004), hopper
flows (Zhu and Yu 2005), and fluidized beds (Lirkirthet al. 2004). Another study that is
more directly related to the proposed researcluded transporting bulk solids via conveyor
or auger within a manure applicator (Landry e@l6). Although this research involves the
computational modeling and representation of biemaglk solids, it was not used for

pneumatic-based transport.

2.7. Discrete Element Modeling with CFD
CFD models analyze fluid flow characteristics, wieetthe fluid is a liquid, such as
water, or a gas, such as air. CFD does have thabitiép of solving multiphase flows, but

traditional CFD techniques do not have the abildymodel dense particulate phases or
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multiple phases where the particle sizes are omerrom in size. DEM models, conversely,
are primarily applied to bulk solids flow simulat® in which the particles are transported
mechanically rather than being entrained in andihét.

Several commercially available DEM solver packagesavailable. These packages
include EDEM"  (www.dem-solutions.com), Particle  Flow Code (BFC
(www.itascacg.com/pfc3d), and MillSoftwww.processeng.com). EDEWhas been used to
simulate and improve particulate handling, processand manufacturing operations in
agricultural, construction, pharmaceutical, chemicaineral and materials processing as
well as oil and gas production, and mining. Apgimas of EDEM include the simulation
and optimization of processes such as particlgiattrand grinding, particle and pill coating,
conveyor transport, drum mixing and drying, shoerpeg, grain handling and soil-tool
interactions.

EDEM™ has been used with the commercial CFD solver gpeckéuent to perform
multiphase simulation of particulates and fluidscliding solid-fluid transport devices,

fluidized beds, filtration and pipe erosion (wwwiaksolutions.com/news.html).

2.8. Survey of Conveying Fibrous Bulk Solids

Most of the research on biomass pneumatic conveyhas been experimental, with
little modeling work being reported. Papatheofanetusl. (1995) conducted studies of the
biorefining processes of agricultural biomass nassj particularly with winter wheat straw
and oilseed rape straw. Joppich et al. (1999) padd a study of the challenges and

opportunities of using wood powder in a pneumaboveyance system as a feedstock.
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Raheman (2002) experimentally investigated the d@gfficients of agricultural grains in
vertical pipes of pneumatic conveyance systems.

Badger (2002) at the Oak Ridge National Laborafmformed a cost analysis for
receiving, handling, storing, and processing wobaynass feedstock of a biopower system
from the point that the feedstock reaches the miate to the feedstock entry point of the
conversion device. His study also included specatfferational issues associated with
specific feedstocks along with quality issues amdramuirements. Crummer and Brown
(2002) authored a journal paper discussing theliankiequipment in greater detail for
biomass gasification, including fuel preparationd @eeding of the feedstock (prior to
gasification) and the gas cleaning systems (sulesgcio gasification). Particularly, they
stated that pneumatic transport is effective foiglaistance transport of properly sized fuel
and that capital costs are fairly low, althoughythhequire high power consumption to
generate the high-pressure air necessary for @satpn.

Numerous researchers have performed economic asmslbildy studies on the
viability of biomass. Wyman (2003) has compiledaggr that offers his insight on what is
required to make cellulosic ethanol successful.idtary studies for transporting biomass
from the field to the biorefinery have been done Atghison and Hettenhaus (2003),
Sokhansanj et al. (2002, 2003, 2006), Wu et alD§20Hoskinson et al. (2007), and Searcy
et al. (2007). Others have focused on the chemgézaition processes of biomass, including
Vessia (2005), Taylor (2008), and Larsen et al080

Cui and Grace (2006) have compiled a review oLipratic conveying specifically of
biomass particles. In it, they focus on investiggtagricultural particles and pulp fibers.

Handling and conveying biomass particles are chgifegy due to the unusual physical
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properties of biomass particles. They note thateerpental work has been performed to
mainly determine pressure drop, particle veloclowf regime, and electrostatic charging
effects in horizontal and pneumatic conveying.

Cui and Grace (2007) have stated that modelingrtsfieave been reported to be
relevant to multiphase conveying of biomass bulkdso However, mechanistic models
including CFD have not been able to provide aceusanulations for concentrated biomass
flow due to the complex nature of the particle iat#ions and particle fluid-interactions.

In short, most of the research for fibrous-baseddl in pneumatic conveyance and
segregation has been experimental, with minimal prdational research being reported.
Most of the modeling research has not investigatetined conveying of biomass. This is
most likely due to the segregation effects of tle¢éetogeneous properties of biomass and
fibrous bulk solids and to the complexity of thelkwsolids behavior. In addition, the
computing resources are not present to accourthéocomplexity of every effect of every

biomass bulk solids particle.

2.9. Summary of Background

Multiphase flows of biomass and other fibrous typeducts are present in many
applications, including agricultural, industrialdapower generation processes. Many of these
involve relatively light mixtures of very small piete sizes that can be modeled by
commercially available CFD codes. Other types oivd, i.e. seeds flowing through a
hopper, are primarily affected by particle-particiéeraction and the inertia of the particle.
These types of flows may be modeled with discrégment modeling tools. However, there

exist many types of flows that may not be adeqyatelaccurately modeled by either of
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these standardized techniques. These types of flowadve particles that are comparable in
size to the CFD grid and in which the interactidntlee solid particles with the air are a
significant portion of the transport or separatimmocess. This regime typically involves
airflow containing a large numbers of relativelyge, light particles with a high surface to
mass ratio (flat or non-spherical).

However, most pneumatically conveyed commoditietafively large in size and/or
non-spherical) do not behave in a similar fashisnpawder entrained flows or flows in
which the particles are dense spheres. Many bionbadls solids that are conveyed
pneumatically have densities that are only 50 1@ @®es the density of, air, depending on
the moisture contenEurthermore, the sizes of biomass and fibrousgestiare significantly
larger than what traditional modeling techniquespleyn Modeling high volume-fraction,
particle laden flows that have an irregular pagtishape, both in the sense of being non-
spherical and in a sense of the particles beinggstr has not been extensively researched,

and many of the conventional relationships for niodemultiphase flow do not apply.
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CHAPTER 3: MODELING MULTIPHASE FLOWS

As seen in Chapter 2, the study of multiphase flomgneumatic conveyance systems
has to consider several effects. The first effeatdnsider is the behavior of the air. Single-
phase airflow can be solved with a high degreecstigacy with currently available CFD
solver packages. However, the presence of the bolkls phase complicates the flow
regime, hence the second effect to consider isnbion of the solid particles. These solid
particles exhibit significantly different transpatharacteristics than the gas phase. The third
effect to consider is the interaction of the emiedi solid particles with the flowing air.
Additional considerations include the solid pagidffects on other solid particles and the
bulk solids properties of the solid particles.

This chapter discusses the traditional approacbesmbdeling multiphase flows,
compares the modeling techniques and provides igégeas of which approaches are used

for which applications.

3.1. Multiphase Flow Definitions

A phaserefers to the solid, liquid or vapor state of regtivhich is characterized by
the differences in intermolecular forces and sppdi@rowe et al 1998). In contrast, a
componentefers to a chemical species such as nitrogergesxyr water. Air would be an
example of a single phase, multi-component substafienultiphase flowis the flow of a

mixture of phases such as gases (bubbles) in & Jidiquid (droplets) in a gas, solid
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(particles) in a gas, and so forth. An example ofwdtiphase, single component flow would
be steam and water flowing through a tube.

Gas-solid flows are a classification of multiphdlesvs in which a moving gaseous
phase entrains a flow upon bulk solids suspendeticles. Gas-solid flows include
pneumatic transport systems as well as fluidizetsb&enerally, the continuous, or carrier
phase is the dominating phase of the flow. Theettsga solid phase is the phase carried by
the continuous phase and is influenced by the behat the air phase. For gas-solid flows,
the carrier phase is the air while the dispersedelis the suspended collection of particles.

In describing multiphase gas-solid flows, additiceaminology is required to further
define the properties or characteristics of mubgd mixture. For convenience the term
dispersed phaswill refer to the bulk solids, while thearrier phasewill refer to the gaseous
air phase.

The volume fraction is defined as the ratio of woéudisplaced by each phase. The

volume fraction of the dispersed phase is

a = lim o 3.1]

oV —v°

where ¢, is the volume fraction of the dispersed phagejs the volume occupied by the
dispersed phase, aMis the total volume, while the volume fraction bé&tcontinuous phase

is
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o= lim e 3.2]
N ->v° SV

where ¢, is the volume fraction of the carrier pha%g,is the volume occupied by the carrier

phase, and/is the total volume. The sum of these two volunaetions must equal unity.

The volume fraction is one of the metrics of indileg the concentrations of each phase.
The bulk density of the dispersed phase is the rohfise dispersed phase per unit

volume of the mixture, or in terms of a limit isfuked as

- oM,

[3.3]

where p, is the volume fraction of the dispersed phalk, is the mass occupied by the
dispersed phase, andis the total volume. The bulk density is relatedthe bulk solids

density by

Pa = %4Pq [3.4]

The sum of the bulk densities for the two phaséisdasmixture density

pd+pc:pm [35]

where the subscriph refers to the mixture.
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For multiphase flow through a pipe or channel, ghperficial velocity for each phase is the
mass flow rate of the particular phase dividedhgygroduct of the cross sectional area of the

pipe and the bulk solids density, and is expressed

U, = [3.6]

where U, is the velocity of the dispersed phasmd is the mass flow rate by the dispersed
phase, and is the cross sectional area of the pipe.

The response time for a particle to changes in fielocity is important in
establishing non-dimensional parameters in chaiactg the flow. The equation of motion

for a spherical particle in a gas is given by

dv 1 =d)?
mazch 4" EACERY)|VERY [3.7]

whereu is the particle velocityy is the gas velocity, an@, is the drag coefficient. Using
the information of the momentum response time lierdarrier and the dispersed phases, the
Stokes number can be determined.

The Stokes number is defined as the ratio of tmedg@amic response times of the

particles,t, to a characteristic time of the fluid motiot}, For a given flow regime, the

small Stokes number implies the inertial effectshaf particles are small. This may be also

addressed as a nominal length divided by a chaistitegas phase velocity
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2
_ppd,’U

- [3.8]
t, 18yl

where p, is the density of the solid particled, is the diameter of the gas particlegjs the

dynamic viscosity of the gabl is the characteristic flow velocity, amhdis the characteristic

length of the pipe.

3.2. Multiphase Flow Modeling Approaches

In multiphase flow modeling, there are three comiynoaccepted modeling
approaches. The first is an Eulerian mixture modiich assumes the two phases act as a
mixed fluid with a single set of fluid propertieaded on the composition of the multiphase
mixture. The second modeling approach is the Eanefulerian two-fluid model, which
treats both the carrier air phase and the dispessid phase in an Eulerian fluid. The third
approach is the Lagrangian-Eulerian model, whickletothe carrier air phase in an Eulerian
frame, but models the dispersed phase in a Lagmar(garticle trajectory) frame. Although
the Eulerian-Eulerian and Lagrangian-Eulerian apgines treat the dispersed phase
differently, if each approach is implemented propdvoth should be able to solve the flow
conditions.

The following sections offer an overview of the gaving equation sets for

incompressible, unsteady Navier-Stokes momentunatems for multiphase flow. This
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derivation is as follows (Crowe 2006), but may berfd in various forms in most multiphase
flow textbooks.

The motion of the dispersed phase is influencedhleycontinuous phase and vice
versa through momentum transfers between the tvasqs If the flow regime is laminar,
then the motion of the carrier phase and the diggeparticles can be deterministic since
there is no variation on how the particles or thetmuous phases may interact. However, it
is more common to have the flow be turbulent, dvel gath in which the particle travels
becomes more random. Therefore, it is more usefoatve a stochastic approach for particle

interactions.

3.3. Eulerian Mixture Method with Mixed Fluid Treat ment

In the Eulerian Mixture method, the Navier-Stokesmnmentum equation treats the
flow as a single-phase mixture. In this single-ghasxture, the two phases act as a single
phase with fluid properties averaged based uporndhenme fraction percentage of the carrier

air phase and the dispersed bulk solids phase.

a(pmumi) a(pmumiumj) 6p 62umi
+ = -
ot OX. ,Omg, OX Hm

j i

[3.9]

where the subscriph denotes the mixture, ang, =« p, + a;p,is applied throughout the

domain. In a similar manner, the continuity equafiar the mixture is given as follows,
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g(pmg(pmuj,m) -0 [3.10]

J

The advantage of this equation set is that it redube multiphase flow into a single acting
flow, with the same solving methods as a singlesphftuid. Using this method requires the
use of assigned “fluid” properties to bulk solids.

The mixture modeling approach may be acceptaliteeiflow characteristics remain
uniform in the flow, e.g., there is negligible segton of the phases in the flow, or the flow
is solid-liquid (Manninen and Taivassalo, 1996)a lhigh volume fraction of bulk solids is
being conveyed, this method can be useful becdugsseparation and re-entrainment effects
do not exist. However, if particle separation aggntrainment are important, then the mixed
fluid treatment will not suffice. Examples of flovis these conditions include ratholing and

bulk solids separation from the flow regime, inghglcoal roping.

3.4. Eulerian-Eulerian (Two-Fluid) Method

In the Eulerian-Eulerian method, each phase is @by is own set of continuity
and momentum equations. Each phase acts as a Wlitildmomentum coupling occurring
between the phases for closure. In this equatignirgernal forces may also be assigned if
desired.

The following Navier-Stokes momentum equations ttieath the carrier and the
dispersed phase in an Eulerian frame. The dispéngi&dsolids phase momentum equation is

applied throughout the fluid domain, given as fakp
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/Vp +M

sourcei

where F

int

are the internal forces of the particle, akti . is the momentum source term.

The carrier air phase momentum equation is apgtiexighout the fluid domain

a(Otfui)ij a(afuiuj)_ op

=a — o, —
Ps ot f ox. P19 f ox

, [3.12]

+afyf%—a Fois IV, =M

p'inti sourcei
i

In a similar manner, the continuity equation floe dispersed solid phase is applied

throughout the domain, and is given as follows,

0 7
E(appm)—kg(apppuj,p)zo [313]

J

and the carrier air continuity equation is applieeughout the fluid domain
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o o
E(afpf)+§(afpfuj,f)zo [3.14]

J

The advantage of the Eulerian-Eulerian methodolegyhat it allows coupling
between each of the phases in both the continuity momentum equation sets. The
continuity and momentum equation sets are coupjethd condition that the summation of
the volume fraction equal to unity at each compomai cell. In addition, the momentum
equations are coupled by the momentum exchangesroagy between each phase, as shown
by the Msourcei term. This coupling generally results in more aatal predictions of flow
conditions in which particle separation and re-@ntnent occur when compared to the
mixture model. The primary disadvantage is thatviddal collision effects are not directly

captured. Also, the dispersed phase is assigne™fproperties, although not technically a
fluid. However, the effects of the collisions mag &ccounted for by having good estimates

of the dispersed phase effects, generally from exaats.

3.5. Lagrangian-Eulerian Method

The following Navier-Stokes momentum equations aeéti the dispersed phase in a
Lagrangian (trajectory) frame while the carrier phaises the Eulerian frame. The dispersed
bulk solids phase uses Newton’s law of motion mdon@nequation, which accounts for any
body forces, surface forces, and collision forcésy additional forces such as particle
rotation or electrostatic forces may be includeckras well. The dispersed and carrier phase

momentum equations are coupled in a similar fasagtihe Eulerian-Eulerian approach.
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The advantage of the Lagrangian-Eulerian approathmait this approach accounts for
the particle movement and that the collisions mp d&e taken into account. However,
incorporating these effects begins to reach int rdmlm of DEM by accounting for the
kinematic relationships of the particles (collisio@action, coefficient of restitution, etc.) and
increasing the computational requirements. The rparation of these effects results in
models that are much more difficult to solve, eggdbcwith large, three-dimensional models
with unstructured grids.

The dispersed bulk solids phase momentum equatmplied to the particle

trajectories is given as

+F

surf,i

m + Fogu, [3.15]

v,
D E = I:bodyi

where m is the mass of the particl&,,,, are the total body forces acting on the particle,

ody;i

F.i; are the surface forces acting on the particle, apg are the collision forces acting on

the particle. This contrasts with the carrier diape momentum equation, which is applied

outside the particle volume to the continuous phase is given as follows:

a(aiui) Aauu;) op aui2
Ps ot + s 6fx. J :afpfgi_af&"‘afﬂfm_np':int,i [3.16]

J [ J
wheren, is the number density of particles per unit volushenixed fluid. Fiy, is the inter-
phase hydrodynamic force acting on the particled, . is the particle collision pressure.
In a similar manner, the continuity equation fog trarrier air phase is applied throughout the

domain, and is given as follows,
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0 0
@)+ (appyU;,) =0 [3.17]
ét p d(j p/~pTlp

3.6. Comparison of Modeling Approaches

A multiphase system behaves significantly differiyain the carrier phase, due to the
different characteristics between the two phasesddition, the dispersed solid phase has a
profound effect on the behavior of the carrier ghda multiphase systems, the primary
challenge is accurately representing the interastiof the interfaces of each phase in the
system.

The three modeling approaches discussed in thehare the most widely accepted
methods in capturing the effects of multiphase #ovitach approach was primarily
developed based on a particular application. Table offers a brief summary of the
similarities and differences in the multiphase miogeapproaches discussed in this chapter.

The mixture model is most applicable to flow coimgtis in which the concentrations
of two distinct phases in the mixture are assurnaérain constant throughout the flow, and
that the inertial effects of one phase are sintitathe other phase. However, the mixture
model is not able to capture the effects of any fbases in which there is a separation of the
two phases, e.g. ratholing. In addition, the mixtanodel does not have the capability to
capture any collision effects. Therefore, the migtumodel can be applicable to flows
including slurries and other liquid-solid flows,tithe mixture model would be ill suited for

gas-solid flows.
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Table 3.1. Comparison of multiphase modeling apprazhes.

Mixture  Eulerian-Eulerian Lagrangian-Eulerian
Examples of Slurries Fluidized Beds Droplets
Applications Liquid-Solid Bubble Columns Combustors
Flows Gas-Liquid Flows Nozzles
Gas-Solid Flows Dust Separators
Particle Size Small (<mm) Small (<mm) Very Small (1m)
Particle/Air Low Variable High (~1000:1)
Density Ratio (<500:1)
Volume Low- 0.0t0 1.0 Very Low (<0.01)
Fraction Medium
Bulk Loading Variable Variable, but higher Very Dispersed
than LE
Collision Not Not Available Available
Modeling Available (typically)

The Lagrangian-Eulerian model has been appliecveral gas-liquid and gas-solid
multiphase flows, which include nozzle flows, dasparators, combustors, and droplets. In
most cases, the particle sizes in Lagrangian-Earieifows are on the order of microns in
diameter, and the particle/air density ratio isagfly very high, meaning that the properties

of the dispersed phase are significantly diffetbah the carrier phase. Since the Lagrangian-
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Eulerian model treats each particle as a trajectiaofgrmation is available to calculate the
motion of each particle, including velocity and mamtum. Therefore, collision modeling is
possible in Lagrangian-Eulerian models. Howevellijston modeling significantly increases
the computational requirements of the model, esfigcivhen the number of particles
increases. Often, Lagrangian-Eulerian equationaet®ne-way coupled. One-way coupling
of the equation sets means that the dispersedlgartire influenced by the moving flow of
the carrier phase. However, the effects of theatsgd particles are not coupled back to the
carrier phase equation sets. Therefore, if the\oehaf the dispersed particles significantly
impacts the behavior of the fluid, the Lagrangiareian model would not be able to solve
for these effects.

The Eulerian-Eulerian model has been implementedvariety of flow applications,
including bubble columns, fluidized beds, and ofij@s-solid and gas-liquid conditions. The
dispersed phase size in traditional Eulerian-Eaternodels is rather small, on the order of
millimeters or smaller in diameter, but is lessngfent than in Lagrangian-Eulerian models.
The Eulerian-Eulerian model is also less restrisiede the dispersed phase volume fraction
can be significantly higher than in Lagrangian-Eale models. In addition, most Eulerian-
Eulerian models can accommodate a variety of lgadonditions. However, the Eulerian-
Eulerian model approach has limited collision diebecabilities.

One significant advantage to the Eulerian-Eulenmdeling approach is the ability to
couple the conservation equation sets of each pkagerian-Eulerian models offer two-way
coupling of mass and momentum transfers betweepltbses rather than one-way equation
coupling typically found in Lagrangian-Eulerian netel Two-way coupling is when the

effects of the dispersed phase have an influenctheofbehavior of the carrier phase in
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addition to the dispersed phase influencing theatien of the dispersed particles. Therefore,
the effects accounted for by two-way coupling oé tbquation sets solve the velocity,
pressure, and volume fraction calculations. Figlufe diagrams two way coupling of the

conservation of mass and momentum equations.

Air Phase Bulk Solid Phase
Velocity Momeantum Velocity
Pressure Pressure
Mass R
Air Volume Fraction Bulk Solid Volume Fraction

Figure 3.1. Two-way coupling of conservation equains.

The commercially available and open source CFD esopackages described in
Section 2.5 are well suited for multiphase flowsluding droplet sprays from nozzles,
fluidized beds and reacting flows. However, mostefe software packages are ill suited for

the types of flows for this study. The flow reginfes biomass require new and innovative
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approaches for modeling. The multiphase biomass dxhibits characteristics that may have
the ability to be represented with Lagrangian-Hater Eulerian-Eulerian and DEM

approaches. However, creating a single model thigtes a combination of these modeling
techniques would be complicated, cumbersome, amgpgtationally expensive. In many
situations, models like what was described wouldobee almost impossible to solve with

these traditional methods.

3.7. Modeling Approach Selected for this Research

In this research, the Eulerian-Eulerian method Ww# used because it has the
potential to capture the momentum exchanges betwleengaseous dispersed and the
dispersed bulk solids while the two other approadma&ve a less robust, if not any, way to
account for the inter-phase momentum exchangedditian, the Eulerian-Eulerian approach
also has the capability to have two-way couplingMeen the phases and can be used to
predict concentrations, or volume fractions, ofrepbhase at each volume. Although the
Eulerian-Eulerian approach is more computationalignsive than a mixture or single phase
fluid flow approach, it is less computationally ensive than the Lagrangian-Eulerian
approach. The number of tracked particles compartaliy limits the Lagrangian-Eulerian
modeling approach, while the Eulerian-Eulerian apph does not require the computation
of particle trajectories. This study will focus tre implementation of the Eulerian-Eulerian
approach for modeling gas-solid multiphase flowghvthe emphasis of representing and
guantifying the momentum exchanges between theeghaShapter 4 will describe the
methods developed for simulating and representirlg homentum exchanges between

fibrous bulk solids and the continuous phase.
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3.8. Multiphase Flow Modeling Summary

There are several conclusions that can be deduoed the survey of methods for
modeling multiphase gas-solid flows. First, there tavo relatively accepted techniques for
multiphase flow modeling of gas solid flows: the I&ian-Eulerian approach and the
Lagrangian-Eulerian approach. The mixture modefeapnique is ill suited due to the flow
regimes encountered in gas-solid flows. Seconddiggersed phase flows that are typically
modeled for pneumatic conveyance systems are pewyperflows, such as coal dust, or are
small spherical particles. In either case, theeatispd particle density is over 1000 times the
density of the carrier phase. Third, the couplirgween the two phases is nonexistent,
particularly with the Lagrangian-Eulerian models.the dilute flows that are modeled with
the Lagrangian-Eulerian approach, the effects @& ¢arrier phase are coupled to the
dispersed phase, but the dispersed phase effecsanmed to not affect the carrier phase.
This assumption may be appropriate for very diflaes; however, would not be appropriate
when there is a higher concentration of the digmkrshase, e.g., impact regions. Fourth,
multiphase flow models are significantly more conapionally expensive than the
comparable single-phase models. For the Euleriderian two-fluid model, two sets of
governing equations needs to be calculated for g#aehstep, while the Lagrangian-Eulerian
model requires a position and velocity calculation each particle during each time step.
Therefore, either approach is limited by the sizé eomplexity of the computational model.

Current multiphase flow modeling approaches haversé limitations and currently
cannot be used extensively for modeling fibroussdalows. Traditional flow modeling

currently requires that the bulk solids particleesbe much smaller than the computational
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grid volume, or be the order of powder size. Iniagdld, multiphase gas-solid flow modeling
cannot readily handle dense flows, or flows in whibe presence of the bulk solids
significantly affects the flowing air. In a similananner, CFD models of multiphase flows
cannot predict the differences in flow behaviorflasv instability, e.g., plugging occurs.
Furthermore, the currently available CFD solverkages are not capable of modeling the
behavior of irregularly shaped objects or an aggiation of particles that extend beyond
the computational grid. Each of these limitationsagly restricts the utility of CFD models

for designing systems involving multiphase flows.
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CHAPTER 4: THE COMPUTATIONAL MODEL

The mathematical description of the Eulerian-Eale@pproach chosen for modeling
pneumatic multiphase flows presented in Chapteor&ist of the differential conservation
equations of mass and momentum for the carrieplaase and the dispersed bulk solids
phase as well as the interactions between the hasgs. The two flow domains are coupled
by the momentum transfers occurring between theplases and by the summations of the
concentrations (volume fractions) of each phaseeath differential element in the
computational domain, while the continuity equasi@me coupled by the summations of the
volume fractions at each differential volume. Iistresearch, determining an appropriate
representation of the inter-phase momentum tramsfafr particular interest. The momentum
exchange between the two phases is determinedgtiitbe use of algebraic expressions and
empirically based correlations, which are basetherphysical properties and characteristics
of the bulk solids. The remainder of this chaptefirees the process of developing a
computational model for predicting the flow behaviof fibrous bulk solids within a

pneumatically based conveyance system.

4.1. Research Goals

The goal of this research is to develop a mettagofor representing the complex
effects of biomass flow regimes within a computadio model that is appropriate for
engineering design of pneumatic transport and gegjen systems. These models are needed
to answer engineering questions in regards to #réopnance of particular designs and

configurations. The design questions include th&egrorequirements, influence of the
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presence of biomass bulk solids, and predictinghbgs accumulations. In addition, the goal
is to create a modeling framework that will allongeéeers to use the developed multiphase
flow models in a manner that supports engineeregjgih. That is, the methods and models
ought to be lightweight enough to be readily incvgted into the engineering design and
analysis process. However, these models also meattdrporate sufficient fidelity of the
physical effects happening within the system, érgjectory of each particle, boundary layer
profiles around the fibrous particles, rotationfibers, etc. to be able to accurately support
the design process. In this thesis, the impactisesfe effects are estimated through a series of

experimentally derived functions and correlatiomgich will incorporate these effects.

4.2. Hypotheses of Fibrous Bulk solids Flows

Fundamentally speaking, the fibrous bulk solidsd&d in this research are unique
compared to previously studied flows due to the bk density (less than 500 kghmnon-
spherical shape (ellipsoids or cylinders vs. sp)etarge characteristic length (mm or cm vs.
pum scale), connected strings, and heterogeneousposion. The result of these
observations is that the interphase momentum exesarare at a larger scale than
traditionally studied multiphase flows. In biomdkswys, one of the primary effects of the
bulk solids flow is a wider spatial momentum exayanvith in a flow that would normally
be experienced due to turbulent diffusion with filew field. This wider distance of
momentum exchange influences the flow by takingiomsg of low momentum and
exchanging them with regions of high momentum, awhversely regions of high
momentum get exchanged with regions of low momentastead of momentum exchanges

occurring at the particle level (the sub-millimeterel), the momentum exchanges are
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present at the macro level. In a computational eséas the momentum exchanges are
occurring with particles that are on the same omfemagnitude as a computational grid.
Therefore, the interphase momentum exchanges @maigr for a single particle extending
across several computational grid points.

Several assumptions are implemented in the developrof the computational
models in this research. These assumptions are:

1. The physical properties of the bulk solids phasehmrmogeneous, in which the bulk
solids particle size, shape, and density remainstaat and does not deform. In this
research, the size and shape of a single fibrolkssolids particle occupy at least one
computational grid point, yet are at least an ordemagnitude smaller than the
conveyance line in which they travel. The bulk delof a particular size and shape
cause the primary effects of concern. Therefore, Hbmogeneous properties are

adequate for this study.

2. The size and shape of the bulk solids particles banrepresented as three-
dimensional ellipsoids based on representativeachenistic lengths of the modeled
bulk solids. In the two flow cases studied in tihesearch, cotton-air flow and
biomass-air flow. The cotton bolls studied are gaihe ellipsoidal in shape, with a
major axis dimension of 4 cm and minor axes of 2 8imilarly, a particle of ground
biomass studied in this research may also be repies as an ellipsoid with a major

axis dimension of 6 mm and minor axes of 3 mm.
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3. As the patrticles are entrained in the flow fieltg brientation of the particles is based
on the long axis of the ellipsoid being orientedpeadicular to the flow. This
assumption is reasonable since this effect is gbdein many instances of objects
entrained in flows. For example, if one were topdadfeather from a moderate height,
the feather would typically orient itself to havés igreatest surface area be
perpendicular to its direction of travel. In ther® manner, non-spherical objects
orient with the greatest surface area being peipelad to the flow. These trends
were also observed by the research conducted byehtmh et al. (2008) for the

orientation of ellipsoidal particles in turbuletdw.

4. The interphase momentum exchange is partially basedhe drag effects of
individual bulk solids particles entrained in theflaw. The calculated drag values
can be represented by experimentally obtained doauglations based on physical
properties of a single particle, including partidee, shape, as well as the flow

characteristics of the particle in relation to #me i.e., particle Reynolds number.

5. The interphase momentum exchange is also depeoadeesistive effects outside the
realm of the single particle drag. These effects arnumber of other particle
behaviors, including rough particle surfaces, plas connected by a series of fibers
or strings, and air flowing through large, poroastigles. Predicting and correlating
the influence of each of these additional effectail be challenging. In addition,
even if one could model each of the additional affethe model analysis and

execution costs would become too expensive. Howealkthese additional effects
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have an influence on the behavior of the airflowerefore, these additional effects
are lumped together as additional resistancesetfidtv and are correlated to specific
biomass bulk solids. The additional resistive datrens may be obtained through a
series of laboratory experiments, with the datdectdd from test rigs of the fibrous
bulk solids of interest flowing through devices tthare representative of the
conveyance systems of interest, including size witidg and the curvature of the

bends, etc.

6. The effects of particle rotation are neglectedfllid mechanics, studies have been
performed on spherical and cylindrical shapes ir@atn airflow. Although the
rotation of the object will cause an asymmetricaloeity distribution around the
object, it has been shown in fundamental fluid na@dts text (Munson et al. 2006)
and in research conducted by (Holzer and Sommepel®), (Takayama and Aoki
2004) and that the rotation of the object will gl have an insignificant effect on

the drag coefficient.

4.3. Model Description

This research implements the Eulerian-Euleriantiphdse flow models within a
commercially available software package. The choSéD package for this research is
STAR-CD™ V4. STAR-CD™ has extensive capabilitiesthwcreating meshes for the
complicated geometry that industry demands, hasbast solver with several turbulence

models, and has a well-developed post-processingaga. Of similar importance, STAR-
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CD™ has Eulerian-Eulerian multiphase solving calias that allow a user to incorporate
external user defined function or subroutines.

The Eulerian-Eulerian multiphase model in STAR-CBhsiders the solid and gas
phases an interpenetrating continuum that shaeesphce in each finite volume. A control
volume based approach to solving the governingeudifftial equations of the flow system is
represented as a series of algebraic equationghwhay then be solved numerically. The
volume averaged discretization method integratesgthverning equations at every control
volume, and these equations conserve mass and romenhe discretized equations, in
conjunction with the initial and boundary conditsoare solved simultaneously to obtain a
converged solution. The conservation equations a@fssmand momentum are solved
simultaneously by solving the continuous air phasel dispersed bulk solids phases
separately. The momentum equations for each phasecaupled by the interphase
momentum exchanges and by the volume fraction tondiequiring the summation of the
volume fractions of each phase be equal to unity.

The Eulerian-Eulerian conservation of mass and ewmasion of momentum
eguations are relisted for the convenience of dagler. The conservation of mass equations

is given as follows for the air phase

o 0
g(aairpair)_F;j(aairpairuj,air)zo [41]

with a similar representation for the dispersedIsalids phase
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The continuity equations for the two phases arglealat each control volume in which

it O =10, [4.3]

In the same manner, the conservation of momenturatens are given as follows, for the

carrier air phase,

a(05a|r |) ey UU;) op
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Similar to the conservation of mass equations, ¢baservation of momentum
eqguation for each phase are coupled by the summatithe volume fraction of each phase
being equal to unity at each computational celladidition, the conservation of momentum
equation for each phase are coupled by the momesturce terms, denoted Banster:
One of the primary goals of this research is toabke to develop a representation of the
momentum exchanges occurring between the phasesndmentum source term represents

the sum of the forces, which one phase exertsca fom the other phase.

4.4. Modeling Interphase Momentum Transfer
As discussed in Section 4.2, momentum transfeaseth on two primary effects: 1)
momentum exchanges between the air and the disppestcles due to drag effects, and 2)
the distributed resistance on the carrier phasdaltlee concentration and the connectivity of
the particles. These two effects can be summedhiertotal momentum transfer in the
following equation. For simplicity, the momentunarisfer will be referred to in vector form.
M

Foag T F

Connectivity

[4.6]

transfer — Drag

where M is the momentum exchange occurring between the pghases, and is

transfer
composed of two components. The first componéqy,,, is the drag force occurring

between the phases, and the second compofgpt...,» accounts for the additional

resistances due to the presence of the dispelsad fistrings, etc., entrained in the flow.
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4.4.1. Defining the Drag Effects

The drag force can be based on correlations tipicdated to the Reynolds number
and the shape of the particle. In many cases, pleeificity is a common feature for
comparison. The relationship between the spheraitythe drag correlation is shown below.
The sphericity has a profound effect on the partdag correlation. The difference in the
drag coefficient is generally observed at mediunhigh Reynolds numbers. Generally, as
the particle sphericity decreases, the coeffioddmirag due to the particle presence increases.
Although spherical particles would be simpler tsuase and to model, the drag could be off
by a factor of two or greater, thus potentially imgva significant impact on the performance

and behavior of the flow.
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Figure 4.1. Correlations for coefficient of drag vesus particle Reynolds number
(Klinzing 1997).

Therefore, the drag effects of the bulk solids phtis this study are based upon
modified drag correlations developed in Tran-Cond Michaelides (2004). This function
was chosen because it accounts for the relativécigaiReynolds number, the relative
velocity of the particles entrained in the air, vejected area of the particles, and the shape
factor of the particles. For example, if the paetics not spherical (e.g., a relatively flat
ellipsoid), this formulation accounts for theseeefs. The drag coefficient equation is given

as follows,
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where d is the diameter of a sphere with equal projectethse area, and, ds the diameter
of a particle with equal volume, and are equateth@nfollowing manner. The relationships

for each are given as follows,

1/3

d,=(4A,/7) [4.8]
d =36vix [4.9]

In addition, the relative (or particle) Reynoldsnrher for multiphase flows is given as

follows (Crowe et al. 1998),

Red — pair|urelative|dA . [410]
‘uair

The relative Reynolds number is one of the fundaalehimensionless relationships in fluid

mechanics, and it is used extensively for multiphfésns. It should be noted that the relative
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Reynolds number uses relative velocity differenegvieen the air and the particle rather than
the velocity of the flowing air, similar to what idone for pipe flows of fluids. The
coefficient of drag correlation can then be impleted within the drag force calculation for

an Eulerian-Eulerian as follows,

3 a artic epair
FDrag = CD[Z Ddrt l |urelative|urelative] [411]
particle

4.4.2. Quantifying the Connectivity Effects

The second effect quantified in the interphase nmume transfer is the connectivity
of the dispersed phase. This accounts for momergxomanges due to the additional
resistances of the stringy, fibrous, connectedromgh particles. Since these additional
momentum transfer effects are not typically exprdssn multiphase flow modeling, the
following background is provided for clarity. Oftem CFD modeling, a momentum source
term is added to account for features through ehrsab-domain whose effects may be too
small to be numerically resolved within the overalculations. Rather than attempting to
resolve these small features numerically, the t&ffare represented as distributed momentum
sinks or resistances. Examples of these situaiineiade flows in porous media, such as
packed beds and chemical reactors, honeycomb wtesciand flows in fibrous bulk solids.

When one examines fibrous multiphase flows, one fuath several similarities
between flows such as these and with distributsestance flows. The fibrous particles are
irregularly shaped and have strings that conneatrak particles together. In addition, the

distributed fibers exhibit a resistance that isdgfly greater than what is experienced with
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minute spherical particles. This resistance, ireess, acts in a similar fashion as a moving
porous media. These extra resistance effects maycbeporated within the CFD model to
aggregate the extra effects not accounted for thigtparticle drag calculations. These effects
may include particle rotation, particle air retenti particle collisions, and particle
deformation.

In single-phase flows involving distributed rearges, it is assumed that within a
volume containing a distributed resistance, thera ocal balance between the pressure and

resistance forces, given as follows,

Ky, =P [4.12]
24

where g (i=1,2,3) represents the mutually orthogonal oribyait directions, and
Kiis the porous resistance and

Viis the superficial velocity in direction

This resistance is assumed to be a quasilineatidumof the superficial velocity of the

magnitude of the form
Ki=7/i|V|+IBi [4.13]
where yand S are user-supplied coefficients with dimensiondkofm? and [kg/(ns)],

respectively. The coefficients may be uniform orld@sed on any acceptable correlation.

These coefficients can also be set to vary accgridiradditional quantities such as velocity
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and temperature. Often these coefficients are e@rfivtom empirical data, such as highly

porous media (Darcy flow) and moderately porous imedd these instances, the resistance
(in other words the pressure drop) is given by &peemental curve as a function of

superficial velocity. The superficial velocity i®fihed as the volumetric flow rate of the air

divided by the total cross sectional area.

Using the distributed resistance (porous mediacgyal one can apply the principles
to quantify the extra effects found in fibrous npliase gas-solid flows. In single-phase
porous media flows, the distributed resistancetaianary and always occupies the same
volume. In order to use the same methodology, tleeenwill need to account for the
distributed resistance to move in time, while si@okously changing the volume that it
occupies. This can be achieved in the following negin Beginning with the quasilinear

function for the distributed resistance,

K, = 7lvl+ 4, [4.14]

one can replace the superficial velocity term wvathelative velocity term. Therefore, the

resistance function will be dependent on the bolids velocity in relation to airflow. This

relationship is shown as follows,

K= 7i|ure|ative|+ﬂi' [4.15]
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This formulation indicates that if the relative oeity is near zero, then the distributed
resistance associated with the presence of thelparapproaches zero.

The second consideration for the distributed teste momentum transfer is
assuming the magnitude of the resistance to be natifun of the dispersed phase
concentration. Intuition indicates that as the bugllids concentration increases, the
distributed resistance also increases. One vahtdttban gather is the volume fraction of the
air and bulk solids phases at each cell. HoweVes, ¢annot be correlated with a linear
function associated with the volume fraction. Rathigs is more representative of a particle
spacing calculation. Fortunately, the volume fi@actiinformation can provide an

approximation for calculating the particle spacihbis may be represented as the following,

%z (%j [4.16]

T

where thed is the representative diameter of the particled,Lais the length between centers
of particles.

By accounting for 1) the relative velocities beéwdhe air and the solid phases, and
2) the concentration of the particles, the modiftedrelation of the distributed resistance is

as follows,

d
Fconnectivity: —E (J’iurelative| + ﬂ)‘l relative [4 17]
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1/3
Where%:((jﬁj and wherey and 3 are user supplied coefficients, and are estimated
T

particle concentration, particle compressibilitydather losses. This formulation is based on
the relative velocity of the dispersed phase with tarrier phase and a function of the
volume fraction. This function of the volume frawti determines the estimated length
between the dispersed particles.

The connectivity resistance is then applied tontimenentum transfer terms within the

momentum equations for the air phase and the lmlitssphase for each computational cell.

4.5. Implementing Momentum Transfer Functions in SAR-CD™

This section outlines the process for implementhregdescribed momentum transfer
functions within STAR-CD™ with user-defined funat® or subroutines. STAR-CD™ has
built-in correlations based upon previously studiad well-established flows to account for
standardized flow and thermal effects. In addit®hAR-CD™ has the ability to allow users
to define non-standard effects for their specifmwf cases. User-defined functions, also
known as subroutines, enable users to define urfiepteres, including transient boundary
conditions, rotating meshes, and other complicatedels that are not already implemented
in the standard CFD solver package. User-definatttions allow a CFD analyst to
incorporate additional effects or calculations #pedo their particular application. This
research utilizes two user-defined functions in D™ to incorporate the two resistive
effects. Section 4.5.1 will discuss the proceddoesmplementing the drag correlations in

the Eulerian-Eulerian Drag subroutine (uedrag.fjlevSection 4.5.2 will discuss how the
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additional resistive effects are implemented in thementum source term subroutine

(sormom.f).

4.5.1. The User-Defined Drag Force Subroutine

The first subroutine described is the user dragtion for the Eulerian-Eulerian two-
fluid model. This subroutine returns a drag foree gnit volume for each computational grid
point. To implement the drag correlation defin@dHquation 4.7 requires that several
variables be set. These variables include the ezaphase density, the relative particle
velocity, the relative particle Reynolds numberd éme representative dimensions of the bulk
solids particles. Several of these parameters afmedl within the STAR-CD™ model,
however additional parameters will need to be @efior calculated. Since the bulk solids
particles are assumed to be ellipsoids, three ctarstic lengths need to be defined. These

are defined as follows within uedrag.f

ELLENGTH="characteristic length of the ellipsoid Ym
ELWIDTH="characteristic width of the ellipsoid (m)’
ELHEIGHT="characteristic height of te#ipsoid (m)’

Once these characteristic lengths of the ellipsoaldefined, then the ellipsoid volume and

three projected areas can be calculated. The allipslume is determined by the equation

of an ellipsoid, which is given as

l,

[
Vellipsoid = 515

[4.18]

N |w_

§7Z' nrnrh=x
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wherer andl| are the radius and of the three axes, and iseapfwithe subroutine as

ELLIPVOL=4/3.0*3.141*(ELLENGTH/2.0)*(ELWIDTH/2.0)*€LHEIGHT/2.0)

In addition, the three projected areas are caledlathis study assumes that any one of the
three ellipsoid axes is perpendicular to the awfldhe equation for the projected area of an

ellipsoid is given by

I1

5 [4.19]

N |I\J_

Aproj_ellipsoid =7 r1 r2 =7

and is applied to the subroutine in the followingmmer for each of the three axes.
ELAREAA=3.14159*(ELLENGTH/2.0)*(ELWIDTH/2.0)
ELAREAB=3.14159*(ELLENGTH/2.0)*(ELHEIGHT/2.0)
ELAREAC=3.14159*(ELWIDTH/2.0)*(ELHEIGHT/2.0)
Additionally, theda values are calculated for each one of the orthalgmmjected areas, and
is show as
DAA= SQRT(4*ELAREAA/3.14159)
DAB= SQRT(4*ELAREAB/3.14159)
DAC= SQRT(4*ELAREAC/3.14159).

Thed, value is a single calculation that is based orethpsoid volume and is implemented

in the subroutine as follows

DNVAL=(6.0*ELLIPSVOL/3.14159)**(0.333)
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Once these values are known, then the variablethéodrag function may be constructed.

For example, the values (fx/d,)*> may be calculated for each direction, and arergase

DADNSQA=(DAA/DNVAL)**2
DADNSQB=(DAB/DNVAL)**2
DADNSQC=(DAC/DNVAL)**2.

In the same manner, tl{ds/d,) value of interest may be calculated, and is impleted as

follows

DADN=DAA/DNVAL.

An additional term that is used is the sphericitghe particle of interest. By definition, the

sphericity is a measure of how round an objecwisich is determined by the ratio of the
surface area of a sphere (with the same volumbeagitven particle) to the surface area of
the particle. In the most general sense, the emuafisphericityy is given by

_ 771/3(6 *\/par’[icle)Z/3 ﬂd
A

S [4.20]
particle

A

particle

where A, IS the surface area of the particle. Sphericityosimonly recognized to be an

appropriate single dimensionless number for charamg the shape of non-spherical
particles. However, sphericity is often difficulb quantify for highly irregular particles

because it requires a measure of the particleasiidrea, which is not easy to quantify in
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many cases. For simplicity, additional shape factwave been used, which are easier to
obtain for other particles. One particular facterknown as the particle circularity (also

known as surface sphericity, and is defined as follows,

c= 7, [4.21]
I:>particle
where P, .. is the projected perimeter of the particle inditgction of motion.

For this study it is implemented into the subroet@s follows:

SPHERTOP=3.14159*DAA
SPHERBOT=2.0*3.1415*SQRT(((ELLENGTH/2)**2+(ELWIDT2)**2)/2)
SPHER=SPHERTOP/SPHERBOT

At this point, the user-defined variables are deieed. The rest of the variables
necessary for each computational cell may be obdairom knowing the velocities of each
phase from STAR-CD™. For example, the air veloniggnitude is obtained from knowing

the velocity components. This is done as followslie air phase as

Uair =\/Uairz_i_vairz—'—wair2 ' [422]

whereu, v, andw are the velocity components. Similarly, the vetpdor the particle phase

at each location is defined as
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Usoia = \/usondz + Vsolid2 + Wagig [4.23]

solid !

while the relative velocity between the air and plagticle are determined by

Urelative = \/(uair - usolid)2 + (Vair - Vsolid)2 + (Wair - \Nsolid)2 [424]

The velocity magnitudes for each phase are implésden the subroutine as follow

VAIR=SQRT((U)**2+(V)**2+(W)**2)
VPART=SQRT((UCEL2)**2+(VCEL2)**2+(WCEL2)**2)
VREL=SQRT((U-UCEL2)**2+(V-VCEL2)**2+(W-WCEL2)**2).
Please note the terms U, V, and W are defined esdlocity components of the air phase
while the terms UCEL2, VCEL2, and WCEL2 are defirmedthe velocity components of the
second phase.

The relative velocity of the bulk solids to the & used to determine the particle

Reynolds number, which is incorporated as follows

REYP=DEN*VREL*DNVAL/(VISM),

in which the terms DEN and VISM terms are the dgresnd viscosity values assigned to the

air phase from STAR-CD™.,
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With this information, the drag function may bdcc#ated. Since the equation is
rather long, it is split into several terms, whante calculated separately and combined at the

end.

DADNREYP=DADN*REYP
TERMONED=(24.0/REYP)*DADN*(1.0+0.15/SQRTSPH*DADNREP¥*0.69)
TERMTWODA=(0.42*DADNSQ)
TERMMTWOB=(SQRTSPH*(1.0+0.000425*(DADN*REYP**(-1.2)
CD=(TERMONED+TERMTWODA/TERMMTWOB).

Once this is complete, thesGcoefficient of drag) term is used to determine thiag force

per unit volume by the following equation

_ g apaniclepairCD |U

= 4.25
drag 4 d [ ]

F

relative |
particle

and is implemented in the subroutine as
DFAC=0.75*VFCEL2*DEN*VREL*CD/PARTDIA.

The DFAC variable for each cell is returned to STER™, which provides the first
primary effect of the fibrous flow to the systemhelnext section will describe the theory
behind adding the second primary effect to the iphdise flow—the connectivity and

additional effects that are not directly accourftedn the drag force calculation.
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4.5.2. The User-Defined Momentum Source Term Subreu

The second subroutine utilized in this study ie thomentum source subroutine,
known as sormom.f in STAR-CD™. The momentum sostd&outine for STAR-CD™ has
been originally designed to model a distributedistaace, or porous media flow. This
modeling framework is utilized for situations in ieh the flow occurs through a mesh sub-
domain containing fine-scale geometric features sgheffects may be too small to be
numerically resolved within the overall calculatson

The sormom.f subroutine enables the user to specifyomentum source (or sink)
term per unit volume on a cell-by-cell basis inelnized form. This linearized form is as
follows:

Source in x direction = S1U-S2U*U, (Nfn

Source in y direction = S1V-S2V*V, (Nfn

Source in z direction = STW-S2W*W, (N7jn
in which the parameters returned to STAR-CD™ ar®,S31V, and S1W, which are not
multiplied by the velocity components, while thente S2U, S2V, and S2W are multiplied
by the U, V, or W velocity components.

Similar to the uedrag.f subroutine, the sormomlbreutine has access to several
variables inherent in the STAR-CD™ model, which banused as variable for the returned
values. Additionally, two coefficients are set viithhis subroutiney and £. The details of
the sormom.f subroutine are given as follows.

The relative velocity components are determinediakyng the square root of the

squared difference in each direction. This is deteed as follows in the subroutine
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URELATIVE = SQRT((U-UCEL2)**2)
VRELATIVE = SQRT((V-VCEL2)**2)
WRELATIVE = SQRT((W-WCEL2)**2).

The relative velocity magnitude is determined sirailar manner.

VELRELATIVE = SQRT((U-UCEL2)**2+(V-VCEL2)**2+(W-WCEL2)**2).

The second item to determine in the subroutin@asfactor for the concentration. This is a
single line function in which d/L is set as a vatenamed VFFAC. This line of code is

given as follows

VFFAC = (6.0*VFCEL2*0.318309866)**0.3333

The remaining two variables that are left to catell the moving distributed
resistance argr and g. These two variables are set based on the buidtsscharacteristics
observed in experimental tests of the bulk solidmt@rest. These variables are adjusted in
the computational model to match the flow charasties observed in the experimental tests.
These variables may be correlated by one of twdhoast The first is by matching the
computational velocity profiles with the experima&ntelocity profiles in the regions of
interest. The second is based on matching the yreegsofiles in the regions of interest

between the computational and experimental data..
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GAMMA = ‘parameter set by user based on bulk sotidaracteristics’

BETA = ‘parameter set by user based on bulk sadsacteristics’

Given this information, we can now set the valuethe momentum source in each of
the three Cartesian directions. In order to rettaiues as a relative velocity rather than an
absolute velocity, the S2_ terms ought to be Zeraddition, since the momentum source is
assumed to act as a momentum sink for the air phiaseesistance is required to act in the
opposite direction as the velocity components efalr. To ensure the momentum source is
acting in the opposite direction of the air velgcitonditional statements are utilized to have
the momentum source act accordingly. The followdeghonstrates how this is implemented

within the subroutine.

IF (U.GT.0.0000) THEN

S1U = -VFFAC*((GAMMA*VELREL+BETA)*VELREL)
ELSE

S1U = VFFAC*((GAMMA *VELREL+BETA)*VELREL)
ENDIF

IF (V.GT.0.0000) THEN

S1V = -VFFAC*((GAMMA *VELREL+BETA)*VELREL)
ELSE

S1V = VFFAC*(GAMMA *VELREL+BETA)*VELREL)
ENDIF

IF (W.GT.0.0000) THEN

S1W = -VFFAC*((GAMMA *VELREL+BETA)*VELREL)
ELSE

S1W = VFFAC*((GAMMA *VELREL+BETA)*VELREL)
ENDIF

Since the momentum source terms are accountedittinwhe S1_ terms, it is not necessary

to assign anything other than zero to the S2_ tewhieh are provided below.
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S2U=0.0
S2v =0.0
S2W =0.0.

The S1_ and S2_ values for each cell are returae8TIAR-CD™, which provides the
additional resistances of the fibrous flow to tlystem. This subroutine provides the user
with a means to adjust two parametersnd S, which are specific to the fibrous bulk solids
of interest. If the bulk solids has a high amountannectivity with other fibers that extend
beyond the computational grid, or if the bulk sslidas a great deal of porosity or air
retention, theny and # may be increased accordingly to reflect what isuoing in the
actual cases. However, if the bulk solids haveva &nount of connectivity and do not
exhibit a great deal of additional effects, theaeameters may be adjusted lower. For this
study, the parameters of and S are adjusted based on the velocity profiles olezkim
experimental data. However, they may also be detexnby creating a packed bed of the
bulk solids and determining the pressure drop assatwith varying air velocities flowing

through the bulk solids of interest.

4.5.3. Hierarchy of Subroutines in the CFD Solver
Figure 4.2 shows how the two subroutines are implged in STAR-CD™. Notice
the two-way communication between the primary CBDex and the respective subroutines.

However, it should be noted that the subroutindy bave the ability to return only the



100

values allowed, i.e., the subroutine cannot chamdges such as velocity, temperature, etc.,

during the solver process.

CFD Solver Package

StarCD
Meshing Capabilities
Internal Multiphase Flow Solver

$

User-Defined Functions

Subroutines
uedrag.f sormom.f
Input Input
Velocity (air, solid) Velocity (air, solid)
Solid Properties Solid Properties
Solid Concentration Solid Concentration
Gamma, Beta
Calculations Calc_ulatlons
. . Relative Velocity
Relative Velocity ) ) )
L . Particle-particle Distance
Ellipsoid Properties Connectivity Effects
Reynolds Number ¥
Output Output
Drag Force Momentum Source Term

Figure 4.2. Schematic illustrating hierarchy of usedefined functions.
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4.5.4.Turbulence Modeling
The turbulence model implemented in this studyhis lhigh Reynolds number k-

model. The following table lists the specified \egdwof the turbulence parameters.

Table 4.1. Coefficients for the ke turbulence parameters.

k- ¢ Turbulence Parameters Value
C. 0.09
Oy 1.0
o, 1.22
oy, 0.9
(o8 0.9
C, 1.44
C, 1.92
Cs 0.00
Ca -0.33
P 0.419
E 9.0

4.5.5. Convergence and Post-Processing

The process of solving CFD models can be inheredifficult due to issues of
computational convergence. This is often the casie single—phase CFD models that have
multiple boundary conditions and complicated urettreed grids. When a multiphase system
is being solved, the added complexity increaseslikeéihood of convergence problems.
Often, one will be required to solve the CFD madeiransient mode and decrease the time
steps between iterations. In addition, one may meeset initial conditions within the model
by specifying a volume fraction of bulk solids thghout the computational mesh to reduce

stability. After each simulation, the velocity pites for each phase were inspected and
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compared with experimentally obtained data. In taldj the pressure drops between the

inlet and outlet of the systems were compared wiblaseline single-phase air phase.
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CHAPTER 5: EXPERIMENTAL STUDY OF COTTON-AIR FLOW

The mathematical description of modeling fibrouswi presented in Chapter 4
provides a generalized representation of incorpaahe effects of the fibrous solid phase
and its influence of the conveying air phase withi@FD model. The first effect modeled is
the drag resistance on the individual particleshey travel with the conveying air. The
second effect modeled is the resistance due tdiawlali behaviors of the particles, including
particle collisions, rotations, and connectionsween adjacent particles. Both of these
effects are specific to the fibrous bulk solidsioferest. The two combined effects are
incorporated into the CFD model as source termbhenmomentum equation of each phase,
which enables interphase momentum transfer betvieentwo phases. The effects are
guantified in the model through parameters setiwithe CFD model in the user-defined
functions.

This chapter offers a description of the experiraesetup and data analysis of
cotton-air flow in a positive pressure pneumatansport duct. Cotton was chosen for this
study because it exhibits similar characteristgdilarous biomass bulk solids, in which the
cotton bolls have a large characteristic size amal particle density. In addition, the
information obtained from the experimental modell guide the parameter specifications

of the cotton-air CFD model described in Chapter 6.

5.1. Experimental Test Apparatus of Cotton-Air Flow
Figure 5.1 shows the experimental test apparated tesstudy the flow behavior of

pneumatically transported cotton. The experimetasi apparatus is utilized for collecting
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and analyzing the flow characteristics of the aotflow, including velocity profiles and
cotton accumulation. The conveying line transpthts cotton horizontally through a single
90° elbow, denoted by the diagonally shaded regibrinterest. The experimental test
apparatus is a positive pressure system constreétequare ducting with a cross sectional
area of 0.09 M(1 f%). The blower is located 6 m (20 ft) upstream fritva 90° elbow, and is
operated by a variable speed electric motor. Thevél supplying air to the test apparatus
can provide air volumetric flow rates of up to 1B%/min (4500 CFM). This study
investigated cotton flows at air volumetric flowtes of 70 and 125 #min (2500 and 4500
CFM). The cotton bolls are fed into the conveyalme by a lock hopper 2 m downstream
from the blower. The metering device provided &tmalids mass flow rate of cotton at 15 to
75 kg/min (1 to 3 T/hr), with an estimated partidiensity of 250 kg/rh The cotton flows 4
m (13 ft) through the conveyance line and entees9° elbow. After the cotton leaves the
elbow, it travels 4 m (13 ft) where exits to a eotion basket at the outlet of the test rig.
Figure 5.2 shows an expanded schematic of the iexpetal test apparatus at the 90°
elbow. The top wall of the elbow is constructedhwat Lexafi sight window located on the
top wall of the conveyance line. The window enabissal observations of the bulk solids as
they travel through the conveyance libe window extends 0.6 m (2 ft.) upstream from the
impact region and extends 0.6 m (2 ft.) downstréambserve the behavior of the cotton as

it enters the elbow and reaccelerates after leati@glbow, respectively.
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~——Alr Inlet
03m / Blower
¥

—Cotton
A Hopper

/

Z Region of Interest

Figure 5.1. Schematic of the experimental test appatus for cotton-air flow study.
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Cotton enters elbow

Cotton exits elbow

Region 1 Region 2 Region 3
Cotton Cotton Cotton
Impacts Reaccelerates Flow Develops

Figure 5.2. Expanded view of test apparatus illustiting three regions of interest.

Figure 5.3 shows a top view of the 90° elbow of ¢éixperimental test apparatus. A
series of Olympus Encore high-speed digital vidameras capturing at 250 frames per
second at a 2 times sampling rate were placed ath@veonveyance line at the regions of
interest. These settings were necessary to capterdlow of the cotton through several
consecutive frames for the video analysis whileimizing the blurring of the cotton as it
traveled through the video frame. The first cameas placed immediately above the elbow
to record the cotton behavior at the impact regidbhe second camera was placed

immediately after the impact region of the bendrégord the cotton behavior in the
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reacceleration region of the conveyance line. Tivel tamera was placed downstream from
the reacceleration region to record the cottoncedfafter it is reaccelerated and approaching

a developed velocity.

Figure 5.3. Photograph of elbow region in experimeal test apparatus.

Figure 5.4 shows a still frame from one of the kégleed videos collected directly
above the 90° elbow. The cotton bolls travel fritra inlet of the conveyance system and
impact the outer wall of the 90° elbow. After impabe cotton particles are re-entrained in
the flow stream and exit the bend. In this represgem, the cotton is moving to the right.
One can observe the large size and rather uniqgapesbf the cotton in addition to the

interconnected strings among the cotton bollsdeliteon, one may also estimate the size and
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orientation of the cotton bolls as they travel tigb the flow. Although the cotton appears to
be quite variable in size and shape, one can mia&keobservation that cotton bolls are
ellipsoidal in shape with a long axis diameter pprximately 4 cm, and the secondary axes
2 cm. Furthermore, the cotton bolls generally appgeahave their long axis oriented

perpendicular to the free stream airflow.

From Inlet

——

To Outlet
Impact Reacceleration
Region Region

Figure 5.4. Still frame from high-speed video of dton flow.

Figure 5.5 shows four still frames of the high-spehgital video of the cotton

flowing into the 90° elbow. The screenshots showe variability in the flow behavior of
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cotton. As the cotton approaches the outer wathef0° elbow, it impacts and accumulates

along the outer wall. The buildup and cleaninghef ¢otton occurs regularly in the bend.

Figure 5.5.Four still frames of high speed video of cotton fiw.

5.2. Analysis of the Experimental Cotton Flow Restd

After the experimental videos were collected, tlteegs were processed to determine
the trajectory and the velocity of the cotton flagithrough the bend. An open-source video
processing package, OpenCV (Intel Corporation 20@dth additional user programming
was utilized in tracking the cotton features thhdomgt consecutive frames. This program
enabled the tracking of the cotton boll featurethiwithe videos on a pixel-by-pixel basis.
Figure 5.6 shows the particle tracking of sevematton particles as they were flowing

through the conveyance line.



110

Figure 5.6.Tracking cotton bolls in high-speed video.
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The velocity profiles are assembled by trackingeaes of particles through several
still frames of the high-speed video, which estesad change in position on a pixel-by-pixel
basis. Once the pixel to physical space relatignshdetermined, one can use the change in
pixel measurement per video frame rate to calcydatéicle velocity profiles. The cotton boll
velocities are tabulated and the resulting velesiire mapped in the corresponding region of
the test apparatus. Each video picture was sulmaividto a 7.5 cm x 7.5 cm (3 in. x 3 in.)
sub regions, which resulted in a resolution of g#joprofiles of three sub regions wide on
the duct. The change of the pixel position of tb#an bolls given the difference in the time
step was used to calculate the velocity of theooo#tt each location of the recorded regions.
The velocity was tabulated and ensemble averagedcht of these sub regions. A composite
cotton velocity profile was created for the 70 @& ni/min air volumetric flow rates and

are shown in Figures 5.7 and 5.8.
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The velocity profiles for the two air volumetriof rate tests are used to adjust the

two connectivity parameters for the momentum soteo®s.

5.3. Experimental Observations of Cotton-Air Flow

Cotton has an irregular shape and is significdatiger in size than most powder type
flows. The shape of a cotton particle is primaalysphere-derived ellipsoid. However, the
cotton has strings extending from the boll thatiakevit further from being spherically
shaped. Even before impact, the cotton is not axisgtric, so the orientation has an effect
on the flow characteristicén addition, the cotton boll is flexible and def@mignificantly
upon impact when influenced by air movement. Furtioee, cotton can become entangled
with other cotton particles and has these strihgs ¢onnect various cotton masses together.
The distributed fibers contribute to disturbancethe primary flow field and have the ability
to deform and absorb momentum from the flow.

The experimental results indicate interesting oket@ns about the behavior of the
cotton. In Region 1, the cotton velocity profile fslly developed and maintains its
momentum until impacting the outer wall. The cotiemt fully developed flow, as noted by
the centerline velocity being at a slightly greatetocity than the outer edges. The cotton
then impacts the bend and approaches a momentgally zero velocity. At this point, the
cotton bolls deform to ~50% of the diameter. Theneo of the elbow accumulates cotton,
which is not able to readily escape the cornerlzasltherefore a low velocity. In addition,
the cotton is observed to deform upon impact inbired.

There are several phenomena that are observee icotton flow through the elbow.

These include cotton impact with the duct walldligion with other cotton patrticles, and re-
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entrainment. When cotton bolls are introduced thi airflow, the particles accelerate to a
velocity approaching the free stream air velociyhen the cotton approaches an impact
region, it has enough momentum that it does nat with the flow but impacts the wall and
any cotton accumulated there and rapidly deceleratiéer the cotton is stopped by the outer
wall of the impact region, it collides with subsequ cotton particles. It will eventually
become re-entrained with the airstream where doeelerates; similar to the when cotton
was first introduced in the flow field. The cott@nalso influenced by the flow characteristics
of other cotton particles. The cotton may collidéhwother cotton particles and combine to
form a larger cotton mass. The cotton also hasliégy to separate; however, observations
have shown that this effect is not very likely tocor. The cotton has strings that will keep
the cotton bolls connected as they are conveyétkisystem.

Eventually the cotton will leave the bend (Regigratd enter into the reacceleration
region (Region 2). In this region, it will oftenbeund from the impact wall to approach the
centerline of the free stream. Occasionally, thigooowill bounce all the way to the other
inner wall. Periodically, the cotton will glide ag the outer wall rather than be rebounded
into this stream. As the cotton leaves the impagion, it becomes re-accelerated in the
airstream, but does not immediately approach foeus velocity. Occasionally, the cotton
rebounds from the bottom wall and approaches thevall of the conveyance line. Also, if
there is a relatively large concentration of cotimpacting the bend, a portion of the cotton
does not impact the bend and enters Region 2.

As the cotton enters Region 3, it impacts othetocobolls and the wall, but the
velocity profile tends to approach a developedifgafith a higher velocity profile towards

the centerline of the duct. Although rebounding sloecasionally occur once the cotton
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reaches 0.3 m from the exit of the elbow, the vigfagrofiles tends to become more even
with primarily a velocity component parallel to thalls.

In observing the experimental video, it appearseth® an oscillation as to when the
cotton impacts, accumulates, and then exits thewelbThis oscillation is observed
approximately 15-20 times in 8 seconds. This mayatiebuted to the variability of the
cotton loading into the system, which sometimesvadl the accumulated cotton to re-entrain
with the airflow. It may also be associated witk thuildup and clearing of the cotton in the
90° bend. This same type of buildup and clearingevgeen in the computational results.

The experimental study of cotton and airflow in asifive pressure pneumatic
conveyance system has provided significant insightsetting the parameters of the CFD
model described in Chapter 6. The size of cottonbmestimated to be 4 cm x 2 cm x 2 cm
ellipsoids with a particle density of 250 kg/mn addition, the flow behavior of cotton is
unique due to its irregular shape, varying sizétooocompression upon impact, and stringy

fibers connecting the cotton bolls to one another.
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CHAPTER 6: COMPUTATIONAL MODEL OF COTTON-AIR FLOW

This chapter applies the methods developed in €hap for modeling fibrous
multiphase flows in pneumatic conveyance systemd imcorporates the results and
observations obtained from the experimental testscatton-air flow through the

experimental test apparatus.

6.1. Description of CFD Cotton-Air Model

Once the experimental study was completed, an abtpnty CFD model was created.
Since the 90° duct is a rather simple geometrytructsired grid was utilized, and the grid
was generated within STAR-CD™ using the Pro-STARTity The dimensions of the
CFD model correspond to the dimensions of thedpparatus in all relevant respects. The
width of the rectangular channel and the lengtithefducting are representative of the test
apparatus. However, to further simplify the modelsingle cell thick model was created,
which represents a two-dimensional slice of thedhdimensional test apparatus. Figure 6.1
demonstrates the grid generated for the cottorflav computational study. The air and
cotton mixture enters the top left portion of thecdand flows downward and rightward

through the elbow. The mixture then exits throughright.
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Figure 6.1.Computational grid generated for cotton-airflow study.

Table 6.1 lists the assumed properties of the saimulated in this study, while
Table 6.2 shows the boundary conditions used inntbdel. In addition, the connectivity
parameters determined for this study are givenabld 6.3. The cotton boll dimensions are
estimated from the cotton boll samples from theeexpental studies, while the connectivity
parameters,y and £, are adjustable parameters set to account focdheectivity effects.
Since cotton bolls tend to be stringy, the cotttowfis more greatly influenced by the
connectivity effects compared to other bulk solidat are less stringy. For example, one
would expect ground biomass particles to have a&tawnnectivity effect than cotton. The
CFD models are initially set to account for thetigber drag effects for representative bulk

solids. Once this is complete, the two connectiyirameters are adjusted to match the
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velocity profiles observed in the experiment tagt r For the cotton study, appropriate
coefficients for y and B were found to be 50 kg*shand 10 kg/My respectively, for the
airflow cases of 70-125 #min (2500 to 4500 CFM), which equates to an intelbcity of
12.7 to 23 m/s. The cotton loading conditions rainge 900 to 2700 kg/hr (1-3 T/hr).

The physical properties of the biomass and the ecnity properties are
incorporated in the CFD model using the user ddfifumctions as described in Chapter 4.

The boundary conditions and theskurbulence model are implemented in the main STAR-

CD™ model.
Table 6.1. Cotton propertiesfor cotton-air CFD model.
Cotton Properties Value Units
Cotton Density 250 kg/m
Diameter 1 4.0 cm
Diameter 2 2.0 cm
Diameter 3 2.0 cm
Table 6.2. Boundary conditions for cotton-air CFD nodel.
Inlet Boundary Conditions Value Units
Air Inlet Velocity 12.7-23 m/s
Cotton Loading Rates 900-2700 (1-5) kg/hr (T/hr)

Table 6.3. Connectivity parameters for cotton-air &D model.

Connectivity Parameters Value Units

4 50 kg*s/nt
p 10 kg/nt
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6.2. Verification and Validation of CFD Cotton-Air Model

During the model development process, it is imgadrtto ensure the models are
verifiable and valid. Verification is the procedsdetermining that a model implementation
accurately represents the developer's conceptsgatigeon of the model and the solution to
the model, while validation is the process of deiamg the degree to which a model is an
accurate representation of the real world from ghespective of the intended uses of the

model.

6.2.1. Model Verification

This research verified the developed CFD modelspésforming a grid study to
ensure grid independence. The grid study consdtedeating models of varying refinement
and determining the solved flow conditions of eaubdel. The mesh refinement chosen for
this study compared the velocity profiles of modafivarious refinements. The model with
the highest refinement was chosen as the basalmkthe models with a coarser mesh were
compared to the baseline. If the coarser convengadkl provided answers within 5% of the

refined model, it is considered grid independert igrconsidered appropriate to this study.

6.2.2. Model Validation

This research also validated the CFD models deedleypth the experimental data to
ensure they predicted an accurate representatiovhaf was observed in the experiments.
The validation process was implemented by compatiegflow characteristics predicted in

the model with experimental trends observed in Brpnts and previous studies.
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Figure 6.2 shows the velocity profile obtained camagionally for the 70 fimin
(2500 CFM) airflow model, and Figure 6.3 shows tedocity profile of the cotton for the
respective airflow case obtained experimentallyve@i the proper parameters for the
connectivity and particle drag, the computationaldel is able to replicate the velocity
profiles of the experiments. Prior to the impacttla wall, the cotton has a developed
velocity profile in which the centerline cotton welty is 9 m/s while the cotton flow near the
walls is closer to 6 m/s. As the cotton approadhesbend, the high inertial effects of the
cotton keep the velocity profile high. This is éifént than what the airflow experiences
through the bend. The model accurately predictsraiped deceleration of the cotton after
impact, and the model also predicts the graduaicedaration of the cotton as it becomes re-
entrained in the airstream.

Figure 6.4 shows the velocity profile obtained camagionally for the 70 fimin
(4500) CFM airflow model, and Figure 6.5 shows tedocity profile of the cotton for the
respective airflow case. Again with parameters igigelcfor the connectivity and particle
drag the computational model is able to replicae velocity profiles of the experiments.
Prior to the impact at the wall, the cotton haseaetbped velocity profile in which the
centerline cotton velocity is 18 m/s while the oatflow near the walls is closer to 16 m/s.
As the cotton approaches the bend, the high ihestiacts of the cotton keep the velocity
profile high. The model accurately predicts theidageceleration of the cotton after impact,
and the model also predicts the reacceleratiohetbtton as it becomes re-entrained in the

airstream.
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However, it is interesting to note that the cot®able to reaccelerate at a significantly faster
rate than is shown in both the computational andegmental cases for the 70%min
airflow. This is due to the higher air velocityghing the cotton at a faster rate for the same
cotton loading rate. In addition, the reacceleratiegion of slow moving cotton along the
outer wall of the reacceleration region is sigrifily smaller than was observed for the 70
m*/min flow cases. Again, this is due to the highievalocity given the same cotton loading
rate.

From this study, there are several observatiortscrmbe made when comparing the
computational results to the experimental obsemmatand trends.

. The first effect noticed in cotton flow is the itial effects of the cotton boll in the
flow. Due to the high inertia of the cotton, onbe totton is accelerated to near the
free-stream air velocity, the cotton boll will conte on its straight-line trajectory
path. The inertial effects mean that the cotton derhnot be redirected in the flow the
same way as the air. Therefore, the cotton boll wipact the conveyance system
wall. The cotton boll inertial effects should bensmlered when designing bends in

the conveyance systems.

. Second, once the cotton bolls impact a wall or @pstruction, the bolls will rapidly
decelerate, and all the momentum that was traesfeto the bolls is lost. To
reaccelerate the cotton bolls will require more powe added to the system to
overcome the cotton boll's inertia so that it canve The reacceleration of the
cotton boll will require the air velocity to be almthe pickup velocity threshold for

cotton. Unlike traditional pneumatically conveyeadkbsolids, the pickup velocity of
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cotton can be variable due to the shape and otientaf the cotton bolls. In addition,
the pickup velocity can be variable due to the momoth surface and strings

between the cotton bolls.

. Third, the reacceleration length of cotton is digantly longer than it is for air, again
due to the inertial effects. The experimental ddtaws that the cotton requires a
length on the order of a meter to be reacceleratgti the airstream. The
reacceleration regions, found immediately after hegd, also need to be considered
for being potential bottlenecks in the conveyangstesn, The reacceleration regions
are where the greatest pressure loss will be aedwhere the airstream will be

pushing the cotton forward.

o Fourth, the presence of the cotton at the bendsreaxcteleration regions increases
the flow resistance of the air, and the air willredirected to travel the path of least
resistance. Therefore, the air velocity profile desnsignificantly different than the

velocity profile of single-phase airflow.

During the model validation process, we were abledrrelate the CFD models of
cotton and airflow with the experimental modelseThodels are able to agree well with the

velocity profiles determined from the experimersiaidies.
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6.3. Discussion of the CFD Cotton-Air Model

After the CFD models are validated, they can béizetd to predict the flow
characteristics that cannot be predicted with ti@ual single-phase flow models. The
additional information that can be predicted by @D models can provide further insight
for the flow characteristics of cotton-air flow,uth providing a designer with new ways to
investigate the design of pneumatic conveyanceeByst This section will discuss additional
answers that these multiphase CFD models can m@and add value to the design process

compared to single-phase airflow models.

6.3.1. Comparing Airflow in Single-phase and Muligse Models

To demonstrate how the cotton influences the aritbaracteristics, Figures 6.6 and
6.7 show the predicted airflow behavior in the gtbwhen there is no cotton present, and
how the airflow behaves when cotton is presenturigéigs.6 shows how the single-phase air
behaves as it enters and exits the bend at*#fim When no cotton is present, the air flows
along the path of least resistance, and the aidlsapccelerates immediately at the exit of the
bend. The inside wall at the exit of the bend hasnall recirculation region and has little
airflow. By comparison, the air phase of the mulsipe flow model indicates that the air
velocity profile is changed significantly. The peese of the cotton, particularly at the
impact and reacceleration regions, increases 8istaace of the air. This resistance causes
the air velocity profile to be altered. Figure &ffows the redistribution of the air velocity
profile at 70 n¥min. The recirculation region is no longer preskatause the buildup of

cotton at the outer wall redirects the airflowhe tnner wall.
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6.3.2. Predicting Cotton Accumulation

The next feature the multiphase CFD models canigiresl cotton buildup and
cleanout. The response of multiphase flows in &owlor bend is critical in the design of
multiphase systems. In practically all cases, ithtisraction is a transient effect. Figures 6.8
through 6.11 show the changes in predicted cotbmicentration in the elbow model over a 5
second timeframe. Notice how the cotton is highcentrated (indicated by the red contour
plot) at the impact region in all cases, and tlze sif the highest concentration changes in
size as the cotton accumulates in the outside cofrtee elbow.

Once the cotton accumulates, it eventually becormemtrained in the airflow and
then exits the elbow. The cotton tends to staybke outside wall of the flow since it is
being pushed by the flowing airstream exiting tlemd However, there are instances in
which the cotton will make its way to the insidelwa the duct then will oscillate back so
that the primary concentration is along the outall.\WWhese flow conditions are interesting
to predict computationally, and these computatigeradictions provide the designer with
insight for how cotton accumulates and disbursethénflow as the cotton moves in time.
This information is also useful because it can hbkp designer determine if the cotton
accumulation will cause plugging within the bendnpuitationally, before any conveyance
system configuration is constructed. In additiole tcomputational model can be

reconfigured to see if another bend design wouldce or eliminate cotton accumulation.
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Figure 6.8. Volume fraction contour plot of cottonconcentration att = 2.0 s.
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Figure 6.9. Volume fraction contour plot of cottonconcentration att = 3.0 s.
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Figure 6.10. Volume fraction contour plot of cottonconcentration att = 4.0 s.
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Figure 6.11. Volume fraction contour plot of cottonconcentration att= 7.0 s.
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Another interesting feature is the ability to prdihe limitation of a particular
pneumatic conveyance system configuration. In aipraic conveyance system, conditions
may arise in which the air velocity profile fallelow the bulk solids pickup velocity, or the
accumulation of the bulk solids becomes so grestithestricts the airflow, thereby creating
a plug. Experimental models and correlations ineslnay indicate the limits of a system,
but are restricted to existing conveyance systdasig able to accurately predict the bulk
solids concentration in a pneumatic conveyanceesysbmputationally is beneficial because
it can be based on the configuration of interest ean be mitigated before building the

actual conveyance line.

6.3.3. Predicting Pressure Drop for Conveying Gotto

The third feature that can be predicted by theetigped CFD models is pressure drop
due to the presence of the material. Being abj@edict these performance characteristics is
especially useful since they are all related taesysreliability, power consumption, and
product development costs.

An important use of the developed computational @ds to be able to estimate
pressure drop for conveying bulk solids througipectic configuration, which is related to
power requirements. Single-phase airflow models reaipful in predicting pressure drop
through a transport duct, pipe, etc. The pressup @ influenced by major losses in the
piping (friction factor, pipe diameter, Reynoldsnmer), and by minor losses (pipe bends,
obstructions, valves, etc). However, once the kmdkds are introduced to the flow, it

increases the resistance of the flow, thereby asing the pressure drop experienced in the
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system. To overcome the extra resistance of th& balids, an increase in pressure is
required, thereby increasing the power requirements

An example of the pressure drop experienced inna blee to the presence of a bulk
solids are generalized in Figure 6.12. Prior tolikad (the approach region), the pressure
drop is minimal. As the multiphase mixture pas$esugh the bend, the bulk solids impact
the outer wall and lose momentum. As the bulk sotidvel further down the pipe, it is
reaccelerated with the flowing air. Although thdkbsolids impact the wall at the bend, the
majority of the pressure drop occurs in the strarggion following the bend. This is due to
the reacceleration of the bulk solids due to thenewium exchange from the air as it

approaches the free stream air velocity.
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Figure 6.12. Pressure drop relative to position ahe bend in conveyance line (Mills
2004).
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In a similar manner, CFD can be used to prediet phessure drop through a
pneumatic system. Figure 6.13 shows the pressofiepof single-phase airflow through the
elbow. One notes the pressure drop is insignifipaiot to the bend. Once the air approaches
the bend, the pressure increases significantlizencorner of the bend, and the pressure drop
is significant upon exiting the bend. However, pinessure profile actually increases slightly
as the air moves further away from the bend beafoeressure tapers and slightly decreases

upon exiting the duct.

Pressure
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Figure 6.13. Computationally predicted pressure fosingle-phase airflow.
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In contrast, Figure 6.14 shows the pressure profithe air phase with cotton loading
rate of 3 T/hr. At first glance, the pressure geatliis significantly higher than the single-
phase airflow. As the multiphase air-cotton mixtapproaches the bend, the air exhibits a
more significant pressure drop than what is obskiuethe single-phase air model. More
importantly, the pressure of the air in the mulagé flow model decreases more rapidly
upon exiting the bend due to the presence of thecederating cotton particles. The pressure

drop behavior follows the same trend as shownguife 6.12.

Pressure
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Figure 6.14. Computational predicted air pressuredr multiphase airflow.
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Pressure drop is important for determining the goesnsumption of a pneumatic
conveyance system due to pressure drop being lgiremtrelated with power. The power
input to a pneumatic conveyance system is limitgetidwwv much material the blower may be
able to maintain. Generally, the increase in badding will increase the pressure drop for a
particular system, and if the pressure drop andimetric flow rate exceed what the air
mover is capable of producing, then the systemrhesits limitations of bulk transport.
Currently, pressure drop curves are created fromirgzal data for a particular configuration
and bulk solids. However, this method is time comsig and is only applicable for the
configuration and bulk solids of interest.

The following figures demonstrate the capabilitycomputationally predicting the
pressure drop for the 90° bend of cotton and awflor various cotton loading conditions
and air volumetric flow rates. Figure 6.15 shows titends of the pressure drop seen in the
system for 15-75 kg/min of cotton loading at aitwoetric flow rates ranging from 70-125
m*min. These plots are compared with the pressue df air only being moved within the
system. The pressure drop trends are comparedRigthre 6.16, which is the same figure
shown in Chapter 2 for conveying cement. Noticd tha pressure drop curves for cotton
conveyance exhibit similar trends as the cementhd®dahan developing these curves using
an experimental apparatus and a series of test{agnsas done for the cement pressure drop
curves), the cotton pressure drop curves were ggtecomputationally, making it faster and

easier to develop relationships.
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Pressure Drop In Bend for Various Cotton Loading

Conditions and Air Volumetric Flow Rates

1800 T
1600 1
1400 A g
1200 - o d
1000 1 s
800 - ’_,/'l ,.'/! 0 ke omin Cotton
600 1 ,,/” ,,/ ===45 kg/min Cotton
400 - "/‘:;/ 60 kg/min Cotton
200 A — 75 kg/min Cotton
0 T . T . |
50 70 90 110 130 150
Air Volumetric Flow Rate {m3/min)

Figure 6.15. Predicted pressure drops of cotton fle through a 90° elbow.
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The computational models developed for this stushvipe further insight into the
effects of cotton flow through a pneumatic conveyasystem because it has the ability to
predict the pressure drop due to the presencettdncbeing conveyed with the airflow. In
addition, the models have the ability to predicivrend where the cotton will accumulate in
the conveyance system. Predicting cotton behawdrthe pressure drop associated with
conveying cotton with computational models canastréne the design process of cotton
conveyance systems by reducing, or eliminating,ribed for physical experiments of full-
scale systems. In addition, the designers willbetequired to over-design systems to help
ensure that the conveyance system will transpdtomrcefficiently and reliably. Pneumatic
conveyance systems that are designed to matclpghieation will not only be more reliable

but also more efficient by reducing pressure lasses
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CHAPTER 7: EXTENSION OF METHODOLOGY TO BIOMASS CONV EYANCE

SYSTEMS

Once the computational models have been developddvalidated, the methods
developed in creating the models can be extendedddional modeling applications. This
chapter demonstrates the ability to model and pteldé behavior of biomass and air flowing

through a negative-pressure conveyance system.

7.1. Biomass Conveyance Systems Background

The second application of fibrous-based multipHases in pneumatic conveyances
systems is in biomass conveyance systems for biergf applications. In recent years,
government mandates and fossil fuel energy cosie banificantly increased interest in
producing energy from renewable energy sources. @eé&hod is to convert biomass
feedstock (wood chips, wood pellets, switchgragy, iato biofuels. Extensive research has
been done in modeling the thermochemical and bioate processes within a biorefinery.
However, little has been modeled in terms of tleel$étock conveyance systems that precede
the chemical processes for converting the solidhbigs to a gaseous or liquid fuel.

Petroleum is currently the largest energy sourcegh& United States, supplying
approximately 40 percent of its energy (Wyman 20@8veloping a sustainable alternative
is important to overcoming dependence on petrolend,biomass is the only known, large-
scale renewable resource that can be convertedhettiquid fuels that are currently well
suited for transportation (Wyman 2007). The U.Sp&tment of Energy (DOE) Office of

the Biomass Program envisions biorefineries wiiliag two conversion processes, the
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biochemical platform and the thermochemical platfoiThe biochemical program utilizes
biological conversion to ferment biomass sugare il ethanol. In the thermochemical
conversion platform, the solid biomass is convetted gaseous or liquid fuel by introducing
heat with limited oxygen. Gasification and pyrof/gprocesses are utilized to produce
synthetic gases (syngas), pyrolysis oil, hydrottarails, and hydrogen and methane based
gases. The OBP Program views gasification to b@dimant in providing a source of fuel for
electricity and heat generation in an integrateardfinery” (National Renewable Energy
Laboratory 2006).

Introducing fibrous biomass feedstocks into therneoaical reactors remains one of
the key challenges in gasification technology deweient (Ingram 2004). The challenge
with feed handling systems is that they are requiceprovide a continuous and consistent
supply of biomass, generally a non-flowing solidhile accommodating additional
conditions such as pressure changes and oxygeatidiit. Several mechanisms have been
explored as options to handle the biomass, inctudimigh-pressure screw feeder (Evans et
al. 1998), dual distribution systems (Ergudenle®3)9and lock hoppers. These mechanisms
have had varying levels of success but not have b&ble options for commercial scale
biorefineries. Another issue with biomass feed me@ms is that they must not only satisfy
the constraints of the gasifier, but they are agbject to the constraints of the feedstock
assembly system, which includes all the processgained to prepare and transport the
biomass, including harvest and collection, storggeprocessing, and transportation. Due to
the non-flowing behavior of bulk cellulosic feedsts, problems such as agglomeration,

segregation, plugging, and throughput must be addckin feed system design through the
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incorporation of active transport mechanisms, idiclg augers, conveyors, and pneumatic

conveyance systems.

Reliable feed systems that manage these stricbnpeshce parameters are viewed as
“key to any successful project system,” (Wyman 2066r example, the gasification process
relies on specific feedstock properties, includpagticle size, particle size distribution, and
moisture content. Feedstock assembly processddigistthese feedstock characteristics, and
they significantly affect feedstock flow propertiesesulting in significant impacts on
mechanical feed system design. Consequently, fedspecifications are important not
only for gasifier operation, but also for feed gystdesigns that must achieve consistent flow

rates.

Figure 7.1 shows a schematic of the pilot scale rifbehemical Process
Development Unit developed at the National Renewv@ériergy Laboratory in Golden, CO.
Currently, the biomass feedstock is conveyed thgitoa series of hoppers, pneumatic
conveyors, and augers before the feedstock isduted into the gasifier. However, an
investigation of alternative conveyance systemsbiomass is underway which includes
pneumatic conveyance systems. In either processe dhe feedstock undergoes the
gasification process, it undergoes a series ofnthkercrackers and separators before

producing the final products, syngas and char.
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7.2. Experimental Test Apparatus of Biomass Conveyae System

The focus of this research is to predict the flaehdvior of pneumatic systems that
transport the biomass feedstock prior to the nefjrprocess. Figure 7.2 shows a computer-
generated representation of the test loop usedFapde 7.3 shows the schematic of the
experimental apparatus. A negative pressure pnéurtest apparatus was constructed to
study the flow behavior of representative biorafjnieedstocks in a controlled environment.
The biomass is drawn through the conveyance link wiblower configured to provide a
maximum vacuum of 25 inches of water (6200 Pa&03RPM. The blower is driven by a
three-phase variable speed electric motor.

The inlet of the experimental test apparatus cts st a vibrating hopper with an
auguring screw, which introduces a pre-measureduamof biomass feedstock into the
conveyance line. The biomass flow rate is set emsat 20 kg/min (0.322 kg/s) for this
study. The biomass leaves the vibrating hopper angrs a radius bend and travels
horizontally through a 6.35 by 6.35 cm (2.5 x 21§ square conveyance line for 5.5 m (20
feet). The biomass then enters a second radius bémch redirects the flow upward. A third
radius bend redirects the flow horizontally agagfiobe entering the cyclone separator. Once
the biomass enters the MAC 54AVR4 cyclone filtérjsi deposited into a 208 liter (55
gallon) drum attached to the separator for colbectirfhe drum is weighed and compared to
the pre-measured amount of bulk solids in the hoppehe beginning of the conveyance
line.

The conveyance line is equipped with a serieg@dqure taps and sensors to measure

the pressure drop, air volumetric flow rate, ambtemperature, and blower power input to
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the electric motor. Note the locations of the teespure taps spaced evenly along the

horizontal portion of the pipe and more frequemsgure taps located at the radius bends.

Figure 7.2. Computational representation of biomasgest apparatus.
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7.3. Experimental Biomass Flow Results

Figure 7.4 shows the experimental data of thespresdrop at each of the nine
pressure taps in the conveyance for three fan spdeamtation 1 is the pressure at the
upstream point of the conveyance line, while Larat? is the pressure at the exit of the
conveyance line, just before the filter separator.

The air-only flow cases show that the pressure dnopeases as the flow travels
thought he conveyance line. The pressure dropgishhicorrelated with the motor speed of
the blower. However, it is not a linear functiorhelpressure drops for the high fan speed
case are almost five times that of the pressurpsdior the lowest fan speed case, which is
approximately 50 percent of the fan speed of tiga hir flow case.

When biomass is introduced to the airflow at 20nkg/ we notice two interesting
effects. First, the pressure drops of biomass ieetlan the flow are relatively close to that
of the pressure drops of the single-phase airfliws is due to the pressure drop limit of the
vacuum for a particular fan speed. Second, at predsp locations 6, 8 and 9, we observe
the pressure loss is greater for the multiphasesfloThis makes sense since there is
significant separation of the biomass from the ftayvair, and the behavior of the air is
influenced more by the presence of the biomass fadtehat different flow cases are limited
by pressure means that the boundary conditionsléhmi defined as pressure boundaries
rather than inlet boundary conditions that correspwith the pressure the blower requires.

This indicates the air volumetric flowrate is reddavith the presence of biomass.
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Experimental Results of Pressure Drops of Air and Biomass
in Negative Pressure Test Apparatus
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Figure 7.4. Experimental graph of pressure drops irbiomass test apparatus.

7.4. Description of CFD Biomass-Air Flow

The CFD model of the biomass conveyance systeraristizicted to incorporate the
same conveyance line geometry as the experimergbbpparatus. Figures 7.5 through 7.7
show the computational mesh created for the biorfi@ssstudy. The biomass hopper at the
inlet is not included in the CFD model, but is egented as a pressure boundary condition.
The filter separator is not modeled in CFD butdsigned a representative negative pressure

boundary condition to simulate the vacuum.
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Figure 7.5. Isometric view of computational grid fo biomass study.
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Figure 7.6. Side view of computational grid at hozontal-to-vertical bend.
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Figure 7.7. End view of computational grid at vertcal-to-horizontal bend.
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Table 7.1 shows the assumed properties of the B®ianulated in this study, while
Table 7.2 shows the boundary conditions used inntbdel. In addition, the connectivity
parameters determined for this study are givenaibld 7.3. The connectivity parameters are
based on the results of the experimental pressintained in the experimental test apparatus.
Biomass exhibits properties that are significamtifyerent than what is observed in cotton.
The most significant difference is the smaller sofebiomass particles. In addition, the
biomass in this study does not have the intercdedestrings associated with cotton bolls.
This means the resistance due to the presenceowfabs will be more dominated by the
particle drag effects rather than the connectigffgcts. Therefore, the expected values of
and g are less than they are for cotton flow. In thigdgt it was determined that the
appropriate values ofy and fBare 10 kg*s/m and 1 kg/rf, respectively, for the flow
conditions of interest in this study. The valueshw® connectivity parameters are correlated
against the experimentally obtained pressure dobyserved in the test apparatus, in which
the two connectivity parameters are adjusted irctmputational model to correlate with the
flows of interests observed in the experimental &pparatus. The physical properties of the
biomass and the connectivity properties are inaated in the CFD model using the user
defined functions as described in Chapter 4. Thaenfary conditions and the &kturbulence
model are implemented in the main STAR-CD™ mode similar manner as was done in

the CFD cotton-air model.
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Table 7.1. Biomass propertiesor biomass-air CFD model.

Biomass Properties Value Units
Biomass Density 450 kgfm
Diameter 1 6.0 mm
Diameter 2 3.0 mm
Diameter 3 3.0 mm

Table 7.2. Boundary conditions for biomass-air CFDnodel.

Boundary Conditions Value Units

Air Inlet Pressure -300 to -800 Pa

Air Outlet Pressure -1600 to -5000 Pa
Biomass Loading Rates 20 (1.26) kg/min (T/hr)

Table 7.3. Connectivity parameters for biomass-aiCFD model.

Connectivity Parameters Value Units

14 10 kg*s/nT
p 1 kg/nd'
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7.5. CFD Results of Biomass-Air Flow

The computational results in this study include ability to predict the air pressure at
each location in the conveyance line due to theguree of the biomass. In addition, it is also
interesting to determine the velocity profiles loé¢ &ir and the biomass as they travel through
the bends of the conveyance line. Section 7.5.1 dislcuss the results of the pressures
predicted in the conveyance line, while Section.Z Wwill discuss the predicted air and

biomass velocity profiles in two of conveyance lyends.

7.5.1. Pressure Results

Figure 7.13 shows the computationally predicteésgure drops through the
conveyance line of the pneumatic system. For tiheetlians speeds, the computationally
predicted pressure drops for the single-phaseaaesare within 5% of the experimental air
test cases. The single-phase CFD model is ablagtuie the non-linearity of the pressure
drops for the single phase flows.

In addition, the three biomass-air flow cases shavwdicate that the pressure drop
due to the biomass presence is similar to the esiplghse air cases. The pressure drops for
the biomass flows show slightly more variation frotimne single-phase counterparts,
particularly for the low fan speeds. Since the bsdkids mass flow rate is constant in all
three biomass cases, the bulk solids loading tatibigher for the lower fan speed. The

increased bulk solids loading ratio would have ff@ce on the increased pressure drop.
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Computationally Predicted Pressure Drops for Air and
Biomass in Negative Pressure Test Apparatus
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Figure 7.8. Computationally predicted pressure drop for biomass test apparatus.

7.5.2. CFD Velocity Results of Biomass-Air Flow

The CFD models for biomass-air flow can also bedusedetermine the velocity
profiles in particular regions of interest. Two &bions of interest in this study are the radius
bends nearest to the cyclone separator. The fastl lguides the air and biomass mixture
from a horizontal fully developed flow to a vertidlow. The second bend guides the bulk
solids from a vertical, non-developed flow to aihontal flow before entering the cyclone
separator.

Figure 7.9 shows the air phase velocity profilajlevFigure 7.10 shows the biomass
phase velocity profile at the horizontal to upwaeditical radius bend in the multiphase flow
model. The air phase enters the bend at a unif@m/3, but suddenly decelerates to 24 m/s.

The reason this deceleration occurs is due to tightly larger cross sectional area



153

constructed in the radius bend. However, as theagiroaches the halfway point of the
radius bend, the velocity profile stratifies and Hir velocity reaches 30 m/s along the inner
wall. This is due to the presence of the biomassimclation along the outer edge of the
wall.

The velocity profile of the biomass phase hasgaiicantly different behavior than
the air phase. Prior to entering the leading eddgkeoradius bend, the biomass is traveling at
a lower velocity than the carrier phase, on theeoad 20 m/s rather than 30 m/s. Although
the air phase rapidly decelerates as it entertetiting edge of the bend, the biomass phase
maintains its inertia before it impacts the outallvef the radius bend. In fact, the biomass
phase maintains a high velocity flow, almost h&k distance of the bend. However, the
biomass decelerates rapidly as it travels upwand.deceleration is due to the inertial effects
of the biomass as it reaccelerates, and it is lasag influenced by gravity. As the biomass
exits the radius bend, it reaccelerates to appratdiy 12 m/s due to the influence of the high

speed air traveling through the reduced crossaeofithe vertical duct.
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Figure 7.9. Air phase velocity profile in horizonta-to-vertical bend.
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Figure 7.10. Biomass phase velocity profile in haontal-to-vertical bend.



155

Figure 7.11 shows the air phase velocity profilkile Figure 7.12 shows the biomass
velocity profile at the upward vertical to horizahtradius bend in the multiphase flow
model. The air phase enters the bend at a unif@mm/3, but decelerates to 25 m/s, again
due to the slightly larger cross sectional arestranted in the radius bend. As the air travels
a third of the way thorough the radius bend, tHears profile stratifies and the air velocity
reaches 30 m/s along the inner wall and is clasdi8tm/s along the outer edge of the wall.
This is due to the presence of the biomass accuimulalong the outer edge of the wall. As
the air exits the bend and travels horizontallggain reaches 30 m/s.

Again, the velocity profile of the biomass phas®ws a significantly different
behavioral pattern than the air phase. The bioreass's the radius bend at 12 m/s, or about
one third of the velocity of the air velocity. Thwertial effects of the biomass allow it to
maintain its velocity through the bend, and it &lavone third of the distance of the radius
before decelerating to 6-8 m/s. As the biomassek# radius bend and travels horizontally

it gradually reaccelerates to approximately 12 duos to the influence of the high speed air.
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Figure 7.11. Air phase velocity profile in verticaito-horizontal bend.
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Figure 7.12. Biomass phase velocity profile in vadal-to-horizontal bend.
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CHAPTER 8: CONCLUSIONS AND FUTURE RESEARCH

8.1. Conclusions

A modeling framework for predicting multiphase fibis flows has been developed.
The main features of the developed framework i¢ th&l) accounts for the large, low
density of fibrous bulk solids, (2) predicts thewl conditions of each of the two phases, and
(3) may be implemented for a variety of fibrouskbablids. The modeling framework was
applied to two distinct fibrous bulk solids. Thestiapplication was cotton-air flow within a
positive pressure pneumatic conveyance systemthensiecond was biomass-air flow within
a negative pressure pneumatic conveyance system.

The computational model presented in this reselaegins with the Eulerian-Eulerian
multiphase modeling approach, which representsctmveying air phase and the fibrous
bulk solids phase with the conservation equatidneass and momentum. The conservation
of mass equations are coupled by the volume fraatancentration of the bulk solids and
conveying air at each computational grid point. Toeaservation of momentum equations
are also coupled by the interphase momentum tnatisé occurs between the bulk solids
and air phases.

This research developed a representation for dyengithe interphase momentum
transfer between the two phases, which is base¢d@effects. The first effect is the particle
drag force between the flowing air and the movintkIsolids. The drag force is calculated
based on the size and shape of the bulk solidsrentcelative velocity between the particles
and the air. The second effect incorporates thetiaddl flow resistance due to the unique

characteristics of the fibrous bulk solids. Thasgéditional flow resistances can include the
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rough surface, rotation effects of the fibrous bstkids, and interconnected strings between
fibers of the bulk solids that extend beyond thepotational grid. The additional resistance
is based on the concept of the Ergun equationshioh air flows through a porous media. In

this case, the porous media is moving relativehto ftowing air. The drag effect and the

additional resistance effects are based on theeptiep of the fibrous bulk solids as they are
transported through the conveyance system.

To understand the behavior of the two bulk solitlsterests, two experimental test
apparatuses were constructed to measure the floditmmns of the respective bulk solids as
they are being transported. These measurementglathe velocity profiles of the fibrous
bulk solids and the pressure profiles of the aawfhg through the experimental test
apparatus. Once the flow characteristics of thetib bulk solids are understood, they are
applied to the computational model. Comparable @k@lels were developed to replicate
the flow conditions observed in the respective lalst apparatus by comparing the
experimental results with the computational resultse flow characteristics of the fibrous
bulk solids are incorporated in a commercially lde CFD solver through external user-
defined functions. The converged CFD models are pewed to the experimental flow
characteristics of the fibrous bulk solids, and pla@ameters available in the user-defined
functions are adjusted to correlate with the expental tests.

This research has shown that flow characteristid$mus bulk solids flows can be
predicted using the developed framework with coragomal models. The computational
modeling of the interphase momentum transfer tedissussed in this research had the
ability to match the flow characteristics obseruedhe experimental test apparatus for each

of the two bulk solids studied. In addition, thedets have the ability to answer engineering
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design questions that were previously based onnsxi experimental data, iterative
flowcharts, and previous experience.

Additionally, this research shows the potential aniity of using computational
models to predict fibrous bulk solid flows for engering design and to be able to answer
additional engineering design questions. Exampleshis include having the ability to
predict accumulation of fibrous bulk solids and gnessure drops due to the presence of the

bulk solids.

8.2. Future Research

The techniques for modeling multiphase fibrous 8aave in place to allow modeling
of various pneumatic conveyance systems. Howe\aditianal research is necessary to
further expand the utility and capability of thearfrework for engineering design. For
instance, additional bulk solids can be studied @rdelated to the connectivity parameters
described in this research. Additionally, manyhe assumptions made for this research were
done to simplify the modeling approach, which all@lorter solution times. Possible
opportunities for expanding this research includeetbping more intricate correlations for
the connectivity resistance and for the particlgdesistance.

Furthermore, this research can be applied dirdctlgngineering design problems
Practical technologies for modeling heterogeneowxlycts are needed, particularly in
segregation processes currently found in combinwelters. For example, having the
capability to model segregation of bulk solids cbbhave significant potential in developing

single-pass harvesters, which harvest the nodasssind seeds of the plant in a single pass.
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APPENDIX A: PROPERTIES OF BULK SOLIDS
The tables in Appendix A show the properties amracteristics for several
commodities that are successfully conveyed pnegalbti This information is provided to

indicate the variability of pneumatically conveyaaducts.

Table A.1. Minimum safe air velocities for variousbulk solids (Klinzing 1997).

Approximate  Minimum Safe  Minimum Safe

Average Bulk  Size Grading  Air Velocity: Air Velocity:

Bulk Solids Density (kg/nt) (mm) Vertical (m/s)  Horizontal (m/s)

Coal 720 13 12.00 15.00
Coal 720 6 9.00 12.00
Wheat 753 5 9.00 12.00
Polythene Cubes 480 3 9.00 12.00
Cement 1400 920 15 7.6
Flour 560 150 15 4.6
Pulverized coal 720 75 15 4.6
Pulverized ash 720 150 15 4.6
Fullers earth 640 106 15 6.1
Bentonite 900 75 15 7.6
Barite 1750 63 4.6 7.6
Silica flour 880 106 15 6.1
Fluorspar 1760 75 3.0 9.1
Phosphate rock 1280 150 3.0 9.1
Tripolyphosphate 1040 180 15 7.6
Common salt 1360 150 3.0 9.1
Soda ash 560 106 3.0 9.1
Soda ash 1040 180 3.0 12.2
Sodium sulphate 1360 106 3.0 12.2
Sodium perborate 865 180 3.0 9.1
Ground bauxite 1440 106 15 7.6
Alumina 930 106 15 7.6
Kieselguhr 240 75 15 7.6
Magnesite 1600 75 3.0 3.0

Uranium dioxide 3520 75 6.1 18.3
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Table A.2. Comparison of velocities in pressure andacuum systems (Klinzing 1997).

Velocity: Velocity:

Bulk Density Pressure Vacuum
Bulk Solids (kg/m®) System (m/s) System (m/s)
Alum 800 19.8 33.5
Calcium carbonate 440 19.8 33.5
Coffee beans 672 13.7 22.9
Hydrated lime 480 12.2 27.4
Malt 449 16.8 30.5
Oats 400 16.8 30.5
Salt 1440 25.3 36.6
Starch 640 16.8 27.4
Sugar 800 18.3 33.5

Wheat 769 16.8 32.0
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Table A.3. Recommended air velocities for fibrous bk solids (Henderson and Perry

1976).
Air Velocity Air Velocity

Bulk Solids (ft/min) (m/s)

Barley 5000-6000 25.4-30.5
Coffee Beans 3000-3500 15.3-17.8
Corn 5000-7000 25.4-35.5
Cotton 4000-6000 20.3-30.5
Cotton Seed 4000-6000 20.3-30.5
Oats 4500-6000 22.9-30.5
Rags 4500-6500 22.9-33.0
Salt 5500-7500 27.9-38.0
Sand 6000-9000 30.5-45.7
Sawdust 4000-6000 20.3-30.5
Wheat 5000-7000 25.4-35.5

Wool 4500-6000 22.9-30.5
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APPENDIX B: USER DEFINED SUBROUTINES
The following information contains the particleagr(uedrag.f) and the momentum
source term (sormom.f) subroutine required for ST@GR™ V4 to account for the

momentum exchanges between the continuous air pimalstine dispersed fibrous phase.

Crex*BEGINNING OF SUBROUTINE UEDRAG. sk *%C

(:************************************************** *kkkkkkkkkkkkkkkkhkkkk

SUBROUTINE UEDRAG(DFAC)
C Specify linearised drag force coefficienBulerian multi-phase.

(:************************************************** kkkkkkkkkkkkkkkkhkkkk
(: __________________________________ *

C STAR-CD VERSION 4.08.000

(: __________________________________ *

INCLUDE 'comdb.inc'
COMMON/USROO1/INTFLG(100)
INCLUDE 'usrdat.inc'

DIMENSION SCALAR(50)
EQUIVALENCE( UDAT12(001), ICTID)
EQUIVALENCE( UDAT03(019), VOLP)
EQUIVALENCE( UDAT04(002), DEN)
EQUIVALENCE( UDAT04(003), ED)
EQUIVALENCE( UDAT04(005), PR)
EQUIVALENCE( UDATO04(008), TE)
EQUIVALENCE( UDAT04(009), SCALAR(01))
EQUIVALENCE( UDAT04(059), U)
EQUIVALENCE( UDAT04(060), V)
EQUIVALENCE( UDAT04(061), W)
EQUIVALENCE( UDAT04(062), VISM )
EQUIVALENCE( UDAT04(063), VIST)
EQUIVALENCE( UDAT04(007), T)
EQUIVALENCE( UDAT04(067), X)
EQUIVALENCE( UDAT04(068), Y )
EQUIVALENCE( UDAT04(069), Z)

This subroutine enables the user to defindinearized drag
coefficient force per unit volume (definedfakin the methodology

OO0
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manual) on a cell-by-cell basis for Eulerianltimphase
simulations.

For multi-phase applications ...

- this is a cell-based routine

- this routine is called for each fluid-pair

- the index of the active fluid-pair is IPHAPR

- multiphase properties and fields need tadsessed
directly using MODULE emp_variables

- density, viscosity and conductivity propestaccessed
through MODULE emp_variables, will include@ume fraction
factor, if flag vf2_weighted in MODULE empser is .TRUE.

** Parameter to be returned to STAR-CD: DFAC

Note:

When this subroutine is used, STAR-CD camvork out the
drag coefficient from drag force (DFACkspied by the user.
Therefore, values of drag coefficient@amp/ccmt file

will be zero. Users must write the dragftioients

into a separate user post file (.usrpfast-processing.

C Coding for having a modified drag force for thescre terms
C MomTransfer = DragForce + VirtualMassForce + Edftce
C These are done on a mass per unit volume basis

C

C Look at chapter 13 of the 4.0 user guide for howse subroutines
C Also look at supplemental StarCD material

C

C To use this, the user coding needs to be actiatehe
C drag force under the Eulerian two-phase flow GUI.

O 00000

This is put into check the beginning of the suliree.
ITER is the iteration number
IP is the cell number
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C This is when we transition from a low single paetdrag to a high
C patrticle loading
ALPHATRANSITION=0.5

C This alpha factor is determined on observatidrieeparticle flow
GALPHA =5.0

C This beta factor is determined on observatiorth@particle flow
GBETA=1.0

C Define the Level of Print Output
PRINTOUTPUT=2

C Assuming the dispersed phase is a 3-dimensidiipdad (need to set)
C These are listed in meters

ELLENGTH=0.04

ELWIDTH=0.02

ELHEIGHT=0.02

IF (PRINTOUTPUT.GT.1) THEN
IF (ITER.EQ.1) THEN
IF (IP.EQ.1000) THEN
print *, "This Lists the lengthstbk particle’
print *, 'ELLENGTH=', ELLENGTH, ' m’
print *, 'ELWIDTH=', ELWIDTH, ' m’
print *, 'ELHEIGHT=', ELHEIGHT, ' m'
ENDIF
ENDIF
ENDIF

IF (PRINTOUTPUT.GT.1) THEN
IF (ITER.EQ.1) THEN
IF (IP.EQ.1000) THEN
print *, 'This is at the beginniafjthe subroutine’
print *, 'IP=", IP
print *, ITER=", ITER
print *, VELRELATIVE, VELREL, VFCEL2, VFRCTOR, IPHA, IP
ENDIF
ENDIF
ENDIF

O 0000000000
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C This line defines the multiplication factor okth
C volume fraction of the particles. Based on thecemtration of the
C particles
C This is based on the D/L of spheres
VFFACTOR = (6.0*VFCEL2*0.318309866)**0.3333

if(VFFACTOR.gt.1.0)then
VFFAC=1.0
else
VFFAC = VFFACTOR
endif

C Calculate Volume of Ellipsoid
C The equation for volume of ellipsoid is 4/3 **pil * r2 * r3
ELLIPSVOL=1.33*3.141*(ELLENGTH/2.0)*(ELWIDTHZ.0)*(ELHEIGHT/2.0)

IF (PRINTOUTPUT.GT.2) THEN
IF (ITER.EQ.1) THEN
IF (IP.EQ.1000) THEN
print *, 'This Lists the Volume dfd Ellipsoid'
print *, 'ELLIPSVOL=", ELLIPSVOL, ' ng8
ENDIF
ENDIF
ENDIF

C Calculate the 3 projected areas

C This is done by taking the area of an oval

C The equation for the area of an oval is pi*r1*r2
ELAREAA=3.14159*(ELLENGTH/2.0)*(ELWIDTH/2.0)
ELAREAB=3.14159*(ELLENGTH/2.0)*(ELHEIGHT/2.0)
ELAREAC=3.14159*(ELWIDTH/2.0)*(ELHEIGHT/2.0)

IF (PRINTOUTPUT.GT.2) THEN
IF (ITER.EQ.1) THEN
IF (IP.EQ.1000) THEN
print *, "These are the three prtgdareas’
print *, 'ELAREAA=', ELAREAA
print *, 'ELAREAB=', ELAREAB
print *, 'ELAREAC=', ELAREAC
ENDIF
ENDIF
ENDIF

C Calculate the d_a values
DAA=sqrt(4*ELAREAA/3.14159)
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DAB=sqrt(4*ELAREAB/3.14159)
DAC=sqrt(4*ELAREAC/3.14159)

IF (PRINTOUTPUT.GT.2) THEN
IF (ITER.EQ.1) THEN
IF (IP.EQ.1000) THEN
print *, 'These are the three d_laes!
print *, 'DAA=', DAA
print *, 'DAB=", DAB
print *, 'DAC=', DAC
ENDIF
ENDIF
ENDIF

C Calculate the d_n value
DNVAL=(6.0*ELLIPSVOL/3.14159)**(0.333)

IF (PRINTOUTPUT.GT.2) THEN
IF (ITER.EQ.1) THEN
IF (IP.EQ.1000) THEN
print *, 'This is the d_n value'
print *, 'DNVAL=', DNVAL
ENDIF
ENDIF
ENDIF

C Calculate the (d_a/d_n)**2 in each dir
DADNSQA=(DAA/DNVAL)**2
DADNSQB=(DAB/DNVAL)**2
DADNSQC=(DAC/DNVAL)**2

IF (PRINTOUTPUT.GT.2) THEN
IF (ITER.EQ.1) THEN
IF (IP.EQ.1000) THEN
print *, 'These are the three (d_aj#*2 values'
print *, 'DADNSQA=', DADNSQA
print *, 'DADNSQB=', DADNSQB
print *, ' DADNSQC=', DADNSQC
ENDIF
ENDIF
ENDIF

C Drag coefficient multiplier for the elliptical ape
CDMULTA=1.0/DADNSQA
CDMULTB=1.0/DADNSQB
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CDMULTC=1.0/DADNSQC

IF (PRINTOUTPUT.GT.2) THEN
IF (ITER.EQ.1) THEN
IF (IP.EQ.1000) THEN
print *, "These are the three dragfcMultiplier vals'
print *, 'CDMULTA=', CDMULTA
print *, 'CDMULTB=', COMULTB
print *, 'CDMULTC=", CDMULTC
ENDIF
ENDIF
ENDIF

C Sphericity calculation for the three dimensions
SPHERTOP=3.14159*DAA
SPHERBOT=2.0*3.1415*sqrt(((ELLENGTH/2)**2+(BAIDTH/2)**2)/2)

C Assuming the sphericity of an ellipsoid
SPHER=SPHERTOP/SPHERBOT

C This is the value we care about for the dragtion
SQRTSPH=SQRT(SPHER)

IF (PRINTOUTPUT.GT.2) THEN
IF (ITER.EQ.1) THEN
IF (IP.EQ.1000) THEN
print *, "'These are the sphericigues'
print *, 'SPHERA=', SPHERA
print *, 'SPHERB=', SPHERB
print *, 'SPHERC=', SPHERC
print *, 'SPHER=', SPHER
print *, 'SQRTSPHER=', SQRTSPH
ENDIF
ENDIF
ENDIF

C Calculate the d_a/d_n of interest

C Assuming that the Projected Area is the ellips&ing

C perpendicular to the free stream
DADN=DAA/DNVAL

IF (PRINTOUTPUT.GT.2) THEN
IF (ITER.EQ.1) THEN
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IF (IP.EQ.1000) THEN
print *, 'This is the d_a/d_n values
print *, 'DADN=', DADN
ENDIF
ENDIF
ENDIF

C Calculate the Relative velocity at each cell
VAIR=SQRT((U)**2+(V)**2+(W)**2)
VPART=SQRT((UCEL2)**2+(VCEL2)**2+(WCEL2)**2)
VREL=SQRT((U-UCEL2)**2+(V-VCEL2)**2+(W-WCEL2)*2)

C Calculate the Equivalent Diameter for a nonsglaéparticle
C This is for the Reynolds Number calculations

C This will need to be reconsidered

C PARTDIA=(ELLENGTH+ELWIDTH+ELHEIGHT)/3.0

C UPDATED: Have the PARTDIA be equal to the DNVAL
PARTDIA=DNVAL

IF (PRINTOUTPUT.GT.2) THEN
IF (ITER.EQ.1) THEN
IF (IP.EQ.1000) THEN
print *, "'This compares d_n to padidiameter.'
print *, 'DNVAL=', DNVAL
print *, 'PARTDIA=', PARTDIA
ENDIF
ENDIF
ENDIF

C Particle Reynolds number
REYP=DEN*VREL*PARTDIA/(VISM+SMALL)

C This number is used frequently in the Cd calona

C We will calculate it here for clarity

C Thisis (d_a/d_n)*Reynolds number
DADNREYP=DADN*REYP

C This number is also used frequently in the Caldutation
C Thisis (d_a/d_n)"2
DADNSQ=DADN**2
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C Coefficient of Drag based on Reynolds number
C Please refer to pp. 70 of Crowe, Sommerfeld aagi T
C The following line is needed to not make the sofudiverge
IF(REYP.LT.SMALL) THEN
DFAC=18.*VFCEL2*VISM/(PARTDIA*PARTDIA)
ELSE
C The following drag correlation is based on thekaaf Tran-Cong
TERMONED=(24.0/REYP)*DADN*(1.0+0.15/SQRPSE*DADNREYP**0.687)
TERMTWODA=(0.42*DADNSQ)
TERMMTWOB=(SQRTSPH*(1.0+0.000425*(DADN*RP**(-1.16))))
CD=0.75*(TERMONED+TERMTWODA/TERMMTWOB)

OO0

TERMONED=(24.0/REYP)*DADN*(1.0+0.15/SQRTEFDADNREYP**0.687)
TERMTWODA=(0.42*DADNSQ)
TERMMTWOB=(SQRTSPH*(1.0+0.000425*(DADN*REP¥*(-1.16))))
CD=(TERMONED+TERMTWODA/TERMMTWOB)

IF (PRINTOUTPUT.GT.3) THEN
IF (IP.EQ.1000) THEN
print *, "This outputs the C_d dagefficient.'
print *, 'REYP=', REYP
print *, 'CD=', CD
print *, ' TERMONED=', TERMONED
print *, TERMTWODA=', TERMTWODA
print *, TERMMTWOB=', TERMMTWOB
ENDIF
ENDIF

The DFAC is based on the A_d equation foundmrilp-4
in the StarCD 4.0 methodology manual
If I understand correctly, this will be multipd by the
relative particle velocity
IF(VFCEL2.LT.ALPHATRANSITION) THEN
Drag due to the irregular shape (SHAPEDRAG)
SHAPEDRAG=0.75*VFCEL2*DEN*VREL*CD/PARTDIA
Resistance due to the String Effects shape (#DHAG)
FIBERRESIST=VFFAC*(GALPHA*VREL+GBETA)*VREL

o0 O 00000

FIBERRESIST=0.0

C Sum these RESISTANCES
DFAC=SHAPEDRAG+FIBERRESIST
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IF (PRINTOUTPUT.GT.3) THEN
IF (IP.EQ.1000) THEN
print *, 'This compares drag doshape and fiber.'
print *, 'SHAPEDRAG=', SHAPEDRAG
print *, 'FIBERRESIST=', FIBERRESIS
ENDIF
ENDIF

ELSE
C Resistance is due to High Particle Loading (Brigased)
ERGUNTERMA=150*VFCEL2**2*VISM/((1-VFCER)*PARTDIA**2)
ERGUNTERMB=1.75*VFCEL2*DEN*VREL/PARTDIA
DFAC=ERGUNTERMA+ERGUNTERMB

IF (PRINTOUTPUT.GT.3) THEN
IF (IP.EQ.1000) THEN
print *, "'This compares term Ada® of Ergun.’
print *, ' ERGUNTERMA=", ERGUNTERMA
print *, 'ERGUNTERMB=', ERGUNTERMB
ENDIF
ENDIF

ENDIF

ENDIF

RETURN
END
C

Cre*END OF SUBROUTINE UEDRAG. FrH# ki
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Crex*BEGINNING OF SUBROUTINE SORMOM . fro*sssssiaex xxC

(:**************************************************

C

*kkkkkkkkkkkkkkkkkkhkkkhkk

SUBROUTINE SORMOM(S1U,S2U,S1V,S2V,S1W,S2W, T8}
C Source-term for momentum

(:**************************************************

C STAR VERSION 4.08.000

O0000000000

INCLUDE 'comdb.inc'
COMMON/USROO1/INTFLG(100)
INCLUDE 'usrdat.inc'

DIMENSION SCALAR(50)
EQUIVALENCE( UDAT12(001), ICTID)
EQUIVALENCE( UDAT03(001), CON)
EQUIVALENCE( UDAT03(006), G1)
EQUIVALENCE( UDAT03(007), G2)
EQUIVALENCE( UDAT03(008), G3)
EQUIVALENCE( UDAT03(019), VOLP)
EQUIVALENCE( UDAT04(001), CP)
EQUIVALENCE( UDAT04(002), DEN)
EQUIVALENCE( UDAT04(003), ED)
EQUIVALENCE( UDAT04(005), PR)
EQUIVALENCE( UDAT04(008), TE)
EQUIVALENCE( UDAT04(009), SCALAR(01))
EQUIVALENCE( UDATO04(059), U)
EQUIVALENCE( UDAT04(060), V)
EQUIVALENCE( UDATO04(061), W)
EQUIVALENCE( UDAT04(062), VISM)
EQUIVALENCE( UDATO04(063), VIST )
EQUIVALENCE( UDAT04(007), T)
EQUIVALENCE( UDAT04(067), X)
EQUIVALENCE( UDAT04(068), Y )
EQUIVALENCE( UDAT04(069), Z)
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This subroutine enables the user to specéyrtbmentum source

term (per unit volume) in linearized form:

Source in x direction = S1U-S2U*U, (N/m3)
Source in y direction = S1V-S2V*V, (N/m3)
Source in z direction = S1IW-S2W*W, (N/m3)

** Parameters to be returned to STAR: S1U,SAV,S2V,S1W,S2W,
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Sample coding: Body forces due to rotatimuad the z-axis

OMEGA=100.
S1U=DEN*X*OMEGA**2
S1V=DEN*Y*OMEGA**2

C This subroutine is used to introduce the strieffigcts among the
C fibrous particles.

C This is based upon the porous media model and the
C Ergun equation sets.

C This also assumes that the cotton strings arenowing in relation
C to the airflow.

C The study shows that this is close to being #sec

C The galpha and gbeta values are based
C on the properties of the cotton (in theory).

C To use this subroutine, the momentum source hesxds to be
C activated in StarCD.

C
C
C

This line defines the multiplication factor okth

volume fraction of the particles.

This is based on the D/L of spheres (for the mujne
VFFACTOR = (6.0*VFCEL2*0.318309866)**0.3333

if(VFFACTOR.gt.1.0)then

VFFAC =1.0
else

VFFAC = VFFACTOR
endif

This is the velocity magnitude of each node
gvmag = sqrt(u**2+v**2+w**2)

This alpha factor is determined on observatidrit@particle flow
galpha=5.0
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This beta factor is determined on observatiorth@particle flow
gbeta=1.0

Here we define the relative velocities of thetipbes to the carrier
URELATIVE = SQRT((U-UCEL2)**2)
VRELATIVE = SQRT((V-VCEL2)**2)
WRELATIVE = SQRT((W-WCEL2)**2)

Here we define the relative velocity
VELRELATIVE = SQRT((U-UCEL2)**2+(V-VCEL2)**2+(W-WCEL2)**2)

if(VELRELATIVE.It.100) then
VELREL = VELRELATIVE
else
VELREL =100.0
endif

if(U.gt.0.0000) then
slu = -VFFAC*((GALPHA*VELREL+GBETA)*VELREL)

else

slu = VFFAC*((GALPHA*VELREL+GBETA)*VELREL)
endif
if(V.gt.0.0000) then

slv = -VFFAC*((GALPHA*VELREL+GBETA)*VELREL)
else

slv = VFFAC*((GALPHA*VELREL+GBETA)*VELREL)
endif

if(W.gt.0.0000) then

slw = -VFFAC*((GALPHA*VELREL+GBETA)*VELREL)
else

slw = VFFAC*((GALPHA*VELREL+GBETA)*VELREL)
endif

s2u =0.00
s2v =0.00
s2w = 0.00

RETURN
END

CreeeeesEND OF SUBROUTINE SORMOM. stttk C
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