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ABSTRACT

In the manufacturing area, the laser has attracted increagngaitin recent year as
an important tool in the practice of micro/nano scale manufacturing, such agsurfa
microfabrication and processing, pulsed laser deposition of films and coatsggs, la
machining of metals and non-metallic materials, and laser surfaggrge During the laser
assisted nanostructuring process, intensive heating will cause theahtatexperience fast
phase change that the non-equilibrium state will lead to shock wave near the $attirig
nanostructures, thermal movements of molecules/atoms show strong ataistations in
space since the equilibrium state cannot be established. Molecular dy@dijcsimulation,
which directly tracks the movements of molecules/atoms, is capable of egplbssical
phenomena down to molecular/atomic levels and predicting processes undenmtdiffere
conditions. The previous work done in our group have investigated the evolution of density,
temperature, pressure, and shock wave front Mach number. Chapter 2 is an ioindducti
the basics of MD simulation. In chapter 3, the evolution of the interaction zone agy ene
exchange between the plume and the ambient gas are studied with respecett differ
gas/solid molecular mass ratios and different ambient gas densities.oltigoes of shock
wave front position as well as velocity and Mach number in different ambientayasalso

studied.



Lasers also have wide spread popularity in characterization physicalt@spér
materials. When illuminating the surface of materials, the laser kighbe absorbed by the
material and cause the temperature and thermal radiation variation atftioe.sThese
phenomena have been intensively studied in the past. A photothermal (PT) technique has
been developed in our group for characterizing thermal physical propertiekecértif
materials. For the thermal properties characterization of amorphous titdiuxiche (TiG)
nanotube arrays, this technique provides the experimental data of the as-preppted sa
density and the thermal conductivity along the tube length direction. The thermal
conductivity in the cross-tube direction is measured by the transient electrakli€ET)
technique. Combining the two techniques, the contact resistance betweenzgthani@bes
is also investigated. Chapter 4 is for the experimental setup for théngfwdyanoscale
thermal transport. Chapter 5 analyzes the experimental data in detail andesowmigiawork

done by other researchers.

The emphasis of future work is outlined and described in Chapter 6.



CHAPTER 1: INTRODUCTION

1.1 Introduction to thermal and mechanical phenomena in nanoscale laser-material

interaction

Since the first laser was demonstrated in 1960, lasers have found applicationg in ma
areas, among which laser assisted manufacturing has attractetkecalols attention in
recent years. A number of laser-assisted manufacturing techniqudseeaveeveloped to
handle the dimension decreasing materials and surfaces. Conventional optitessnas
manufacturing techniques use focused narrow beam to directly write intoatsatehich
are convenient yet restricted by the diffraction limit. Using aperturesasks can help to
further reduce the limit, but the cost for updating with new generation of technoldgy wil
continue to escalate and even become prohibitive for low volume products. As ratiaker
one has to use extreme UV radiation (10-100 nm) or soft x-rays to manufactungesrut
the nanometer range [1]. A large amount of work has been done to extend the resolisition lim
and provide tools and ultrasmall optoelectronic devices for nanomanufacturing such as
nanofabricating, nanolithography and nanomodification [2-10]. Near-field scaopiiogl
microscope (NSOM) works with resolutions from 10 to 100 nm with apertures and 1 to 20

nm without apertures [11-13]. The superlens is capable of imaging featuned0witn or 1/6



of the illumination wavelength [14]. As one approach that attracted enormogsistie the

past decade, the laser-assisted scanning probe microscope (SPM) haswedn be

effective for processing materials and surface at nanoscales. Wtsadrby a pulsed laser,

the SPM tip could create a significantly enhanced optical field with twer®af magnitude

[15] enhancement. With a femtosecond laser, a resolution down to 10 nm could be achieved
[16]. Using an atomic force microscope (AFM) combined with a 532 nm pulsed laser,

surface structure with a lateral resolution of 1.5-7 nm has been created [17].

During the process of laser-assisted SPM nanostructuring, intensivadaseag will
make the solid-state material directly transfer into gas phassuti m phase explosion as a
consequence of insufficient time for normal boiling to take place [18]. This oftds tea
shock wave when an ambient gas is present during the process. Owing to thengcreas
interests in nanomanufacturing, there have been studies on properties of the expansion plume
and its strong interactions with the ambient gas, analytically, expesghyesntd numerically.
In Zhang’s work, a one dimensional model was established to describe the shedkont
[19]. Jeonget al.[20] investigated the correlation between the transit time and locatibe of
laser-induced shock wave and compared the conversion efficiency with the conventional
blast wave. Kohen and Martens [21] simulated the process of a pump laser exciting a
impurity molecule embedded in a solid host to a repulsive electronic statewbhleir

provided a direct view of the generation and propagation of nanoscale shock waves.



In nanostructures, thermal movements of molecules/atoms show strong alatistic
variations in space since the equilibrium state cannot be established. Motgtamics
(MD) simulation, which directly tracks the movements of molecules/atorapeble of
exploring physical phenomena down to molecular/atomic levels. Wang'’s previous work
explored the thermal and mechanical phenomena beneath the sample surfadengydvar
200 million atoms [22] and studied the solidification and epitaxial regrowth in surfac
nanostructuring [23]. Feng’s work on nanodomain shock wave was focused on theeanterfac
properties of the shock wave front during its propagation [24]. However, none of the
previous studies gives consideration of the effects of the molecular aeiglotensity of

ambient gas on shock wave in laser-induced nanostructuring.

In chapter 2 and chapter 3, MD simulations are conducted to track the tsagatoer
2 million atoms. The evolution of the interaction zone and energy exchange between the
plume and the ambient gas are studied with respect to different gas/solid araieass
ratios and different ambient gas densities. The evolution of shock wave front positieth as

as velocity and Mach number in different ambient gases are also studied.

1.2 Thermal Transport in TiO, nanotube arrays

In recent years, Tiphas attracted increasing interest as an environmental cleaning



ceramic material, and has been fabricated into nanostructures such astidesgain
films, and nanofibers. Highly ordered, vertically oriented, free standidgrianotube arrays
fabricated by anodization have received considerable attention due to its uniqueestiict
high surface-to-volume and length-to-diameter ratios. Three gemeyaif techniques have
been developed in the past to produce; Ti@notube arrays [25]. Studies were also carried
out on the fabrication of TiOnanotube arrays on different substrates to suite varied
applications[25-27]. These techniques have enabled the production,afdn®tube arrays
with various pore to pore distance, diameter and wall thickness through contiodlivwatier
content, pH value, voltage, and temperature [23-28]. TiG: nanotube arrays with length
from several hundred nanometers to one millimeter have been fabricated fellgd@sy.
Owing to their narrower band gap and remarkable architecture néittubes have the
great potential to control the lateral spacing geometry and regulatatedR7], to utilize
visible light energy, to enhance electron transport and suppress recombinatianp rvidie
large sensing and reacting areas [30-32]. To date, fa@otubes have been applied to
various areas including biomedical implant devices [27], biomedical diagrapgdiications,

gas sensorsplar cells, fuel cells, lean-burn gasoline engines, and photocatalyst [33-38].

Concerns have arisen about severe thermal issues in fabricating and fogationi
TiO, nanotube arrays due to extremely localized electrical, optical, and mecleatal.

Different thermal response of the base material ang f@otube arrays could lead to



material interface sliding, structure degrading, efficiency downgradngmeechanical

failure. To predict, evaluate, and improve the thermal performance gh@iitube arrays
during their fabrication and engineering applications, solid experimentahblaia the
thermophysical properties of such nanostructures becomes extremely imhpdreamal
properties of a material down to micro/nanoscale can be dramaticalkgdiffeom those of
the bulk counterpart [390n the past, little work has been done with respect to the thermal
management in the applications of Fi@anotube arrays. In this work, we report the
experimental characterization of anisotropic thermophysical propeftieghly-ordered

TiO, nanotube arrays and pioneer the evaluation of thermal contact resistaveenbE0
nanotubes by using our recently developed transient-electro-thermal t@dan)que [40]

and photo-thermal (PT) method [41]. Two samples of highly-ordereginda@otube arrays

are characterized. The Ti@ubes in them have an average inner diameter, center-to-center
distance, and wall thickness of 90 nm, 120 nm, and 15 nm, respectively. Sample 1 is about

29.2 um and sample 2 is about 146 in tube length.



CHAPTER 2: BASICSOF MD SIMULATION

2.1 Theoretical introduction to MD simulation

The modeled system is an argon thin film positioned in a gas environment. Intially, t
system is equilibrated at the designated temperature 50 K for 200 ps. A psksed then
focused on the center of the film for 30 ps. The process is recorded from the begtitihg
ns. The objective is to investigate the effect of the molecular weightearsitylof ambient
gas on the laser induced shock wave. Eight cases are studied in two groups. Group one has
the same ambient gas pressure but different molecular mass ratiogméghg This is
designed to reflect the effect of environment molecular mass on the shock viavehan to
recover a practical experimental condition. Group two uses the same ambieoigadan
weight but different ambient gas pressures. For ease of discy8ssamsed to represent the
molecular mass ratio of gas to solid, which has the forebfyas/Msoid, WhereMgasand
Msoiig are the molecular mass of the ambient gas and the targetyselidesents the ratio of

the ambient gas pressure to a reference pressure (0.217 MPa), which seeXage$ampient

IPref -

A modified quasi three dimensional domain from our previous work is established in

this study. The construction of solid target in each case is basically-befatmred-cubes



(FCCs) in thex direction, 1700 or 1664 FCCs in thelirection and 60 FCCs in the
direction for group 1, and 1664 FCCs in thairection and 64 FCCs in tlzalirection for

group 2. The lattice constant for each FCC cell is 5.414 A.

In MD simulation, the dynamics of the system are governed by the classivtdiNan

equation md’y/ dt* =3 F , where m and r; are the mass and position of atpm

respectivelyF; is the pair force between atomandj which is calculated as

Fj =—0g; /or; , where g, =4-5[(o/ I )12—(0/ I )6} is the Lennard-Jones (12-6) potential
and used to calculate the force between atoms. For argar653 x 1G* J is the LJ well
depth parameter= 3.406 A is referred to as the equilibrium separation parameter; and

ri —1;. The general idea is to obtain the atomic positions, velocities, etc. at tiie based

on the positions, velocities, and other dynamic information atttiffiee equations are

solved on a step-by-step basis, and the time intesvals dependent somehow on the
method applied. Howevergt is usually much smaller than the typical time taken for an
atom to travel its own length. In this calculation a time step of 25 fs is used. Wierlen
equation is solved by applying the Verlet algorithm, of which the Vedetrighm is widely

used due to its numerical stability, convenience, and simplicity, to velocity [42]hvghi

expressed as:

L@+ =1 (1) +V(t+ & 23 (2.1a)



F (t+ ) = 04 (t+ ) (2.1b)
c’irij
F (t+at)
V3R =V A2+ 2.1¢)

The interactions between atoms are truncated at a distancespb@y®nd which the
interactions are negligible. This distance is called the cut off distaf)déd. 2.1). In this
work, only the repulsive force is considered between atoms in the ambiefhhgasolid and
gas atoms share the same molecular mass and repulsive potential for Grmlips2 Bor
Group 1 studies, the ambient gas shares the same repulsive potential astiimitdrge
reduced molecular weight. The initial ensemble momentum is subtradtexeeginning of
simulation to keep the total momentum zero. Computation of the force between an atom and
its neighbors is arranged by the cell structure and linked-list methojd$r{42e linked-list
method, each atom is sorted into an appropriate cell based on their positions. In the code,
each number can be identified by their index number given in the beginning and is arranged
form cell to cell. An array HEAD is used to store the biggest index numbenwihiicell.
Another array LIST is used to store the cell index of each atom within a beth v the
index number of the next atom within the cell in a decreasing sequence. Theeeliar
the last atom within the cell is zero. For example, as shown in figure 2.1 (rRL;§), the
index number for atoms within this cell is 7, 36, 101, 229, 230. In this cell, HEAD is equal to
230 and cell index are LIST(230)=229, LIST(229)=101, LIST(101)=36, LIST(36)=7,

LIST(7)=0. In the force calculation, an atom only interacts with its neighiitig the cell



or the cells next to the current cell. This makes the calculation very fiitieref

° ° ° ° ° > ° °

Cell (-1, j+1) Cell (, j+1) Cell (+1, j+1)
° ° ° ° ° ° °

° ° ° ° ° > ° °
Cell (-1, ) Cell (i, j) Cell (+1, j)
7 [ ] 36. [ ] (] [ ] [ ] [ ]

229

° ° ° le 3 ° °

101 230

Cell (-1, j-1) Cell (, j-1) Cell (+1, j-1)
[ ] [ ] [ ] [ ] [ ] [ ] [ ]

Figure2. 1 Cell structure and linked list in 2-D plate

In the calculation, non-dimensionalized parameters are used, which arenliS&dade
2.1. After non-dimensionalization, Eqsyd®[/ dt =Y'F , 4, =4-e[(0'/ I )12—((;/ I )6]

and Fj =-0g; /orj become

d’r;, o
e _;Fij (2.2a)
&, ! : (2.2b)

T )°



10
F=l- 2, 5 |p (2.2¢)
(rij ) (rij )

Parameters used in the calculation are listed in Table 2.2. During thkzaiton, as
discussed above, the positions and velocities are specified for time 0. On the otheohand, fr
Eq. (2.1c), it is seen that only velocities at half time step are used. Tleeiaforder to start
the calculation, velocities aft” /2 are calculated after the initial velocity specification,

V(T +8 2=V (0)+F Q)& /2 (2.3)

where Fij* (0) is calculated using Egs. (2.2a-2.2c).

Table2.1 Non-dimensionalized parameters

Quantity Equation
Time t" =t/(ocVm/4e)
Length r'=rlo
Mass m =m/m=1
Velocity V' =v/de/m
Potential ¢ =¢lde
Force F, =F; I(4¢/ o)

Temperature T =kgT /4
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The form of Egs. (2.1a) and (2.1b) is preservedlenfg. (2.1c) becomes

V(T +38 /12 =V (' +& [+F (1 +& )& (2.4)
2.2 Parallel computation

Although Linked-list method has already saved simsulation tremendous computing
time, to trace a system constitutes over 2 milatoms is still a time-consuming work. To
reduce the computational time, the programs atedumodified using Message Passing
Interface to realize parallel computation. As ailieshe computational time for each step is
about 7 seconds by employing 4 processors, whiahriest 1/4 the time required if only one
processor is used for computation. Figure 2.2tiides the schematic of the parallel
computation. The whole domain is divided evenly iitsub-domains in thedirection. Each
sub-domain is computed by one processor. At every $tep, each processor will do self
diagnosis at its right and left boundaries. If ab@m moves out of the boundary limit of the
present sub-domain, it will be excluded from theseint one and passed to its physical
neighbor. So each processor will exchange atontsitgineighbors every time step. For the
left and right boundaries of the whole domain, paidal boundary conditions are applied to
deal with those atoms that may move out of the agatnal space. This means the atoms
excluded from Processor 4 will enter Processorriddd this condition, the total number of
tracked atoms remains constant. In this simulatioe domain size in thedirection is

designed to keep the shock wave movement withildineain as much as possible.
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Figure2. 2 Schematic of the MD configuration for shock wauwedstand parallel
computation (Domain sizes under different condgiare listed in Table 3).

2.3 Laser material interaction

The work done by our laboratory has proved thapthesical model used in this work
makes the ambient gas very close to the idealigasgion [24]. This is due to the large
spacing among gas atoms and the weak interactisrebe them. The pressure and sound
speed based on the ideal gas model for the sindutaiges in this work are summarized in
Table 2.3. The density of the ambient gas usedessure evaluation is calculated using the
total number of gas atoms and the gas domain siaariMD simulation.

The laser beam follows the Gaussian distributiospiace and time domains
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| =1,expE (r fo)’

g

» expe 20 2.5)

wherelg is a laser beam intensity constarnig the location of the laser beargthe center of
the beamrg the size constant of the laser spdhe laser heating timé&, the peak location of

the laser in the time domain, agdhe characteristic time of the laser pulse width.

Table2.2 Values of the parameters used in the simulation

Parameter Value

& LJ well depth parameter ~ 1.653x10°*J
e LJ equilibrium separation  3.406 A
m, argon atomic mass  66.3x10°" kg
ke, Boltzmann’s constant ~ 1.38x10%% J/K
a, lattice constant ~ 5.414 A
re, cutoff distance  8.515 A
7, laser beam absorption depth 10 nm
or, time step 25fs
lob,  3.74x10°Wm?
Iy 2 nm
to 10 ps

t 3 ps
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Table2.3 Sound speed and pressure under ideal gas assumption

Group Conditions Pressure (MPa) Sound speed (m/s)
B=2,y=1 0.217 93
B=1,y=1 0.217 132
1 B=057y=1 0.217 186
£=0.25y=1 0.217 263
B=0.125y=1 0.217 373
p=1,=0.25 0.0543 132
2 pS=1,7y=0.0626 0.0136 132
f=1,y=0.0157 0.0034 132

The laser energy transmission in materials obeyd#mbert law = -1dz/z, wherel is
the laser beam intensitythe absorption depth, aadhe coordinate in the laser incident
direction. The absorption depth is dependent omtaterial and laser wavelength. When
conducting the simulation, 10 nm is used as theevafz. This arbitrary value is chosen to
reflect the fact of volume absorption in the matlerather than to represent a realistic

experimental condition.
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Laser beam

Cell 1

Figure2. 3 Schematic of the laser beam absorption in the maater

Figure 2.3 shows the schematic of the laser beauarption in the material. The laser

energy absorbed by atoms within each time ste@édirl is

OoE, = E[l-exp@z/r,)] (2.6)

whereozis the size of cells in thedirection. In MD simulationgz (cell size) is chosen to be

a little larger than the cutoff distance (2)5n order to use the linked-list method. The akctua

absorption depth in Cell 1 is adjustedzs 7 - p,/ p, with p; the density of atoms in Cell 1

and, the density of argon at 50 K. The incident lasergy on the adjacent cell below Cell

1 will be E,—-JE,, and so on to the next cell. The energy absorpsi@chieved by scaling

the velocity of atoms in each cell. Details wergcdssed in Wang’s previous work [22].



16

CHAPTER 3: SHOCK WAVE IN LASER-INDUCED

NANOMANUFACTURING

As described previously, the dimensions of the dorfa each case are 2.707x920.38
(or 900.89)x595.54 nnxkyxz) for group 1 and 2.707x900.89%x1801.78 nm for grdup
(listed in Table 3.1). The total number of atom$hi@ computational domain is also
summarized in Table 3.1. The pulsed laser energy5 fJ (fJ=10° J), and the pulse width
is 5 ps full width at half maximum (FWHM) (Table2}. For the optical absorption depth
used in this work (10 nm), the target materiahisk enough to have sound absorption of the
laser energy. We have conducted different simulatend found that for thinner target
materials (e.g., 20 nm), some of the laser eneithypass through the target. Additionally,
the strong recoil pressure in laser ablation welhd thin targets to introduce unrealistic
physical phenomena. The size of the target usddsrwork is chosen to have a large
absorption of the laser energy while reducing th@pgutational time as much as possible.
Thicker targets (e.g. 60 nm) have been used itMiimodeling of laser-induced surface
nanostructuring and no appreciable difference sepled in comparison with the results
using films 30 nm thick [43].

Shown in Fig. 3.1 are the snapshots of the simdilgystems at different instants. The
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blue and red dots represent ambient gas and &@ti@es, respectively. As mentioned above,
the size difference in thecoordinate is due to the construction of the medslystem. And
since the area below the film will not be influedd®y the shock wave, only the area above
the film and the top layer of the film is plottedton each case. Particularly, for each

snapshot in Fig. 3.1, the axis is 50-595 nm inztdgection and 0-900 nm in thedirection.

100 ps 200 ps 300 ps 500 ps 600 ps 800 ps 1000 ps

/=0.125,=1

/=1, y=0.0626

Figure 3.1 Evolution of atomic positions during shock waveniiation and propagation
(different cases at different time instants aretisn the column). Each dot in the figure
represents an atom. Red dots: target atoms; blige @mbient gas atoms. Horizontal
coordinatey coordinate in the simulation (0-900 nm). Verticabrdinatez coordinate in the
simulation (50-595 nm)
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Table3.1 Conditions, domain sizes and total number of atfandifferent groups

Group Conditions 6z; (nm) Sz (Nnm) ozz (nm) Iy (nm) 1y (nm) N
p=2, =1 21.656 32.484 541.4 2.707 920.38 2,480,960
p=1, =1 21.656 32.484 541.4 2.707 920.38 2,480,960
1 £=0.5,=1 21.656 32.484 541.4 2.707 920.38 2,480,960
$=0.25, =1 21.656 32.484 541.4 2.707 920.38 2,480,960
£=0.125,)=1 21.656 32.484 541.4 2.707 900.89 2,429,440
p=1,=0.25 34.650 34.650 1732.479 2.707 900.89 2,469,376
2 p=1,,=0.0626  34.650 34.650 1732.479 2.707 900.89 2,214,784
p=1, »=0.0157 34.650 34.650 1732.479 2.707 900.89 2,151,136

0z;: ambient gas thickness below target filf;: target film thicknessdz;: ambient gas thickness above
target film;l,: domain size in th& direction |,: domain size in thg direction;N: total number of atoms
within the domain

Figure 3.1 shows the formation and propagatiomefshock wave front in space for
five typical cases. As reported in literatures, ititensive laser heating causes the material to
experience rapid phase change and explosion [18TB& exploded material creates a plume
which propagates into the ambient gas. The plumetpates the ambient gas with a speed
exceeding the local sound speed (Table 2.3) thregempuently forms a shock wave (Fig 2.4).
Because of the energy dissipation, the movemetairgét atoms wilslow down but the gas
wave will still exist and push the ambient gas twvm[24]. A general trend observed in Fig.
3.1 is that under the same ambient pressar®) (when the ambient molecular mass is
heavier (meaning denser ambient gas and hijghaiue), the shock wave moves slower,

largely due to the strong constraint from the amtéewhich suppresses the phase explosion
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very much. When the pressure of the ambient ggstisg lower (lower pressure and
smallery value), the strength of the shock wave is weakeaed the shock wave becomes
hard to distinguishf=1, »=0.0626). This is because the lower number depn$igfoms in the
ambient gas leaves significant spacing for thetabllenaterial to penetrate with little
scattering. For the lowest pressure cgsd (=0.0626), no shock wave is observed. The

ablated atoms penetrate into the ambient gas axdvitti them.

3.1. Evolution of shockwave front

To investigate the movement of the shock wave friinst the position and speed of
ambient gas atoms and target atoms are calculepedately and plotted in space. Figure 3.2
shows the snapshots at 100, 400, and 800 ps fodifierent ambient gas molecular weights.
The black dots and red dots represent the targegas atoms; the blue and pink lines
represent the velocity of ablated target atomsaanblient gas. Only the central part in yhe
direction with a size about 17 nmy is used for this calculation. Basically, the \ap here
does not represent the speed of shock wave fropggation, but is the mass velocity. As
shown in these figures, the movements of both kaidgoms are faster in lighter gas
ambience. Comparison between the cgs®(125,7=1) and (=2, =1) at 100 ps strongly
supports this argument. This is because when theeaingas is lighter, it imposes less

constraint on the ejected plume, leading to higtheme velocity. At 400 ps, the speed of
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target atoms in cas@€0.5, y=1) decays faster than cage{, =1), but the speed of ambient
gas is higher than that ig£1, »=1). From the figures at 400 ps, it is clear thaewa lighter
ambient gas is present, the shock wave moves.fa$t®00 ps, the wave formed by moving
atoms disappears in cage=0.25,=1) and f=0.125,»=1). But in case#4=0.5, =1), (6=1,
1), and =2, y=1), the bulk movements of atoms in the ambientagasstill recognizable,

which means the propagation will keep going.

To further investigate the shock wave phenomenajseehree parameters: shock wave
front position, propagation velocity and Mach numineattempt to describe the movement
of the shock wave front. The shock wave front posiis estimated by direct observation of
atomic snapshots in the direction normal to thgeasurface, where a density jump can be
observed. The velocity is derived from= dz/ dt. The determination of Mach numbé#)
follows M=v/vs wherev is the velocity of the shock wave from,is the local sound speed,
which is determined based on the ideal gas modelm®natomic gasess is calculated

using the following formula
Vo =47k T/ m,, with y=c /c,=(c,+ R/ ¢ and ¢, =3/2R, (3.1)

wherey is the adiabatic indeXR the universal gas constant, the atomic mass, afd

temperature. Table 2.3 lists the speed of souralieaéd in this work.
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Figure3.2 Movements of target atoms and ambient gas atorasl(lolots and blue lines
represent target atoms and their speed; red ddtpiak lines represent ambient gas atoms
and their speed).
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Figure 3.2. (continued).

For some cases, the interface between the shoadk fnat and the ambience is too

vague to distinguish at long times (1 ns). For gxamn casef=0.125)=1) the shock wave
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front almostdisappears at 400 ps. For caged y=1), from O to 30 ps the shock wave front
only propagates a very short distance, and iscdiffito distinguish. To suppress the
statistical uncertainty, the position in this caseecorded starting from 30 ps. Shown in Fig.
3.3 are the shock wave front position and veloagginst time. The symbols are the
observable front position (MD simulation), and #udid lines are the fitting curve of the
position data in Fig. 3.3 (a). It is observed tin@t molecular mass of the ambient gas has
significant impact on the shock wave propagaticzesip At the beginning, the front
propagates with a speed up to 1200 m/s. But theemewt decays quickly as the shock wave
front is constrained by the stationary ambient &g decay slows down and the shock wave
front reaches a relatively steady speed after 4onmee This time is different for each case
from about 250 to 550 ps. For lighter ambient ¢faes shock wave front movement can be
quite steady after 200 pg<0.125,=1) while for heavier ambient gas, the movemerthef
shock wave decays till 550 ps. For heavier gasrenrient, the propagation is sluggish but
will last a longer time. The movement in lighterl@ence could reach a speed up to 1200

m/s, but does not last long.

The evolution of Mach number under different molacmass ratios is shown in Fig.
3.4. For the five cases, the ambient pressureriestlthe same, around 0.217 MPa. At the
early stage of shock wave development, the Machoeurs higher in casgg€2, =1) and

(5=1, y=1) followed by case=0.5, y=1), (6=0.25,=1) and f=0.125,)=1). At the late stage,
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the Mach number for all cases becomes almost the.salthough the shock wave front
propagates faster in lighter ambient gases, thedspesound increases, too. This explains
why the Mach number differs little among these sagedhe late stage of shock wave
formation. After about 400 ps, the density jumph&t shock wave front in casg={0.125,
»=1) becomes difficult to recognize. The ablatedretstop moving forward at a distance
around 250 nm. The energy of the shock wave théredissipated through the form of

sound wave.

3.2. Evolution of theinteraction zone

Once the shock wave forms, its interaction withagheient gas is a very important
phenomena since such interaction can stronglyenfia the evolution of the plume and the
nanoclusters inside. An interaction zone is defialeove the film where the ejected target
atoms interact strongly with the ambient gas atdmghis section how the size of the
interaction zone evolutes during shock wave profiaigas explored. Since the shock wave
propagation occurs within a limited space, onlygpace above the film is considered. In
order to exclude the melted target near the filnfese, the starting calculation point is 61
nm in thez direction. Assuming an area containing one or lobtie target atoms and
ambient atoms, the calculation takes the followthrge situations into consideration: if both
the two kinds of atoms have the same amount (huofteoms), this area is deemed as
100% for interaction; if the area contains only &med of atoms, this area is deemed as 0%

interaction; otherwise, the percentage of the &remteraction is dependent on the relative
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number of each kind of atoms in the area. To reflee evolution of the interaction zone, this
area is divided into small areas with 10 cellsh@zandy directions. Integrating the
interacting area over the whole domain of intenesingng andn; to represent the number of
ambient gas and target atoms, &ttie area, the calculation of total interaction zarea

(Aiz) at each time step is
4nyn,

A(ng+n)?

dAis calculated ady-dzwheredy anddz are the size of the discrete cell for interactzone

A =| (3.2)
calculation. Selection of size for the discretd isetritical to obtain physically reasonable
results for the interaction zone. The size shoelthdith sensitive and relative stable to reflect
the evolution of the interaction zone. If the ¢eltoo small, large noise would be introduced.
Results from too large cells cannot give any megfnirnnsights into the shock wave

propagation. Figure 3.5 is the evolution of intéi@actzone area for different cases.

For different gas environment under the same prestwe area of the interaction zone
increases fast at the beginning, then slows dowlre@aches a stable value after some time.
Here we define a full development time (FDT) toatdze this period. It is expected that the
interaction zone area will increase whgdecreases since the speed of the shock wave is
higher for smallep . For each kind of gas, the FDT increaseg ereases. In cas@£2,
y=1), it takes about 500 ps for the plume to fully depedmd 250 ps for casg=£0.125,
y=1). These time instants coincide with the time noticeBig. 3.3(b) when the movement of
the shock wave fronts reach a relatively steadgap€he flat line after the FDT may suggest

that the bulk movement of ejected atoms stops #feeFDT. On the other hand, the shock
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wave front keeps propagating in the ambient gagirgi3.5 shows that for cases g£0.125,
y=1) and f=0.25,5=1), there is a slight drop in the interaction zanea at the end of the
simulation. This may result from the high speee@jetted target atoms which push the
ambient gas atoms to move so fast that some @ittmes exceed the boundary in the
direction. Due to the periodical boundary condisiothe atoms will re-enter the
computational domain from the opposite side, camnsthe propagation of the shock wave,

and reduce the interaction zone area.

For the same ambient gas at different pressurgs3Ff shows that gs(pressure)
decreases, the interaction zone area increasekyrafhis increasing speed is far higher than
the area increasing speed in cg$€l( y=1) where the pressure is much higher. For
(5-1,=0.0157) and =1, =0.0626) the plume propagates in space with little constrai
since the atomic spacing in the ambient gas iretbases is very close to, or larger than the
size of the laser spot. Therefore, the ablated ma&&atoms, clusters) have a good chance to
go through the atomic spacing in the ambience litita scattering. Forg=1, y=0.25), the
interaction zone area increases much slower thegsazt (=1, y=0.0157) and =1,
1=0.0626). At 600 ps, the interaction zone aredfet, =0.0626) becomes smaller than that
for (#=1, »=0.25) This could be due to the fact that ablated mdteneves faster for=1,
»=0.0626) and they move out of the computational domain aaenter from the opposite
side. Such phenomena slows the mixing process battite ablated material and the
ambient gas. The evolution of the interaction zimnehe plume and the ambient gas
suggests that the plume can affect a larger arkavier ambient pressure or lighter ambient

gas, which has been observed in the experimentucted by Edenst al.[44].
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3.3. Energy exchange between plume and ambient gasin the shockwave

During laser ablation, the laser energy will besggiated in the film in forms of phase
change and stress wave, and through shock wavagabpg in the ambient gas. Many
studies have been conducted with respect to thaatien of laser energy during laser
ablation. In this work, the energy exchange betwtberablated target atoms and the ambient
gas atoms is explored in attempt to study the effeambient gas on the energy exchange.
The total kinetic energy of the ejected atoms andtlc energy change of the ambient gas
atoms are calculated separately for diffef@andy. The results are plotted in Fig. 3.6. Under
the same ambient pressure, it can be seen [Figag.that the energy increase in different

ambient gases is aboux20'’J, regardless of the molecular mass. The enertheof

ablated target atoms decreaseg axreases during the early stage but reaches atms

same level after a while [Fig. 3.6 (a)].

In the same gas ambience, the density jump atibeksvave front exists for the cage=(,

»=1) but becomes invisible foppEl, =0.0626) (Fig. 3.1). The curves of energy change fo
the ambient atoms [Fig. 3.6 (b)] become less séseqlecreases. For casé=(, =0.0157),

the energy increase of the ambient gas has bedomostdinear with time. Under lower
ambient pressure, it takes a longer time for thbiam gas to reach a steady energy state due
to the rare scattering between the ablated tatgetsaand ambient atoms. Weaker energy
increase in the ambient gas is attributed to tbetfat no shock wave is observed in case
(-1, =0.0157). The ablated atoms and the ambient gassdtave very little interaction

and energy exchange due to the large atomic spatiihg ambient atoms. The energy
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increase of the ambient gas is faster and highleigimer pressure environment. It is
conclusive from Fig. 3.6(b) that that more energggjinto the plume instead of the ambient

gas in lower pressure gas environment.
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Figure3. 7 Material ablated under the influence of differgrandy.

According to the calculation, the higher ablatiaterand lower energy exchange
between the ejected target atoms and the ambisrdtges can be a reason for the above
phenomena. By summing up the ablated target atomslesignated area, the mass of
ablated material is calculated and shown in Fig. Bhe results show that less ablated
material is present in heavier ambient gases. f&#,(=1) and =1, y=1), there is an
obvious decay in the material ablation after thekpealue. From the snapshots in Fig. 3.1 it
is seen that the plume under these conditiondlisvghin the domain, which indicates no
atoms flying out of the boundary. Therefore thesogefor the ablation decay with time can
be attributed to the fact that some of the ejeatechs might be bounced back to the surface
by the ambient gas. Such phenomena has been oth$ermer on-going large-scale
one-dimensional shock wave modeling. An extremerestbn would be that when the

molecular mass of ambient gas is infinitely larg@ne ejected target atoms will penetrate the
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ambient gas while others will hit the ambient gad be reflected back. This will definitely
give rise to the late stage ablation decay. Irother 3 lighter ambient gases, although the
movement of ejected atoms is slowed down by th&#@mwment atoms, the bulk movement
does not change direction. As a consequence, tterialablation in £=0.5, =1), (5=0.25,
y=1), and (3=0.125,)=1) are higher than in3€2, y=1) and /=1, =1). Under the influence of
differenty, it is observed when the pressure is lower (smglJenore material will be

ablated out due to the less constraint from thei@male. The ablated material is already very
close to the ablation limit in vacuum for cage1, »=0.0626) andf£=1, =0.0157), so in Fig.

3.7 the difference between these two curves is tlese (~5% difference).

Mendes and Vilar experimentally investigated tHfeuance of ambient gas on the
ablation rate at large scales [45]. The materey tlsed is AIOs-TiC ceramic whose average
molecular weight is calculated as 84.3 g/mol. Thaidy showed that comparing with the
ablation rate at 1 bar in Kp€1, y=1), the ablation rate increased 21.7% in £+(.48,)=1)
and 65.2% in Nef=0.24,=1) [45]. In this work, the ablation rate increagéh respect to
the casef=1, y=1) is 11.0% for cases€0.5, y=1) and 11.3% for cas@<0.25,,=1) at 2.17
bar. In Kr ambient gas, comparing with the ablatate at 1 bar, the ablation rate increases
58.3% at 0.25 ban£0.25), 75.0% at 0.0626 bgr=0.0626), and 83.3% at 0.0157 bar
(=0.0157). The ablation rate calculated in this woknparing with casefel, y=1),
increases 10.8% for casé=(, y=0.25), 12.5% for cas¢#tl, y=0.0626), and 12.4% for case
(=1, =0.0157). The difference between the experiment\dDdsimulation about the effect

of the molecular weight and ambient pressure ibgity due to the laser ablation conditions.



34

The MD simulation of this work is focused on naraisd4 nm diameter &) surface laser
ablation using a picosecond laser pulse (5 ps FWtiMIe the experiment reported in
reference [45] is for nanosecond laser ablatior@BWHM) with a laser spot of 250n.
Nevertheless, both the experiment and MD simulatidicate the same trend for the effect

of the molecular weight and pressure of the amlgest

3.4. Conclusion

In this chapter, quasi three dimensional systentis aier 2 million atoms were
simulated using parallel MD simulation. Detaileddes were carried out about the shock
wave front and Mach numbers, evolution of plume amdbient gas interaction zone, and
energy exchange between the ambient gas and pluraglume affected a larger area under
lower ambient pressure or lighter ambient gas,eMié strength of the shock wave front was
weaker since the diameter of the plume was lalgeras observed with the same ambient
pressure and laser fluence, the ablated matetlidieature the same kinetic energy at the late
stage regardless of the molecular weight of thei@mgas. The same conclusion holds for
the energy increase of the ambient gas as well\Mlieeambient pressure was reduced,
more kinetic energy was carried out by the ablateterial while less energy was transferred
to the ambient gas. By studying the ablation chamgetime, it was observed that when a
heavier ambient gas was present, the ablated mlatetild be bounced back by the ambient

atoms.
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CHAPTER 4: EXPERIMENTAL DETAIL FOR STUDYING

NANOSCALE THERMAL TRANSPORT

4.1 Sample preparation

Highly ordered Ti@Qnanotube arrays are grown on a Ti foil using a finexdli
procedure.[25,47,48] Briefly, Ti foil (Sigma-Aldi¢ 250 .m thick, 99% purity) is first
degreased by ultrasonication for 30 minutes inxdume of acetone, methanol, and
methylene chloride, followed by a thorough rinséhwvidl water and blow drying with Ngas.
Ethylene glycol (Fisher Scientific) is used as ¢hexctrolyte. A small amount of ammonium
fluoride (Sigma-Aldrich) is added into the ethylaglgcol electrolyte. All chemicals and
materials in the experiment are used as receivdétbut further purification. Electrochemical
anodization of Ti foil is carried out in a two-elesde cell at room temperature using a power
source EC570-90 (Thermo Electron Corporation), lmcv a platinum foil is used as the
counter electrode. Anodization is conducted atrestamt potential of 60 V for a period of
time until a desired thickness is reached (Samseobtained after anodization for 4 hours;
Sample 2 is obtained after anodization for 60 hoéfer anodization the Ti foil with the
TiO2 nanotubes is thoroughly washed with a large amolbt water and methanol, and

dried by N gas flow. Freshly made Tianotube arrays are amorphous covered with a thin
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layer of TiG nanowires (shown in Fig. 4.1}8In this work, a thin layer of gold film is
sputtering deposited on top of the as-prepared éDotube arrays, where it covers the thin
layer of TiGy nanowires. This gold coating layer (about 200 hiok) is used in the PT
experiment to absorb the laser energy, and is asdde heater and thermal sensor in the TET

experiment as detailed below.

Figure 4.1 (a) shows the schematic structure oséimeple. From the top to bottom,
the layers shown are gold coating, Ti@nowires, free amorphous pifanotubes, and Ti
substrate. The Ti£nanotubes are fabricated on a Ti substrate. [EOFEHT measurement, the
TiO2 nanotube arrays are taken off the Ti substrateake them free-standing. For the
sample measured using the PT technique, the trsskofethese layers are 200 nm, 100 nm,

29.2um, and 25Qum, respectively.

4.2 Experiment principles

First of all, the densityds) and thermal conductivityk(,) of the amorphous Ti©

nanotube arrays (Sample 1) are characterized #@hentyibe direction using the PT technique.
Sample 2 (14@um thick) is too thick for the PT experiment. Theref, Sample 1 is used to
study the heat transfer along the tube axial doector studying the heat transfer in the
cross-tube direction using the TET technique, se&ding TiQ nanotube array from

Sample 1 is too thin and easily breaks when iispsended between electrodes. Therefore,
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Sample 2 is used for studying the heat transférercross-tube direction. These two samples
are fabricated using the same technique underxidiet same experimental conditions.
Therefore, they are expected to have the same tipdrysical properties and density. The
characterized properties using Sample 1 will bel usebtain the real thermal conductivity

of the fabricated amorphous Ti@anotube. As shown in Fig. 4.1(b), an infrare@idseam

with wavelength of 809 nm is used to periodicatipdiate the sample surface, where the
gold coating absorbs the laser energy and heataybes underneath. Such laser heating will
lead to a periodical temperature variation at tivtase of the gold layer. This temperature
variation is strongly dependent on the thermaldpanmt in the TiQ nanotube arrays. the
surface temperature variation is measured by sgiisenthermal emission from the heating
area using an infrared detector. The phase sh#t¢f the surface temperature variation is
measured over a frequendyrange. This frequency range is carefully seletweshsure that
the thermal diffusion depth within one heating pédris much smaller than the heating spot.
Consequently, the heat transfer within each hegtgmgpd can be treated as one dimensional
along the thickness direction [41]. Then trial \edwof the density and thermal conductivity
of the TiG, nanotube arrays are used to fit the measuyed curve. The trial values giving

the best fit (least square) of the experimentad da¢ taken as the properties of the material.
More details about the PT technique, including expental setup and system calibration can
be found in another work by our group [41]. In &I measurement, the laser heating spot

on the sample surface is about 0.7x1.4°mm
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To fit the density and thermal conductivity of theprepared TiPnanotube arrays in
the PT experiment, its specific hegj)(is needed. Dame= al.[49] found that the specific
heat of TiQ nanotubes approaches the bulk value as temperatueased from 1 to 100 K.
So assuming that the specific heat of JIi@anotube arrays is close to the bulk value at the
experiment temperature (room temperature), froneexgental results by Martost al[50]
(volume-based specific heat capacity of bulk amogstliQ; 2.84x16 J-m*-K™) and Lee
and Cahill [22] (density of amorphous Timui: 3.9 g/cm), the specific heat of TiD

nanotube is calculated as 7.28 J-kg" and is used in our data processing.

Laser Light
(@) ~<~——— Goald Coating (b)

TiO, nanowires.on top

Square wave

AC current
(0

~—————————

Ti Substrate

Figure4. 1 Schematic structure of the Ti@anotube arrays. (a) General structure for, TiO

nanotubes fabricated on Ti substrate. From topttwin, the layers are gold coating, %iO
nanowires, Ti@ nanotubes, and Ti substrate; (b) Sample 1 foPthexperiment; (c)

Freestanding Ti@nanotube arrays sample for TET experiment. Thadig are not to scale.
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Figure4.2 The measured phase shift of surface temperatuiaioarin the PT experiment
versus the fitting results for the Ti@anotube arrays (Sample 1: 2818 thick).
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CHAPTER 5: NANOSCALE THERMAL TRANSPORT IN TiO,

NANOTUBE ARRAYS

Shown in Fig. 4.2 is the experimental result arelfitiing curve for the phase shift.
The fitted density and thermal conductivity are31L&/cniand 0.617 W/Km, respectively.
The thermal conductivity measured here is in factfective value which includes the effect
of the spacing between and within the nanotubes.réal thermal conductivity of the
material can be found by considering the poroditye TiO, nanotube arrays. According to
the model proposed by Zlat al[31], the theoretical porosity of the as-prepared samsple
60% based on the structure shown in Fig.4.3. Haeretical prediction is calculated using
inner pore diameter, average wall thickness antecém center pore distance of 90 nm, 15
nm and 120 nm, respectively. However, based omgmsured density using our PT
technique (0.631 g/cH the porosity of the Ti@nanotube array is found as
(1-petil pou)=83.8%. The difference between the two valuescateis high porosity/spacing
among nanotubes. The above theoretical porosi&)6f based on an ideal structure as
shown in Fig.4.3. For real TiGhanotube arrays, the nanotubes cannot be thdyhigh
compacted. This will make the porosity level higt&ftM images of Ti@nanotube arrays in

literatures [27,31,32] showed that the average @istance is larger than the tube outside
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diameter, indicating loose contact among nanotubdditionally, defects in the nanotubes
also will give contribution to the reduced densi#ported in this work. Based on our
measured density, the real thermal conductifyof TiO, nanotubes in this work is

calculated ask = k./(pu ! pou) =3-82 W/Km. This real thermal conductivity calculation is

physically reasonable considering the fact thateasured effective thermal conductivity
k. is for heat transfer along the tube axial direttidighly ordered orientation exists in this
direction as shown in Fig. 4.1(a). Since therefanereferences available to compare with
for the thermal properties of T¥Manotube arrays, our result is compared with thekwione
on amorphous Tigxhin films by Cabhill and Allen [39]. In their workhe thermal
conductivity at 300 K increased from 1.0 WiKto 1.6 W/Km as the porosity decreased
from 12+3% to 4+3%. The lower thermal conductivitytheir work is probably due to the

existence of nanopores in the film.

As discussed above, although there is no thernmahcbresistance along the tube
axial direction, it does exist in the cross-tubedion between the tubes. This may lead to
the reduction of effective thermal conductivitytive cross-tube direction and cause the
material to appear anisotropic. To investigatetfieemal conductivity in the cross-tube
direction, the TET technique developed in our groygsuoet al [40] is employed to
measure Sample 2 which is comprised of highly-addreestanding TiPnanotubes (140

um long) as shown in Fig. 4.1(c). The TET techniquercomes the drawbacks of the
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3w [39] method and optical-heating-electrical-thermal-sen§OHETS) technique [52], and
is capable of conducting the thermal diffusivityaserement for micro/nanoscale
wires/tubes with significantly reduced experimemte and highly improved measurement
accuracy [40]. In this technique, the sample ipeoded between two electrodes. A square
wave AC current [as shown in Fig. 4.1(c)] is apglie the sample to induce a periodical
electric heating. The temperature evolution ofgample is tightly related to the heat transfer
along the sample. And it will cause a variatiorhaf electric resistance of the sample. By
measuring variation of the voltage over the santpletemperature evolution of the sample
can be sensed. Consequently, the thermal diffysi¥ithe sample can be obtained by fitting
the temperature change curve against time. BedaGsananotube is a semiconducting
material, a thin layer of gold has to be depositedhe surface to make it electrically
conductive. The coated layer is thin enough compgaio the thickness of the sample. Thus
the thermal effect caused by the coated layer essubtracted by using the Lorenz number
without increasing the uncertainty [40]. The therdiffusivity () of sample 2 is calculated
by equation (5.1) as below [40]:

TL

LLorenz

° RA\Np eff Cp

(5.1)

wherea. is the measured thermal diffusivity.oren, (=2.36x10° WQK ™) is the Lorenz
number for Au at 300 KT is room temperature (300 K),is the sample lengtlR is the

measured resistance of the sample,Ants the cross-sectional area of the sample, wisich i
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calculated as 140m x W, whereW is width of the sample.
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Figure5. 1 Normalized temperature increase versus the fitésglts for the Ti@nanotube
arrays in the cross-tube direction, measured by @&Eriments. The solid lines are the
theoretical values for each sample. The circlestaexperimental data measured for sample
2-a and the triangles are the experimental datadmple 2-b. The insets are the sample

pictures under microscope.

Before the experiment is conducted, thesli@notube arrays for sample 2 are
removed from the Ti substrate by ultrasonicatiay.[B.1(c)]. Unlike the PT experiment,
only a small piece is needed in the TET experinteigure 4 shows the pictures of two tested
samples cut off from sample 2 and connected betiveeelectrodes. sample 2-a has a
dimension about 1.132 mm x 0.693 mm and samplé& 2-F0 mm x 0.615 mm. Sample 2-a
is coated with a 260 nm thick Au film on the tulmtom side, and sample 2-b is coated with
a 200 nm thick Au film on both the tube bottom siahel the surface of the nanowires layer.

After coating, each sample is suspended betweerdwper electrodes and glued with silver
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paste.

The normalized temperature increase against tirderentheoretical fittings for
sample 2-a and sample 2-b are shown in Fig. 5xs&aple 2-a, the effective thermal
diffusivity is found to be 2.23x10m?/s. Based on the density measured from the PT
experiment and specific heat mentioned above,fteetwe thermal conductivityk, ) of the
amorphous Ti@nanotube arrays in the cross-tube direction isutaied as 0.102 W/.
For sample 2-b, the effective thermal diffusivitydak, are 1.67x10 m*/s and 0.077
WI/K-m, respectively. These values are significantlylenghan the one in the length
direction (0.617 W/Km). Since the Ti@is amorphous in this work, for the tube wall ifsel
the thermal conductivity is expected to be isottophe anisotropic effective thermal
conductivity of the TiQ nanotube arrays is due to the anisotropic straattithe array itself.
Based on the measured , one very important property: the thermal contaststanceR;)

between the Ti@nanotubes can be calculated.

For the tube array structure shown in Fig.4.3, n@ose two main paths andg for
the thermal contact resistance analysis sincegtileheat transfer direction in the TET
experiment is not exactly known. From the effectivermal resistancéR{s) and the thermal
resistance along the tube wal)(the thermal contact resistance between the taibeg the

two paths can be expressed as:
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Reo = Rio! N,—2F (5.2)

Rey =15Ry, / N, - 2F (5.3)
where R, = L/(k_hW) is the effective thermal resistance of a selectgtbn shown in
Fig.4.3 withh the array thicknes$\=W, or W; is the sample width shown in
Fig.4.3 Rei andRefr5 are calculated from the measured thermal condtyco? the TiO,
nanotube arrays with respect to different path hyigtis the heat transfer resistance along
the tube wall in the cross-tube direction for 6@r@éesR=ryr/(3khdr) with ro the mid-point
radius of the tube wall anét the wall thicknessR is the contact resistance between two
tubes N, (=L/L.) andNg (=L/Lg) are the numbers of the calculation unit in the paths. The
calculation shows that the thermal contact resigtdretween two nanotubes of unit length
has the same value using the both path analysishwé15.1 for sample 2-a and 20.61K
/W for sample 2-b. The difference between the talies may come from the experimental
uncertainty and the structure variation. The sig@nof TiO, nanotube arrays in Fig. 4.1(a)
shows that the structures from different part ef sample may vary due to the interior defect.
In our TET experiment, it is found that the sampleery easy to break when it is connected
between two electrodes. This is largely due tddbee contact between Ti@anotubes.
Longer (in cross-tube direction) samples are edsibreak due to the large stretching force
inside induced by connection. This stretching farakes the contact worse among
nanotubes, and gives rise to the lower thermalisiity (higher thermal contact resistance)

for Sample 2-b in comparison with Sample 2-a.
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In conclusion, the thermal diffusivity of Tihanotube arrays in both the tube length
and cross-tube directions was measured. Strongteoysc effective thermal conductivity
was observed in our work: 0.617 WK along the tube length direction and 0.077~0.102
WI/K-m in the cross-tube direction. Using the PT tech@jdhe density of Ti©nanotube
arrays was also characterized. Although from tipeview of the TiQ nanotube arrays, the
density of the as-prepared sample was geometriestiynated as 1.56 g/énthe actual
density is much lower (0.639 g/é&ue to the loose contact between the tubes. Beifec
the nanotubes will also give contribution to théueed density. The thermal contact
resistance between Ti@anotubes was characterized by utilizing bothiRenethod and
TET technique. For the as-prepared samples, thdamgth thermal contact resistance 15.1

and 20.6 Km /W for the two measured samples.
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CHAPTER 6: FUTURE WORK

The present work has been concentrated on two:dviEasimulation of laser-induced
shock wave during the laser-assisted nanostrugt@hapter 2-3) and the laser assisted

study of nanoscale thermal transport (Chapter 4-5).

In the MD simulation of laser-induced shock wawein the laser-assisted
nanostructuring, key interest has been focusetit®@mteraction between the plume and the
ambient gas. The evolution and Mach number of tloels wave front, plume and ambient
gas interaction zone, and energy exchange betweemhave been investigated and
conclusion has been drawn. It should be mentionatthese conclusions are based on the
same laser pulse energy excitation and absormmyth. These factors may also have
fluence on the propagation of the laser-inducedlsinave. As an important application of
laser assisted nanostructuring techniques, the dasested redepostion can also be

investigated using MD simulation.

In the laser assisted study of nanoscale thermasproration, thermal physical properties
of amorphous Ti@nanotube arrays have been investigated combihen@T and TET
techniques. The tested samples are prepared urasame condition. According to
literatures on the fabrication of Tianotube arrays, Tighanotube arrays can be fabricated
using different techniques and the average tubktliekness, pore distance, diameter and

the tube length can be controlled by varying thei€ation conditions. The difference using
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different techniques is obvious under SEM [27, 2]1Bus the variation of thermal physical
properties using different fabricating techniquas be a future interest. The size effect of
TiO, nanotube arrays is also an interest in the fuAiteough anatase does not exist in bulk
materials, it is observed in nanostructures [1fr€fore, following this work, the anisotropic

thermal transport for anatase nanotube arrays ednrther investigated.
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