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ABSTRACT

Routing and wavelength assignment (RWA) is a widely discussed design problem in

the optical networks literature. Physical layer impairments (PLI) degrade the quality

of transmission (QOT) of a propagating optical signal inside the optical fiber and

they have a significant impact on the RWA process. 3R regeneration, which is based

on the expensive optical-to-electronic-to-optical (OEO) conversion technology, is a

popularly used technique to restore the degraded QOT of an optical signal. In order to

minimize both capital and operational costs, it is highly desirable to use a translucent

optical network, in which the 3R regenerators are sparsely yet strategically placed.

This thesis presents a novel impairment-aware RWA approach, called best first search

RWA (BFS-RWA), for dynamic connection requests, in a translucent optical network.

BFS-RWA is based on the A* best first search algorithm and guarantees an optimal

solution (i.e. using the least possible number of regenerators).
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1 INTRODUCTION

1.1 Overview

The World Wide Web (WWW) or Internet as it is called popularly, is growing at a

very fast rate, driven by large amounts of online information, electronic commerce,

entertainment, cloud computing and social networking. At the same time, the number

of internet users has also doubled in the past decade (with 39% of the world population

using the internet in 2013 [1]). In addition, the global telecommunications industry

has seen an exponential growth in the last decade. All these developments have

created a great demand for reliable communications with very high data transfer

rates (commonly referred to as the bandwidth).

To facilitate communication there exist a wide range of media, copper cable being

the traditionally preferred medium of data transmission. The copper cable based net-

works pose several constraints including lack of high bandwidth capacity, sensitivity

to environmental noise and high signal attenuation. The optical fiber technology has

emerged as a promising solution to the problems hindering the traditional communi-

cation using copper cables. Optical fibers are thin glass cylinders which carry data

in the form of light or optical signals. Optical fibers address all the major constraints

posed by the copper cables and offer significantly higher bandwidth capacities of the

order of Terabits per second (Tbps). An optical network is essentially an intercon-

nection of computers and other devices (that can store data in an electronic form)

using optical fibers. It also includes other components to generate the optical signals

from electronic data and to route the optical signals through the network (A detailed

discussion on various optical network components is presented in section 2.1). Optical

networks span across cities, countries & continents and act as a backbone to support

other major forms of communication such as wireless. With recent advancements

in optical fiber technology, the general perception of optical networks as backbone

1



networks is changing and they are also being increasingly used in providing last mile

communication directly to the end users. This is popularly known as Fiber to the

Home (FTTH) technology [2], where the end user is directly connected to the optical

fiber. Google Fiber [3] is one such recent example of the FTTH technology.

The huge success of optical fiber communication is mainly attributed to the Wave-

length Division Multiplexing (WDM) [4] technology. The entire bandwidth available

for transmission in an optical fiber can be visualized as a set of channels (or wave-

lengths1) [4], with each channel being assigned to an optical signal. The channels

are separated by a minimum spacing (called channel spacing) to prevent interference

between signals travelling on adjacent channels. The WDM technology enables mul-

tiple optical signals, using different channels, to be transmitted simultaneously over

a single optical fiber, with each signal having a data rate of the order of gigabits per

sec (Gbps).

1.2 Motivation

Optical level connections, called lightpaths [4], are used to route the optical signals in

the network. A lightpath is characterized by a route (spanning multiple optical fibers)

and a channel(s) along the route. In essence, each connection request is served by a

lightpath. The process of establishing lightpaths is called Routing and Wavelength

Assignment (RWA) [4], which belongs to the NP-Complete [5] class of problems in

computer science.

The idea behind optical communication is to convert data in electronic form into

an optical signal, transmit the signal along the optical fibers in the network and

retrieve the data back to electronic form at the destination. In order to ensure that

the optical signal is decoded back correctly to electronic form at the destination, the

signal is required to have a certain acceptable level of strength or quality called as

1The terms channel and wavelength are used interchangeably in the remainder of the thesis.
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the Quality of Transmission (QOT). As the signal propagates through the optical

fiber, its QOT is degraded due to several physical phenomena termed as Physical

Layer Impairments (PLI) [6]. Some of the important PLI2 include Optical Noise,

Amplified Spontaneous Emission (ASE), Chromatic Dispersion (CD), Polarization

Mode Dispersion (PMD) [7], Cross-Phase Modulation (XPM), Switch Crosstalk (XT)

and Four Wave Mixing (FWM) [8]. PLI can be classified into two categories [6] namely

i) Linear impairments and ii) Non-linear impairments. Linear impairments affect a

lightpath individually and are not dependant on the existence of other lightpaths in

the network. Non-linear impairments are generated mainly due to the interference

between lightpaths. RWA which takes into account the PLI is called Impairment-

Aware RWA (IA-RWA). The addition of PLI to RWA makes the problem even more

intractable.

The optical signal needs to undergo regeneration before its QOT falls below a pre-

determined threshold value. Optical regenerators are still in the research stage and

are very expensive for commercial deployment. As a result the regeneration is carried

out in the electronic domain which is termed as 3R regeneration (Reamplification,

Reshaping and Retiming) [9]. 3R regenerators typically use Optical-to-Electronic-to-

Optical (OEO) conversion [9], to first convert the optical signal to electronic form,

perform regeneration and then finally convert the electronic data back to an optical

signal. OEO conversion is an expensive operation and also presents a bottleneck in

terms of speed because electronic devices work slower than the optical ones. This

forces the 3R regenerators to be used sparingly in the network. The maximum dis-

tance an optical signal can travel before it needs 3R regeneration is called the optical

reach [10]. Optical reach is a widely used metric that is calculated based on linear im-

pairments. However it does not consider non-linear impairments because they cannot

be estimated before the lightpath is actually established.

2A detailed review of PLI is presented in section 2.3
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In an opaque optical network, all the nodes are capable of providing 3R regen-

eration. The deployment of regenerators in the network nodes incurs Capital Ex-

penditure (CAPEX) [11]. Also, several other practical considerations such as power

consumption, heat dissipation, physical space required [11] etc., which contribute to

the operational expediture (OPEX) [11], have to be looked at once the network is in

operation. In order to minimize both CAPEX and OPEX costs network designers

are moving towards a low cost solution in the form of translucent optical networks,

in which only few of the network nodes are capable of providing 3R regeneration.

In order to solve problems related to optical network planning and operation, the

physical network topology is represented in the form of a graph with the vertices

representing the network nodes and the edges representing the optical fibers between

them. A lightpath which does not involve (involves) 3R regeneration is called a

transparent (translucent) lightpath. A translucent lightpath may be viewed as having

two or more components, where each component is a transparent lightpath. Such a

transparent component is usually called a segment of the translucent lightpath. The

end nodes of a segment can be any of the following namely i) the source node and

a regenerator node or ii) two regenerator nodes or iii) a regenerator node and the

destination node. Fig. 1.1 shows a translucent network, where nodes 0 and 1 are

capable of 3R-regeneration. A translucent lightpath having route 3→ 2→ 1→ 0→

4→ 5, with regeneration at nodes 1 and 0, consists of 3 transparent segments, having

routes 3→ 2→ 1, 1→ 0 and 0→ 4→ 5.

3

1 0

2

4

5

75

60

65

57

75

90

90
80

80

Fig. 1.1: A translucent optical network
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Dynamic Lightpath Allocation (DLA) [6] is considered in this thesis. In DLA,

connection requests (each specified by a source s, a destination d and a duration

of communication) arrive dynamically and the pattern of arrival of these requests

cannot be predicted. As a result, it is not possible to determine, in advance, which

nodes may need 3R regeneration capability. In translucent networks where DLA

is used, there are two phases: i) the Regenerator Placement Problem (RPP) phase

[12], which is carried out before the network starts operating and ii) the Routing

with Regenerators Problem (RRP) [12] phase, which is carried out only when the

network is in operation. Given a WDM network topology, the objective of RPP is to

identify the smallest possible subset of nodes (N), which will have 3R regeneration

capability, to ensure full connectivity. In other words, corresponding to every (source,

destination) pair (s, d), a route for a translucent lightpath from s to d exists, such

that the length of each of the segments of the lightpath is less than the optical

reach. The objective of RRP is to setup, if possible, a transparent or a translucent

lightpath for a connection request from s to d. The attempt may fail due to i) network

layer limitations (no available channel), ii) physical layer impairments, or iii) lack of

regenerators. To conserve resources, algorithms for RRP attempt to minimize the

number of regenerators used in the translucent lightpath from s to d.

1.3 Problem Statement

In this thesis, the focus is on the RRP phase and a novel IA-RWA approach for

DLA, called Best First Search for Route and Wavelength Assignment (BFS-RWA),

is proposed. The interesting features of BFS-RWA are as follows:

• The BFS-RWA approach is based on the A∗ algorithm [13] and uses an admissi-

ble heuristic [13]. Thus, an optimal solution, if it exists, is guaranteed. Existing

RRP approaches proposed in [12], [14], [15], [16], [17] & [18] use a set of k pre-

computed candidate paths (from the source to the destination of the connection

5



request) to select a feasible route for the lightpath. Using a candidate set of

paths leads to an incomplete exploration of the solution space and may fail to

find a feasible route. Also, none of the existing approaches guarantee an opti-

mal solution for the connection request. The BFS-RWA performs an exhaustive

search for to find the solution and leaves no possibility unexplored. Therefore

BFS-RWA is ideally suited to serve as a benchmark for any algorithm for RRP.

• Unlike transparent lightpaths, a translucent lightpath may have loops (i.e. the

same edge can appear multiple times in a translucent lightpath). A sample

translucent optical network is shown in Fig. 1.2, where only node 4 is capable

of 3R-regeneration.

1 2 3 4

56

7

6090

180

130

15

20 15

Fig. 1.2: Occurrence of loops in lightpaths

Assuming an optical reach of 300 km, an optical signal starting at node 1 cannot

reach node 7 without undergoing regeneration at node 4. The only possible

translucent lightpath from 1 to 7 has the route 1 → 2 → 3 → 4 → 5 → 6 →

2→ 3→ 7. In this case, the edge 2→ 3 is shared by the transparent segments

using routes 1 → 2 → 3 → 4 and 4 → 5 → 6 → 2 → 3 → 7. As a result these

segments cannot be assigned the same channel. This property was pointed out

for the first time in [12]. None of the other existing approaches on RRP handle

this property. Also, the authors in [12] only consider optical reach (i.e. linear

impairments only). BFS-RWA is the first approach to handle loops in lightpaths
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considering both linear and non-linear PLI.

• Optical reach is a distance-based metric and only accounts for linear impair-

ments. As mentioned before, non-linear impairments are not considered in the

optical reach because they cannot be quantified until the lightpaths are actually

established. One possibility is to assume the worst case for non-linear impair-

ments during the RPP phase, following [15]. However, this increases the number

of regenerators and hence the expenses involved. The BFS-RWA allows us to

study the impact of different regenerator placement strategies on the lightpath

blocking probability [12].

1.4 Organization of Thesis

Chapter 2 contains a detailed review of the fundamental concepts of fiber optic com-

munication and other related topics on optical networks. A review of the previous

works on RRP, is also presented in Chapter 2. The proposed BFS-RWA approach is

presented in Chapter 3. Chapter 4 describes the test bench used to run the simu-

lations. Chapter 5 presents the simulation results and related analysis. Finally the

conclusions and possible future work are presented in Chapter 6.
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2 REVIEW

2.1 Fundamentals of Fiber-Optic Communication

2.1.1 Optical Fiber

An optical fiber is a very thin cylinder made up of high quality extruded glass (silica)

and it is slightly thicker than the human hair. A typical optical fiber is made 3 layers

namely core, cladding and the coating (or buffer). Both the core and cladding are

made up of glass whereas the buffer is made up of plastics such as acrylic or nylon. The

buffer prevents physical damage to the fiber and also provides the bending flexibility.

The optical cable used for communication uses several layers of buffer around the

fiber. Fig. 2.1 shows the cross section of a typical optical fiber (with the respective

thicknesses of each layer).

Fig. 2.1: Cross section of an optical fiber

The optical signal is transmitted in the core of the optical fiber and the principle

of total internal reflection [4] is used to confine the optical signal to the core without

leaking out of it. When light travels from a denser medium (i.e. with a higher

refractive index) to a rarer medium (i.e with a lower refractive index), the light ray

undergoes complete reflection into the denser medium, if it is incident at an angle

greater than the critical angle of incidence (θc) for the boundary. This is called total

internal reflection [4].
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Fig. 2.2: (a) Total internal reflection inside optical fiber (b) Reflection and transmis-

sion of a light ray

Fig. 2.2(a) shows the working of total internal reflection inside an optical fiber.

When a ray of light is incident at the boundary of two media having different refractive

indices, a part of the light ray is reflected back into the same medium and a portion

of it is transmitted into the other medium, as shown in Fig. 2.2(b). The angles of

incidence, reflection and transmission (or refraction) being θi, θr and θt respectively.

µ1 and µ2 are the refractive indices of the two media. According to Snell’s law in

optics:

µ1 ∗ sin θi = µ2 ∗ sin θt (1)

It can be observed from eqn. 1 that as θi increases, θt also increases. When θi is

increased sufficiently so that θt = 90 degrees, there will be no ray transmitted into

the other medium (µ2). Since sin 90 = 1, eqn. 1 can be rearranged as:

θc = θi = sin−1

(
µ2

µ1

)
(2)

For an angle of incidence greater than θc (i.e critical angle of incidence), the light

ray will be completely reflected back into the same medium. This way the optical

signal propagates in the fiber by having multiple total internal reflections in the core.
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2.1.2 Optical Network Components

Fig. 2.3: Structure of an optical node showing different components

Fig. 2.3 shows the typical structure of a node in an optical network [19]. The node

in Fig. 2.3, has a total of M incoming and outgoing optical fibers. The node is

composed of the following main components:

• Transmitter (TX) and Receiver (RX): The transmitter (TX) is used to

generate light or optical signal of a particular carrier wavelength. Modulation

technique is used to convert data in electronic form to encode the optical signal

[4]. On-off keying (OOK) [4] is a popularly used modulation technique, which

encodes a bit 0 (1) by turning light off (on). The receiver (RX) is used to extract

the data from the encoded optical signal back into the electronic form at the

destination node. Each channel has a corresponding (transmitter, receiver) pair

as shown in Fig. 2.3.

• Demultiplexer (DEMUX) and Multiplexer (MUX): A MUX is used to

combine optical signals on different channels, onto a single optical fiber. The
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DEMUX performs the opposite operation of dividing the optical signals propa-

gating on a single optical fiber onto their respective channels. Each optical fiber

has a pair of MUX and DEMUX, which enable wavelength division multiplexing

(WDM) to be performed for optical transmission.

• Optical Cross-Connect Switch (OXC): The function of the OXC is to route

the incoming optical signals to the respective outgoing fiber. if the node happens

to be the destination for the signal, then he OXC routes the incoming optical

signal to the respective receiver (RX) module. Similarly the transmitter (TX)

sends a new optical signal, generated at this node, to the respective switch

for further routing. The cross-connect switches can be classified as static or

dynamic [4], depending on whether the connections between the outputs of the

DEMUX and the inputs of the MUX are fixed or configurable. In Fig. 2.3 the

node contains a OXC fabric, with a dedicated switch for every channel. As an

example, Switch 1 handles all incoming optical signals using channel 1.

• Optical Amplifier: Optical amplifier is a device that boosts the strength of a

propagating optical signal without having to convert it to the electronic form.

Optical amplifiers are placed at a periodical distance of 80 km along the fiber.

2.2 Routing and Wavelength Assignment (RWA)

Routing and wavelength assignment (RWA) [4] is the problem of assigning to each

lightpath, a route through the physical topology and a channel number (or wave-

length). While performing RWA, two important constraints need to be considered

namely:

1. Wavelength Clash Constraint: Any two lightpaths which share a common

optical fiber, should be assigned different channel numbers (or wavelengths).
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2. Wavelength Continuity Constraint [4]: The channel number assigned to a

lightpath should be the same for all the optical fibers in its route. This channel

number may change if a 3R regenerator (or wavelength converter)3 is used in

the route.

RWA is performed on two types of traffic demands, namely static and dynamic.

Static demands are known a priori to the network operator at the time of performing

the RWA. Dynamic traffic demands are not known in advance and are established as

they arrive in the system. The general objective of RWA, whether static or dynamic,

is to maximize the number of established lightpath requests.

Static RWA is a well known NP-complete problem [5]. The dynamic RWA is

even more difficult because of the fact that, the dynamic connection requests arrive

randomly and remain in the network for random amounts of time [20].

Integer linear programming (ILP) [4] is a popularly used technique to find an op-

timal solution for the RWA problem for small networks. The ILP approach becomes

computationally intractable, as the size of the network increases [4]. Therefore, heuris-

tic approaches are generally used to solve the RWA problem for medium and large

sized networks [4].

2.3 Physical Layer Impairments (PLI)

Physical layer impairments (PLI) can be classified into two categories [6] namely i)

Linear impairments and ii) Non-linear impairments. Some of the important linear

and non-linear impairments are discussed in the subsequent sections.

2.3.1 Linear Impairments

Linear impairments affect a lightpath individually and are not dependant on the ex-

istence of other lightpaths in the network. Some of the important linear impairments

3Explained in Section 2.5
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are discussed below.

• Amplified Spontaneous Emission (ASE): Amplified Spontaneous Emission

(ASE) is the light produced when spontaneous emission is amplified by the op-

tical amplifiers in the fibers. The optical amplifier treats spontaneous emission

as a separate signal at a certain frequency and amplifies it in addition to the

actual optical signal that is incident on it. This ASE appears as noise at the

output of the amplifier [7].

• Chromatic Dispersion (CD): Chromatic Dispersion is a phenomenon due to

which the different components or frequencies of an optical signal travel with

different velocities in the optical fiber. As a result they arrive at the end of the

fiber at different times [7]. This impairment accumulates as the fiber length

increases. Dispersion Compensating Fibers (DCF) are widely used to counter

the effects of Chromatic Dispersion. DCF provide negative chromatic dispersion

[7] and the accumulated CD is compensated in the optical fibers.

• Polarization-Mode Dispersion (PMD): Polarization-Mode Dispersion is an

optical phenomenon caused due to the non-circular nature of the optical fiber

core. As a result, the different polarizations of an optical signal travel with

different velocities and arrive at the destination nodes at different times [7].

2.3.2 Non-Linear Impairments

Non-linear impairments are generated mainly due to the interference between light-

paths. They affect some or all of the established lightpaths in the network. Some of

the important non-linear impairments are discussed below.

• Cross Phase Modulation (XPM): Cross phase modulation (XPM) or adja-

cent channel interference is caused due to the presence of lightpaths on adjacent

channels of an optical fiber link. An example of adjacent channel interference
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Fig. 2.4: Adjacent channel interference

effect is shown in Fig. 2.4. In Fig. 2.4 three lightpaths namely p, p
′

and p
′′

are

considered. Lightpath p spans from node n0 to n4 and is assigned the channel

c. Channels c− 1 and c+ 1 are adjacent to c. Lightpath p
′

carries the channel

c+ 1 and shares links (n1,n2) and (n2,n3) with lightpath p. Similarly, lightpath

p
′′

carries the channel c− 1 and shares links (n2,n3) and (n3,n4) with lightpath

p. Hence, lightpath p experiences adjacent channel interference effect on links

(n1,n2), (n2,n3) and (n3,n4) due to first adjacent channels. Second adjacent

channels (namely c− 2 and c+ 2) also add to the overall XPM value, but their

contribution is very small compared to first adjacent channels.

• Four Wave Mixing (FWM): Four Wave Mixing is an optical phenomenon

in which three channels (or the respective frequencies) interact and generate

a fourth channel. Four Wave Mixing acts as an impairment when the fourth

channel happens to coincide with one of the actual channels in the optical fiber.

As an example consider three channels namely λ0, λ1 and λ2. Let ∆λ represent

the channel spacing in the optical fiber such that:

λ1 = λ0 + ∆λ

λ2 = λ0 + 2*∆λ

A particular combination of the three channels could be λ1+λ2-λ0 = λ0 + 3*∆λ,

which happens to be channel λ3 of the fiber. In this case, the mixing of the

three channels will have a deteriorating effect on the lightpath established on

channel λ3. Hence, in FWM the critical channel combinations are those that
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happen to coincide with the channels of the given optical fiber.
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Fig. 2.5: Intrachannel crosstalk

• Optical Switch Cross Talk (XT): Optical switch cross talk or intrachannel

crosstalk is a non-linear impairment that occurs due to the leakage of power

between lightpaths [21] crossing the same node (optical switch) and carrying

the same channel. The authors in [21] state that intra channel crosstalk cannot

be filtered, because the interfering signals carry the same channel. An example

of XT is shown in Fig. 2.5. Four lightpaths namely p, p
′
, p

′′
and p

′′′
are

considered in this example, that carry the same channel c. The effect of XT

can be seen at node n2 where lightpaths p, p
′

and p
′′

cross. The effect of XT

can also been observed at node n3 where lightpaths p and p
′′′

cross.

2.4 An OSNR based Model to Estimate PLI

[19] presents an analytical model to estimate the physical layer impairments in optical

WDM networks. This model is fundamentally based on the concept of Optical signal

to noise ratio (OSNR), which can be defined as the ratio of the total optical signal

power to the total noise power at any given node in the network. This model takes

into account both linear and non-linear physical layer impairments.

Amplified Spontaneous Emission(ASE) is the principal linear impairment consid-

ered in this model. Chromatic Dispersion is assumed to be totally compensated in

the network links. Optical Switch Cross Talk and FWM are the non-linear impair-

ments considered in this model. The following sections summarize the OSNR model

proposed in detail.
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2.4.1 Structure of a Link in the Network

Fig. 2.6: Structure of a link in the network

The authors in [19] assume the configuration an optical fiber, connecting any two

nodes in the network, to be as shown in Fig. 2.6. The network components shown in

Fig. 2.6 are described below:

1. Between a and b → Optical cross-connect switch

2. Between b and c → Multiplexer

3. Between c and d → Optical amplifier

4. Between d and e → Fiber itself

5. Between e and f → Optical amplifier

6. Between f and g → Demultiplexer

7. Between g and h → Optical cross-connect switch

2.4.2 Gains and Losses in the Optical Fiber

Corresponding to every network component identified above, the authors in [19] as-

sociate a gain or a loss term. The Loss terms are associated with the multiplexer, de-

multiplexer and the optical cross-connect switch components, which are represented

as LMux, LDemux and LSwitch respectively. The two optical amplifiers in the fiber,

have gain terms represented by Gamp1 and Gamp2 respectively. The amplifiers also

have noise figures associated with them represented by Famp1 and Famp2 respectively.

The amplifier gain and noise figures depend on the optical signal power values at
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their input. The optical fiber itself is associated with a loss term called the fiber loss

coefficient, represented by α. The values of LMux, LDemux, LSwitch and α are treated

as constants for a particular network setting. The values of all the gain and loss terms

are expressed in decibels (dB). While substituting these values in the expressions, to

calculate various power values, they have to be converted into their native units using

the conversion:

Value in dB = 10 log10 (Value in units)

Also, while computing the fiber loss using α, the term α∗d (in dB), where d represents

the distance of the link, is to be converted into a unit called Neper where

1 Neper = 4.343 dB

2.4.3 Estimating Impairments

Expressions for Output Signal & Noise Powers: For the optical fiber shown in

Fig. 2.6, the value of output signal power (Pout) at the receiver or destination node

RX, is calculated using the following expression [19]:

Pout =
Gamp1e

−αdGamp2

L2
SwitchLMuxLDemux

Pin

where Pin represents the value of optical signal power at the transmitting node TX

and d is the distance between the nodes that make up the fiber.

The value of output noise power (Nout) at the receiver or destination node RX, is

calculated using the following expression [19]:

Nout =
Gamp1e

−αdGamp2

L2
SwitchLMuxLDemux

Nin

where Nin represents the value of optical noise power at the transmitting node TX.

Expression for ASE Noise Power: ASE noise is added at two points in the

optical fiber namely, d and f . Points d and f are on the output side of the optical

17



amplifiers. The ASE noise generated at point d travels through the fiber, the second

amplifier, the demultiplexer and finally the optical cross-connect switch before reach-

ing the destination. Whereas, the ASE noise generated at point f goes through the

demultiplexer and the switch. Accordingly, the expressions for the ASE noise power

components (generated at d and f) at the receiver node RX are as given below [19]:

NASE =
Gamp1Famp1e

−αdGamp2

LSwitchLDemux

hfBo

2
+

Gamp2Famp2
LSwitchLDemux

hfBo

2

Therefore,

NASE =
Gamp1e

−αdGamp2

LSwitchLDemux

hfBo

2
X

(
Famp1 +

Famp2
e−αdGamp1

)

where h is the Planck’s constant, f is the frequency of the optical signal and Bo is

the optical filter bandwidth.

Expression for Crosstalk Noise Power: The Switch Crosstalk noise consists

of two components namely, the noise added by the first switch (at point b) and the

noise added by the second switch (at point h) respectively.

The noise power(NSwitch1) due to the first switch, at the end node RX is given by

[19]:

NSwitch1 =
Gamp1e

−αdGamp2

LSwitchLMuxLDemux

n∑
j=0

PSwj
(λ)

The noise power (NSwitch2) due to the second switch, at the end node RX is given by

[19]:

NSwitch2 = ε

s∑
j=0

PSwj
(λ)

where n and s represent the number of optical fibers (carrying optical signals at

the same channel λ ) crossing the respective switches. PSwj
(λ) is the optical signal

power from the jth optical fiber carrying the channel λ. ε is the switch isolation factor

(expressed in dB) [19].
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Approximations for XPM and FWM: [19] presents a complex formulation

to take into account the effect due to Four Wave Mixing (FWM). It has been widely

observed in the literature that, the contribution of FWM to the overall noise is very

small compared to other non-linear impairments and is even negligible in certain

cases. So, a constant worst case FWM loss, such as the one suggested in [21], could

be used for all the links (assuming all channels on the fiber to be active).

The authors in [19], do not consider the effects due to Cross Phase Modulation

(XPM) or adjacent channel interference. As an approximation, a constant loss value,

similar to the switch isolation factor (ε) discussed in the case of switch cross talk (XT)

impairment, could be used to account for the first adjacent channel interference.

2.4.4 Computing OSNR (dB) Values

The final step of the analytical model is to compute the value of OSNR at each of the

intermediate nodes along a lightpath. For the optical fiber shown in Fig. 2.6, if Pin

and Nin represent the values of signal and noise powers respectively at the transmitter

node TX, then the value of OSNRin is given by:

OSNRin = 10log10

(
Pin
Nin

)

At the destination node RX, if Pout and Ntotal represent the values of signal and total

noise powers respectively where

Ntotal = Nout +NASE +NSwitch1 +NSwitch2 +NFWM +NXPM

Then, OSNRout is given by

OSNRout = 10log10

(
Pout
Ntotal

)
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A threshold value for the OSNR (OSNRTh) is predetermined for a given network.

For a lightpath to be feasible under this model, the following condition is checked at

all the nodes along the lightpath:

OSNRout > OSNRTh

If this condition fails at any of the nodes, then the lightpath is considered to be

infeasible.

2.5 3R Regeneration

3R regeneration is a popularly used technique in optical networks, to restore the

degraded QOT of an optical signal to an acceptable level. Fig. 2.7 gives an overview of

3R regeneration [9]. As shown in Fig. 2.7, the incoming optical signal is first converted

to the electronic form (O/E) by the receiver. Three operations are performed on the

electronic signal namely re-amplification, re-shaping and re-timing [9]. Since the

optical signal is converted back to the electronic domain, the regenerator has the

flexibility to choose a different carrier wavelength (equivalently the channel number)

when the electronic data is re-converted to the optical signal (E/O) by the transmitter.

As a result, a 3R regenerator also provides the wavelength conversion capability at

no extra cost.

R T
Re-amplification

Re-shaping
Re-timing

O/E E/O

c1 c2
Electronic Processing

Fig. 2.7: 3R Regeneration
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2.6 Types of Optical Networks
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Fig. 2.8: Types of Optical Networks (a) Transparent (b) Translucent (c) Opaque

Based on the usage of 3R regenerators, the optical networks can be classified into 3

types namely [6]:

• Transparent

• Translucent

• Opaque

Transparent or all-optical networks do not use any 3R regenerators and the signal

is always in the optical domain. Hence, no OEO conversion is involved in transparent

networks. On the other hand, opaque networks use 3R regenerators in all the nodes.

Using 3R regenerators in the optical network incurs capital and operational costs.

At the same time, 3R regenerators offer to reduce the lightpath blocking probability.

This leads to a tradeoff between cost saving and network performance.

In recent years a balanced solution in the form of a translucent optical network

has emerged, in which only a few strategically selected nodes possess 3R regeneration

capabilities. Fig. 2.8 shows all the 3 types of optical networks. The shaded nodes in

Fig. 2.8 are regeneration capable.
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2.7 Designing Translucent Networks

A translucent optical network can be designed for two types of connection requests

namely: static and dynamic. Static connection requests are known in advance to the

optical network designer and hence it is possible to determine which nodes may need

the regeneration capabilities. Hence, for static requests, the placement of regenerators

and the IA-RWA can be performed simultaneously.

Dynamic connection requests are not known a priori to the network operator

and are established on the fly as they arrive in the network. Also, the pattern of

arrival of these requests cannot be predicted. Therefore it not possible to determine

accurately, in advance (i.e. before the network starts operating), the locations to

place the regenerators.

The design of a dynamic traffic based translucent optical network involves solving

2 problems namely:

1. Regenerator placement problem (RPP)

2. Routing with regenerator problem (RRP)

The RPP and RRP are discussed in the following sections.

2.7.1 Regenerator Placement Problem (RPP)

The Regenerator placement problem (RPP) [12] is to identify the smallest possible

subset of nodes in the network, where 3R regenerators can be deployed. Optical

reach [10] (the maximum distance an optical signal can travel before it needs 3R

regeneration) is a popularly used metric to solve the RPP. The objective of any RPP

solution is to identify nodes capable of providing 3R regeneration in such a way that

there exists at least one valid route for a translucent lightpath between any two nodes

in the network and the length of each of the segments of this translucent lightpath

being less than the optical reach. However the limitation of the RPP approaches in
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general is that, optical reach is calculated on the basis of linear impairments only.

Since the connection requests are dynamic, the non-linear impairments cannot be

estimated at the time of solving the RPP.

2.7.2 Routing with Regenerators Problem (RRP)

The Routing with regenerators problem (RRP) [12] is to establish, if possible, a

transparent or a translucent lightpath for every new connection request, using the

regenerators deployed in the RPP stage. The objective of RRP is to perform the

IA-RWA itself. Every dynamic connection request has a known duration of commu-

nication and after this duration is over it is important to take down the corresponding

lightpath and reclaim the allocated resources (wavelengths and regenerators, if any).

An important consideration in RRP is that, whenever a new lightpath is established,

the existing lightpaths in the network should not be disturbed. In other words, the

non-linear impairments generated due to the interaction between the new and existing

lightpaths should be taken into account while performing IA-RWA. It is to be noted

that the RPP is solved prior to network operation and RRP is carried out during

network operation. The placement of regenerators obtained by solving the RPP is

given as an input to the RRP stage.

2.8 Related Works on RRP

This section presents a review of the previous works on the routing with regenerators

problem (RRP). All the RRP approaches, reviewed in this section, assume a given

sparse placement of regenerators before the network starts operating.

Yang et al. 2005 [9]: For each new incoming connection request, weights are

assigned to the network edges based on the availability of regenerators and channels.

Then Dijkstra’s shortest path algorithm is used to find the shortest route from the

source to destination of the new request. The first fit approach is used for wavelength
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assignment. If the shortest route and first fit wavelength provide a feasible solution,

the heuristic return success. Otherwise it returns a failure. Non-linear impairments

are not considered in [9] while estimating the QOT of the optical signal.

Yannuzzi et al. 2009 [14]: The authors in [14] proposed an IA-RWA algorithm

called predictive routing according to the Q-factor (PR-Q). A limited set of potential

routes is precomputed for each incoming connection request. The routes in this set

are sorted in the increasing order of total distance and edge sharing among lightpaths.

The Q-factor of the optical signal is measured for each of the routes in the constructed

set by assigning the available wavelengths. The first route, which satisfies the Q-factor

requirements, is chosen as the IA-RWA solution for the connection request. The PR-Q

algorithm returns a failure if none of the routes, in the precomputed set, are feasible.

Non-linear impairments are considered in the Q-factor using an indirect model.

Pachnicke et al. 2009 [15]: The worst case non-linear impairments are assigned

as weights to the network edges. For each new connection request, a set of k = 3

shortest routes (edge-disjoint) is precomputed. The Q-factor is estimated for each of

the precomputed routes. If none of the routes offer a feasible Q-factor, the connection

request is blocked.

Subir et al. 2009 [12]: A candidate set of m paths is pre-computed for every

node pair. Then the A* [13] Best First search algorithm is used to select the route

for the new connection request. Non-linear impairments are not considered while

estimating the QOT of the optical signal. Only optical reach is used to estimate the

physical layer impairments.

Tordera et al. 2009 [16]: The authors in [16] proposed an IA-RWA algorithm

called, Minimum Coincidence and Distance according to Q factor (MINCOD-Q). A

set of k routes are precomputed from the source to destination of the new connection

request. The k routes are sorted in the increasing order of distance and edge sharing

among lightpaths. First fit wavelength assignment is used. the Q-factor is computed
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for all the routes. MINCOD-Q returns success if there is atleast one feasible route

(in terms of Q-factor) among the k routes considered.

Manousakis et al. 2010 [17]: The authors in [17] proposed an IA-RWA algo-

rithm for translucent networks that proceeds in 2 phases. The first phase includes

computing a set of non-dominated candidate paths for the new connection request. In

the second phase a path is chosen from the constructed set based on several policies

including:

• Most used wavelength, better Q-factor & wavelength utilization.

• Best Q-factor performance.

• Least regenerators usage & most used wavelengths.

• Least regenerators usage and best Q-factor.

• Least regenerators usage and better Q-factor and Most Used Wavelengths.

If a feasible path cannot be found from the set, the algorithm blocks the new

connection request.

Zhao et al. 2012 [18]: A set, P
′
, of up to k paths is constructed for every

node pair in the network, even before the network operation begins. When a new

connection request arrives, the corresponding set, P
′
, for the (source,destination) pair

of the request is fetched. A subset of paths, P , is constructed from P
′
using a number

of strategies including the shortest distance, the optical reach and the availability of

regenerators. The QOT of each of the paths in set P is computed. If there exists

a path with satisfactory QOT, the algorithm return the solution. Otherwise the

connection request is blocked.
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3 BEST FIRST SEARCH RWA (BFS-RWA)

This section presents the proposed BFS-RWA approach to solve the Routing with

Regenerators Problem (RRP). BFS-RWA uses the A* [13] best first search Algorithm

to perform IA-RWA. Existing RRP approaches4 use a limited set of potential routes

for a lightpath, while performing IA-RWA, which leads to an incomplete exploration

of the solution space. On the other hand, BFS-RWA performs an exhaustive search

and leaves no route unexplored in order to establish the connection request. Also,

BFS-RWA is the first approach to guarantee an optimal solution (i.e a solution using

the least possible number of regenerators), if it exists. In other words, BFS-RWA

gives a solution, if it exists and this solution is optimal.

BFS-RWA works by constructing a search tree to find a feasible IA-RWA solution

for every new connection request from any source s to any destination d. The search

starts by making the source node as the root of the search tree. The search contin-

ues until i) either d is reached and we conclude that there does not exist a better

solution, or ii) we conclude that the destination d cannot be reached (either due to

unavailability of channel (s) or due to physical layer impairments).

In order to distinguish between the physical network topology and the search tree,

the term “route” is used to denote the sequence of fiber (s) used by a lightpath from

s to d in the physical topology and the term “path” is used to denote the edges in the

search tree from the root node (which corresponds to s) to the node, in the search

tree, corresponding to d. The BFS-RWA looks for the most “promising” path in the

search tree in order to determine the best possible route, from s to d, for the lightpath.

BFS-RWA approach uses the OSNR model outlined in Section 2.4, to estimate the

QOT of the optical signal. Subsequent sections described the BFS-RWA in detail.

4Explained in Section 2.8

26



3.1 Notation used in BFS-RWA

s (d) : the source (destination) of the new request for communication.

N : the set of nodes in the physical topology equipped with 3R regenerators.

th : the best node in the search tree whose neighborhood is being explored.

n (tn) : a node in the physical topology (search tree) that is currently being consid-

ered, where n is adjacent to h.

Nn
reg : number of regenerators used in the path from ts to tn.

Atn : the actual cost to go from node s to n, using the path from ts to tn.

Htn : the estimated cost to go from node n to d.

Ttn : the total estimated cost to go from s to d through n, using the path from ts to

td through tn.

OSNRtn(OSNRin) : the OSNR value at node tn(ts or at any node where the

lightpath undergoes regeneration).

OSNRThreshold : the minimum acceptable OSNR value.

Dn
d : the length of the shortest route from n to d.

N : set of potential next nodes for the search.

L : RWA solution for communication from s to d.

r : the optical reach.

Ctn : a list of valid channel numbers for the segment to tn.

Ψ : the list of segments in the proposed lightpath, where Ψk denotes the kth segment

of Ψ, where the first segment starts from s.
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num segments : number of segments in Ψ.

PIG : the path intersection graph for the lightpath under consideration.

c : a channel number.

heuristic cost(tx) (actual cost(tx)) : function to compute the heuristic (ac-

tual) cost using equation 3 (4), given in section 3.2.

assign channel(Ψk, c) : function assign channel c to segment Ψk.

calculate OSNR value(Ψ) : function to calculate, the QOT of all existing light-

paths as well as the proposed lightpath. It returns the lowest OSNR value among

all these lightpaths.

check for shared edges(Ψ) : function that returns true only if there is at least

one common edge in any two segments of Ψ.

create path intersection graph(Ψ) : function to create a path intersection

graph, considering all the segments in Ψ.

colorable(PIG) : function that returns true if graph PIG can be colored.

create node(th, n) (create regenerator node(th, n)) : function to create node

(regenerator node) tn, and insert it into the search tree as a child of node th.

The function returns node tn.

create root node(s) : function to create the root node ts. The function returns

ts.

find best node in tree() : function that retrieves the leaf node th in the tree

having the least total cost.

find eligible neighbours(th) : function to find all valid child nodes of th.
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lightpath feasible(th, tn) : function that returns true iff the path from ts to tn

through th may be used to set up a lightath from s to n.

generate RWA solution using search tree(th) : function that returns the

routes and the channels assigned to the segments of the new translucent lightath

from s to d.

3.2 Details of BFS-RWA

3.2.1 Actual and Heuristic Costs

Each node tn in the search tree includes the following information:

1. a reference to node n in the physical topology.

2. Two types of costs, i) the actual cost Atn , and ii) the heuristic cost Htn .

3. If n ∈ N, whether 3R regeneration is carried out at tn, to handle this request.

4. The list of channel numbers Cn that may be used in the segment to node n.

It is to be noted that, in general, a number of nodes (tx) in the tree may refer

to the same node x in the physical topology. This is because a) the tree, in general,

involves multiple routes from s to d, through node x and b) the route of the lightpath

may involve loops as shown in Fig. 1.2.

Since the objective of BFS-RWA is to minimize the total number of regenerators

used, the actual (Atn) and heuristic (Htn) costs are determined in terms of the number

of regenerators required as follows:

Atn = Nn
Reg +

OSNRin −OSNRn

OSNRin −OSNRThreshold

(3)

Htn =
Dn
d

r
(4)
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(OSNRin − OSNRThreshold) is the amount of degradation in OSNR value before

regeneration is needed. The ratio in (3) measures, in terms of a fraction of a regener-

ator, the extent of signal degradation in the current segment. The sum in Equation

(3) represents the actual cost, in terms of the total number of regenerators required

from ts to tn. The total estimated cost to go from node ts to td through node tn is

Ttn = Atn + Htn , which guides the search in the A* algorithm. The A* algorithm

guarantees an optimal solution (if it exists), if the heuristic used to guide the search

is admissible [13].

Lemma 1. The cost, Htn, is an admissible heuristic.

Proof. The numerator, Dn
d , in Equation (4) is the distance of the shortest route from

n to d, so that the actual route used to go from n to d is at least as long as Dn
d . The

denominator uses the optical reach r and hence ignores all class 2 impairments. If

both class 1 and class 2 impairments are considered, the extent of signal degradation

increases and hence the distance the signal can travel along fibers is further reduced.

Therefore, r represents an upper bound. Hence, the heuristic cost, Htn , gives a lower

bound for the number of regenerators required to reach d from n. In other words,

Htn is an admissible heuristic.

3.2.2 Main Algorithm

In lines 1 – 2, the BFS-RWA (Algorithm 1) starts with node ts as the root of the

search tree. Line 3 sets the stage for the following iterative process, where th denotes

the node whose neighborhood will be explored. Lines 5 – 27 describe how the node,

th, will be expanded. In line 5, find eligible neighbours(th), finds the set of nodes

adjacent to h in the physical topology and excludes from the set all nodes x such

that a) there is no channel that is currently unused on the link h→ x, or b) tx is an

ancestor of th and appears in the same segment as th.
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Algorithm 1 BFS-RWA

Input: New Request: R = (s, d), Network Topology, N (the set of regenerator
nodes), Network State

Output: RWA Solution (if lightpath established), NULL (otherwise)
1: ts ← create root node(s)
2: Tts ← heuristic cost(ts)
3: th ← find best node in tree()
4: while (true) do
5: N ← find eligible neighbours(th)
6: for each n ∈ N do
7: tn ← create node(th, n)
8: if (lightpath feasible(th, tn)) then
9: Atn ← actual cost(th, tn)
10: Htn ← heuristic cost(tn)
11: Ttn ← Atn +Htn

12: if (n∈N) then
13: tn ← create regenerator node(th, n)
14: Atn ← dactual cost(th, tn)e
15: Ttn ← Atn +Htn

16: end if
17: else
18: delete node(tn)
19: end if
20: end for
21: th ← find best node in tree()
22: if (th is NULL) then
23: return NULL // The request for communication has to be blocked.
24: else if (reached destination(th)) then
25: L ← generate RWA solution using search tree(th)
26: return L // The request can be handled using the lightpath L
27: end if
28: end while

find eligible neighbours allows a node x to appear more than once in a translu-

cent lightpath if these occurrences are in different segments (Fig. 1.2 shows an exam-

ple). However, a loop in the same segment cannot happen.

Lines 6 – 20 define an iterative process, which has to be repeated for each element

in N . In line 8, lightpath feasible(th, tn) checks whether it is feasible (in terms

of channel assignment and QOT) to set up a lightpath, using a path from ts to tn

through th, in the presence of all other existing lightpaths. If so, lines 9 – 11 compute
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the total cost of node tn. Lines 12 – 16 consider the possibility that node n is capable

of 3R regeneration. If so, another child of node th is created (line 13). This new

child of th uses 3R regeneration and starts a new segment, having a OSNR value of

OSNRin. The ceiling function in line 14 means that the second term in Equation 3

is replaced by 1. If the condition in line 8 is not satisfied, it means that tn created in

line 7 cannot be a child of th and is deleted in line 18.

Line 21 finds the next best node, th, to explore (i.e., the leaf node with the least

total estimated cost). If this node cannot be found, the search has failed (line 23). If

node th corresponds to d, the search terminates and returns the RWA solution (i.e.,

the route and the channel number(s) for all segment(s)).

3.2.3 Lightpath Feasibility, Channel Assignment and Existence of Loops

Algorithm 2 describes function lightpath feasible(th, tn) and is discussed below. As

mentioned before, every node (tx) in the search tree maintains a list of channels, (Ctx),

which can be assigned to the segment, ending in node tx. In lines 1 – 5, the intent

is to determine the set of channels, Ctn (i.e., the set of channels for the last segment

so far). Those channels that are in use on the fiber h → n, cannot be assigned to

this segment. If node th is being used for regeneration (lines 1 – 2), a new segment

starts from th. Otherwise (lines 3 – 4), the same segment from th continues to node

tn. In line 6, function construct transparent segments(ts, tn), returns the set, Ψ, of

all transparent segments (Ψ) of the proposed translucent lightpath.

Lines 7 – 12 define an iterative process, which is repeated for every channel in set

Ctn . In line 8, assign channel(Ψnum segments, c) assigns channel c to the last segment

(Ψnum segments) of the proposed lightpath. In line 9, the OSNR tool5 determines the

feasibility of the proposed lightpath. The OSNR tool has access to the network state

information, which includes the set of existing lightpaths. The OSNR tool measures

5OSNR tool is an implementation of the OSNR model reviewed in Section 2.4 and is discussed
in detail in Section 4.6.
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the degradation of optical signals in all the lightpaths (including the new lightpath

under consideration and the existing lightpaths) and returns the final OSNR value

of the optical signal that has degraded the most. If this OSNR value is less than

the OSNRTh for the network, then there is at least 1 lightpath that is infeasible.

Therefore, channel c is not a valid assignment for Ψnum segments, and is excluded from

Ctn in line 10.

After these iterations, if Ctn becomes empty (line 13), it means that node th

cannot be expanded to tn in the search tree and lightpath feasible(th, tn) returns

false. Otherwise, it means that channels are available to go from th to tn.

At this stage, the proposed lightpath is checked to see if any edge is shared by two

or more segments (line 16). If there is at least one such shared edge, the technique

described in [12] is used to ensure that such segments are not assigned the same

channel. As done in [12], a path intersection graph (PIG) is created and list coloring

[22] is used to color the graph (lines 17 – 20). The segments of the proposed lightpath

become nodes in the PIG and any 2 nodes in the PIG are connected by a link if the

corresponding segments share an edge. Each node in the PIG is assigned a list of

colors, where each color represents a channel that may be used for the corresponding

segment. The objective of list coloring is that each node in the PIG should be

colored, using one of the colors in the list for that node, such that no two adjacent

nodes (connected by an edge) have the same color. If the list coloring is successful,

it means a valid channel assignment is possible for all the transparent segments and

lightpath feasible(th, tn) returns true (Line 19). Otherwise, it returns false (Line 21).
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Algorithm 2 lightpath feasible(th, tn)

Output: true (if feasible), false (otherwise)
1: if (th is used for 3R-regeneration) then
2: Ctn ← { c | c is an unused channel on fiber h→ n }
3: else
4: Ctn ← Cth − { c | c is a used channel on fiber h→ n }
5: end if
6: (Ψ, num segments)← construct transparent segments(ts, tn)
7: for each c ∈ Ctn do
8: assign channel(Ψnum segments, c)
9: if (calculate OSNR value(Ψ) < OSNRThreshold) then
10: Ctn ← Ctn − {c}
11: end if
12: end for
13: if (Ctn is ∅) then
14: return false
15: else
16: if (check for shared edges(Ψ)) then
17: PIG← create path intersection graph(Ψ)
18: if (colorable(PIG)) then
19: return true
20: end if
21: return false
22: end if
23: return true
24: end if

3.3 Example

Let there be a new connection request from s = 3 to d = 5 for the network given

in Fig. 3.1. Fig. 3.2(a) shows the search tree, constructed using BFS-RWA, after a

few iterations of the while loop starting at line 4 of Algorithm 1. Each node in the

tree is shown using a circle enclosing the corresponding node number in the physical

topology. The total estimated cost for each node in shown beside the node. A shaded

node denotes that 3R regeneration will take place at that node. Additionally, selected

nodes have been shown with a unique label( e.g., A,B,C) for convenience. Nodes
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marked with a X6 in Fig. 3.2(a) are those that cannot be explored further in the

search tree, either due the unavailability of channels (network layer constraints), or

because of unacceptable QOT (physical layer limitations).
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Fig. 3.1: A 6 node translucent optical network
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Fig. 3.2: Search tree after generating (a) node labelled A (b) node labelled G

Table 3.1: List of existing lightpaths

Lightpath Num. Route Channel

L1 3→1→2 c0

L2 1→0 c1

L3 3→2 c0

L4 2→5 c1

L5 4→5 c0

L6 4→5 c1

L7 1→3 c0

L8 1→3 c1

L9 1→2 c1

6Since nodes marked with a X in Fig. 3.2(a) correspond to nodes that cannot be explored further,
they have been omitted from Fig. 3.2(b).
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Table 3.1 shows the lightpaths in existence at the time when this new connection

request is processed. Each fiber in the network supports 2 channels (c0, c1).

For the tree shown in Fig. 3.2(a), the node with label A has a total estimated

cost of 1.60, which is the least among all leaf nodes in the tree. Therefore, in line 21

of Algorithm 1, find best node in tree() returns node A, so that th has h = 0 and

Tt0 = 1.60. The conditions in lines 22 and 24 are not satisfied, so the next iteration

of the while loop begins by exploring node A.

Since A is shaded, a new segment starts from A. The set of nodes adjacent to node

0 in the physical topology is {1,4,5}. We note that node B in Fig. 3.2(b) is an ancestor

of A but appears in a different segment. Therefore, node 4 cannot be excluded from

N . Hence, in line 5, find eligible neighbours(t0) returns set N = {1, 4, 5}. When

n = 1, line 7 creates node C of Fig. 3.2(b). Function lightpath feasible(t0, t1), in

line 8, returns true, so that lines 9 – 16 will be executed. In lines 9 – 11, the total

estimated cost, for C, is calculated to be Tt1 = 2.36. Since node 1 is capable of 3R

regeneration, the condition in line 12 is satisfied. In lines 13 – 15, node D is created

in a way similar to that for C. The process for n = 4 (n = 5) is similar to that for

C, giving node E (F ) of Fig. 3.2(b). Since neither of the nodes 4 and 5 are capable

of 3R regeneration, lines 13 – 15 are not applicable for E and F .

Even though node F in the search tree refers to the destination node 5 in the

physical topology, the search proceeds, since the least cost node is currently E which

will be selected for further exploration. In the next iteration, node G becomes a child

of E, in a way just like C. In the following iteration, the lowest cost node is F . Since

F refers to the destination node 5, the search has found the optimal solution. The

routes for the segments of the established translucent lightpath are 3 → 4 → 0 and

0 → 5. The channels assigned to these segments are c1 and c0 respectively. In line

25, this information is returned by generate RWA solution using search tree(t5).

Fig. 3.3(a) shows a sample translucent optical network, with nodes 4 and 7 capable
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of 3R regeneration. Fig.3.3(b) shows the path intersection graph (PIG) constructed

by BFS-RWA for a translucent lighpath, from source = 1 to destination = 8 (given

in Table 3.2), in the network shown in Fig. 3.3(a). Fig. 3.3(b) also shows the list of

available channels (or colors in terms of list coloring) adjacent to every node in the

PIG. An optical reach of 300 km is assumed in this example. It can be observed from

Table 3.2, that the segments P1 and P2 share the edge 2→3. Hence a loop exists in the

translucent lightpath. Therefore there is an edge connecting P1 and P2 in the PIG.

Segment P3 does not share an edge with either P1 or P2 and hence is disconnected

from P1 and P2 in the PIG.
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Fig. 3.3: (a) A sample translucent network (b) Path Intersection Graph (PIG)

Table 3.2: Transparent segments of a lightpath with loops

Segment num. Route Available Channels

P1 1→ 2→ 3→ 4 {c1, c3, c4}

P2 4→ 5→ 6→ 2→ 3→ 7 {c1, c3}

P3 7→ 8 {c1, c3, c4}

The list coloring performed on the PIG shown in Fig. 3.3(b), should ensure that

nodes P1 and P2 get different colors (or channels). Segment P3 can be assigned any

channel from its corresponding list. The PIG in this case is colorable and hence a

valid solution.
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4 TEST BENCH FOR SIMULATION

Simulation is a popular technique used to study the behaviour of computer networks,

without having to setup the network physically and simulator is a piece of software

that imitates the working of a computer network. This section presents details of the

network simulator used to study various aspects of the proposed BFS-RWA approach.

4.1 Simulator Overview

Fig. 4.1: BFS-RWA Simulator block diagram
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Fig. 4.1 shows a block diagram of the simulator used for testing the BFS-RWA

approach. Table 4.1 summarizes the main components of the simulator.

Table 4.1: Summary of simulator components

Component Functionality

Network topology generator Generates a synthetic network topology with

the given number of nodes

Shortest distance generator Generates the shortest distance between every

pair of nodes in the network.

Dynamic connection requests generator To generate the dynamic connection requests

for the simulation

RPP module To identify a subset of nodes in the network

that will have regeneration capabilities.

OSNR tool To determine feasibility of the new lightpath

to be established. Also checks the feasibility

of the existing lightpaths.

RRP Module To run the simulation and generate result

In order to run a simulation, the following input parameters need to be supplied

through the user interface:

• Number of nodes in the network topology (in case of synthetic network) or the

name of the real network topology.

• In the case of a synthetic network, a network case number.

• The target traffic load of dynamic connection requests (in Erlangs).

• A traffic case number.

• Maximum number of channels available in each fiber.

• Optical reach value.
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• Maximum number of regenerators at each of the nodes to be identified later by

the RPP module.

The simulator has access to a database which is used to store information (in

separate files) generated by the components mentioned in Table 4.1. When a simula-

tion is initiated by the user interface, the simulator first checks for the required input

files in the database. In case a required file is not found, the respective simulator

component is invoked to generate the file. The RRP module is the starting point for

network operation, which takes its input from the database. Each simulation refers to

executing one complete sequence of dynamic connection requests for a given network

topology. The RRP module finally writes the simulation result back to the database.

The simulation result includes the following information:

• A file containing the IA-RWA solution of every connection request that is es-

tablished.

• Lightpath blocking probability7.

• Percentage of translucent lightpaths in the total number of lightpaths estab-

lished.

• Execution time of the simulation.

• The maximum number of regenerators used at every regeneration capable node.

In order to predict the behaviour of a network accurately, several simulations of

the same kind need to be run. For a given number of nodes in the network, different

topologies need to be considered. Similarly for a given traffic load value, different

connection request sequences need to be used. The network and traffic case numbers

provided by the user enable the simulator to uniquely identify the topology and

connection request sequence respectively for this purpose.

7Explained in Section 5
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The simulator software was developed in C language. The source code was com-

piled using gcc on Debian GNU/Linux operating system. IBM CPLEX [23] studio

was used to solve the ILP optimization problem in the RPP module.

The following subsections discuss in detail, the working of each of the simulator

components mentioned in Table 4.1.

4.2 Network Topology Generator

In order to perform a simulation the starting point is a network topology. Two types

of network topologies are considered for the simulations namely:

• Real network topologies

• Synthetic network topologies

Real network topologies exist physically and are currently being used for commu-

nication. The synthetic topologies do not exist physically and are generated for

experimental purpose. The Network topology generator component of the simulator,

shown in Fig. 4.1, is used to generate synthetic network topologies. The input to the

generator is the number of nodes in the network topology. The user can configure the

lengths of the edges connecting the nodes, to lie between a minimum and a maximum

value. In addition, the maximum degree of each node in the network topology (i.e the

number of bi-directional edges associated with each node) can also be configured. The

generated synthetic topology is represented in the form of a 2 dimensional matrix.

The matrix (M) corresponding to the network topology shown in Fig. 4.2, is given

in Table 4.2. If there exists an edge between 2 nodes (i and j) in the network, then

the corresponding edge length is entered in M i,j, otherwise a -1 is used for no edge.

The network configuration parameters used for the simulations are given in Table 4.3.
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Fig. 4.2: A sample network topology
with 6 nodes

Table 4.2: Network topology matrix

-1 90 -1 -1 60 80
90 -1 57 60 -1 -1
-1 70 -1 65 -1 75
-1 60 65 -1 75 -1
90 -1 -1 75 -1 80
80 -1 75 -1 80 -1

Table 4.3: Network configuration parameters

Parameter Value

Maximum Node Degree 3

Minimum Edge Length 50 km

Maximum Edge length 110 km

4.3 Shortest Distance Generator

As explained in Section 3.2.1, BFS-RWA uses the shortest distance between the node

under consideration and the destination node, to calculate the heuristic cost (Eqn.4

in Section 3.2.1). The shortest distance generator component of the simulator uses

the Dijkstra’s algorithm [24] to generate the shortest distance between every pair

of nodes, for a given network topology. The shortest distance information is stored

in the form of a 2 dimensional matrix (D) in the database. Di,j gives the shortest

distance between nodes i and j. As an example, Table 4.4 gives the shortest distance

matrix for the network topology shown in Fig. 4.3.
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Fig. 4.3: A sample network topology
with 6 nodes

Table 4.4: Shortest distance matrix

0 90 147 135 60 80
90 0 57 60 135 132
155 70 0 65 140 75
150 60 65 0 75 140
90 135 140 75 0 80
80 145 75 140 80 0
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4.4 Dynamic Connection Requests

The BFS-RWA approach is designed to handle dynamic lightpath connection requests.

The Dyanamic connection requests generator component of the simulator is used to

generate connection requests dynamically. Each connection request has the following

attributes:

• unique connection request number

• source node

• destination node

• start time

• duration

If the connection request is established, then the corresponding lightpath is taken

down at the time given by (start time + duration). In order to facilitate the simula-

tion, for each connection request, 2 events are generated namely the connection setup

event and the connection teardown event. The teardown event is executed only if the

setup event is successful. The source and destination nodes of each of the connection

requests are generated randomly. Table 4.5 shows a sample sequence of setup and

teardown events for 3 connection requests.

The traffic load of connection requests is measured in terms of a unit called Erlang,

which can be defined as the product of average request arrival rate and the average

request duration. Eqn. 5 gives the expression for traffic load, where the unit time

and average request duration are both measured in the same unit of time.
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Table 4.5: Connection setup and teardown events sequence

Connection

Request Num

Event Type Source

Node

Destination

Node

Start Time

1 Setup 1 6 0.00

2 Setup 3 5 2.50

1 Teardown 1 6 3.00

3 Setup 2 3 4.00

3 Teardown 2 3 5.00

2 Teardown 3 5 6.00

Traffic (in Erlangs) =

(
No. of requests

Unit time

)
∗ Avg. request duration (5)

An average request duration of 3 minutes was used in the simulations. A unit

time period of 60 minutes was used for the arrival of connection requests. The traffic

load was varied by changing the no. of connection requests. As an example, for a

traffic load of 30 Erlangs, the number of connection requests would be 600, with an

average request arrival rate of 10 requests/min.

Whenever events occur at an average rate in a fixed interval of time, they form a

Poisson process. In probability theory, a Poisson distribution is used to model such

events. The arrival times of dynamic connection requests form a Poisson process since

the requests arrive at an average rate over a fixed time period of 60 minutes. The

Dynamic connection requests generator produces a sequence of connection requests

following a Poisson distribution, using the technique suggested in [25]. Similarly an

exponential distribution was used to generate the durations of the connection requests.
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4.5 RPP Module
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Fig. 4.4: RPP solution based on optical reach for a random network topology

The Regenerator Placement (RPP) module of the simulator is responsible for identify-

ing the smallest possible subset of nodes in the network, that will have 3R regeneration

capabilities. This RPP module is based on the dissertation work presented in [26] and

uses optical reach as the metric to identify the regeneration capable nodes. The RPP

approach presented in [26], does not consider non-linear impairments while identifying

the regeneration capable nodes. The inputs to the RPP module include, the physical

network topology (in the form of a matrix presented in Table 4.2) and the optical

reach. The objective is to identify nodes capable of providing 3R regeneration in such

a way that, there exists a route for a translucent lightpath between any two nodes in

the network and the lengths of the segments of this translucent lightpath are less than

the optical reach. It constructs an integer linear program (ILP) for the given network

topology and optical reach and solves the ILP using a branch and cut based opti-

mization technique [26]. IBM ILOG CPLEX [23] software and its callback features

are used to solve the ILP. Fig. 4.4 shows a randomly generated network topology,

consisting of 8 nodes, and the corresponding regenerator placement obtained using

the RPP module of the simulator. The shaded nodes in Fig. 4.4 are regeneration

capable and an optical reach value of 300 km has been used in this example.
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Fig. 4.5: Sample network topology

Table 4.6: List of existing lightpaths

L.Num Route Channel(s)

L1 3→1R→2→5 c0, c1

L2 1→0 c1

L3 4→0R→5 c0, c0

4.6 OSNR Tool

The OSNR tool module in the simulator is based on the OSNR analytical model

presented in Section 2.4. The OSNR tool is used to estimate the physical layer im-

pairments (PLI) and determine the extent of optical signal degradation in a lightpath.

As shown in Fig. 4.1, the OSNR tool is invoked several times, as required, by the

BFS-RWA module to determine the feasibility of lightpaths. A lightpath is said to

be feasible, if the OSNR value of the propagating optical signal is above the prede-

termined threshold value (OSNRTh = 23 dB) at every node along the lightpath.

The non-linear impairments (explained in section 2.3.2) arise due to the interfer-

ence between the new lightpath to be established and the existing lightpaths in the

network. As a result, the new lightpath can cause some of the existing lightpaths to

become infeasible due to non-linear impairments. Therefore, it is important to ensure

the feasibility of the existing lightpaths as well.

The OSNR tool takes 2 inputs, namely:

1. The routes of existing lightpaths and the new lightpath

2. The channels assigned to the existing lightpaths and the new lightpath

If any of the existing lightpaths or the new lightpath is translucent, then it is

divided into the corresponding transparent segments before passing to the OSNR

tool. Fig. 4.5 shows a sample network topology with 6 nodes and Table 4.6 shows the

routes and wavelengths assigned to the existing lightpaths in this network. A new
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Table 4.7: Route matrix: Input to
OSNR tool

3 4 0 -1 -1 -1
3 1 -1 -1 -1 -1
1 2 5 -1 -1 -1
1 0 -1 -1 -1 -1
4 0 -1 -1 -1 -1
0 5 -1 -1 -1 -1

Table 4.8: Wavelengths assigned for
the route matrix in Table 4.7

1 0 1 1 0 0

connection request from node 3 to node 5 is considered in Fig. 4.5 and BFS-RWA has

explored the route 3→4→0 so far. Tables 4.7 and 4.8 show the route and wavelength

matrices to be passed to the OSNR tool. The tables are padded with -1 to make

up the row length (which is the total no. of nodes in the network). The first row

in Table 4.7 is the route of the new lightpath (3→4→0) and the remaning 5 rows

represent the segments of existing lightpaths L1, L2 and L3 respectively. Similarly

the first element in Table 4.8 is the wavelength assigned to the new lightpath and the

remaining are the wavelengths assigned to the transparent segments of L1, L2 and

L3 respectively. It can be observed for example that the existing lightpath, L1, is

a translucent lightpath. Hence it is divided into transparent segments, namely 3→1

and 1→2→5 (2nd and 3rd rows in table 4.7), before passing to the OSNR tool.

The OSNR tool measures the optical signal degradation for each of the lightpaths,

represented by the route and wavelength matrices. It returns true only if all the

lightpaths (existing and new) are feasible, otherwise returns false. It also returns the

OSNR value of the last node in the new lightpath (used to calculate the actual cost

in BFS-RWA). It is to be noted that the OSNR tool just gives the feasibility of the

set of lightpaths that are passed to it and it does not make any decision with respect

to the actual IA-RWA. Based on the lightpath feasibility information returned by the

OSNR tool, the BFS-RWA module takes an appropriate decision to continue further

with the exploration for an IA-RWA solution.
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4.7 RRP Module

The network operation is performed in the RRP module, where the dynamic connec-

tion requests are established and taken down. The following input files are given to

the RRP module from the simulator database:

• A real or synthetic network topology.

• The shortest distance matrix.

• A set of regeneration capable nodes.

• The connection setup/teardown event sequence.

The important functions of the RRP module are as follows:

• Look for new connection setup/teardown events.

• Add newly established lightpath to the set of existing lightpaths.

• Remove the corresponding lightpath on a teardown event.

• Update the list of resources (channels available and regenerators used) after

every setup/teardown event.

• Record the RWA solution of the established lightpath.

• Record all blocked connection requests.

The RRP module starts by scanning an event from the input sequence. If the

event is a connection setup, the RRP module passes on the request to the BFS-RWA.

Otherwise if the event type is teardown, the resources allocated to the corresponding

lightpath (including the wavelengths and regenerators used, if any) are recovered.

These recovered resources are made available to future connection setup events.

The BFS-RWA is the core component of the RRP module that performs IA-RWA

for the connection request. This component is the implementation of the proposed
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BFS-RWA approach presented in Chapter 3. If the connection setup event is success-

ful, the RRP module records the RWA solution of the newly established lightpath.

Otherwise the connection request is recorded as blocked. Finally the simulation result

is written back to the database.
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5 RESULTS

The simulator presented in Chapter 4, was used to study the performance of the

proposed BFS-RWA approach. In optical networks using dynamic lightpath allocation

(DLA), the network performance is measured in terms of a metric called lightpath

blocking probability [4], defined as the ratio of the number of lightpath requests that

could not be satisfied (or blocked) to the total number of lightpath requests. The

lower the lightpath blocking probability, the better is the performance.

This section presents the results of the simulations used to test the BFS-RWA

approach. BFS-RWA has been tested using both real and synthetic network topolo-

gies. The real network topologies used in the simulations include NSFNET (14 nodes)

[27], ARPANET (21 nodes) [27] and USANET (24 nodes) [28]. Synthetic networks

of varying sizes namely 15, 30 and 60 nodes, were used in the simulations and 5

different topologies were generated for each size considered. Traffic load values of

between 10 (low) to 50 (high) Erlangs were used in the simulations. For each of these

traffic load values, 5 different sequences of connection requests were generated. As

a result, for synthetic networks each blocking probability reported in this section is

therefore the average of 25 simulation runs. For real network topologies, the reported

blocking probabilities are the average of 5 simulation runs. A link between two nodes

in the network is assumed to be composed of 2 separate uni-directional optical fibers,

where each fiber supports either 16 or 32 channels as the case may be. Unless stated

explicitly, the regeneration capable nodes in the network are assumed to be equipped

with a sufficiently large number of 3R regenerators. An optical reach value of 300km

(calculated using the OSNR tool parameters, considering only class 1 impairments)

was used in the simulations.

In addition to studying the performance of the BFS-RWA approach, various as-

pects of translucent optical networks have been studied and presented in the subse-

quent sections.
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5.1 Blocking Probability vs Traffic Load

Figs. 5.1 and 5.2 show how the blocking probability changes when the traffic load

is varied, for 16 and 32 channels per fiber respectively. The blocking probability in

general increases with the traffic load.
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Fig. 5.1: Average Blocking Probability vs Traffic Load for 16 channels
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Fig. 5.2: Average Blocking Probability vs Traffic Load for 32 channels

It can be observed from Figs. 5.1 and 5.2, that the blocking probability is lower in

the case of 32 channels compared to that of 16 channels for all the network topologies

considered. This is an expected behaviour for any IA-RWA approach.
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5.2 RPP using Different Values of Optical Reach
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Fig. 5.3: Regenerator Placement using different values of optical reach (r)

Since the notion of optical reach considers only linear impairments, a regenerator

placement strategy merely based on optical reach does not take into account the

non-linear impairments. When designing WDM networks, it is important to have

a firm basis for placing regenerators that takes into account the trade-off between

the costs of regenerators and the blocking probability. The test bench, described in

section 4, is ideally suited to study the extent to which non-linear impairments may

be accommodated by reducing the optical reach below the level estimated using linear

impairments. The OSNR tool used in the simulator gave 300 km as the value of the

optical reach. If the optical reach is reduced to 250 km and 200 km, while identifying

the regeneration capable nodes (RPP phase), we anticipate the blocking probability

to be reduced.

Fig. 5.3 shows the impact of using a reduced optical reach, during the RPP phase,

on the lightpath blocking probability. For traffic loads of 10, 30 and 50 Erlangs, the

blocking decreased by 48%, 42% and 17% respectively for an optical reach of 200

km, compared to the actual optical reach of 300 km (which was based on linear

impairments only). The immediate effect of reducing the optical reach is an increase
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in the number of regeneration capable nodes. For instance, in the case of the 30 node

network shown in Fig. 5.3, the number of regeneration capable nodes increased from

3 to 7 by changing the optical reach from 300 km to 200 km. This study shows the

trade-off between the blocking probability and the number of regeneration capable

nodes.

When a lightpath undergoes 3R regeneration, wavelength conversion is available

implicitly at the regeneration capable nodes. It is well known that wavelength con-

version has an effect on the blocking probability, since the wavelength continuity

constraint [4] is relaxed at the node where 3R regeneration takes place. As indicated

above, a lower optical reach leads to a greater number of regeneration capable nodes

and hence a higher possibility of wavelength conversion. This is one of the important

reasons for the reduction in the lightpath blocking probability. In this series of ex-

periments each node, capable of 3R regeneration, was assumed to have a sufficiently

large number of regenerators to be available.

5.3 Effect of Varying the Number of Regenerators
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It is not reasonable to place a very large number of regenerators at a node, if the

likelihood of using them is very small. If this number is too small, some additional

lightpath connection requests will be blocked, due to the lack of free regenerators.

Fig. 5.4 shows the impact of varying the number of regenerators at each regeneration

site, on the blocking probability, for a high traffic load of 50 Erlangs. As expected,

the blocking probability decreases, as the number of regenerators at the regeneration

sites increases. This effect can be seen clearly in medium sized networks having 24-30

nodes. In small translucent networks, the number of regeneration capable nodes is

very small (usually 1 or 2) and the number of lightpaths requiring regeneration is

also relatively low. As a result, the reduction in blocking probability with increasing

number of regenerators is negligible. The NSFNET and 15 node topologies shown

in Fig. 5.4, are examples of small translucent networks. For NSFNET the average

blocking probability is constant for all cases and for the 15 node topology the reduction

is marginal from 3 to 5 regenerators.
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Fig. 5.5: Effect of varying the number of regenerators for 10 Erlangs

Fig. 5.5 shows the impact of varying the number of regenerators for a low traf-

fic load of 10 Erlangs. In this case, the reduction in the blocking probability with

increasing number of regenerators at a site, is extremely small. A lower traffic load
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means lesser number of lightpaths in existence at any given point of time. Hence

greater is the number of free channels available for new requests and also lesser is

the impact due to non-linear impairments. As a result, only few lightpaths require

regeneration and therefore the number of regenerators at a node becomes relatively

less important.

5.4 Importance of RPP Approach
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Figs. 5.6 and 5.7, compare the performance of 2 RPP strategies namely:

(i) RPP approach based on optical reach (mentioned in section 4.7)

(ii) An RPP approach which randomly identifies the regeneration capable nodes.

Two sets of separate simulations were performed, on a 30 node synthetic network

topology, to measure the performance of the above mentioned RPP strategies. In the

first set of simulations, the RPP approach (i) was used to identify the regeneration

capable nodes using optical reach values of 300 km and 200 km. The RPP approach

(i) identified 4 and 7 regeneration capable nodes for the network using 300 km and

200 km respectively. The BFS-RWA simulations were performed using the identified

regeneration capable nodes. In the second set of simulations the RPP approach (ii)

was used to randomly identify the same number of regeneration capable nodes as

done by approach (i) (namely 4 and 7). The simulations were performed later using

these regeneration capable nodes identified by approach (ii).

As shown in Figs. 5.6 and 5.7, the optical reach based RPP approach (i) offers a

lesser lightpath blocking compared to the random approach (ii). It can be observed

that, the difference in the blocking probabilities of the 2 RPP approaches in more

when an optical reach of 200 km is used in approach (i). This is because with 200

km, the number of regeneration capable nodes is higher (i.e. 7). These experiments

show that the RPP strategy used prior to the network operation, has a considerable

impact on the lightpath blocking probability.
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5.5 Effect of a Distributed Regenerator Placement

0

0.1

0.2

0.3

0.4

10 30 50

A
v

e
ra

g
e

 B
lo

ck
in

g
 P

ro
b

a
b

il
it

y

Traffic Load (in Erlangs)

RPP_r=300 km

RPP_spread_out

Nodes = 30

Channels= 32

Fig. 5.8: Effect of distributing the available regenerators in the network

Fig. 5.8 shows a comparison of the blocking probabilities obtained by using two dif-

ferent regenerator placement strategies, with the same number of total regenerators.

RPP r=300km corresponds to the RPP approach which identifies the regeneration

capable nodes using an optical reach of 300 km. 5 different network topologies with

30 nodes each, were considered. The RPP r=300km approach identified 3 or 4 regen-

eration capable nodes for the topologies considered. 10 regenerators were deployed in

each of the regeneration capable nodes. Hence, a total of 30 or 40 regenerators were

used.

In the RPP spread out approach, the number of regeneration capable nodes was

doubled (i.e 6 or 8 as the case may be) but the total number of regenerators was

kept the same (30 or 40). As a result the number of regenerators at each of these

nodes was reduced by half. Table 5.1 shows the number of regeneration capable nodes

and the number of regnerators at each of these nodes, for both the RPP strategies

considered in Fig. 5.8. The objective of distributing the available regenerators in the

network, is to have a greater number of regeneration capable nodes, so that fewer
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number of connection requests are blocked. As shown in Fig. 5.8, RPP spread out

offers marginally lower blocking probability compared to the RPP r=300km approach,

for lower traffic loads of 10 and 30 Erlangs. For 50 Erlangs traffic, the blocking

probabilities of both the RPP approaches, are approximately the same.

Table 5.1: Table showing distribution of regenerators

RPP Strategy Number of Regenera-

tion capable nodes

Regenerators

per node

Total no. of re-

generators

RPP r=300km 3 10 30

RPP spread out 6 5 30

RPP r=300km 4 10 40

RPP spread out 8 5 40

5.6 Opaque vs Translucent Optical Network
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Fig. 5.9: Blocking probability: Opaque vs Translucent optical network

Fig. 5.9, shows a comparison of the blocking probabilities offered by 15 node opaque

and translucent optical networks. In the opaque network, all the nodes are capable of

providing regeneration. Whereas the translucent network has a sparse placement of
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regenerators. As expected the opaque network performs better than the translucent

network. But for higher traffic loads (50 - 75 Erlangs), the blocking probabilities

of opaque and translucent networks are close to each other. It was observed that

BFS-RWA takes a much longer time in the case of the opaque network compared to

the translucent network. This is because of the fact that the number of potential

solutions to explore, with all the nodes being regeneration capable, is very large.

5.7 Effect of Non-Linear Impairments

Fig. 5.10 shows the impact of non-linear impairments on the lightpath blocking

probability. Two sets of experiments were conducted namely i) Using only linear

impairments to estimate the optical signal degradation and disabling the non-linear

impairments in the OSNR tool and ii) Using both linear and non-linear impairments

to estimate the optical signal degradation.

The results in Fig. 5.10, clearly indicate a higher blocking probability in the

case of both linear and non-linear impairments. This study shows the importance of

considering non-linear impairments while estimating the optical signal degradation in

an optical fiber.
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5.8 Execution Time of BFS-RWA
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Fig. 5.11: Average execution time of 1 simulation(in secs)

Finally, Fig. 5.11 shows the average execution time of one complete simulation. One

complete simulation means processing all requests for connections, for a given Erlang

value, generated during an interval of one hour of network operation. The execu-

tion time was averaged over 25 simulations, using 5 randomly generated topologies.

As expected, the execution times increase with traffic load and size of the network

topology.
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6 CONCLUSIONS & FUTURE WORK

6.1 Conclusions

This thesis presented a novel IA-RWA approach, called best first search RWA (BFS-

RWA), for dynamic traffic demands in a translucent optical network. The BFS-RWA

approach is based on the popular A* best first search algorithm and has been designed

to guarantee an optimal solution (if it exists). In other words, BFS-RWA tries to find

a lightpath, for every new connection request, that uses the least possible number

of regenerators. In this respect, BFS-RWA provides a lower bound on the number

of regenerators required to serve a connection request. None of the existing RRP

approaches address the issue of optimal solution and therefore BFS-RWA is ideally

suited to serve as a benchmark for future RRP heuristics.

This thesis also investigated the interesting possibility of occurrence of loops (i.e.

sharing of one or more edges by segments) in a translucent lightpath. BFS-RWA uses

graph theory techniques such as the intersection graph and list coloring, to ensure

proper wavelength assignment, when a loop occurs in a translucent lightpath.

A simulation test bench, as described in Chapter 4, was developed to study var-

ious aspects of translucent optical networks, using BFS-RWA as the RRP approach.

Extensive simulations were performed using the test bench, to study the performance

of BFS-RWA. The test bench serves as a unique platform to study the cost vs perfor-

mance trade-off of different regenerator placement strategies. It could also be used

by optical network designers, to determine the number of regenerators to be deployed

for various network topologies and traffic loads.

The test bench was used to study the importance of a regenerator placement

strategy, in a translucent optical network. The simulation results8 indicate that the

regenerator placement strategy used prior to the network operation, has a significant

8presented in sections 5.4 and 5.5
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impact on the lightpath blocking probability.

Regenerator placement strategies in translucent optical networks generally use the

optical reach based approach, to identify the regeneration capable nodes. As explained

in Section 2.7.1, optical reach does not consider non-linear impairments and hence

an accurate regenerator placement is not possible. In order to make the regenerator

placement strategy more credible, the non-linear impairments were accommodated

in the optical reach by overestimating the linear impairments. In other words, a

lower optical reach reach was used to perform the simulations. The results9 indicate

a positive performance improvement, in terms of the lightpath blocking probability,

for lower optical reach values. However, it should be noted that a lower optical reach

leads to a higher number of regenerators and hence higher cost. The test bench has

been used to study this cost vs performance trade-off.

Simulations were conducted to specifically study the relative importance of non-

linear impairments, while performing RWA. The results10 indicate that, non-linear

impairments have a considerable impact on the lightpath blocking probability.

6.2 Future Work

An important consideration in any IA-RWA approach, is the tool used to estimate

the physical layer impairments in the optical fiber. As the simulation results indicate,

the non-linear impairments in particular have a significant impact on the lightpath

blocking probability. Therefore, the accuracy of the result depends a lot on the

credibility of the impairment estimation tool. In recent years, several impairment

estimation models have been developed by researchers. The OSNR based analytical

model [19], used in this thesis, is one of the many ways of estimating physical layer

impairments. The Q-factor [17] based approach to estimate the QOT of an optical

signal, is another popularly used technique to estimate impairments. A potential

9presented in Section 5.2
10presented in Section 5.7
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future work would be, to study the performance of the proposed BFS-RWA approach,

using the Q-factor tool [17]. It would interesting to compare the behaviours of both

the models namely, OSNR and Q-factor.

As an extension for the simulation test bench, graphical user interface (GUI) can

be introduced to enhance the user experience. The user can be allowed to give inputs

and configure all kinds of parameters through the GUI.

One of the other future works could be to devise meta heuristic and genetic algo-

rithm based approaches for RRP. It would be interesting to compare the performance

and execution times of BFS-RWA with these approaches.
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