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Abstract
As recommender systems have increasingly become prevalent to guide con-

sumers to find their desired products in many industries, understanding the impact of
recommender systems on consumer choices is critical to the business performance
and raises important policy implications. In this thesis, we examine the role of dif-
ferent recommendation schemes, spanning from interpersonal recommendations in
social environment given by peers to product display recommendations in physical
shopping environment given by sellers on consumers’ switching and search behavior
in two distinct case studies. In the first study, we look at the effect of peer recom-
mendations on subscriber churn in a large mobile network. We find that consumers’
propensity to churn increases with the number of friends that churn and in particular
with the number of strong friends that churn. In the second study, we implement
an in-vivo randomized field experiment to measure the effect of product display rec-
ommendations as book placement on shopper behavior in a physical bookstore. We
leverage video tracking technologies to monitor how shoppers respond to random
book placement, which induces random search costs. We find that books recom-
mended at the edge of the table are more likely to be picked and taken than those
placed at the center of the table. More interestingly, we also find that conditional
on being picked, shoppers are equally likely to take books placed at the edge and
at the center of the table, suggesting that display recommendations positively affect
consumer choice mainly through its effect on the search process and not through
its effect on the consideration process. Therefore, we empirically show that pro-
vision of recommendations, although in different schemes, may generally help to
reduce consumers’ search costs in product or service discovery process, relative to
what they would do without such an intervention. Moreover, we perform a compar-
ative analysis between offline and online applications of recommender systems to
systematically investigate the current practices, future prospects and policy perspec-
tives when applying recommender systems in physical retailing. All these issues
highlight opportunities for physical retailers to design, implement and evaluate their
recommender systems that offer convenience benefits and appropriate protection to
consumers.



vi



Acknowledgments
This thesis would not be possible to be completed without the support from so

many people that I have great appreciations in mind.
First of all, I would like to acknowledge the financial support by the Fundação

para a Ciência e a Tecnologia (Portuguese Foundation for Science and Technology)
under Grant [UID/EEA/50009/2013] and through the Carnegie Mellon Portugal Pro-
gram under Grant [SFRH/BD/51153/2010]. I would also like to acknowledge the
two industrial partners that grant permission for me to have access to the dataset and
perform field experiment on site.

I am deeply indebted to my advisor Prof. Pedro Ferreira, for his longstanding
support throughout my Ph.D. studies. I would never forget the day that I met with
Prof. Ferreira in a beautiful May afternoon in the EPP office many years ago, when
he encouraged me to pursue Ph.D. degree in EPP and accepted me as his student. I
benefit so much from his valuable guidance on my research.

I am also indebted to my co-advisor Prof. João Paulo Costeira for his faithful
mentorship all along my work. Not only does he provide valuable inputs to my
research, but also he takes good care of my personal needs that are very important in
the late stage of my Ph.D. studies.

I am furthermore appreciative to my committee members, Prof. Nicolas Christin,
Prof. Nuno Nunes and Prof. Leid Zejnilović for their interest and useful feedback to
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Chapter 1

Introduction

Human beings, viewed as behaving systems, are quite simple. The apparent

complexity of our behavior over time is largely a reflection of the complexity of the

environment in which we find ourselves.

Herbert A. Simon, The Sciences of the Artificial

Consumers, in most cases, need to search for the product information prior to make their

choices. Typically, the decision making process is bounded by the cognitive limitations to gather

information up to a point beyond which the benefits of acquiring additional information is no

longer worth the costs of search (Stigler, 1961). Technological changes have significantly af-

fected the information structure of the market, such as the types and costs of information available

to consumers, which in turn affect individual choices and market outcomes. For example, infor-

mation systems now serve as intermediaries that allow consumers to be better informed about the

product offerings and share quality information to others, which reduce consumers’ search costs

and uncertainty that are believe to be the main deterrents in product purchase decisions (Bakos,

1997). In particular, as it is often necessary for consumers to seek product recommendations
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from other people, either by word of mouth or product ratings and reviews, recommender sys-

tems have increasingly become prevalent to automate this social process in large scale (Resnick

and Varian, 1997). As such, understanding the impact of recommender systems on consumer

behavior is critical to business performance in many industries and raises important policy im-

plications.

In this thesis, we aim to study the role of recommendations in influencing consumer choices

in different contexts by addressing several key challenges. First, collecting consumer data, such

as interpersonal communications for peer recommendations, or interaction between consumers

and product recommendations is not so obvious without appropriate support from digital tech-

nologies. Second, measuring the causal effect of recommendations on consumer choices requires

robust identification strategies and careful experimental designs to avoid the misattribution of en-

dogenous provision of recommendations. Third, although recommender systems are now ubiq-

uitous in the online channel, systematic investigation on the uses in offline channel is still very

limited.

Essentially, our studies cover a variety of recommendation schemes, spanning from interper-

sonal recommendations in social environment given by peers to product display recommenda-

tions in physical shopping environment given by sellers. We postulate that recommendations, al-

though in different schemes, may generally help to reduce consumers’ search costs in product or

service discovery process. In the two distinct case studies, we empirically show that consumers’

switching and search behavior are influenced by the provision of recommendations, relative to

what they would do without such an intervention. Moreover, we perform a comparative analysis

between offline and online applications of recommender systems and focus specifically on the
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policy perspectives that arise from the potential uses in offline world.

In the first study (Chapter 2), we examine the effect of peer recommendations on consumer

switching behavior (also known as churn) in a large mobile network. We try to disentangle it from

other effects that drive simultaneous churn across friends but that do not relate to peer influence.

We analyze a random sample of roughly 10 thousand subscribers from large dataset from a

major wireless carrier over a period of 10 months. We apply survival models and generalized

propensity score to identify the role of peer influence. We show that the propensity to churn

increases when friends do and that it increases more when many strong friends churn (Han and

Ferreira, 2014). We also check the robustness of our results using alternative functional forms of

the model. Therefore, our results suggest that churn managers should consider strategies aimed

at preventing group churn.

In the second study (Chapter 3), we implement an in-vivo randomized field experiment to

measure and analyze shopper behavior at the point of purchase in a physical bookstore. We

leverage video tracking technologies to monitor how shoppers respond to random book place-

ment, which induces random search costs. More specifically, we randomize the position of newly

released books on the top of a large table with several rows and columns such that each book’s

search cost becomes independent of the book’s characteristics. We use advanced 3D cameras

and vision-understanding algorithms that can track human motions in real-time to overcome the

large costs associated to large-scale video data. We find that on an average day books placed at

the edge of the table are both picked and taken more often by consumers than books placed in the

center of the table. However, the likelihood of taking a book that was picked is on average similar

for books placed at the edge and at the center of the table, that is, books at the edge of the table
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sell more only because they are, on average, picked more often. Armed with this knowledge, the

bookstore manager may maximize profit by placing books with higher margins at the edge of the

table.

In the third study (Chapter 4), we perform an interdisciplinary approach to systematically

investigate the current practices, future prospects and policy implications when applying recom-

mender systems in physical retailing. We extend the conceptual framework for personalization

and discuss about the existing solutions and potential opportunities in designing and implement-

ing recommender systems in each stage of recommendation process. More specifically, we find

that physical recommender system applications are mostly isolated prototypes that focus on solv-

ing technology challenges but fail to reflect the impact on consumer behavior. However, as phys-

ical retailers may have great potential in building ubiquitous shopping environment to capture

consumer preferences through many different sensors in retail stores, they can leverage the rich

consumer data to incorporate contextual information to improve the recommender system design.

We discuss about policy implications for the use of physical recommender system from three

perspectives: 1) welfare implications when physical retailers seek to increase profits through

manipulating the design of recommender systems; 2) privacy concerns when consumer data is

collected, stored and processed using emerging technologies; and 3) importance of human inter-

pretability in algorithmic recommendation techniques. All these issues highlight opportunities

for retailers to design, implement and evaluate their recommender systems that offer convenience

benefits and appropriate protection to consumers.
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Chapter 2

Role of Peer Influence in Subscriber Churn

in Wireless Networks

2.1 Introduction

Over the past two decades, wireless industry experienced rapid change and strong technological

progress from 2G to 4G. According to ITU (2015), over 7 billion mobile subscriptions worldwide

increasingly saturate the wireless market. In parallel, deregulation opened up sectors to multi-

ple entrants supporting both competition and technological innovation. Consequently, carriers

need to invest heavily in acquiring spectrums and upgrading their networks to provide quality

communications and novel services as well as to ensure that they healthily profit from existing

subscribers. However, subscribers have many providers to choose from and can ever more easily

transfer from one provider to another, as more information about products and services abounds

and switching costs reduce (Cho et al., 2012).
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Churn rates measure the proportion of subscribers discontinuing service during a certain pe-

riod of time. As reported by wireless carriers across the world, average monthly churn rates vary

between 1.5% and 5% (e.g. Wei and Chiu, 2002; Ahn et al., 2006; FCC, 2011). In other words,

wireless carriers can lose over 20% of their subscriber base every year, which poses significant

challenges for profitability and growth. Subscriber churn may represent significant economic

loss. This loss can be estimated by multiplying the average cost to acquire a new subscriber by

the number of subscribers that churn. With average acquisition costs varying between $300 and

$600 per subscriber, churn may cost the wireless industry billions of dollars every year (Berson

et al., 2000). On the other hand, keeping an existing subscriber is generally much cheaper and

easier. Mozer et al. (2000) showed that acquiring a new subscriber can be at least five times

harder than retaining an existing one. Meanwhile, improving subscriber retention can help wire-

less carriers increase margins because existing subscribers are less sensitive to both price and

sales referrals (Wei and Chiu, 2002). Therefore, churn represents “the biggest issue for all the

carriers” and effective subscriber churn management becomes a priority for telecom managers

as to ensure the sustainable growth of their companies (FCC, 2009).

Churn rate is also used by regulators to monitor the competitive dynamics within the wireless

industry. For example, since 1995, U.S. Federal Communication Commission regularly released

annual reports on competitive market condition with respect to commercial mobile services,

as mandated by the The Omnibus Budget Reconciliation Act of 1993 (FCC, 2011). In these

reports, churn rate has been adopted as the proxy measure of switching barrier that prevents

subscribers from changing carriers. When regulators undertake policy interventions (e.g. mobile

number portability that allows subscribers to retain their phone number when switching carriers)
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intending to ease the switching cost and facilitate the competition, how churn rate changes can

be very indicative of the effectiveness of interventions (Cho et al., 2012).

Wireless carriers aim at controlling churn through active subscriber retention campaigns. For

this purpose, they proactively identify subscribers with high propensity to churn, evaluate the

underlying reasons for churn and devise strategies to prevent it. The perplexing nature of churn,

however, makes it very difficult to explain and address churn in an efficient and comprehensive

manner. Subscribers may churn for many different reasons (Braun and Schweidel, 2011; Liang

et al., 2011). Gerpott et al. (2015) generally categorized these reasons into three streams. First,

they may opt out due to the unsatisfication with the service quality (Eshghi et al., 2007; Kim

and Yoon, 2004; Liang et al., 2011). Second, they may get induced by competing carriers that

provide more attractive service offerings (Shaffer and Zhang, 2002) or decide to acquire a new

handset or service that is either not compatible with or not provided by their carrier (for example,

Apple’s iPhone had exclusive arrangement with only one carrier in one country until 2011, see

Cho et al. (2016) for details). Third, changes in subscribers’ personal communication needs

may lead their valuation of existing service to become not attractive anymore. For example,

they may be persuaded by close friends to switch to another carrier, simply because they need

to maintain the communications with the friends, while also ensure their current arrangement

meet their needs. Thus, wireless carriers can hardly provide one single solution to prevent all

potential churners from leaving. Therefore, understanding the complexity of the churn problem

and disentangling the role of several factors that can trigger it is fundamental to design sound

retention strategies.

In this paper, we look at one such complexity associated with churn, which largely is related
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to the third factor. We study the effect of peer influence on churn. If churn is contagious then

churn can snowball quickly leading many subscribers to leave the carrier, specially when social

networks are dense, as they locally tend to be in the case of wireless services. We apply survival

analysis and generalized propensity score to separate peer influence from homophily and measure

the effect of the former. We perform our empirical analysis on a massive dataset from a major

European wireless carrier that shared call detail records (CDRs) with us. We show how churn

increases with friends’ churn, a result suggesting that churn managers should prevent group churn

instead of looking at churn on an individual basis.

2.2 Literature Review

2.2.1 Customer Lifetime Value (CLV)

Many researchers have noted that understanding the value of existing subscribers is imperative

because retention campaign can incur additional costs and investing in all subscribers (e.g. loyal

subscribers) will be inefficient (Ahn et al., 2006; Hung et al., 2006). Rosset et al. (2002) in-

troduced the CLV model in the wireless industry to estimate the effect of retention campaigns

based on CLV. CLV models provide wireless carriers insights to build cost-effective retention

strategies targeted to subscriber segments with high CLV and low loyalty. Both Gupta et al.

(2004) and Hwang et al. (2004) proposed that the profit of the wireless carrier is a function of

the total subscriber lifetime value. In their theoretical CLV models for the wireless telecommu-

nication industry, the probability of a subscriber to churn is treated as a parameter in the CLV

function used to determine how long the subscriber will stay in the network generating future
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cash flows. Another generalized CLV model proposed by Glady et al. (2009) identified churners

as subscribers with decreasing CLV. Therefore, the probability of churn is central to the notion of

CLV and thus understanding churn is paramount to correctly measure CLV. When carriers start

to apply retention efforts to subscribers, the effect of churn reduction can be straightforwardly

represented as the accrued incremental CLV (Braun and Schweidel, 2011) .

2.2.2 Churn Prediction

Today, wireless carriers gather wealthy data deemed useful to perform churn analysis (Blondel

et al., 2015; Huang et al., 2015). Numerous data mining techniques have been applied to trans-

form these raw data into useful knowledge. Hung et al. (2006) described the general framework

for this purpose: i) identify discriminatory features that can differentiate a subscriber with high

risk of churn from other loyal subscribers; ii) extract and transform data from identified features;

iii) select the appropriate data mining techniques to build descriptive or predictive models; iv)

evaluate the performance of these models according to specified criteria, e.g. lift curves. Exten-

sive research has been empirically performed on churn prediction in wireless network. Refer to

Ngai et al. (e.g. 2009); Verbeke et al. (e.g. 2011) for comprehensive reviews on the application

of different algorithms to churn prediction using the collected mobile data.

Three disadvantages of pure data mining techniques are worth mentioning though. First, al-

though many models and algorithms seem to provide satisfactory accuracy in identifying churn-

ers, the results obtained dependent not only on method but also on the data used and the features

considered by researchers. For example, both Mozer et al. (2000) and Hwang et al. (2004) used

logistic regressions and neural networks to predict churn. The former found that neural networks

9



outperformed logistic regression. However, the latter concluded otherwise. Neslin et al. (2006)

showed that the differences observed in accuracy of churn prediction algorithms may signifi-

cantly change the profitability of a churn management campaign. Second, many data mining

algorithms (e.g. ensemble methods used in Lemmens and Croux (2006)) are like a “black box”,

which lack interpretability precluding us from understanding the true determinants of subscriber

churn. As a result, an agent in a call center might be asked to call a certain subscriber because

she is likely to churn. However, very little might have been said to this agent about the un-

derlying reasons that may lead the subscriber to churn, which clearly difficulties the interaction

with her. Third, a number of statistical based benchmarking measures of performance for data

mining algorithms do not directly yield optimal results in terms of profit maximization from the

practitioners’ perspective. Verbeke et al. (2012) proposed a profit-centric performance criterion

focusing on the fraction of subscribers that generate the highest profits and showed that this

approach yielded outcomes different from the ones resting on the best approaches as evaluated

by statistically based performance measures. Lemmens and Gupta (2013) further formulated a

predictive model with profit-based loss function and combined it with the optimal target size

selection in terms of profit maximization. They showed significant improvement in profits com-

pared to current methods.

2.2.3 Social Influence

Advances in studying the effect of social influence on subscriber churn in wireless networks have

received considerable attention in recent times. Dasgupta et al. (2008) tried to learn whether the

propensity of a subscriber to churn depends on the number of friends that have already churned.
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This hypothesis is based on premise that a few key individuals may lead to strong “word-of-

mouth” effects. These individuals may influence their friends to churn, who in turn spread the

message to others. So they identified likely churners as those subscribers whose friends have

already churned, using a spreading activation-based technique. A set of churners iteratively

diffuse the message to other subscribers. Then a subscriber churns once the accumulated level of

influence reaches a certain threshold. Both Nitzan and Libai (2011) and Haenlein (2013) showed

that the propensity for focal subscriber to churn is positively associated with other individuals to

whom are socially connected and have previously churned. Dierkes et al. (2011) used Markov

Logic Networks and propositionalization to develop a predictive model for churn. They also

confirmed that “word-of-mouth” has a significant impact on subscriber’s churn decisions. Phadke

et al. (2013) demonstrated that by integrating social factors such as influence from churners into

machine learning models can greatly enhance the prediction performance.

However, correlation in the behavior among people who share social ties can be explained

by both peer influence and their inherent similarities – homophily (McPherson et al., 2001).

Work that identifies contagious churn separating it from confounding effects such as homophily

(friends tend to exhibit similar behavior) remains unexplored at large, although a number of

studies on the identification of peer influence in the presence of confounding effects in other

networked contexts have been proposed (e.g. Bramoullé et al., 2009; La Fond and Neville, 2010;

Steglich et al., 2010; Lewis et al., 2012; Matos et al., 2014; Han et al., 2015). One important

contribution of this chapter is to analyze contagious churn avoiding misattributing homophily to

contagion, or/and vice versa, which typically leads to overestimate the latter.
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2.3 Data and Descriptive Statistics

We partnered with a major European wireless carrier, hereinafter called EURMO, which gave

us access to its Call Detailed Records (CDRs) between August 2008 and May 2009. For each

call we know the caller and the callee, the duration and time of the call and the id of the cell

tower used to route the call. Subscribers are identified by their anonymized phone number. For

each subscriber, we know their provider and tariff plan at all times. There are roughly 4 million

EURMO subscribers in our dataset.

Understanding subscriber churn with prepaid plans is quite different from working with post-

paid subscribers (e.g. Gerpott et al., 2015). First, we have very limited socio-demographic infor-

mation on prepaid subscribers. Second, the usage pattern of prepaid subscribers is more irregular

than that of postpaid subscribers. Third, prepaid subscribers churn by ceasing usage whereas

postpaid subscribers explicitly inform the carrier when they intend to do so. We use the standard

in the industry, which is also followed by EURMO and assumed that a prepaid subscriber churns

if she places no calls for three of consecutive months.

We use a random sample of 10 thousand subscribers. Two subscribers are called friends if

they exchange at least one call in each and every calendar month. We trim from our random

sample subscribers with very high degree, which are likely to represent customer service and

PBX machines, and with no degree (some subscribers purchase a SIM card but never use it to

make calls). We are left with 8,345 subscribers in our sample. We observe network dynamics

over time, namely new subscribers join EURMO and existing subscribers leave EURMO every

month. Moreover, subscribers call and/or text different friends over time. We aggregate indi-

vidual subscriber usage and structural properties at the monthly level in our analysis. Table 2.1
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shows descriptive statistics for covariates used in our study. Over the period of analysis, the

subscribers in our sample placed 3.75 million calls and 1,191 of them churned, which amounts

to an average monthly churn rate of 2.04%. On average, users in our sample have 8.4 friends.

Number of friends is the only time-independent covariate used in our study, which we compute

across the whole panel of data available to us. This allows us to identify ”sticky” friends purging

spurious short-lived connections.

We find that churners have much less usage, both in terms of number of calls and airtime,

and fewer friends than non-churners. These differences are statistically significant as shown by

a t-test in column [7] of this table. Since we know the tariff plan each subscriber holds, we

are able to calculate estimated monthly expenses (in Euros), commonly a.k.a ARPU in wireless

industry. Churners contribute with 11% of the revenues at EURMO. On average, the ARPU

derived from the full sample is about 32 euros and that for churners is 7.5 euros less per month

than non-churners. We observe that all subscribers have much more usage within the network.

This is because EURMO operates under a Sender-Pays-All regime and interconnection charges

are added to every call, which EURMO passes, partially, to consumers making calls outside the

network more expensive (Hoernig, 2007).

We are particularly interested in the association between number of friends who churn and the

propensity to churn. Therefore, we use n-call frd churn, the friends who churn that exchange

at least n calls with the ego in the same calendar month. In this way, we can compare the extent

to which the strength of a focal subscriber’s social ties with churned friends contributes to that

subscriber’s churn probability (Nitzan and Libai, 2011). We find that 343 out of 1,191 (29%)

churners and that 3,197 out of 7,154 (45%) non-churners have at least one friend that churned
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Full Sample Churner Non-Churner

n=8,345 n=1,191 n=7,154

Mean Std Mean Std Mean Std t-stat

Covariates Description [1] [2] [3] [4] [5] [6] [7]

Monthly usage

n calls out Calls made 18.99 29.74 6.51 12.80 21.07 30.89 p < 0.001

n calls in Calls received 22.96 29.45 7.84 16.44 25.48 30.70 p < 0.001

airtime out Airtime made 44.87 116.44 13.55 40.87 50.08 123.88 p < 0.001

airtime in Airtime received 55.54 116.63 17.71 50.15 61.83 123.17 p < 0.001

expenditure Expenditure 31.78 53.36 25.33 55.31 32.85 52.95 p < 0.001

Structural properties

frd Number of friends 8.40 9.16 5.76 8.91 8.84 9.13 p < 0.001

%calls out other Ratio of calls made to

other networks

0.24 0.23 0.27 0.27 0.24 0.23 p < 0.001

%calls in other Ratio of calls received

from other networks

0.25 0.23 0.26 0.26 0.25 0.22 p < 0.05

tenure Time with EURMO 48.10 39.32 19.91 25.66 52.79 39.24 p < 0.001

Churner friends

1-call frd churn Number of 1-call

churner friends

1.13 2.23 0.81 2.05 1.18 2.25 p < 0.001

3-call frd churn Number of 3-call

churner friends

0.56 1.25 0.40 1.15 0.59 1.26 p < 0.001

5-call frd churn Number of 5-call

churner friends

0.20 0.60 0.14 0.52 0.21 0.61 p < 0.001

Table 2.1: List of covariates extracted from the EURMO network. Descriptive statistics are

performed for the our random sample (columns [1] and [2]), churners (columns [3] and [4]) and

non-churners (columns [5] and [6]), respectively. Column [7] tests the hypothesis that the means

between churners and non-churners are similar.

during the period of analysis. Table 2.1 also shows that on average subscribers see 1.13 friends

churn, 0.56 and 0.20 friends churn that exchange at least 3 and 5 calls, respectively, with the ego

in the same calendar month.
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2.4 Churn Dynamics

As stated earlier, we organize data into a panel such that each unit of observation is a sub-

scriber and each time period is a calendar month. As subscriber churn can be considered to be a

time-to-event outcome so that a subscriber will no longer reappear in the sample once churned.

This results in an unbalanced panel with the size of 51,488 observations. The panel structure of

our data naturally allows us to determine the impact of time-varying covariates on churn using

survival analysis (Haenlein, 2013). Survival analysis also allows for controlling for some unob-

served individual-level heterogeneity, i.e., some subscribers are more prone to churn for reasons

that are not captured in our data (e.g. marketing campaigns by competitors). We employ a Cox

Proportional Hazard (PH) model with frailty terms to estimate the churn hazard rate as:

h(t, xi, x
(t−1)
i ) = αih0(t)exp[βxi + δx

(t−1)
i ] (2.1)

where h(t, xi, x
(t−1)
i ) is the churn hazard for subscriber i at time t, αi is the Gamma dis-

tributed frailty that represents the individual-level random effect, h0(t) is the non-paramatric

baseline hazard function, xi and x(t−1)i include time-independent and time-varying covariates at

time t, such as usage and friends’ churn. We introduce a time-lag on the latter covariates because,

similarly to epidemiology cases, there is an induction and latency period between a friend’s churn

and the ego’s churn. Moreover, using lagged covariates obviates simultaneity problems with our

estimation. Finally, we also introduce monthly dummies to control for seasonal effects on churn,

such as promotions offered by competitors over the summer or during Christmas.

We count the number of friends who churn that exchange at least n calls with the ego, as ex-
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plained in the previous section. We vary n in {1, 3, 5} and use frd churn to denote the covariate

of interest. Then we apply the model across two specifications that mainly differ between number

of calls and duration of airtime, respecively, because these two variables are functionally related

measures of subscriber usage. Table 2.2 shows the results obtained from six regressions. The

coefficients on frd churn are statistically significant across all model specifications. Note that

coefficients for n = 5 are larger but this can only mildly hint at the fact that churn from stronger

friends is more relevant for the ego because standard errors are high. The other covariates behave

as expected, in particular, higher expenditure leads to more churn. Yet, we recall that our goal in

this paper is not to develop a predictive model of churn. Instead, we are interested in identifying

the role of peer influence on churn. The additional covariates in our study are not necessarily

used to predict churn. Instead, they are used to characterize the behavior of consumers with re-

spect to how they use mobile service so that we can, in the next section, compare similar users,

aiming at isolating the effect of peer influence.

These results show that the more friends churn the more likely the ego will churn. For

example, 0.375 for the first model shown in this table indicates that if one more friend churns then

the ego’s likelihood of churn vs. no churn increases by exp(0.375) or 45%. The 0.215 (0.458)

in the second (third) model indicates that if one more friend with whom the ego exchanges 3 (5)

or more calls in the same calendar month churns then the ego’s likelihood of churn vs. no-churn

increases by exp(0.215) (exp(0.458)) or 24% (58%). To better understand the role of friends’

churn on the ego’s churn we perform Monte Carlo simulations for the relative hazard of churn

vs. no-churn using the coefficients and variances of frd churn estimated using the six Cox PH

models in this table. Figure 2.1 shows how the relative hazard increases with the number of
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1-call 3-call 5-call 1-call 3-call 5-call

Covariates [1] [2] [3] [4] [5] [6]

Influence factor

frd churn 0.375*** 0.215*** 0.458*** 0.369*** 0.333*** 0.449***

(0.104) (0.0787) (0.156) (0.0978) (0.120) (0.167)

Usage Metrics

n calls -0.00646*** -0.00621*** -0.00625***

(0.00159) (0.00134) (0.00148)

n calls2 0.0000073*** 0.0000071*** 0.0000072***

(0.0000021) (0.0000018) (0.0000019)

airtime -0.000829** -0.000801*** -0.000819*

(0.000382) (0.000297) (0.000440)

airtime2 0.00000013 0.0000001 0.00000014

(0.0000001) (0.0000001) (0.00000011)

expenditure 0.00457*** 0.00488*** 0.00515*** 0.00565*** 0.00554*** 0.00584***

(0.00159) (0.00127) (0.00150) (0.00158) (0.00120) (0.00184)

Structural Metric

frd -0.0746*** -0.0659*** -0.0671*** -0.0898*** -0.0803*** -0.0827***

(0.0161) (0.0143) (0.0151) (0.0150) (0.0115) (0.0184)

month dummy Yes Yes Yes Yes Yes Yes

Observations 51,488 51,488 51,488 51,488 51,488 51,488
***p < 0.01, **p < 0.05, *p < 0.1

Table 2.2: Parameter estimates for Cox PH frailty models on frd churn at three thresholds:

1-call (columns [1] and [4]), 3-call (columns [2] and [5]) and 5-call (columns [3] and [6])

friends that churn.

2.5 Effect of Friends’ Churn

Propensity Score Matching (PSM) is a widely applied method to evaluate the effect of treatments

on outcomes of interest with observational studies (Rosenbaum and Rubin, 1983; Mogan and
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Figure 2.1: Simulated average churn hazards for models 1-3 in Table 2.2. Ribbons represent
95% confidence intervals. 10,000 simulations were run per value of frd churn

Winship, 2014). In our setting, peer influence is associated with the presence of churner friends

in subscriber’s local social network (the treatment). As the assignment of treatment is not random

due to homophily between connected subscribers, selection bias arise because the characteristics

of treated and untreated units can differ. The propensity score, defined as the probability of re-

ceiving treatment conditional on observed confounding covariates that correlate with both the

outcome and treatment, summarizes all the relevant information available to the researcher into

a single scalar value. Conditioning on this value, the distributions of the observed character-

istics across treated and untreated units become more similar and, therefore, unlikely to drive

differences in outcomes. However, PSM still fails to provide full causal interpretations because

it does not control for unobserved effects (Shalizi and Thomas, 2011). In any case, and when

randomized experiments are unavailable, using PSM increases our confidence when reporting
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effects, in particular, when one controls for the most important characteristics of the units under

analysis and so are latent characteristics that are correlated with these observed characteristics.

For example, Aral et al. (2009) used PSM method to estimate the contagion effect in the adoption

of an online service by analyzing a community of instant messenger users. They dichotomize the

treatment level (number of adopter friends) to explore the heterogeneity in treatment effects, e.g.

they compared the users having more than three adopter friends with those otherwise. However,

the results obtained at one treatment level may “absorb” the effect at the next treatment level,

and thus complicates the evaluation of cumulative and marginal peer influence.

Extensions of PSM to cases with continuous treatments (Imai and Van Dyk, 2004; Hirano and

Imbens, 2005) have been proposed in the literature under the umbrella of Generalized Propen-

sity Score (GPS). Essentially, GPS provides a dose-response function (DRF) that measures the

relationship between the outcome of interest and the intensity of treatment. In our case, friends’

churn (the treatment) is not binary but rather an integer. Egos can be subject to cumulative

amounts of treatment as they see more friends churn. Different treatment intensities can have

different effects on the ego’s churn (the outcome). Therefore, we resort GPS to explore conta-

gion effects from friends’ churn in more detail.

Details of the GPS model setup and estimation procedure for contagious churn can be found

in Appendix 2.1. For brevity, we only note the following modeling options: i) the distribution of

friends’ churn is far from normal, which violates the normality assumption when estimating the

score through the maximum likelihood, therefore, we followed a more flexible parametric solu-

tion using the GLMDOSE procedure in Stata, as proposed in Guardabascio and Ventura (2014),

and allow the intensity of treatment to be skewed towards zero, using an exponential functional
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form (with Poisson distribution and canonical logarithm link function), whose parameters are

estimated by generalized linear model; ii) we use a polynomial approximation of order two to

regress outcomes on treatments and propensity scores, from which we compute the average con-

ditional expectation for the effect of treatment. This polynomial approximation of degree two,

with an interaction term between treatment intensity and propensity score, allows for a better

understanding of the non-linear effects of treatment than linear regression.

2.5.1 Description of Matching Panels

The panel structure of our data poses several extra challenges when applying matching tech-

niques that have been developed for cross-sectional data (Nielsen and Sheffield, 2009). First,

although our data is a random sample, standard matching routines on panel data typically ignore

the time dimension in the panel and pair observations of the same unit in different time-periods

(i.e. subscriber-month). Thus the systematic within-panel dependence may violate the inde-

pendence assumption between matched observations (a.k.a stable unit treatment value assump-

tion (SUTVA) in PSM setting). Second, standard matching routines would discard unmatched

observations from the middle of some panels that may cause missing data problems. Third,

compressing the data to one observation per panel (e.g. averaging covariates across time) may

help alleviate the concerns of matching the same unit at different periods, however, important

information regarding the dynamic subscriber behavior is inevitably eliminated. In our case, a

downward trend in usage may be a signal of eventual churn. Mismatch of subscribers with sim-

ilar average usage but divergent trend may lead to the biased conclusion. Therefore, analogous

to (Nielsen and Sheffield, 2009), we choose to estimate the panel-level GPS as the unit of anal-
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ysis that accounts for both the systematic dependence between observations of single subscriber

and dynamic behavioral trend across time periods. Specifically, we include the lagged values

of covariates prior to treatment in the GPS model, such that treatment assignment is applied

to the panel that include all observations having the same subscriber identifier, rather than the

individual observation. As discussed earlier, contagious churn is studied after the exposure to

friends’ churn during an induction and latency period. Therefore, we split the period of analysis

into three intervals: i) the Pre-Treatment Period (PTP), during which we observe the important

subscriber characteristics; ii) the Treatment Exposure Period (TEP), during which egos observe,

and count, their friends churning, represented by frd churn; iii) the Churn Observation Period

(COP), during which we observe whether the ego churns. This definition of intervals can ensure

the best possible match between treated and control panels because the matched pairs correspond

to the same duration of intervals rather than the same calendar month. For example, a treated

panel spanning the first three months may have a control panel spanning the last three months as

its best match, such that the selection bias on observables is reduced to the most extent.

Our dataset spans 10 months of data. However, we need to observe subscribers for 3 months

to determine whether they churn. So, in fact, we are limited to a panel with 7 time periods. There

are several options to define intervals on these time periods and it is preferable that each of these

intervals should be sufficiently large. PTP and TEP needs to be sufficiently large so that we can

observe trends of covariates prior to treatment as well as several intensities of treatment. COP

also needs to be sufficiently large so that we can observe outcomes and, in particular, outcomes

triggered by treatment. Therefore, one natural choice is to include all available yet well-balanced

time periods as:
{

PTP:{1, 2, 3},TEP:{4, 5},COP:{6, 7}
}

. Below we show results using this
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definition but certainly other options to divide intervals should work without further clarifica-

tions.

2.5.2 Description of GPS Analysis

The key for any GPS analysis to identify believable effects is to control for the important co-

variates. Given the richness of our dataset, we are fortunate to observe covariates that, allegedly,

capture most of what is important to control for to study contagious churn. First, we control

for number of calls placed and for the percentage of calls to other networks. These covariates

together capture well the level of cell usage. Otherwise, it would be unreasonable to compare

subscribers with low usage to subscribers with high usage as their engagement with cell phone

service is likely very different. Second, we control for expenditure. While this covariate is highly

correlated to usage, controlling for expenditure allows for reducing selection bias introduced by

having subscribers choose their tariff plan. Indeed, consumers with different levels of income,

and different tariff plans, can pay different amounts of money for the same level of call usage.

Such differences could, therefore, be attributed to usage of services other than calling, such as

data. Ensuring that both number of calls and expenditure are similar across subscribers allows us

to be more confident that we are comparing subscribers that use their cell phone similarly, even

for services whose usage we do not observe in our dataset. Note that both cell usage and expen-

diture are matched dynamically, namely we also control for lagged values in order to capture the

trends of covariates.

Third, we control for tenure with EURMO, thus making sure that we take the life cycle of

the subscriber within EURMO into account. Otherwise, it would be unreasonable to compare
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new consumers to old consumers as the latter typically have developed a different level of trust

with EURMO, enjoy different prices and, most importably for the issue of churn, experience

different switching costs because their lock-in periods are more likely to have expired. Finally,

we control for the number of friends to make sure that we compare subscribers with similar

social circles. Otherwise, it would be unreasonable to compare subscribers that can receive

many signals (friends churning) from many friends with subscribers with very few friends can

only obtain very limited signals.

We consider 3 levels of treatment intensity: i) T1: at most one friend churns; ii) T2: 2 or

3 friends churn; iii) T3: more than 3 friends churn. We compute a propensity score for each

panel and for each treatment intensity. Then we investigate the balancing property for each con-

trolled covariate, by testing whether the conditional means of the subscriber’s covariates given

the propensity score are different for subscribers with each treatment intensity and subscribers

with other treatment intensities. If the latter are similar then subscribers with different treatment

intensities are not different in other aspects of their behavior, which allows us to better associate

changes in the outcome (the ego’s churn) to changes in the treatment (friends’ churn). Again, we

choose the treatment as n-callfrd churn for n = 1, 3, 5 to denote different levels of tie strength.

The implementation procedures and balancing results for GPS-adjusted covariates are detailed

in Appendix A1.3. Generally, adjustment for the GPS improve the balance of each covariate sig-

nificantly. More importantly, matching on panels allows us to ensure subscribers with divergent

trends are not comparable, whereas matching on averaged covariates may ignore such property.
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2.5.3 Empirical Results

We use GPS to estimate the effect of treatment, friends’ churn, on the outcome, the ego’s churn,

as the output of dose response function. We do not report the regression results, because the

estimated coefficients have no direct meaning (Hirano and Imbens, 2005). We estimate the dose

response function relative to having no friends that churn and we report results for up to five

friends churning, which covers 99.9% of the observations in our dataset.

Figure 2.2 shows the results obtained for n = 1, 3, 5. We observe that having more friends

churn increases the likelihood of churn for any n considered in our analysis. Also, we see that

when considering the churn from the marginal effect of treatment, that is the effect of having one

more of these friends churn, remains nearly positive with the number of friends that churn. This

provides evidence of peer influence in churn in wireless networks. Furthermore, for treatment

intensity T3 (that is, more than 3 friends churn), the churn likelihood for 5-call increases well

beyond the 1-call and 3-call, which provides some evidence that churn from stronger friends

might be more important. This is a sensible result showing that enough strong friends churning

makes a significant difference on the ego’s probability to churn when enough friends churn.

Finally, note that the treatment effect from the GPS analysis is not directly comparable to

the relative hazard from the survival analysis. Yet, we can see that the effect of having five

strong friends churning is barely over 10% in the GPS results. This means that homophily is

likely to play a significant role in the correlation of churn across friends that the survival analysis

confounds with peer influence. GPS reduces the bias in estimating the effect of peer influence

by comparing across similar subscribers. This takes away the effect of all possible homophily

captured by the covariates that we control for in computing the propensity score.
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Figure 2.2: Estimated dose response function with PTP:{1,2, 3}, TEP:{4,5}, COP:{6,7} relative
to having no friends churning. Ribbons represent the 95% confidence intervals. Standard errors
are obtained via bootstrapping (100 repetitions)

2.5.4 Robustness Check

As shown in the preceding section, GPS method may account for homophily on observed char-

acteristics and those unobserved characteristics that are correlated with observed ones, such that

selection bias on observables can be eliminated. However, we are still careful to establish full

causal interpretation of our results, because latent characteristics may contribute to both the treat-

ment assignment and outcome. Therefore, we perform the GPS analysis using alternative func-

tional forms of treatment to check the robustness of the estimated peer influence. Specifically, we

choose the fraction of friends that churn as the treatment. The rationale rests upon the classical

threshold model proposed by (Granovetter, 1978) and then the cascade model by (Kempe et al.,

2003), that subscriber churn occurs when a particular threshold i.e., fraction of friends churn is
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exceeded. With the same amount of cumulative exposure of friends churn, the outcome of ego

churn may vary, because each subscriber selects her own threshold to be “activated” (Dasgupta

et al., 2008). Guardabascio and Ventura (2014) described a flogit estimator for GPS analysis

using fractional treatment and mechanics about estimation techniques are detailed in Appendix

A.1.4.

Figure 2.3 shows the results obtained using fraction of friends churn as the treatment (99%

observations have up to 30% of friends churn and 99.9% observations have up to 50% of friends

churn). Similar to previous results, subscribers with higher fraction of friends churn, regardless

of tie strength, are more inclined to churn. In particular, the effect of 5-call friends churn is

stronger than both 1-call and 3-call friends churn, which is not so clearly when we simply count

the number. This implies that subscribers typically have fewer strong friends and thus have low

threshold level to churn. To the contrary, the effects of weak and intermediate friends churn are

very close, indicating that subscribers have similar threshold level to churn with this definition

of tie strength.

2.6 Discussion

Retaining existing subscribers is of vital importance for wireless carriers to survive in today’s

dynamic and competitive mobile market. As such, understanding the determinants of churn

becomes a priority. Carriers need to confidently identify potential churners to apply appropriate

retention strategies aimed at reducing subscriber loss. However, the perplexing and evolving

nature of churn still poses significant challenges to churn managers. In this paper, we look
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Figure 2.3: Estimated dose response function with PTP:{1,2, 3}, TEP:{4,5}, COP:{6,7} relative
to having no friends churning. Ribbons represent the 95% confidence intervals. Standard errors
are obtained via bootstrapping (100 repetitions)

at one of such complexities. We examine the effect of peer influence on churn. We do so

empirically using a real world dataset of cell phone activity, from which we extract a set of

covariates measuring cell phone usage, tenure with the carrier and network structural properties

such as number of friends. We analyze a random sample of roughly 10 thousand subscribers. For

each subscriber in our sample we define the number of friends that churn (and later the fraction

of friends for robustness check) with whom the subscriber exchanges 1, 3 or 5 calls in the same

calendar month. These different definitions allow for estimating the effect of churn from strong

vs. weak friends.

In a preliminary analysis, we fit survival models to our data to correlate the cumulative num-

ber of friends that churned up to the previous month and the ego’s likelihood of churn in the

current month. An additional friend that churns increases the hazard of churn in at least 24%.
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In a deeper analysis, we use Generalized Propensity Score (GPS) matching to help reduce the

potential selection bias across subscribers in our sample and estimate the effect of contagion.

With GPS we can compare subscribers that are similar in a number of relevant covariates and

differ only in the intensity of their treatment. The latter is the number of friends that churned. We

control for the cell phone usage, monthly expenses, the size of the social network and subscribers

tenure with the carrier. These are the relevant covariates to capture the subscribers behavior with

respect to cell phone service and choice of provider. Due to the panel nature of our data, we

perform the matching at the panel level rather than individual level, because we intend to include

the dynamic subscriber behavior. In practice, we do so by controlling for the lagged value of

cell phone usage and monthly expenses. In this framework, we associate differences in the in-

tensity of treatment to differences in the outcome of interest. In our case, the latter is the ego’s

propensity to churn.

We find that the ego’s propensity to churn increases with the number of friends that churn

and in particular with increased numbers of strong friends churning. With GPS, we find that the

cumulative effect of up to 5 friend churning is at best 10%. To check the robustness, we also

adopt the fraction of friends churn as the treatment, and find similar results. In particular, the

peer effects that arise from strong friends churn are higher compared with weak friends churn,

which is very indicative of role of tie strength in moderating peer influence. With GPS we show

that the role of peer influence is still significant in wireless networks: when someone churns

from the our carrier, other people may do so due to peer influence. This result, which may well

represent a loss of 10% in revenues for the carrier due to peer influence in churn, suggests that

churn managers should consider strategies aimed at preventing group churn instead of looking
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at subscribers on an individual basis. Although the results is not directly comparable between

survival analysis and GPS approach, our results may still imply that homophily is likely to drive

a significant amount of the correlation between churn and friends’ churn that a simple survival

analysis is unable to disentangle.

However, our method and results are not without limitations. We may still fail to capture

all possible homophily that we do not include in our analysis. Unobserved reasons that explain

both the churn and friends churn may still play a role here and GPS is inherently not able to deal

with this concern. After all, randomized experiments is ideal to identify the peer influence on

churn. For example, Matos et al. (2015) performed proactive retention strategies by targeting

on group of connected subscribers and they showed that churn probability is reduced and CLV

is increased. Also, with only 7 months of the panel, we have limited option to split the time

periods into pretreatment, treatment exposure and outcome observation, so that each period can

be sufficiently large. With the alternative definition of treatment, the results combined may

provide evidence of robustness.

Moreover, we also note several limitations that caution us to interpret the results in more

general settings. As mobile usage patterns have drastically changed over the past years due to

the technological advances in smartphones (Han and Cho, 2016), using mutual call communica-

tions to identify the social relationship between subscribers may not be able to fully reflect the

latest facts. For example, subscribers increasingly resort to various messenger apps to exchange

communications and thus make the mobile social network built upon call graph less relevant.

Meanwhile, as our analysis only focus on the prepaid consumer segment, we do not expect our

results would equally apply to postpaid consumers who clearly face different decision-making
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process due to the contractual obligations without further analysis. Thus more empirical stud-

ies that can leverage the dataset of up-to-date mobile phone usage to study the subscriber churn

should be performed, as it still remains as the topmost challenge in wireless industry.

Finally, we stress that our work puts together a methodology to measure peer influence in

social networks that can be used in other contexts such as learning about the effect of word-of-

mouth in the dissemination of new products or services.

2.7 Appendix

2.7.1 GPS model for contagious churn

Model Setup

Formally, following (Hirano and Imbens, 2005), we consider a set of N subscribers and let i

denote a single subscriber. Let P = {1, . . . p} represent a set of time periods. We observe a

vector of covariates Xip at each time period. We define the treatment at each period for each

subscriber as the number of churner friends in the last time period tip−1. Therefore, we decided

to take value of treatment in the unit interval: T ∈ {0, 1, 2, 3, . . . }, to indicate 0, 1, 2 or 3 or

more friends’ churn, respectively. The outcome of interest is whether subscriber i churns in time

period p: Yip ∈ {0, 1}.

GPS method requires weak unconfoundedness assumption to hold: Y (t) ⊥⊥ T |X . This means

potential outcomes are conditionally independent for each value of the treatment. Meanwhile, as

explained in the section 5.1, we estimate the panel level GPS rather than individual observations,

i.e. X = {x1, . . . , xp}. Dropping the index term for simplicity, propensity function r(t, x) is
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defined as the conditional density of treatment given the covariates X = x evaluated at T = t:

r(t, x) = fT |X(t|x) (2.2)

Then GPS is just the corresponding random variable: R = r(T,X). Note that GPS has

similar balancing property to the propensity score for binary treatment. That is, within strata

with the same value of r(t,X) , T and X are conditionally independent:

X ⊥⊥ 1{T = t}|r(t, x) (2.3)

Together with the weak unconfoundedness, Hirano and Imbens (2005) proved that the as-

signment to treatment is also unconfounded given GPS. Thus we can use GPS to remove the bias

associated with differences in the covariates. Similar to the property of dimentionality reduction

to classical propensity score, we denote the dose response function as the average of a set of

potential outcomes given the treatment level t: {E
[
Y (t)

]
t∈T} where T is the set of potential

treatment values. Then the conditional expectation of churn is a function of two scalar variables:

number of churner friends T and of the GPS R:

λ(t, r) = E[Y (t)|r(t,X) = r] = E[Y |T = t, R = r] (2.4)

Therefore, the dose response function of churn is the average conditional expectation over
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GPS given number of churner friends:

µ(t) = E[Y (t)] = E[λ(t, r(t,X))] (2.5)

Estimation

Implementing GPS method is far from trivial. In practice, there are three functions needed to be

estimated: (i) the score function r(t, x); (ii) the conditional expectation of outcomes given treat-

ment and GPS λ(t, r); (iii) the dose response function µ(t). Hirano and Imbens (2005) assumes

the treatment conditional on covariates follows the normal distribution, so that the maximum

likelihood can be used to estimate the GPS. However in our case, due to the count nature of the

frd churn, the distribution of treatment may be explicitly non-normal. Therefore, we follow the

parametric solution proposed by Guardabascio and Ventura (2014), to replace the linear regres-

sion by the generalized linear model (GLM) and estimate the GPS from the exponential family

function. Namely, the distribution of T is selected from exponential family:

f(T ) = c(T, φ)exp
{Tθ − a(θ)

φ

}
(2.6)

Then the transformation of the mean of the treatment is represented as a link function g(·) that

linearly relates to the covariates:

g
[
E(T )

]
= Xβ (2.7)

Having chosen the family and link option for distribution of T from exponential family, we
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can estimate θ, φ and β using quasi-maximum log likelihood from equation (5) and (6).

l(β) =
∑

log f(T ; β) =
∑{

log c(T, φ̂) +
T θ̂ − a(θ̂)

φ̂

}
(2.8)

After that we compute the GPS at the value of β̂, given the covariates:

R̂i = r(t, x) = f(β̂) = c(T, φ̂)exp
{T θ̂ − a(θ̂)

φ̂

}
(2.9)

If balancing property is satisfied after adjusting for GPS, we can estimate λ(t, r) through

a function ϕ(·), by taking number of churner friends Ti, and the GPS Ri as arguments of the

function on subscribers’ churn outcome Yi. In practice, we use a polynomial approximation of

order two to regress Yi on Ti and Ri:

ϕ
(
λ(Ti, Ri)

)
= ϕ

(
E(Yi|Ti, Ri)

)
= ψ(Ti, Ri;α)

= α0 + α1Ti + α2T
2
i + α3Ri + α4R

2
i + α5TiRi (2.10)

In the last step, to derive the dose response function µ(t), we plug the estimated score func-

tion r̂(t, x) into equation (4) and average the estimated conditional expectation over the GPS

evaluated at each level of treatment:
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µ̂(t) =
1

N

N∑
i=1

λ̂(t, r̂(t,Xi))

=
1

N

N∑
i=1

ϕ−1
(
ψ̂(t, r̂(t,Xi); α̂)

)
(2.11)

In our case, the marginal treatment effect can easily be derived as the difference between the

outcome at a particular level of frd churn compared to the outcome of a lower reference level.

More specifically, having l more churner friend will cause subscriber’s propensity to churn to

change by µ̂(t+ l)− µ̂(t).

2.7.2 Balancing Covariates

As explained in Hirano and Imbens (2005), we divide the sample into 3 groups according to the

distribution of treatment intensity, compute the GPS for individuals in each group and further

divide the obtained GPS into 5 blocks. Within each block, we calculate the mean difference

of each covariate between subscribers who belong to one group and subscribers who belong to

other groups. Specifically, we compare subscribers who are treated with subscribers who are

in the same block but not treated at the same level, and calculate the weighted average of the

differences, with weights given by the number of observations in each GPS block.

Table 3-5 shows how the adjustment by conditioning on the propensity score balances covari-

ates listed in section 5.2 for n-callfrd churn and n = 1, 3, 5. We can see that most covariates

are different before adjustment but become statistically similar at the 5% level after adjustment.

34



2.7.3 Fractional Treatment

As specified in section 3.1 of (Guardabascio and Ventura, 2014), when we define the fraction of

friends that churn as the treatment, i.e., T ∈ [0, 1], following (Papke and Wooldridge, 1996), we

specify the functional forms for E(Ti|Xi) for all i as:

E(Ti|Xi) = F (β′Xi) (2.12)

where F (·) is typically a logit or probit function. In practice, we choose a binomial family and

logit link function for GLM estimator and thus the Bernoulli log-likelihood function to feed into

equation (8) is:

li(β) = Ti log{F (β′Xi)}+ (1− Ti) log{1− F (β′Xi)} (2.13)

After estimating β̂ by maximizing the sum of li(β) over all N , the GPS is computed exactly in

the same way as treatment is continuous.
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Before adjustment After adjustment
Covariates [T1] [T2] [T3] [T1] [T2] [T3]

n calls month -1 -6.07 4.85 3.66 -0.99 -0.16 0.85
n calls month -2 -5.50 4.70 2.19 -0.22 0.13 -0.02
n calls month -3 -5.80 4.98 2.77 -1.56 0.65 1.43
expense month -1 -4.92 3.57 3.65 1.67 -1.36 -1.37
expense month -2 -4.65 3.38 3.45 1.82 -1.92 -1.61
expense month -3 -4.88 3.70 3.28 1.21 -1.47 -2.33
%call other month -1 2.27 -1.42 -2.22 -0.71 0.40 0.12
%call other month -2 2.60 -1.75 -2.28 -1.29 1.13 1.17
%call other month -3 1.99 -1.23 -2.02 -0.60 0.84 0.96
frd -14.01 9.86 10.60 -2.39 -3.99 2.03
tenure 6.62 -4.75 -5.20 1.35 1.86 0.75

Table 2.3: Balance in subscribers’ covariates for 1-call frd churn introduced by conditioning on
the generalized propensity score. Bold values indicate covariates that are statistically different
(at the 5% level, i.e., t-stat is larger than 1.96) between that treatment intensity and the other
treatment intensities.

Before adjustment After adjustment
Covariates [T1] [T2] [T3] [T1] [T2] [T3]

n calls month -1 -5.96 4.75 5.85 1.31 -1.09 -1.69
n calls month -2 -4.54 5.19 4.48 1.21 -1.43 -1.23
n calls month -3 -4.16 5.42 4.11 1.12 -1.75 -1.42
expense month -1 -5.21 3.85 5.25 1.19 -1.60 -0.68
expense month -2 -5.11 4.09 5.17 1.50 -1.67 -0.70
expense month -3 -4.77 4.10 4.81 1.95 -1.62 -2.93
%call other month -1 4.16 -1.79 -4.16 -0.95 0.68 -0.66
%call other month -2 4.36 -1.85 -4.37 -0.96 1.59 -0.94
%call other month -3 3.83 -2.34 -3.85 -0.05 0.27 0.01
frd -13.17 10.97 13.14 2.88 -3.08 -3.61
tenure 6.61 -4.96 -7.01 0.74 1.32 1.21

Table 2.4: Balance in subscribers’ covariates for 3-call frd churn introduced by conditioning on
the generalized propensity score. Bold values indicate covariates that are statistically different
(at the 5% level, i.e., t-stat is larger than 1.96) between that treatment intensity and the other
treatment intensities.
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Before adjustment After adjustment
Covariates [T1] [T2] [T3] [T1] [T2] [T3]

n calls month -1 -6.33 5.11 3.75 0.80 -1.08 -1.52
n calls month -2 -5.48 4.64 2.77 2.00 -1.24 -1.75
n calls month -3 -5.46 5.00 2.84 0.48 -1.09 -0.95
expense month -1 -4.11 3.62 3.91 1.38 -1.82 -1.45
expense month -2 -3.63 3.30 3.05 1.92 -1.91 -1.67
expense month -3 -3.92 3.53 3.40 1.68 -2.08 -2.47
%call other month -1 3.56 -3.24 -1.39 0.75 0.42 0.78
%call other month -2 3.73 -3.61 -0.99 0.67 0.09 0.53
%call other month -3 2.85 -3.06 -0.35 1.37 -1.57 0.10
frd -11.83 10.02 5.94 2.38 -2.50 -2.17
tenure 5.83 -5.52 -3.17 -1.57 1.11 1.56

Table 2.5: Balance in subscribers’ covariates for 5-call frd churn introduced by conditioning on
the generalized propensity score. Bold values indicate covariates that are statistically different
(at the 5% level, i.e., t-stat is larger than 1.96) between that treatment intensity and the other
treatment intensities.
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Chapter 3

The Effect of Product Placement

Recommendations on Shopping Behavior:

Evidence from Randomized Experiment in

a Physical Bookstore

3.1 Introduction

Physical retailers nowadays are struggling to compete with online retailers in improving both the

sales and customer satisfaction. One of the many challenges facing physical retailers is how to

optimize the allocation of valuable shelf space to accommodate the increasing product variety

(Dreze et al., 1994). Typically, physical retailers only display a carefully selected subset of

items on store shelves that appeal to consumer preferences due to the fundamental shelf space

39



constraints. Even so, consumers choice may be limited by search costs over all of available items

in the inventory during the shopping process, as this requires significant time commitment and

cognitive load. As such, shoppers may have difficulty in finding items that they like and leave the

store without buying anything, even when retailers carry these products in the store. Therefore,

physical retailers seek to have effective shelf management strategy, e.g. through adjusting the

product assortment and placement in ways that raise shopper’s awareness and thus induce their

purchase decision.

Moreover, many studies have documented that the majority of consumers make unplanned

purchase decisions once they enter the store (Gilbride et al., 2015; Sam Hui and Suher, 2013;

Inman et al., 2009; Stilley et al., 2010). Court et al. (2009) report up to 40 percent of customers

change their minds due to the visual-dimension factors at an in-store touch point: packaging,

position, signage, etc. For retailers, this offers substantial opportunities for the planning and exe-

cution of effective in-store merchandising practices to stimulate incremental revenues and profits

by converting demand to purchase. To this end, retailers are increasingly shifting their focus from

traditional marketing to shopper marketing, i.e., to engage with consumers at each touch point

and trigger their intention to purchase throughout the shopping cycle, which comprises different

stages such as search, evaluation, item choice, purchase, and post-purchase, and so on (Shankar

et al., 2011). In particular, understanding what happens at the point of purchase is rapidly grow-

ing in importance, as it may be informative about the final stage of consumer buying decision

process, e.g., product consideration, termed by Procter & Gamble as the “first moment of truth”

(Lofgren, 2005; Hui et al., 2013).

Understanding shopper’s decision-making process in physical retailing is still challenging be-
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cause of measurement and analytics hurdles. Typically, retailers and marketers alike manipulate

various marketing mix factors such as pricing, promotion, and product position, etc., and then

examine the resulting impact on sales (Gaur and Fisher, 2005; Nordfalt et al., 2014; Valdimar Sig-

urdsson and Foxall, 2009). However, retailers clearly need to further investigate causal drivers

along the entire path to purchase that goes well beyond survey and scanner data (Shankar et al.,

2011). Although continuing innovations in retail environment have emerged to capture metrics

that are indicative of shopper behavior (e.g. Shankar et al., 2011), there is a dearth of research

that performs the controlled experiment while accurately recording shopper actions inside the

store (Burke, 2006; Shankar et al., 2011).

In this chapter, we implemented an in vivo experiment that ensures random product place-

ment in a physical bookstore. As product placement can be considered as the display recommen-

dation mechanism that may affect consumers’ purchase behavior (Seiler, 2013), we leveraged

video tracking technologies to monitor how shoppers respond to random book placement, which

induces random search costs. More specifically, we randomized the position of newly released

books on the top of a large display table across several rows and columns, such that each book’s

search cost becomes independent of the book’s characteristic, such as unobserved quality. As

such, we are able to assign incoming books into a treatment group, in which books are placed at

the edge of the table, and a control group, in which books are placed at the center of the table.

To overcome the large costs associated to collecting and processing large-scale video data, we

used advanced 3D cameras and vision-understanding algorithms that can track human motions

in real-time. This allows us to significantly reduce the cost of encoding shopper activities.

We used in total 90 news books are used in the 6-week experiment and our randomization
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procedure proved to well the books in treatment and control group. We capture shopper behavior

that is indicative of decision process, in terms of she picking a book after browsing over the

display table and taking the book after reading through its content. Regression results show that

books in the treatment group are 102% more often to be picked and 77% more often to be taken

than those in the control group. This indicates that book placement positively affect the shopper’s

search and consideration process. Moreover, we further evaluate whether shoppers tend to take

the book conditional on they have picked the book. We find that books in the treatment group

are equally likely to be taken, compared to those in the control group. This indicates that book

placement affects shopper’s intention to purchase only through the search process.

This chapter is structured as follows. Chapter 3.2 provides extensive literature review on

product placement and shopper’s path to purchase in both online and offline setting. Chapter 3.3

explains the research context that our experiment is based on. Chapter 3.4 provide the experiment

design details. Chapter 3.5 explains data collection process using video tracking technology.

Chapter 3.6 lists the econometric model specifications at both book level and visit level. Chapter

3.7 presents empirical results with the data we have collected through the experiment. Chapter

3.8 provides discussion of our results and Chapter 3.9 proposes the future work.

3.2 Literature Review

Given its interdisciplinary nature, this chapter potentially combines several streams of research

together. First, our work adds to the marketing literature on how technological changes transform

retail industry. Second, our work is closely related how changes in product placement affects

42



retail performance. Third, more broadly, our work is within the scope of understanding the

role of product placement in influencing consumer’s path to purchase in both online and offline

channels.

3.2.1 Technological Change in Physical Retailing

In general, Burke (2006) explained the evolution of marketing intelligence in retail industry in

terms of three waves during the past decades. The first wave occurs when point-of-sale (POS)

systems and UPC barcode scanners are in widespread use. Retailers can acquire real time trans-

actional data that allows them to estimate the product sales and market share. Since the pioneer-

ing work by (Guadagni and Little, 1983), both academic researchers and industry practitioners

heavily rely on the scanner panel data for supporting business decisions, such as category man-

agement, shelf space allocation and inventory management (see (e.g. Bucklin and Gupt, 1999)

for a overview of the use of scanner data from both industry and academic perspectives). How-

ever, scanner data are typically aggregated at either brand/category or store/firm level, which lack

interpretability of the individual choices (Chen and Yang, 2007).

The second wave occurs when retailers launch the customer loyalty program to log transac-

tions at individual level. As customers present loyalty cards at the point of sale in exchange for

discounts and rewards, retailers can recognize customer’s repeat purchase and further integrate

with external data sources (e.g. geo-demographic characteristics and credit card information) to

create a profile and purchase history for each customer/household (see (e.g. Kumar and Shah,

2004) for a review on common practices using loyalty card in retail industry). Together with

sales data collected from UPC scanning, retailer managers can analyze customer purchase pat-
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terns using data mining techniques to derive customer lifetime value and formulate personalized

marketing activities (Linoff and Berry, 2011). However, loyalty program data reveals little infor-

mation on decision-making or customer experience (Uncles et al., 2003). For example, customers

who do not make any purchase will not be recorded in the database, thus retailers who feel com-

pelled to strengthen customer relationship would have limited evidence on customer loyalty and

retention.

Court et al. (2009) described the shopper’s decision journey as four major circular phases that

during each phase marketers can engage with shoppers and impose influence: initial considera-

tion, active evaluation, purchase and post-purchase. Thus the third wave of changes enables the

real-time tracking of customer’s actual shopping activities in different phases, which is tradition-

ally difficult because researchers have to hire research assistants to physically follow shoppers in

the store (e.g. Farley and Ring, 1966; Granbois, 1968). More recently, technology innovations

in both computer hardware and software have emerged to address shopper’s in-store activities

throughout the shopping cycle (Shankar et al., 2011), including RFID path tracking (e.g. Larson

et al., 2005; Hui et al., 2009; Hui and Bradlow, 2012; Sam Hui and Suher, 2013), eye-tracking

(e.g. Chandon et al., 2009; Wedel and Pieters, 2008), wearable video tracking device (Hui et al.,

2013), surveillance video (Zhang et al., 2014).

Both Larson et al. (2005) and Hui and Bradlow (2012) used the shopping path data collected

from RFID tags affixed under the grocery carts and find that most shoppers only visit selected

aisles of the supermarket during the trip. Similarly, Hui et al. (2009) showed that shoppers tend

to deviate from the most efficient shortest path connecting all their purchases. Furthermore,

eye-tracking technology allows marketers to measure customer’s visual attention through eye-
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movement data. Wedel and Pieters (2008) reviewed the extensive eye-tracking studies in mar-

keting literature and show the value of visual marketing in practice. For example, both Chandon

et al. (2007) and Chandon et al. (2009) empirically examined the customer’s visual attentions

and considerations towards shelf displays in retail setting, measured as the position and dura-

tion of eye-fixation. However, neither RFID-based path data nor eye-tracking data can capture

the phase of active evaluation and product accessibility, e.g., trial and touch that is critical to

purchase conversion (Underhill, 2009, section iv).

Video tracking provides a holistic understanding of the shopping experience through record-

ing how customers shop in the store. Burke (2006) used video data from surveillance cameras

mounted in consumer electronics stores during the holiday shopping season. Hui et al. (2013)

recruited shoppers to wear portable camera devices that can follow their range of vision and

shopping path. Zhang et al. (2014) collected data from a panoramic video camera in a retail

apparel store and track shopper movement and crowding conditions. In general, video tracking

solutions not only help marketers to collect direct observations of in-store shopper behavioral

patterns, but also identify important opportunities in managing shopping process. Thus the next

step would be to validate the findings from observational studies and estimate the interaction

effects of environmental drivers on shopper behavior through experimental approach (Shankar

et al., 2011).

However, none of the existing research is suitable to support the planning of in-vivo experi-

ment in real world retail setting for the following reasons. First, either eye-tracking or portable

video tracking device may require participant’s attention and this can distort the experiment re-

sults due to the ”Hawthorne effect” (Adair, 1984). Second, product consideration and evaluation,
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a key prerequisite to purchase is not applicable to be measured using RFID-based path tracking.

Third, although video-tracking solutions are seemingly less intrusive and more comprehensive to

capture shopper behavior, manually extracting information from videos has been noted to incur

prohibitively high costs. Hui et al. (2013) reported that encoding each hour of video data took

more than four hours. Zhang et al. (2014) used only three hours of coded video data, which

should not be sufficient for typical controlled experiments lasting weeks or even months at a

time. Fourth, privacy concerns still prevail when retailers consider performing field experiment

in which shopper identities may be revealed (Burke, 2006). Therefore, researchers continue to

call for technological innovations to resolve these issues, e.g. vision understanding techniques to

lessen the efforts of the video encoding process.

3.2.2 Product Placement and Retail Performance

Providing the product display at a place for consumers to conveniently access has long been ac-

knowledged as an important component of marketing mixing instruments in marketing literature

(McCarthy, 1964). In general, research on the allocation of retail products to shelf space can

be decomposed into two dimensions: 1) amount of space measured as number of shelf facings,

and 2) spatial shelf layout measured as vertical and horizontal shelf positions (Frank and Massy,

1970; Dreze et al., 1994). On one hand, studies on the shelf space have mostly shown consistent

findings: increasing the number of facings has a positive but marginally diminishing effect on

store sales (Cox, 1964; Curhan, 1972; Dreze et al., 1994). On the other hand, how location of

products impacts on retail performance remains inconclusive. Although early work that consid-

ers only vertical shelf levels found very modest effect (Frank and Massy, 1970), more recent
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studies that took into account of both vertical and horizontal dimensions showed that products

placed between slightly above the eye level and hand level achieve better sales (Dreze et al., 1994;

Philips and Bradshaw, 1993; Valdimar Sigurdsson and Foxall, 2009; Underhill, 2009). Moreover,

retailing literature supports mixed evidences about the best position on the horizontal dimension,

such as products at the end-of-aisle display (also known as endcaps) (Underhill, 2009, p.85),

products placed in the middle shelf (Christenfeld, 1995), or contingent on the product category

(Dreze et al., 1994).

After all, the saliency of product placement on retail performance presses both manufacturers

and retailers to address the shelf management challenges. Manufacturers compete for scarce

shelf space and favorable shelf placement and are even willing to pay for the slotting allowance

(e.g. Klein and Wright, 2007). Retailers endeavor to design the optimal shelf space allocation

paradigms. These paradigms typically involve mathematical models with number of facings,

vertical and horizontal position as decision parameters, and total shelf space and space for each

aisle as constraints and then solve for combinatorial optimization problem (e.g. Yang and Chen,

1999; Yang, 2001; Lim et al., 2004). Recent shelf-allocation models further incorporate elements

from inventory levels (Hwang et al., 2005), marketing mix instruments (Murray et al., 2010; van

Nierop et al., 2008), product assortment within the category (Russell and Urban, 2010) and cross-

category (Bezawada et al., 2009), among others.

Still, marketers eagerly aim at understanding the underlying mechanisms through which

shoppers interact with in-store shelf layout and tend to choose retail products with position ad-

vantages. Existing literatures proposed two competing theories explaining such shopper pref-

erences. On one hand, researchers suggested that position and number of facings affect the
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visibility and accessibility of products, such that favorable position and more facings would in-

cur lower search cost to draw shopper’s attention. Numerous studies employing eye-tracking

techniques support the idea of ”unseen is unsold”. Chandon et al. (2007) found that products

located near the center receive more attention. Wedel and Pieters (2008) found that product dis-

play size strongly influences the visual attention. Using experiment approach that randomize the

position and display size of products, Chandon et al. (2009) also revealed that products placed

at top and middle shelf position gain more attention than those at low-shelf positions, and hor-

izontal position generally makes no difference to attention except the position that is near the

center. Moreover, they further noted that only number of facings, vertical and horizontally center

position have positive effect on evaluation through the attention. Atalay et al. (2012) explained

that products in the horizontal center positions are more likely to be chosen because human tend

to look first at the center in terms of eye-fixation (centrality bias in visual attention), and then

this would reinforce the gaze cascade effect later which is related to the choice.

On the other hand, consumer psychology literature argues that position effects are not medi-

ated by attention but rather by inferred quality, such that favorable positions and more facings are

believed to provide shoppers with higher expected utility. Several studies using lab experiments

found that consumers perceived that i) products in central position are more preferred over those

at either end of the array (Valenzuela and Raghubir, 2009); ii) retailers place premium products

on the top shelves and popular products on the middle shelves (Valenzuela et al., 2013); iii)

products placed on the right hand side tend to have better quality compared to products placed

on the left side (Valenzuela and Raghubir, 2015). Nordfalt et al. (2014) performed experiments

in the retail stores by placing the same new shampoo on different levels of shelf, and survey re-
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sults showed that customers perceived the shampoo in the middle level to be the most expensive,

followed by upper level and then bottom level.

3.2.3 Product Placement and Path to Purchase

Hui et al. (2009) argued that although from seemingly unrelated marketing domains, how shop-

pers interact with their shopping environment and make dynamic decisions, regardless of online

or offline, can essentially be modeled as the same type of path data. As data collection tech-

nologies evolve, path data increasingly plays a central role in marketing research. For example,

consumer’s web browsing patterns are tracked as sequences of the page viewed when they nav-

igate through an E-Commerce website(Montgomery et al., 2004). Also, as explained earlier,

RFID-enabled shopping path and visual movement using eye tracking are two examples of path

data in retail environment. However, data that capture the shopper’s in-store consideration and

evaluation that lead to their choices are still very limited, inasmuch as this would be informative

about their decision process and goal orientations. For example, one carrying a shopping list

may behave quite differently compared to a casual shopper, even though the two may purchase

the same product.

Branco et al. (2012) presented a theoretical framework that models the search stage before

making purchasing decisions. In general, consumers tend to gather information about product

by examining the product, then update their beliefs on how much they value the product and up

to a point they decide whether to purchase the product or not. In this model, both search cost

and valuation represent as important factors in the search process that lead to the purchase. More

specifically, consumer’s valuation of the product is the sum of the utility from all the information
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she have searched, and search cost moderates the extent of the search process, so as to influence

the purchase likelihood. This implies that the retailers can influence the consumer’s decision

to purchase by changing the search cost, contingent on the expected utility of products from

consumers.

When consumers search for the product information in online channels, they are often pre-

sented the resulting list of ranked potential choices. Generally, position effects represent the

search cost well. For example, the position effect of search on mobile phones is more significant

compared to on personal computers, simply because mobile phones have smaller screen size and

thus increase the search cost (Ghose et al., 2013). Studies of position effect on consumer choices

have been prevalent in a myriad of online applications, such as shopbots (Brynjolfsson et al.,

2010), sponsored advertisement (Agarwal et al., 2011), search engines (Ghose et al., 2014), re-

views (Matos et al., 2016), etc. and consistent results are reported as consumers are more likely

to click and purchase from the products at the top position. However, the position examined

in previous studies is endogenous, chosen by e-commerce retailers to maximize their profits.

Ursu (2016) used a unique dataset from an online travel agent, that consumers observed hotels

positioned randomly, such that the hotel’s characteristics are not related to the display layout.

She found that although top positioned hotels still receive more considerations in terms of clicks,

these hotels conditional on a click, the purchase likelihood remain constant across positions. This

implies that product placement affects only the search cost during the search stage, but hardly

carry over to affect consumer’s expected utility during the valuation stage.
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3.3 Research Context

We partner with an independent bookstore located in the center of a European capital city (re-

ferred to as IndieBookstore hereafter). IndieBookstore has a 60-year history of bookselling and

is one of the largest independent bookstores in the country. It operates 7 days a week from 9AM

to 11PM between Monday and Saturday and from 9AM to 7PM during Sundays and holidays.

The store has two floors (ground floor and basement), with sales areas over 200 m2 at each floor.

The ground floor area mainly sells books, magazines, music CDs and the basement area mainly

sells children’s books and school supplies.

The store layout of IndieBookstore is designed to stock and display newly released books

(also known as frontlist books) and older titles (also known as backlist books) separately, as

shown in Figure 3.1. More specifically, IndieBookstore receives frontlist books from publishers

and places them face-out on the top of several large tables in the center of the store, and places

backlist books spine-out on the surrounding wall shelves. In particular, publishers deliver the

latest released titles to the IndieBookstore a few days before the publication date and all incoming

books are first placed on the front most table near the entrance on the publication date. Later,

these books are replaced by the most recent released books and redistributed to other tables

according to the own section code throughout the bookstore categorized by themes, such as

literature, history, sports, etc. Once shoppers enter the store, they first visit the tables in the

section that showcases the latest frontlist books before they walk around to visit other tables.

The book placement may be subject to mixed factors. First, as publishers independently

schedule publication date of newly released titles and deliver to the bookstore over time, the rapid

turnover leads each book to have limited lifetime on the front table before it gets redistributed to
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Figure 3.1: Snapshot of store layout inside IndieBookstore

other places. Second, books have heterogenous attributes (e.g. the popularity of previous books

from the same author) that may have impact on the sales. Thus, the bookstore manager typically

makes decision on book placement based on the own experience. For example, she may put

selected popular books at more accessible positions for longer period because she believes that

this will increase sales. Also, it is not uncommon that publishers pay placement allowance to the

bookstore for prominent location1. As such, book placement may be correlated with unobserved

factors such as book characteristics, display arrangement between publishers and bookstore, etc.

3.4 Experimental Design

We use the table for latest frontlist books to perform this experiment because unlike branded

products, consumers may have limited prior knowledge about the new books and thus tend to

rely on the information they gather in the bookstore to make purchase decisions (Chevalier,

1Anecdotal evidence showed that publishers spend significant amount of money on pay-for-display program that
allows their books to be placed at the front-of-store promotional tables, see: Kennedy, R. (2005, June 5), Cash Up
Front, New York Times. Retrieved from http://www.nytimes.com/2005/06/05/books/review/cash-up-front.html
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1975). As shown in Fig 3.2, 30 books are placed on the top of the table across 5 rows and 6

columns. At the beginning of the experiment we randomly shuffled the books already on the top

of the table. Right after we started the first cycle of our experiment. At the beginning of this cycle

we randomly shuffled the integer numbers between 1 and 30, where 1 denotes the position in the

front most row and left most column of the top of the table and 30 denotes the position in the

back most row and right most column of the top of the table. Then, we placed incoming books in

the slots identified by the ordered sequence of integer numbers obtained from the random shuffle.

The first incoming book replaced the book on the top of the table in the position indicated by the

first number in the shuffled sequence, the second incoming book replaced the book on the top of

the table in the position indicated by the second number in the shuffled sequence and so on. The

first experimental cycles ended when 30 new books were placed on the top of the table, therefore

exhausting all available positions. Our experiment included two additional cycles similar to the

first cycle.

We recorded characteristics of every book used during our experiment, such as ISBN, title,

rating at GoodReads.com, price, number of pages and the date when the book was placed on

the top of the table. We also recorded lifetime as the time that the book was on the top of the

table until it is replaced with another book. Appendix lists the details of the placement schedule

and book characteristics used throughout the experiment. In order to ensure that all shoppers

face a similar table top, bookstore staffers were instructed to keep each pile of books at the same

height2 and to restore the table layout whenever it was changed due to the shopper’s activity3.

2IndieBookstore manager orders different amount of copies of frontlist books from different publishers. Typi-
cally, she may order more copies of the book that he believes to have higher sales and/or he can return unsold copies
back to the publisher. Thus we instruct IndieBookstore staffers to put backlist books underneath the piles of books
with fewer copies to equalize the height with other piles.

3Shoppers may pick up a book and put it back to the wrong position that may cause confusion to other shoppers.
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Figure 3.2: Experiment design on random book placement across cycles

Although our experiment setting provides shoppers with similar impressions during their

visits to the front table, varying search costs may be incurred when they browse for books that

are placed at different slots. For example, books that are closer to the shopper should be more

visible and may require less effort to pick up for further valuation. Therefore, we denote the

front most row and left/right most columns of the table as edge positions and the other ones as

center positions, such that treatment group includes books placed at 14 edge positions and control

groups includes books placed at 16 center positions. This would allows us to assign treatment of

placement with almost equal probability to all incoming books.

Meanwhile, when shoppers decide to purchase a book and take it with them, the resulting lower height of that pile
may signal the book quality to other shoppers.
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3.5 Data Collection via Video Tracking

We aim at understanding shopper behavior along the path to purchase by capturing metrics that

are indicative of the shopper’s decision process. We use video tracking over other technologies

to capture the shopper behavior in our experimental setting because the former is much less in-

trusive, whereas either eye-tracking or wearable cameras may require the participants’ attention.

For example, shoppers who agree to participate and wear tracking equipment for the experi-

ment may be systematically different from shoppers in general (Hui et al., 2013). Moreover,

whether intercepting shoppers would subsequently change their shopping behavior remains an

unanswered question.

In order to overcome the large costs associated to large-scale video data and improve detec-

tion reliability, we used Microsoft Kinect, an advanced 3-D camera and motion capture input de-

vice and implemented vision-understanding algorithms to lessen the effort of the video encoding

process. Essentially, Microsoft Kinect provides an extra high-resolution depth 3-D sensor that

can complement regular video to address fundamental problems in human tracking and recogni-

tion (Han et al., 2013). With the aid of depth information, we are able to build a robust indoor

sensing infrastructure that is invariant to environment changes such as lighting conditions.

As Fig 3.3 shows, we mounted the camera on the ceiling of the IndieBookstore to moni-

tor the area surrounding the front table of new books. The camera was connected to the local

server that enabled the real-time tracking of shopper activities. Fig 3.4 shows both the regu-

lar video and depth video captured using the camera. The camera was programmed to detect

and track shoppers using the vision-understanding algorithm detailed in (Carvalho et al., 2016).

More specifically, we obtained depth background images and constructed a 3-D spatial repre-
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sentation of the front table area from the depth data. We detected shoppers and started to record

videos when they entered the scene by subtracting the background from the input images. As

Fig 3.5 shows, we extracted foreground and segmented shoppers out of the scene using 3-D

point clouds. Then, we continuously tracked each shopper in successive frames and acquired

new background images after she exited the scene, such that we recorded video only when she

approached the table, picked or took books and moved away from the table. Our sensing infras-

tructure is robust enough to handle scenarios that include multiple shoppers. Last, the camera

was also programmed to send a snapshot of the monitored area to one of the author’s mailbox

every hour, so that we can regularly check the experimental setting in case of unexpected errors.

Figure 3.3: The installation of camera inside the IndieBookstore to monitor the front table area
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Figure 3.4: RGB image (left) and depth image (right) of the monitored front table area captured
using the camera mounted on the ceiling of IndieBookstore. The depth image is calibrated with
filtered signals to reduce random error of depth measurement.

Figure 3.5: 3-D spatial representation of the front table area in a scene that a shopper (identified
in a bounding box) is picking up a book

3.6 Model

Typically, the average treatment effect (ATE) can be estimated without bias by simply com-

paring the differences in mean outcomes between units assigned in treatment group and those

assigned in control group, as long as the randomization procedure can balance both observed

and unobserved factors that are correlated with the outcome. Still, using regression to adjust
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for baseline covariates tends to improve the precision and power of ATE estimation (Athey and

Imbens, 2017). In particular, covariate adjustment may be most helpful when covariates do not

affect the assignment mechanism but are predictive of outcomes. Rosenblum and van der Laan

(2009) further show that estimates from regression models for analyzing randomized experiment

are asymptotically correct even for misspecified models.

In our setting, book characteristics are clearly pre-treatment covariates that influence the

consumer’s attention and choice. Previous literature shows that reputations of author and pub-

lisher, attractiveness of book cover have significant impact on shopper’s interest (d’Astous et al.,

2006). In addition, prior studies find that price, genre, reputations of author and publisher, hard-

cover/paperback, whether translated from a foreign language, whether published previously and

content quality are key determinants of book sales (Asai, 2016; Clerides, 2002; Shehu et al.,

2014). Therefore, we include these covariates and/or book fixed effects in the model specifica-

tions.

3.6.1 Book-Level Specification

Because all books are randomly placed at different slots on the display table and stayed at the

same slot until they are replaced, we evaluate the effect of book placement on shopper behavior

by looking at how often shoppers pick and take each book, which are two key indicators of the

shopper’s consideration and intention to purchase processes. We normalize the number of times

a book is picked and taken per day. Our variable of interest is whether the book is placed at the

edge or center of the table. We also control for book characteristics, such as number of pages,

price, and lifetime on the table. We use the following reduced form model to estimate the ATE
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of book placement on the aggregated measure of books being picked and taken:

ypi = αp
i + βpxi + γpDi + ci + εi (3.1a)

yti = αt
i + βtxi + γtDi + ci + εi (3.1b)

where ypi and yti represent the number of times that book i is picked and taken normalized

by the lifetime, respectively; xi represents the observed book characteristics such as paperback,

price and goodreads; Di is a dummy variable that indicates whether the book is placed at edge

positions; εi is an unobserved error term.

3.6.2 Visit-Level Specification

Shoppers may have different motives and time constraints to search for information about books

and make their purchase decisions (Stokmans and Hendrickx, 1994). Analogous to online shop-

ping environment, we view each shopper’s visit as an “impression” to a list of 30 books presented

on the table. Thus we also use visit-level model specification to account for individual hetero-

geneity from each impression:

zpij = αp
ij + βpxi + γpDi + ci + vj + εij (3.2a)

ztij = αt
ij + βtxi + γtDi + ci + vj + εij (3.2b)

where zpij and ztij represents the dummy variable indicating whether a shopper j picks up and

takes a book i during the visit, respectively; xi,Di and ci are the same as book-level specification;
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vj represents visit fixed effects; εij is an unobserved error term.

Moreover, visit-level specification may help reveal the underlying mechanism of treatment

effect by linking shopper’s intention to purchase with her attention drawn from the impression.

After all, a shopper has to pick up a book before she decides to take it with her. Thus we can

use the same model specification but further restrict the sample that only contains observations

where the book is picked:

ztij[z
p
ij = 1] = αt

ij + βtxi + γtDi + ci + vj + εij (3.3)

3.6.3 Identification

Identification is achieved through our experimental setup. As the publication date of newly

released books is exogenously determined by different publishers, and we generate the book

position list before the experiment begins, all incoming books are treated at random to be placed

on the top of the table. The randomization procedure essentially facilitates masking to both the

incoming books and us researchers and thus eliminate selection bias in treatment assignment,

i.e., the covariates xi are uncorrelated with the treatment indicator Di. Moreover, our robust and

unobtrusive video tracking technology captures shopper’s truthful response to the randomized

design of book placement over the experimental period and this may help overcome the attrition

problem. Finally, note that our randomized schedule also ensures lifetime of books (time on the

top of the table) is also random. This eliminates any correlation between the book’s lifetime and

sales.
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3.7 Empirical Results

Our experiment started on April 21st, 2016 and concluded 3 experimental cycles using a total

of 90 books by May 24th, 2016. We collected about 91 hours of activity video, which represent

about 20% of the working hours during 34 days (451 hours). In other words, our method helps

us to eliminate over 80% of the encoding efforts. Once the shopper starts browsing books’ front

covers over the table, she may decide to pick up one book for further valuation, e.g. through

reading the summary on its back cover and contents. An observation is added to our dataset

with the timestamp when a shopper picks up a book and browses it for at least 10 seconds. This

way we eliminate cases where there is no consideration process whatsoever. At a certain point,

she may decide not to read any more and take the book away or put it back. Each observation

thus updates with whether the book is taken and the duration between shopper’s picking and

taking/reverting. Then she can sequentially pick up as many books as she wants. In total, 1,276

customers picked up 1,751 books during our experiment and took 122 books with them during the

experimental period. The exact book that each customer picked or took during our experiment

was confirmed manually and a-posteriori from the video data obtained to avoid measurement

error.

3.7.1 Descriptive Statistics

Table 3.1 lists the descriptive statistics of book characteristics. As explained earlier, treatment

group contains 42 books that are placed at the edge positions and control group contains the rest

48 books that are placed at the center positions. page counts is the number of pages of the book.
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paperback is 1 when book is softcover and 0 otherwise. price is the list price of the book set by

the publisher. lifetime is the time that the book was on the top of the table until it is replaced

with another book. goodreads is the average rating at Goodreads.com of the book on a scale of

1-5. Note that 25 books do not have Goodreads rating records, with 12 books in the treatment

group and 13 books in the control group, respectively4.

We aggregate the shopper’s picking and taking behavior at book level to measure the response

to the treatment. Then we normalize the number of times books that are picked and taken by its

lifetime on the table. The lifetime of books on the table varies from 1 day to 26 days, with an

average of about 11.3 days. In general, books in the treatment group have 2.14 times more daily

picks and 2 times more daily taken than those in the control group.

3.7.2 Covariate Balance

Although researchers routinely conduct hypothesis tests (e.g. t-test) to check the balance of the

treatment and control groups, Imai et al. (2008) argue that this procedure is of little practical

value. They show that balance is inherently a characteristic of the observed sample without

reference to any broader hypothetical population. Thus test statistics are irrelevant for assessing

balance. Instead, they suggest to check the balance from experiment data by directly comparing

empirical distributions of covariates between treatment groups and control groups.

In our setting, trade books are marketed to a general readership and ones we used in the ex-

periment can be assumed to be identical to the population of all trade books. However, given

that we do not perform blocking due to the limited availability of new books, we need to exam-

4We do not include average ratings for books with less than 5 ratings to avoid unreliable measurement.
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Total Treatment group Control group

n=90 n=42 n=48

Mean Std Mean Std Mean Std

Covariates [1] [2] [3] [4] [5] [6]

Book characteristics

page counts 332.12 150.59 328.19 176.46 335.56 125.51

paperback 0.92 0.27 0.88 0.33 0.96 0.20

price 17.29 2.30 17.65 2.55 16.97 2.03

lifetime 11.33 5.83 11.33 6.40 11.33 5.36

goodreads 3.89 0.34 3.84 0.34 3.94 0.33

Shopper behavior

npicks perday 2.14 1.90 2.99 2.27 1.40 1.08

ntaken perday 0.15 0.20 0.20 0.25 0.10 0.13

Table 3.1: List of extracted covariates for the books used in our experiment. Descriptive statistics

are performed for the total 90 books (columns [1] and [2]), 42 books placed at the edge positions

(treatment group) (columns [3] and [4]) and 48 books placed at the center positions (control

group) (columns [5] and [6]), respectively.

ine whether key covariates are imbalanced by chance in our sample (Athey and Imbens, 2017).

Therefore, we employ side-by-side boxplots together with beeswarm plots to visualize and com-

pare the underlying distribution and density of covariates in both the treated and control group5.

Fig 3.6 display the empirical distribution of observed book characteristics in both the treated

and control group. We show that there are no systematic differences in observed book charac-

5Imai et al. (2008) suggest alternative quantile-quantile plot (QQ plot) to compare the quantiles of each covariate
in the treatment group against the corresponding quantiles in the control group. However, QQ plot does not yield
reliable representation in small sample size, which is our case.
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teristics between books placed at the edge of the table top and in the center of the table. This

provides evidence of the good balance in observed covariates that our randomized procedure has

achieved. We show similar findings in Appendix that balance properties also hold for these book

characteristics in each cycle.

Figure 3.6: Comparing observed book characteristics between treated and control group. The
boxplot and beeswarm plot show the empirical distribution and density of each covariate. Yellow
dots indicate the sample means of covariates.

3.7.3 Effect of Book Placement on Daily Number of Picks and Taken

We compare how shoppers pick and take the books in treatment group and the ones in control

group by examining the treatment effect on the number of times books are picked and taken per

day. Given the nature of count data, we use both negative binomial and zero-inflated Poisson

models with robust standard errors to control for excessive number of zeros in our dependent
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variables, in particular in the case of the number of times a book is taken6. We find that placing a

book at the edge of the table positively affects the shopper’s search process. Table 3.2 shows our

regression results on number of times books are picked using each book as an observation and

the treatment effect is very robust across model specifications. In particular, on average, books

placed at the edge of the table are picked 102% more often per day than those placed at the center

of the table.

Covariates n picked/day n picked/day n picked/day n picked/day
Model Negative binomial ZIP Negative binomial ZIP
Edge Dummy 0.759∗∗∗ 0.779∗∗∗ 0.705∗∗∗ 0.707∗∗∗

(0.161) (0.160) (0.164) (0.167)
Book Characteristics No No Yes Yes
Observations 90 90 90 90
Log pseudolikelihood -152.59 -153.08 -151.10 -152.06
p < 0.01∗∗∗, p < 0.05∗∗, p < 0.1∗

Table 3.2: Effect of edge vs. center on how many times a book is picked from the table (each
observation is a book used during the experiment). Robust standard errors are in parentheses.

Table 3.3 further shows our regression results on number of times books are taken using each

book as an observation and the treatment effect is also very robust across model specifications.

We find that placing a book at the edge of the table positively affects the shopper’s consideration

process that may lead to their intention to purchase. In particular, on average, books placed at the

edge of the table are taken 77% more often per day than those placed at the center of the table.

Knowing this, the bookstore owner may maximize profit by placing books with higher margins

in the edge of the table.

6Following the suggestion in Athey and Imbens (2017), we use the robust variance estimator implemented in
standard statistical software Stata. Rosenblum and van der Laan (2009) also find that robust variance estimator
for generalized linear models such as ones used in our study are asymptotically correct even when the model is
misspecified.
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Covariates n taken/day n taken/day n taken/day n taken/day

Model Negative binomial ZIP Negative binomial ZIP

Edge Dummy 0.640∗∗ 0.640∗∗ 0.572∗∗ 0.572∗∗

(0.261) (0.261) (0.265) (0.265)

Book Characteristics No No Yes Yes

Observations 90 90 90 90

Log-likelihood -33.69 -33.69 -33.36 -33.36

p < 0.01∗∗∗, p < 0.05∗∗, p < 0.1∗

Table 3.3: Effect of edge vs. center on how many times a book is taken from the table (each

observation is a book used during the experiment). Robust standard errors are in parentheses.

3.7.4 Effect of Book Placement on Individual Shopping Behavior

We now study our dataset from the perspective of each shopper’s visit to the table of new books

at the bookstore. Each shopper’s visit to this table mimics an “impression” in the online world,

allowing the shopper to browse for books and make purchase decisions among the 30 books

on the top of the table when she visits. We use a Linear Probability Model (LPM) to estimate

the effect of the random book placement on the top of the table on the shopper’s search and

purchase process. This type of analysis allows us to characterize the shopper’s path to purchase.

The dependent variables are whether the shopper picks a book, takes a book and whether she

takes a book conditional on picking up the book. We also include day fixed effects to control for

systematic differences over time, e.g. during weekends and holidays consumers purchase more

books. Table 3.4 shows the results obtained, which are in line with the ones reported above. In

particular, books placed at the edge of the table are more likely to be both picked and taken.

However, conditional on being picked, shoppers are equally likely to take books placed at the

edge and at the center of the table. This finding suggests that book placement positively affects
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consumer choice mainly through its effect on the search process and not through its effect on

the consideration process. This is aligned with the theoretical framework proposed by (Branco

et al., 2012) that consumers tend to gather information about products during the search process

but then update their beliefs during the valuation process.

Covariates Pick Take Take conditional on pick

(a) (b) (c)

Edge Dummy 0.0386∗∗∗ 0.0019∗∗∗ -0.0201

(0.002) (0.0004) (0.0132)

Visit FE Yes Yes Yes

Observations 38,280 38,280 1,735

Adjusted R2 0.0093 0.0011 0.0202

p < 0.01∗∗∗, p < 0.05∗∗, p < 0.1∗

Table 3.4: Effect of edge vs. center on whether a book is picked, taken and taken once picked

from the table (each observation is a book that shopper sees at the table). Robust standard errors

are in parentheses.

3.8 Discussion

Our research mainly contributes to understanding shopping behavior at the point of purchase in

physical retailing in three aspects: 1) we perform a field experiment in a setting that resembles

online recommender systems, where products are placed in different slots with varying degree of

search costs; 2) we measure the shopper’s in-store decision-making process as different stages,

such as search stage, consideration stage and intention to purchase; 3) we install the 3D sensing

infrastructure to monitor the shopping area and implement vision-understanding algorithms to
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capture shopper behavior in situational contexts in real-time.

Our empirical results provide several important findings on how product placement affects

consumer choice in physical retail setting. We show that books placed at the edge of the table

are more likely to be picked and taken than those placed at the center of the table. This is

unsurprising as shoppers are conspicuous by books placed at prominent spots when browsing

over the table due to the saliency effects. More interestingly, we also show that conditional on

being picked, shoppers are equally likely to take books placed at the edge and at the center of

the table. This suggests that book placement positively affect consumer choice mainly through

its effect on the search process and not through its effect on the consideration process.

Moreover, we demonstrate that the book placement on the table essentially resembles the dis-

play recommendations that online bookstores are heavily in use today. Armed with the knowl-

edge that recommending books at prominent spots may influence consumers choices by lowering

the search costs, bookstore manager has incentives to place books with higher margin at the edge

of the table for longer time, as she knows that this may incur higher sales. To this end, consumer

welfare is likely to decrease because consumers tend to purchase books that do not give them the

highest utility, as a result of search cost obfuscation.

Our empirical setting allows us to examine demand effect of newly launched experience

goods in physical retailing when sellers manipulate recommender system design. As physical

retailers need to manage scarce shelf space to maximize the profits, product manufacturers have

to compete for prominent placement. Our results show that the success of new products at the

introduction stage may critically depend on the placement assigned by retailers, as shoppers are

poorly informed and tend to rely on in-store information to evaluate them. Moreover, given dra-
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matically increasing number of new products hitting the market, underperformed products may

be replaced very quickly simply due to their initial unfavorable placement. For example, in our

empirical setting, bookstore manager may strategically favor some publishers that she can collect

more slotting allowance to always recommend books from those publishers at better placement.

Such profit-based recommender system design would mislead the consumers’ preference towards

the new product launch and thus hamper the competitive landscape of innovations.

Meanwhile, as non-personalized recommender systems are common in physical retailing by

setting up a display that is independent of consumer, salient product placement affects consumer

choice even more strongly than personalized recommender systems commonly used in online

retailing. Thus the sales of products may become more concentrated and amplified towards

those with better placement. Along these lines, retailers may also consider favoring products that

match most consumers’ preferences. This would benefits mainstream consumers for offering

them wanted products with lower search costs but hurts niche consumers (Hervas-Drane, 2015).

Therefore, retailers may enjoy market power over manufacturers through the design of recom-

mendation scheme. Policy makers should be concerned about the potential welfare loss due to

retailer’s use of recommender systems.

Our sensing infrastructure setting indicates the great potential for physical retailers to capture

holistic in-store shopper behavior and understand their preferences. Given the recent advances in

retail tracking technologies, it is imperative for physical retailers to identify individual shopper’s

preferences during their shopping process, and provide personalized in situ recommendations.

For example, Radhakrishnan et al. (2016) proposed in-store behavior analytics to identify the

sequence of shopper activities through sensor data collected from personal smartphones. They
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suggested recommending newly launched products to shoppers based on their browsing behav-

ior. Such personalized recommender system design brings immense opportunities for physical

retailers to provide consumer with products that match their own preferences. However, pri-

vacy concerns would arise when consumer data is unknowingly collected and stored. Physical

retailers need to find the “sweet spot” between offering personalized shopping experience and

protecting consumer privacy.

3.9 Appendix

3.9.1 Random book placement list

As explained in section 3.4, we generate multiple lists with randomly shuffled integer number

between 1 and 30. During each cycle, we put the incoming books according to the ordered

sequence in the list until all slots on the front table have been replaced. Table shows the details

of random sequences that books are placed accordingly and their characteristics.

3.9.2 Descriptive Statistics for Shopping Behavior

3.9.3 Covariate Balance

Figure 3.8 shows that there are no systematic differences in observed book characteristics be-

tween books placed at the edge of the table top and in the center of the table.
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Figure 3.7: Daily number of picks and taken since the experiment
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Figure 3.8: Comparing observed book characteristics between treated and control group in each
cycle. The boxplot and beeswarm plot show the empirical distribution and density of each co-
variate. Yellow dots indicate the sample means of covariates.
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Order Row Column Edge ISBN Placement Date Pages Goodreads Price
1 4 6 1 9789898839350 4/21/2016 256 3.44 17.69
2 3 5 0 9789896167103 4/21/2016 232 14.4
3 3 2 0 9789897242809 4/21/2016 424 4.04 17
4 5 5 0 9789896682989 4/21/2016 256 4.12 16.99
5 5 4 0 5601078420025 4/21/2016 254 15
6 3 4 0 9789899930407 4/21/2016 166 14
7 2 5 0 9789722059701 4/21/2016 192 4 18.9
8 1 3 1 9789722358262 4/21/2016 270 3.4 17.5
9 2 6 1 9789896379377 4/21/2016 288 16.9
10 5 1 1 9789897541575 4/21/2016 368 4.19 18.5
11 4 4 0 9789897222962 4/21/2016 280 3.5 16.6
12 2 4 0 9789897542374 4/21/2016 336 3.88 17.95
13 3 1 1 9789722060073 4/21/2016 176 3.5 14.9
14 4 1 1 9789897021961 4/21/2016 144 3 14
15 5 3 0 9789722059909 4/21/2016 192 14.9
16 2 1 1 9789896650872 4/21/2016 144 4.49 14.9
17 4 5 0 9789897021930 4/21/2016 288 3.9 15.5
18 2 3 0 9789722059923 4/21/2016 296 17.9
19 1 1 1 9789897222672 4/21/2016 408 18.8
20 3 3 0 9789896650728 4/21/2016 444 4.34 17.9
21 3 6 1 9789892335179 4/21/2016 336 3.76 16.9
22 2 2 0 9789892335032 4/21/2016 248 3.76 16.5
23 1 5 1 9789722059497 4/21/2016 224 3.76 14.9
24 4 2 0 9789897414619 4/21/2016 419 4 18.9
25 1 4 1 9789722059749 4/21/2016 288 16.9
26 5 6 1 9789896577643 4/21/2016 320 3.91 18.85
27 4 3 0 9789725305690 4/21/2016 416 3.93 15.9
28 1 2 1 9788416502530 4/21/2016 672 3.74 19.9
29 1 6 1 9789722059725 4/21/2016 496 4.33 19.9
30 5 2 0 9789896577711 4/21/2016 728 3.83 20.9

Table 3.5: The sequence of book placement at the beginning of the experiment (cycle 0). Row
and column are the row number (front to back) and column number (left to right) of the slot on
the table. ISBN is the unique numeric commercial book identifier. Placement Date is the date
that book is placed on the table. At cycle 0, we shuffle the books that are already on the table,
thus the placement date are the same for all books. Pages are page counts of the book. Goodreads
is the average rating at the social book cataloging site Goodreads.com. Price is the list price (AC)
of the book.
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Order Row Column Edge ISBN Placement Date Pages Goodreads Price
1 5 1 1 9789896232207 4/22/2016 176 3.65 15
2 1 1 1 9789722531733 4/22/2016 480 18.8
3 4 4 0 9789722531702 4/22/2016 264 4.26 16.6
4 2 1 1 9789896267490 4/29/2016 224 22
5 1 2 1 9789898839237 4/29/2016 320 3.74 18.79
6 4 2 0 9789898839558 4/29/2016 432 3.77 19.99
7 2 3 0 9789898839503 4/29/2016 256 4.27 16.99
8 2 2 0 9789898580405 4/30/2016 212 14
9 1 3 1 9789896761516 5/2/2016 168 3.28 14.4
10 5 2 0 9788416502646 5/2/2016 432 17.7
11 2 5 0 9789897414657 5/2/2016 328 3.77 16.6
12 1 4 1 9789722059688 5/2/2016 360 4.18 18.9
13 3 2 0 9781523371433 5/2/2016 312 4 16
14 5 3 0 9789897414305 5/3/2016 256 16.9
15 5 6 1 9789722059886 5/3/2016 248 3.96 16.9
16 4 6 1 9789724750415 5/3/2016 408 3.73 19.9
17 4 3 0 9789899947030 5/3/2016 160 4.39 14
18 5 4 0 9789899947047 5/3/2016 134 3.91 13
19 4 5 0 9789722356206 5/3/2016 184 4.2 13.9
20 3 6 1 9789896415891 5/3/2016 464 4.13 23
21 3 1 1 9789720048202 5/3/2016 320 16.6
22 4 1 1 9789896416003 5/3/2016 160 16
23 3 4 0 9789896416133 5/4/2016 400 3.99 16
24 2 4 0 9789896650650 5/4/2016 528 4.18 19.9
25 3 3 0 9789896577490 5/4/2016 288 4.27 17.7
26 2 6 1 9789896650865 5/4/2016 164 15.9
27 1 6 1 9789897022005 5/4/2016 200 4.12 15
28 1 5 1 9789897541858 5/4/2016 288 17.5
29 5 5 0 9789898827500 5/4/2016 304 3.8 16.9
30 3 5 0 9789722357944 5/4/2016 368 3.94 18.9

Table 3.6: The sequence of book placement at the beginning of the experiment (cycle 1). Row
and column are the row number (front to back) and column number (left to right) of the slot on
the table. ISBN is the unique numeric commercial book identifier. Placement Date is the date
that book is placed on the table. Pages are page counts of the book. Goodreads is the average
rating at the social book cataloging site Goodreads.com. Price is the list price (AC) of the book.
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Order Row Column Edge ISBN Placement Date Pages Goodreads Price
1 4 5 0 9789722357722 5/4/2016 224 3.92 13.9
2 5 1 1 9789897223013 5/6/2016 280 3.9 17.7
3 5 6 1 9789897220630 5/6/2016 1198 4.33 27.7
4 2 1 1 9789896379513 5/6/2016 368 17.76
5 5 4 0 9789897223006 5/6/2016 280 2.98 17.7
6 1 2 1 9789896379438 5/6/2016 224 3.61 16.9
7 5 5 0 9789897414664 5/10/2016 392 3.84 15.9
8 2 6 1 9789892334981 5/10/2016 312 3.62 16.5
9 3 6 1 9788416502547 5/10/2016 352 3.54 17.7
10 2 2 0 9789897414916 5/10/2016 280 15.9
11 5 3 0 9789720048349 5/11/2016 400 18.8
12 2 5 0 9789722530521 5/13/2016 320 3.79 16.6
13 2 4 0 9789896228187 5/13/2016 310 16
14 3 4 0 9789897102479 5/13/2016 496 3.92 15.98
15 3 3 0 9789722531146 5/13/2016 664 3.38 18.8
16 4 4 0 9789896443962 5/13/2016 472 17.7
17 2 3 0 9789892335223 5/17/2016 304 4.14 14.9
18 1 4 1 9789722358224 5/18/2016 328 3.84 17.9
19 1 6 1 9789896577810 5/18/2016 504 4.02 19.95
20 4 2 0 9789896650674 5/18/2016 552 4.04 21.9
21 3 5 0 9789897542336 5/18/2016 232 4.67 17.5
22 1 1 1 9789896577209 5/18/2016 336 4.03 17.95
23 1 3 1 9789722358255 5/18/2016 312 4.3 16.9
24 3 1 1 9789897061431 5/23/2016 304 15.99
25 4 3 0 9789896232214 5/23/2016 384 4.24 19
26 1 5 1 9789898839138 5/23/2016 368 3.86 17.69
27 5 2 0 9789898839893 5/23/2016 448 3.25 20.99
28 4 1 1 9789898839664 5/23/2016 320 3.87 17.69
29 3 2 0 9789898839879 5/23/2016 320 3.58 18.79
30 4 6 1 9789897414763 5/24/2016 208 13.9

Table 3.7: The sequence of book placement at the beginning of the experiment (cycle 2). Row
and column are the row number (front to back) and column number (left to right) of the slot on
the table. ISBN is the unique numeric commercial book identifier. Placement Date is the date
that book is placed on the table. Pages are page counts of the book. Goodreads is the average
rating at the social book cataloging site Goodreads.com. Price is the list price (AC) of the book.
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Chapter 4

Recommender Systems in Physical

Retailing: Practices, Prospects and Policy

Perspectives

4.1 Introduction

Today the business performance of physical retail industry is challenged by falling profit mar-

gins, rising cost pressures and intensified competition with online retailers (Brynjolfsson and

Smith, 2000; Brynjolfsson et al., 2009; Lieber and Syverson, 2012). IT-related advances facili-

tate online retailers to maintain a nearly unlimited yet personalized “virtual inventory” that affect

the market outcomes divergent from the traditional retailing (Brynjolfsson et al., 2009, 2011).

For example, Brynjolfsson et al. (2003) show that the number of book titles available at Ama-

zon.com is more than 23 times larger than the number of books of a Barnes & Noble superstore
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and 57 times greater than in a large independent bookstore. Meanwhile, the enhanced search

features, such as price comparison tools and recommendation engines allow consumers to locate

and acquire information about product and price at much lower costs (e.g. Bakos, 1997; Smith

and Brynjolfsson, 2003; Oestreicher-Singer and Sundararajan, 2012b). These benefits lead to

the proliferation of E-commerce and pose significant challenges for brick and mortar retailers

to compete for their sustainable growth. According to the latest reported statistics, E-commerce

sales for U.S. retailers increase over 50 times from 1998 to 2013, reaching 261 billion dollars,

whereas the total sales merely double during the same period (U.S. Census Bureau 2015).

Despite setbacks, the future of retail will continue to be solidly anchored in conventional

channel. Grieder et al. (2014) predict that more than 80 percent of U.S. retail sales will still re-

main within the walls in 2020. It is just not surprising that consumers prefer shopping non-digital

products in physical retail stores: they can inspect products with sensory experience, engage with

salespeople for assistance, consume immediately after purchase and return unwanted items with-

out delivery lags (Burke, 2002; Forman et al., 2009; Lieber and Syverson, 2012). However, to

survive and prosper in the current competitive environment, brick and mortar retailers have to

make necessary adaptations to seamlessly integrate digital innovations in their most valuable

channel - physical stores (Rigby, 2011). For example, German retailing giant Metro Group de-

ployed several technologies, such as interactive kiosk, digital signage, electronic price tags and

RFID chips in its newly opened “Extra Future Store” and reported high level of appraisal from

consumers that has led to higher sales (Kalyanam et al., 2010). Likewise, British luxury brand

Burberry’s flagship store on Regent Street in London provides customers with an exciting shop-

ping environment empowered by augmented reality: when consumers place products on a RFID
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embedded platform, they can see how those products fit on them through a projected image

(Brown et al., 2014).

Online retailers increasingly rely on information systems such as recommender systems to

ostensibly ease the search efforts for consumers when browsing through from the large variety

of products (e.g. Hinz and Eckert, 2010; Senecal and Nantel, 2004). These systems provide

substantial value for both consumers and retailers. On one hand, consumers are now living in

an information-rich shopping environment and often faced with the “paradox of choice” when

they are overwhelmed by the growing product assortment sizes (Schwartz, 2015). Typically, they

initially incur search costs in discovering and processing product information from a myriad of

choices and then only focus on a subset of alternatives before making purchase decisions (Haubl

and Trifts, 2000; Mehta et al., 2003). Recommender systems can select relevant information

to help consumers better match their preferences through reducing search costs and uncertainty

associated with the information search (Ariely, 2000). On the other hand, retailers benefit from

recommender systems to not only increase sales through enhancing both up-selling and cross-

selling opportunities, but also build up consumer’s perceived usefulness and loyalty (Schafer

et al., 2001; Pathak et al., 2010). Therefore, the use of recommender systems has become a

ubiquitous feature for most of major companies within their services (Jannach et al., 2016). For

example, Netflix heavily leverage recommender systems to present movie suggestions to its users

and influence about 80% of all streaming hours (Gomez-Uribe and Hunt, 2016).

Although recommender systems become so prevalent in online channel in recent years, sys-

tematic investigation on how physical retailing can benefit from its use to increase business val-

ues still lacks (Walter et al., 2012). In particular, as technological advances enable physical
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retailers to understand consumer preferences through tracking consumer behavior in a multi-

tude of dimensions, there is a growing interest in learning how recommender systems built on

evolving technical infrastructure in physical retailing would affect consumer choices and market

outcomes. The emerging technologies bring about both opportunities and challenges for phys-

ical retailers to make use of recommender systems, and also raise public policy implications

associated with the current and future practices in a similar fashion as in online world.

One recent notable example is Amazon Books, a physical extension of Amazon.com that

integrate the offline and online shopping experience to help shoppers find desired books. More

specifically, Amazon’s physical bookstores select books based on a variety of metrics that reflect

the consumer preferences, such as customer ratings and sales on its online channel and display

these books under different recommendation schemes that resemble the online shopping inter-

faces. For example, Figure 4.1 shows a shelf display inside the Amazon’s physical bookstore

that recommends the book placed on the right based on its similarity to the book placed on the

left (Wingfield, 2017). We show this display in an abstract form and show that such display

essentially represent three different recommendation schemes: 1) product information in terms

of product reviews and ratings; 2) item similarity between the two books; and 3) product place-

ment recommendations. In most cases, as physical retailers provide recommendation implicitly

through placing books at different slots, these practices essentially mark the potential for them

to provide comparable recommendation services as in online setting.

In this chapter, we take an interdisciplinary approach to identify existing solutions and future

opportunities that leverage emerging technologies to bring recommender systems to physical

retailing. More specifically, we extend the conceptual framework for personalized recommen-
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Figure 4.1: Example of book display inside the Amazon’s physical bookstore that uses three
recommendation schemes: 1) product information such as reviews and ratings; 2) item similarity
between two neighboring books; 3) product placement recommendations.

81



dation and discuss about the existing solutions and potential opportunities in designing and im-

plementing recommender systems in each stage of recommendation process. Then we discuss

policy concerns that arise when applying recommender systems in physical retailing and provide

policy recommendations mainly from three aspects. First, we examine whether physical rec-

ommender systems would promote or hinder consumer welfare, especially when retailers have

incentives to manipulate the system design for profitability. Policy makers should be concerned

about potential welfare loss when retailers mislead consumer preferences by manipulating their

system design. Second, we examine whether physical recommender systems raise the same level

of privacy concerns as in online setting, in particular when advanced retail tracking technolo-

gies to capture consumer behavior data have been extensively used in physical retailing industry.

Third, as newly enacted data protection regulation potentially prohibits algorithmic profiling that

lacks clear human interpretability in use, we note its impact on automated recommendations in

physical recommender systems and discuss about how to provide explanation to accompany rec-

ommendations. Note that our policy recommendations are not in isolation from those in online

setting, and instead we aim to bridge the the gap about policy discussions between online and

offline context, while highlighting the distinctive features in retail stores.

4.2 Current Practices of Physical Recommender Systems

4.2.1 Non-Personalized vs. Personalized Recommendations

Physical retailers have long adopted certain recommendation schemes as part of marketing strat-

egy even before the widespread use of recommender systems in online setting. For example,
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bookstores often recommend book collections that are derived from either manual selection (e.g.,

editor choice) or simple statistical summaries (e.g., best seller) in prominent spots (Schafer et al.,

2001). This type of recommendation is regarded as non-personalized, i.e., every customer gets

the same recommendation independent of their tastes. Non-personalized recommendation is

commonly used in retail store displays because it does not require input from particular cus-

tomer and thus easy to implement (Schafer et al., 1999). By contrast, recommender systems

in E-commerce also deliver personalized recommendations that are tailored to customer’s own

preferences. This type of recommendation requires extra information about individual customers

and items, such as demographic characteristics, past browsing or purchase patterns, item charac-

teristics, etc., to establish one-to-one marketing relationship (Ansari et al., 2000). Several stud-

ies showed that personalized recommendation outperforms non-personalized recommendation

in terms of better identifying customer interests and increasing customer satisfaction and loy-

alty (Liang et al., 2006; Zhang et al., 2011) and have greater influence on their product choices

(Senecal and Nantel, 2004).

4.2.2 Conceptual Framework

Murthi and Sarkar (2003) conceptualized the personalized recommendation process into three

stages, as shown in Figure 4.2: i) learning stage involves collection of consumer data and in-

ference about their preferences; ii) matching stage provides relevant product recommendations

based on the knowledge about the consumer; iii) evaluation stage develops appropriate met-

rics for assessing the effectiveness of learning and matching efforts. We extend this conceptual

framework in physical retailing context with specific policy issues at each stage detailed as below.
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Figure 4.2: Conceptual Framework of Personalized Recommendation Process

First, physical retailers need to gather enough data to discern consumer preferences before

offering them desired products. Traditionally, retailers directly interact with consumers, e.g.,

through training salespeople or using surveys to receive individual feedbacks. However, con-

sumers are generally unwilling to reveal much information unless they perceive clear benefits.

Also, these approaches are rather expensive when taking into account of labor cost and thus may

not be very effective (Lu et al., 2016). By contrast, online recommender systems enjoy many

advantages from electronic data collection, as automated engine enables to instantaneously track

and record consumer behavior through user registration or with the help of IP address or a cookie

and can generate truthful data to avoid self-reported bias (Murthi and Sarkar, 2003). Therefore,

it is crucial for physical retailers to equip certain digital technologies that allows real-time data

collection and storage during the learning stage.

Second, once physical retailers obtain the information about the consumer behavior, they

need to employ various algorithmic recommendation techniques to match a set of relevant prod-

ucts to the focal consumer accordingly. These techniques usually can be classified as content-
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based, collaborative filtering and hybrid (Adomavicius and Tuzhilin, 2005). Content-based rec-

ommenders utilize characteristics of items that the consumer liked previously and recommend

additional items with similar characteristics. For example, a Sci-Fi movie fan may receive rec-

ommendations of more Sci-Fi movies, illustrated as “because you watched this movie” in Netflix.

Collaborative filtering recommenders utilize characteristics of the consumer and recommend ad-

ditional items that other consumers with similar preferences liked previously. Amazon’s fre-

quently used recommender showing “people who viewed/bought this item also viewed/bought”

is a typical collaborative filtering example. However, each of the two types of recommenders has

its own advantages and limitations: content-based recommenders may be effective at providing

recommendations for new items but not new users that lacks the history of their past preferences;

whereas collaborative filtering recommenders suffer from recommending new items that have

never been rated. Hybrid approaches combine content-based and collaborative filtering methods

in various ways to achieve some synergies between them. Physical retailers need to place priority

on the design of recommender systems during the matching stage, particularly when taking into

consideration of their profitability.

Third, evaluation of recommender system designs primarily focused on the accuracy metrics

that empirically measure how well recommender systems infer the true preference of given users,

e.g. to predict top N items that users are most likely to purchase (as exemplified by the well-

known Netflix Prize competition) (Herlocker et al., 2004). More accurate recommendations can

better capture consumer interests, especially when consumers do not have specific purpose in

mind and thus result in higher decision-making satisfaction and quality (Liang et al., 2006; Zhang

et al., 2011). However, accuracy-based recommender systems may yield suboptimal quality of
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recommendations, because a recommender can achieve high accuracy by safely giving users

easy-to-predict items with little value, such as very popular or common ones that users are likely

to purchase anyway (McNee et al., 2006). To increase the usefulness of recommender system,

Herlocker et al. (2004) suggested to include measures of product diversity into the system design,

e.g., to recommend wider range of relatively unknown items to users, while keeping accuracy loss

to a minimum (Adomavicius and Kwon, 2012). Empirical evidence showed that recommending

diverse products to consumers may improve retention rates, which in turn create better sales

performance (Park and Han, 2013).

Moreover, physical retailers should also center around increasing consumer’s trust in the

recommender systems. The consumer’s trust plays an important role in influencing their in-

tention to use the recommender systems (Wang and Benbasat, 2005). Panniello et al. (2016b)

argue that when trust is low, physical retailers should aim at restoring trust even at a cost of

profit reduction. On one hand, recommender systems may appear less trustworthy compared

with other recommendation sources, such as from other consumers (Senecal and Nantel, 2004).

However, development of recommender systems evaluated in a combination of accuracy and di-

versity can enhance cognitive consumer trust (Komiak and Benbasat, 2006). On the other hand,

given that physical retailers have full control of recommender systems designs, they have incen-

tives to manipulate what items to recommend and how to present to consumers (Pathak et al.,

2010). The consumer trust in recommender system is susceptive to the consumer’s perception of

recommendations’ manipulation. Therefore, evaluating performance of recommender systems

involves many factors beyond accuracy. Retailers need to find a good balance between these

evaluation metrics for recommender system design and build long-term trustworthy relationship
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with consumers that also benefits to their business objectives.

4.2.3 Recommender Systems Applications in Retail Stores

As we discussed in Chapter 3, physical retailers increasingly leverage marketing intelligence

tools to capture and analyze multiple aspects of individual shopping behavior (Wedel and Kan-

nan, 2016). For example, it is not uncommon nowadays for retailers to deliver personalized

newsletters with coupon to consumers based on their purchase history recorded via loyalty cards.

However, purchase history data does not reflect consumer’s in-store decision-making process.

Thus physical retailers need to deploy appropriate pervasive infrastructure in situ to learn about

consumer preferences and influence the choice prior to purchase, thanks to the recent develop-

ment in ubiquitous computing field.

Several important differences between E-commerce websites (which track consumer’s path to

purchase via event-driven clickstreams) and retail stores make the recent development of ubiqui-

tous computing systems particularly useful to construct accurate user models in the latter (Walter

et al., 2012). The physical shopping environment tends to be more heterogenous and complex

compared to the online setting: shoppers need to visit many store areas and interact with items

on the shelves, whereas they can have access to online product information from the same venue.

The physical movement of shoppers requires sensing technologies to continuously monitor user

activities across both spatial and temporal dimensions. Also, similar to the scenario of “who

clicks what items” in clickstreams, interactions between shoppers and items need to be identi-

fied on both sides. The concept of “ubiquitous recommender systems” built upon autonomous

networked sensing infrastructure may help retailers to address technical challenges to the con-
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struction of user preference model in physical world (McDonald, 2003).

There have been numerous attempts to the design and implementation of recommender sys-

tems in physical retailing context. We do not aim to perform an exhaustive survey in this chapter

which is beyond the scope (see e.g. Anacleto et al. (2011) for an overview), but only highlight

several key applications from technical perspectives. Lawrence et al. (2001) equipped supermar-

ket shoppers with PDAs that allow them to submit their order for subsequent pickup at the store.

The product recommendations are made offline based on the purchase history and only available

to consumers for their next purchase. Miller et al. (2003) also used PDAs connected to network

to help shoppers to select movies from online recommender systems. However, these pioneering

works tend to ask consumer directly about their preferences, while ignoring valuable information

about in-store consumer behavior.

In order to provide personalized recommendations for consumers at the point of purchase,

physical retailers employ various technologies to track consumer behavior and learn about their

preferences. A growing number of applications rely on RFID technology to sense the shopper-

product interaction, as nowadays products and shopping carts are usually tagged with RFID chips

that can be read and uniquely identified wirelessly. Decker et al. (2003) augmented shelves with

RFID antennas to monitor the accurate location of RFID-tagged products as well as electronic

price labels to show customized prices and texts. This “smart shelf” technology can detect shop-

per’s action, such as picking a product and direct shopper’s attention to read the recommendation

message at that moment. Kowtsch and Maass (2010) attached RFID reader to PDA that can

scan products to obtain detailed information together with related recommendations shown on

the PDA screen.
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The widely used smartphones open the new door for physical retailers to know more about

consumers. There are many sensors embedded within the smartphones that may be very useful to

infer shopping path inside the store, such as GPS, Wi-Fi, Bluetooth, etc. On one hand, retailers

can deploy networked sensors to cover the area of store and compute shopper’s location using

the signal strength of the smartphone. On the other hand, each smartphone has a unique MAC

address that can be used by retailers to uniquely identify the shopper. For example, Bajo et al.

(2009) proposed a shopping multi-agent system that detects signals from Wi-Fi and Bluetooth to

infer shopper’s location in a shopping center and provide guidance on travel plan accordingly.

However, almost all these applications are merely isolated prototypes and still far from pro-

viding comparable personalized online shopping experience. Moreover, little is known about the

impact of physical recommender systems on the individual choices and market outcomes. We

will cover some potential opportunities in the next section.

4.3 Prospects of Physical Recommender Systems

Although the use of online recommender systems has exploded in recent times, it is imperative

for physical retailers to leverage evolving new technologies to build comparable recommender

systems to guide the consumers to the desired products. Given the recent technological advances

in Internet of Things (IoT), AI and Cloud Computing resources, we believe that physical retailers

have great potential in designing and implementing recommender systems in retail stores. We

discuss about prospects of physical recommender systems from the perspective of three stages

of recommender system design in conceptual framework.

89



First, as retailer’s IT capabilities rise rapidly in order to gain competitive advantages, intel-

ligent applications built upon pervasive IoT infrastructure that can enhance in-store shopping

experience also proliferate. In particular, retail tracking and analytics leverage interconnected

smart sensors to monitor consumer’s movements and actions and provide rich in-store patterns.

For example, Ganesan et al. (2016) showed that video feeds collected from surveillance cameras

can be used to identify shoppers’ physical characteristics, such as their demographics, age range

as well as how they navigate, consider and determine the item choice. Costa (2014) described

a set of applications that track shopper’s location in retail stores by probing the signal strength

from smartphones. Also, as physical loyalty cards have been quickly replaced by mobile apps,

retailers can apply video and location analytics and further link the results with the loyalty pro-

gram to gain business insights about individual consumer’s profiles and preference signals in

a situational context, such as items picked, dwell time before the shelf, etc. Thus it is natural

to combine consumer behavior data from different sources through sensor fusion techniques to

greatly improve the performance (Clifford and Hardy, 2013).

Adomavicius et al. (2005) proposed to incorporate the contextual information into recom-

mender system design as context-aware recommender systems (CARS). Essentially, CARS fac-

tor in a set of contextual factors to characterize the specific physical or environmental informa-

tion, such as time and location (Adomavicius et al., 2011). Prior works demonstrated that CARS

outperform other types of recommender system not only in terms of relevancy (Panniello et al.,

2009), but also in terms of trust and other critical business performance measures (Panniello

et al., 2016a). Buser (2007) argued that the CARS design may also bring values to both con-

sumers and sellers in physical retailing. Recommenders that lack input of individual profiles but
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take the current context into account could still offer satisfactory personalized services (Walter

et al., 2012). Therefore, the combination of advanced tracking solutions enables unobtrusive

and accurate data collection and preference identification in retail stores, which is of paramount

importance in the learning stage of recommendation process.

Second, as retailers have incentives to manipulate recommender system to serve their eco-

nomic goals, the recommender system design has drastically evolved to integrate profitability

factors (Chen et al., 2008). Typically, the profit-based recommender systems adjust the item

recommendations toward ones with higher margins. For example, several E-commerce vendors

(including Amazon and Netflix) admitted to tweak its product recommendations to boost prof-

itability with human intervention (Pathak et al., 2010). However, manipulating the outcomes of

recommender systems may erode consumer trust, if consumers become aware of and perceive

negatively about such manipulations (Simonson, 2005). Thus previous studies suggested rec-

ommender system design to balance several variables, such as recommendation’s relevance, re-

tailers’ expected revenues and consumers’ trust in the recommendation (Panniello et al., 2016b).

For example, both Azaria et al. (2013) and Chen et al. (2008) demonstrated that modifying rec-

ommendations for profit maximization may be preferred by retailers without significant loss in

recommendation accuracy and user satisfaction. Therefore, profit-based physical recommender

systems lead to new design direction in the matching and evaluation stages of recommendation

process different than the ones that best match consumer’s preferences.

Third, complex machine learning models have been increasingly implemented in the match-

ing stage of recommendation process to predict the consumer’s preferences at a massive scale

(Jannach et al., 2016). However, the “black-box” nature of many of these models tend to pro-
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vide obscure recommendations that do not disclose the inner-workings of recommender systems

(Friedrich and Zanker, 2011). Consumers may have difficulty in comprehending the underly-

ing reasoning about item recommendations, which in turn decrease their trust and satisfaction in

using the recommender systems (Wang and Benbasat, 2007). The provision of explanations is

particularly favorable for physical recommender systems design, because contextual factors (e.g.

physical or social context) may serve as high-quality supporting information to gain consumers’

trust.

To sum up, we anticipate recommender system to be well received in physical retailing in the

near future, due to the advances in terms of both technology and CARS design. More specifi-

cally, ubiquitous shopping environment enables physical retailers to capture in-store consumer

behavior and infer preferences in a situational context through sensor fusion and large-scale an-

alytics. Then, contextual factors may be incorporated to complement the traditional matching

models and help to provide consumers with more relevant recommendations as well as associ-

ated explanations. For example, Lu et al. (2016) proposed an application of recommender system

in a retailing chain for garment shoppers. The systems uses in-store cameras to capture the try-on

video data and makes inferences about shoppers’ preferences based on facial expression recog-

nition. The systems then identifies shoppers with similar preferences and recommendations are

made through collaborative-based matching model, which improve the experiences of garment

shoppers and increase product sales. Moreover, similar to the online setting, physical retailers

may also consider to place the profitability factors into the recommender system design. All

these issues may potentially affect consumers’ responses and market outcomes and therefore

raise policy concerns to be addressed for consumer protection purposes.
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4.4 Policy Perspective for Physical Recommender Systems

As policy makers aim to protect consumers in retail sector and is responsible for the enforcement

of consumer law, it is important for them to understand whether using recommender systems

in physical retailing would promote or hinder the consumers’ decision-making while preserving

their rights effectively. We cover three important policy implications that arise when physical

retailers incorporate recommender systems into their business services across three stages of rec-

ommendation process: 1) welfare implications when physical retailers choose the recommender

systems design to maximize the profits ; 2) privacy protection when consumer data is collected,

stored and processed using emerging technologies; and 3) human interpretability in algorithmic

recommendation techniques.

4.4.1 Welfare Implications for Physical Recommender Systems

As we explained in previous sections, welfare implications from using physical recommender

systems remain ambiguous, due to the limited empirical studies on its impact on the individual

consumer choice and market outcomes. We next discuss about potential welfare changes for

using recommender systems in physical retailing through a comparative analysis of recommender

systems in online setting.

In general, consumer welfare may increase as recommender system are introduced in retail-

ing industry for consumers to browse and compare products, relative to when such practices are

unavailable for the following reasons. First, recommender systems enable the reduction in search

costs that facilitates consumers to build short and ordered lists with high utility among many al-
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ternatives, which prevent the negative effect of cognitive loads on consumer welfare (Botti and

Iyengar, 2006). This is consistent with the effects brought by similar digitized innovations, such

as shopbots and search engines (Baye et al., 2013). Second, recommender systems help con-

sumers to ease the uncertainty associated with the purchase of new products from expansive

product assortment (Brynjolfsson et al., 2003). In physical retailing context with even higher

search costs, recommender systems may also work to promote consumer welfare to a greater

extent. In particular, physical retailers may choose to incorporate contextual information to im-

prove the accuracy of the recommender system, which in turn persuade consumers to take the

recommended products without searching for more alternatives (Choudhary and Zhang, 2016).

Therefore, consumers would also benefit from the provision of recommender systems in retail

stores to aid them to locate desired products with less search efforts.

Numerous studies showed that recommender system designs play a significant role in shap-

ing both individual and aggregate consumer choices, and thus may have differential impact on

the consumer welfare, particularly with respect to different user and product segments. On one

hand, lower search costs resulted from personalized recommendations may decrease the sales

concentration (Anderson, 2006, p.52-57). Brynjolfsson et al. (2011) analyze a multichannel re-

tailer that offers exactly the same product assortment online and offline, and find that consumer’s

usage of online recommender systems lead to higher demand for niche products that would oth-

erwise be undiscovered. Likewise, Oestreicher-Singer and Sundararajan (2012a) show empirical

evidences of flatter distribution of demand at Amazon’s online bookstore. As such, consumers

who prefer niche products are better off, because they can shift away from mainstream products

to better match their preferences, which would not be the case without recommender systems
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due to high search cost (Hinz and Eckert, 2010). On the other hand, conflicting findings are

reported when retailers choose different recommender system designs. Fleder and Hosanagar

(2009) find that collaborative filtering based recommender systems tend to reduce sales diversity

by favoring popular products with sufficient historical information, whereas individual diversity

can increase. Hosanagar et al. (2014) further demonstrate that recommender systems that are

assumed to cause fragmentation among the consumers and diversify demand, instead lead them

to consume a more similar mix of products after recommendations. Along these lines, concerns

about welfare loss at the societal level due to the fragmentation are mitigated.

As explained in the previous chapter, physical retailers with high inventory cost can only ac-

commodate limited product variety and tend to place mainstream products at the prominent spots,

i.e. niche products typically have higher search costs relative to the online channel. Personalized

recommendations would similarly allow consumers to incur much lower search costs for niche

products and result in more dispersed demand, while mainstream products still maintains the

lion’s share (Tan et al., 2016). Such improvement in consumer search can also drive physical

retailers to include niche products that would otherwise remain unavailable (Yang, 2013). Ac-

cordingly, introduction of physical recommender systems may lead welfare gains particularly for

the niche consumer segment.

However, retailers do not always benefit from the introduction of recommender systems in

terms of their profitability without carefully tuning the designs (Li et al., 2014). For example,

Hinz and Eckert (2010) illustrate the negative consequences of recommender systems on profits

in terms of unfavorable shift in demand to niche products with lower margins. In response to this,

Hervas-Drane (2015) suggest to over-represent mainstream products relative to their potential
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customer base, at the expense of a larger search cost increase for niche products. This indicates

that retailers have incentives to manipulate the recommender systems for profit-maximization

purposes (Pathak et al., 2010). Moreover, several studies demonstrated that bias in recommender

systems may deliberately mislead consumer preferences (Adomavicius et al., 2013; Prawesh and

Padmanabhan, 2014), e.g., toward more profitable items (Panniello et al., 2016b). Such profit-

based recommender system designs raise welfare concerns that have not been addressed until

recently. Theoretical work by Choudhary and Zhang (2016) showed that welfare changes is con-

tingent on the accuracy of the recommender systems. In particular, retailer’s profit increases on

the expense of consumer welfare, when targeting consumers with accurate product recommen-

dations that have higher profit margins. Ferreira et al. (2016) empirically show the evidence

of welfare loss generated by profit-based recommender systems. However, they also show that

profit-based design may yield higher consumer welfare than traditional non-personalized design,

implying that personalized recommender systems can still be useful, even when retailers consider

to balance the recommendations’ accuracy and product profitability for their own good.

4.4.2 Privacy Concerns associated with Retail Tracking Technologies

Physical retailers are facing the privacy-personalization tradeoff when applying physical rec-

ommender systems, because typically they need to extract more features such as the contextual

in-store shopping behavior or cross-link multiple sources to augment the user models and in re-

turn provide consumers with more personalized recommendations (Awad and Krishnan, 2006).

Friedman et al. (2015) performed extensive reviews on privacy risks imposed by the recom-

mendation process and put privacy-enhancing solutions into three categories: 1) architectural
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approaches that minimize the data leakage threat through system design; 2) algorithmic tech-

niques that apply cryptographic tools to protect the data; and 3) policy solutions to mandate the

privacy protection through privacy laws or industry-wide self-regulations. We can further con-

sider the first two approaches as technical solution and the last approach regarding the policy

activities as non-technical solution that will be main focus in this section.

Major policymakers always aim to protect consumer privacy, not only through informing leg-

islators to develop laws and policies governing privacy, but also urging retail sector to propose

more effective self-regulatory guidelines. Although the self-regulatory practices to responsibly

manage online data have been addressed, how such efforts may apply in physical contexts is

largely under-explored (Sheehan and Hoy, 2000). In 2010 and 2012, FTC proposed and further

amended a framework (referred hereafter as the Privacy Framework) for consumer privacy pro-

tection in the era of rapid technological change to reflect its longstanding objective to ensure Fair

Information Practice Principle of Privacy Act (FTC, 2012). In particular, the Privacy Framework

is issued as the guideline for all “commercial entities” that collect and use consumer data as they

develop the best practices to operationalize privacy protection within their businesses. This en-

sures equal applicability to both online and offline retailers, implying that physical recommender

systems should be subject to the privacy regulation to the same extent as in online context when

retail tracking technologies are used.

FTC mandates the “commonly accepted practices” that companies can engage in without of-

fering consumer choice. As such, online retailers need not provide choice when making product

recommendations based on prior purchases that are believe to be acceptable. However, the use

of recommender systems potentially fails to fit in full scope of “first-party marketing” at large,
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in the following scenarios when physical retailers may 1) deliver contextual recommendations

through tracking shoppers through the use of sensors embedded in the third-party sources (e.g.

the geo-location data from user’s smartphone beyond the physical retail store) or across online

third-party channels; 2) share the data with third-party firms to perform analytics.

Moreover, the Privacy Framework applies to the data that is “reasonably linkable to a specific

consumer, computer or device”, i.e., the data that contains ”personally identifiable information”.

As the technological advances and the combined data from sources increasingly lead to a re-

identification of traditional anonymous data, the scope of the privacy protection may essentially

extend to a wide range of retail tracking practices. For example, cross-device tracking that en-

ables retailers to combine information about consumer from both online and offline channel may

fall into the scope of the Privacy Framework (FTC, 2017). Therefore, following the principles

proposed in the Privacy Framework, we discuss about the implications of applying recommender

systems in physical retailing as below.

Privacy by Design

Recommender systems used in physical retailing should place obligations to treat consumer data

responsibly, by incorporating substantive privacy protections into the design of recommender

systems. For example, physical retailers may consider introducing privacy-preserving system

architecture that can compute recommendations without explicitly knowing the consumer’s data

in each of the three filtering methods (Friedman et al., 2015). In particular, this mechanism aims

to take care of consumers who are highly sensitive to disclose their information. Moreover, the

Privacy Framework recommends the collection and retention of consumer data to purposes con-
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sistent with the context in which consumers originally disclose their information. Recommender

used in physical retailing specifically address this issue by designing the system to collect the

contextual information for the purpose of providing personalized recommendation. Physical re-

tailers should provide prominent notice to consumers when their data collection and retention is

not for the use of physical recommender systems.

Simplified Consumer Choice

As physical retailers are increasingly creating linkage between multiple data sources to create

accurate consumer profiles, they should make mechanism of robust choice meaningful to con-

sumers. Tang et al. (2008) showed that clear disclosure can lead to enhanced consumer trust and

improve the social welfare. To this end, recommender systems used in physical retailing should

establish consumer choices as a baseline requirement to allows consumer to control over the

collection and use of their data. In particular, physical retailers should provide clear disclosure

about the data collection and use practices and offer consumer choice “in a context in which the

consumer is making a decision about her data”.

In general, two options are available in online data collection: 1) “opt-in” option that requires

the consumer’s affirmative express consent before data collection; 2) “opt-out” option that allows

consumers to choose whether or not to be tracked. However, the practicality of providing choice

in physical retailing needs further discussion, as it may incur extra costs to communicate with

consumers and highly depend on the context of technology use. For example, the logistic prob-

lems in physical retailing prevent effective communication of privacy notices with consumers at

the point of sale. The choice mechanism in physical retailing depends on the context and tech-
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nology and sensitive nature of collected data that recommender system is based upon (Soltani,

2015). More specifically, we can categorize technologies used in collecting in-store shopping

process into active monitoring technologies, which probe the shopping behavior through com-

municating with the consumer or device, such as mobile apps or persistent identifier from WiFi

hotspot or cellular provider; or passive monitoring technologies, which intercepts signals from

the consumer or device, such as cameras, passive cellular, WiFi and Bluetooth communications.

On one hand, the former draws consumer attention when users choose to join the WiFi hotspot

or uses the recommendation function on their app, thus should enable opt-in option to allow

consumers to receive benefits by providing contextual information. On the other hand, the latter

does not technically intrude shopping process such that physical retailers should make consumer

aware, e.g. though the signage that inform consumers about the collection and use of their data

and provide them with opt-out option. When the sensitive data such as facial information of the

consumer or specific consumer segment such as children is collected, the retailers should enable

the opt-in option regardless of the tracking technologies being used.

Tracking technology Identifier Active/Passive Opt-in/Opt-out

WiFi probing MAC address Active Opt-in during sign-up to hotspot
WiFi broadcast MAC address Passive Opt-out via do-not-tracking
Cellular tracking IMEI number Active Opt-in during sign-up to cellular service
Bluetooth sensing iBeacon identifier Active Opt-in via enabling service
Mobile shopping apps Consumer profiles Active Opt-in during sign-up to apps
Camera Video Passive Opt-out via signage and do-not-tracking

Opt-in for facial recognition

Table 4.1: Examples of retail tracking technologies for collection of in-store consumer data and
consumer choice option for privacy protection.

The Privacy Framework encourages the enforceable self-regulatory initiatives that simplify

disclosure and improve consumer choice mechanisms. For example, mobile location analytics
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companies now establish industry-wide code of conduct and offer consumers with choices to

opt-out of mobile tracking by registering the MAC address of smartphones at smart-places.org.

However, FTC still note the slow pace of self-regulation efforts and urge the industry to accelerate

to implement enforceable self-regulatory codes under the FTC Privacy Framework.

Moreover, the Privacy Framework continues to enforce the section 5 of FTC act to take

action against companies that fail to abide by self-regulatory initiatives in “unfair or deceptive”

practices. (See settlement with retail tracking firm Nomi that fails to commit its opt-out option

and mobile advertising firm InMobi that tracks locations of children without the consent).

Transparency of Tracking Practices

FTC recommends that provision of choice mechanism should be provided to consumers in a

”prominent, relevant, and accessible place at a time and in a context when it matters to them”. We

list specific recommendations as below and discuss how it applies to the physical recommender

systems. First, FTC encourages the development of standardized privacy statement for better

comprehension and comparison. Physical retailing industry should propose standard formats and

terminology for privacy statement applicable to the particular industry. Second, FTC mandates

companies to provide reasonable access to the consumer data they maintain. However, this may

impose extra costs for physical retailing industry to provide consumers with access to the data.

Instead, physical retailers may choose to provide consumers with control over the data used

for recommendation with certain granularity that does not outweigh the benefits. Third, FTC

encourages companies to educate consumers about privacy choices. Physical retailers should

consider to expand their efforts to educate consumers about their commercial recommendation
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practices, for example, make consumers aware of education material published by FTC.

4.4.3 Explainability of Recommender Systems

Recently, EU sets an important milestone for consumer data protection in the digital age, by

adopting new General Data Protection Regulation (GDPR) (Regulation (EU) 2016/679) that will

take effect in 2018 (European Commission, 2016). This regulation aims to define a unified

data protection framework for the collection, storage and processing of personal information

across the EU. In particular, the Article 22 of the regulation mandates consumers’ right to ob-

tain meaningful information about the logic behind the decision being made using algorithmic

profiling1, which potentially prohibits a wide range of machine learning algorithms with very

little interpretability in use, including many being heavily implemented in each of the stages in

recommendation process (Goodman and Flaxman, 2016).

The GDPR poses challenges for retailers to adapt the recommender systems to the new reg-

ulatory framework. As retailers characterize consumer preferences from many data sources in

the learning stage, the resulting high-dimensional consumer data that are transformed to low-

dimensional representation may be inherently difficult to interpret in the matching stage (Aggar-

wal, 2016, p.86). Moreover, many algorithms essentially function without transparency into the

inner-working of recommender systems and thus offering minimal explanations associated with

the recommendations (Tintarev and Masthoff, 2015). For example, content-based recommender

systems generally provide more explainable recommendations such as the presence of features

already shown in consumer’s activity, whereas it would be challenging for hybrid recommender

1Profiling is defined as “any form of automated processing of personal data consisting of the use of personal data
to evaluate certain personal aspects relating to a natural person”.
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systems to do the same, which use ensemble methods to represent recommendations from an

aggregation measure (Friedrich and Zanker, 2011).

Generating explanations to accompany recommendation is one of the key issues that matter

to the business performance of recommender systems during the evaluation stage. Tintarev and

Masthoff (2007) review the issue and show the importance of improving the quality of explana-

tion to increase usability of the recommendations. With the advent of GDPR, retailers should not

only focus on improving the accuracy, but also ensure the explainability of the recommendation

to satisfy consumers’ needs and gain their trust (Wang and Benbasat, 2007).

4.5 Discussion

Recommender systems become increasingly prevalent in online retailing, however, it is still chal-

lenging for physical retailers to provide comparative shopping experience in their retail stores.

As recent technological advances enable physical retailers to learn consumer preferences through

tracking consumer behavior in a multitude of dimensions and then making relevant recommen-

dations accordingly, there is a growing interest in understanding how recommender systems

built on evolving technical infrastructure in physical retailing would affect consumer choices

and market outcomes. In particular, the emerging technologies bring about both opportunities

and challenges for physical retailers to make use of recommender systems, and also raise pub-

lic policy implications associated with the current and future practices in a similar fashion as in

online world.

We perform an interdisciplinary approach to systematically investigate the current practices,
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future prospects and policy implications when applying recommender systems in physical re-

tailing. We extend the conceptual framework for personalization and discuss about the existing

solutions and potential opportunities in designing and implementing recommender systems in

each stage of recommendation process. More specifically, we find that physical recommender

system applications are mostly isolated prototypes that focus on solving technology challenges

but fail to reflect the impact on consumer behavior. However, as physical retailers may have great

potential in building ubiquitous shopping environment to capture consumer preferences through

many different sensors in retail stores, they can leverage the rich consumer data to incorporate

contextual information to improve the recommender system design.

We discuss about policy implications for the use of physical recommender system from three

perspectives. First, we examine whether physical recommender systems would promote or hin-

der consumer welfare, especially when retailers have incentives to manipulate the system design

for profitability. We find that introduction of recommender systems generally eases the con-

sumers’ search efforts to match the consumers’ preferences and increase the consumer welfare,

particularly to the greater extent for consumers in the niche market. However, the profit-based

recommender systems may help retailers to extract more consumer surplus, while still maintain-

ing their trust. Policy makers should be concerned about potential welfare loss when retailers

mislead consumer preferences by manipulating their system design. Second, we examine the

privacy concerns propose brought by the practices of using advanced retail tracking technolo-

gies to capture consumer behavior data. According to the privacy framework proposed by FTC,

physical retailers are subject to the privacy regulation at the same level as in online setting. Thus

retailers should 1) promote consumer privacy at every stage of the development and design of
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recommender system; 2) offer simplified choice contingent on the tracking technology in use

and obtain affirmative express consent before using consumer data; 3) ensure the transparency of

tracking and recommendation practices compliance with the privacy rules. Third, the automated

recommendation may be subject to the newly enacted data protection regulation, such that retail-

ers should place explanations to accompany the recommendations to present to the consumers.

All these issues highlight opportunities for retailers to design, implement and evaluate their rec-

ommender systems that offer convenience benefits and appropriate protection to consumers.
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Chapter 5

Conclusion

5.1 Summary of Findings and Policy Implications

As recommender systems have increasingly become prevalent to guide consumers to find their

desired products in many industries, understanding the impact of recommender systems on con-

sumer behavior is critical to business performance and raises important policy implications. In

this thesis, we examine the role of different recommendation schemes on consumers’ switching

and search behavior in two distinct case studies and followed with a comparative analysis be-

tween offline and online applications of recommender systems. Below we summarize the main

findings and policy implications from these studies.

In the first study, we look at the effect of peer recommendations on subscriber churn in

a large mobile network. We use the mobile phone dataset to analyze the relational dynamics

between millions of individuals with fine granularity. We account for peer influence as the effect

of number of churned friend on ego churn and perform generalized propensity score method
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to disentangle peer influence from confounding factors, such as homophily. We find that the

ego’s propensity to churn increases with the number of friends that churn. More specifically, the

cumulative effect of up to 5 friend churning is at best 10% and peer influence that arise from

strong friends churn are higher compared with weak friends churn, which is very indicative of

role of tie strength in moderating recommendations from peers.

As churn rate is frequently used as proxy measure of competitive dynamics in the wireless

industry, our results show that effective interpersonal communication may work as peer recom-

mendations to influence consumer to make informed switching decisions, which may facilitate

the competition among wireless carriers.

In the second study, we implement an in-vivo randomized field experiment to measure the

effect of product display recommendations on shopper behavior at the point of purchase in a

physical bookstore. We leverage video tracking technologies to monitor how shoppers respond

to random book placement, which induces random search costs. We show that books placed

at the edge of the table are more likely to be picked and taken than those placed at the center

of the table. This is unsurprising as shoppers are conspicuous by books placed at prominent

spots when browsing over the table due to the saliency effects. More interestingly, we also

show that conditional on being picked, shoppers are equally likely to take books placed at the

edge and at the center of the table. This suggests that display recommendations positively affect

consumer choice mainly through its effect on the search process and not through its effect on the

consideration process.

In our empirical setting, bookstore manager has incentives to place books with higher margin

at the edge of the table for longer time, as she knows that this may incur higher sales. In particu-
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lar, bookstore manager may strategically favor some publishers that she can collect more slotting

allowance. To this end, consumer welfare will decrease because consumers are likely to purchase

books that do not give them the highest utility, as a result of search cost obfuscation. Meanwhile,

as our display recommendation is non-personalized, retailers may also consider favoring prod-

ucts that match most consumers’ preferences. This would benefits mainstream consumers for

offering them wanted products with lower search costs but hurts niche consumers. As such,

retailers may enjoy market power over manufacturers through the design of recommendation

scheme.

In the third study, we perform an interdisciplinary approach to systematically investigate the

current practices, future prospects and policy implications when applying recommender systems

in physical retailing. We extend the conceptual framework for personalization and discuss about

the existing solutions and potential opportunities in designing and implementing recommender

systems in each stage of recommendation process. However, we find that physical recommender

system applications are mostly isolated prototypes that focus on solving technology challenges

but very limited in reflecting the impact on consumer behavior. As retailer’s IT capabilities rise

rapidly in order to gain competitive advantages, intelligent applications built upon ubiquitous

shopping environment show the great potential to capture in-store consumer behavior and infer

preferences in a situational context through sensor fusion and large-scale analytics. Such con-

textual information may be incorporated to complement the traditional recommender systems

design and help to provide consumers with more relevant recommendations.

The potential use of context-aware physical recommender system in physical retailing raises

several policy implications for the from three perspectives. First, we find that introduction of

109



recommender systems generally eases the consumers’ search efforts to match the consumers’

preferences and increase the consumer welfare, particularly to the greater extent for consumers

in the niche market. However, the profit-based recommender systems may help retailers to extract

more consumer surplus, while still maintaining their trust. Policy makers should be concerned

about potential welfare loss when retailers mislead consumer preferences by manipulating their

system design. Second, we examine the privacy concerns propose brought by the practices of

using advanced retail tracking technologies to capture consumer behavior data. According to

the privacy framework proposed by FTC, physical retailers are subject to the privacy regulation

at the same level as in online setting. Thus retailers should 1) promote consumer privacy at

every stage of the development and design of recommender system; 2) offer simplified choice

contingent on the tracking technology in use and obtain affirmative express consent before using

consumer data; 3) ensure the transparency of tracking and recommendation practices compliance

with the privacy rules. Third, the automated recommendation may be subject to the newly en-

acted data protection regulation, such that retailers should place explanations to accompany the

recommendations to present to the consumers.

5.2 Future Work

Our studies call for more empirical works to examine the impact of recommender systems on

consumer choices, especially in industries with limited applications, such as physical retailing.

We can further develop more sophisticated retail tracking technologies to detect and follow shop-

per’s trace with more granularity. For example, we can capture the time that consumers spend
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in the store to account for different levels of cognitive loads, which enables us to explore the

heterogenous effects of recommendations on each individual. Moreover, we can further com-

bine the sales data to measure the aggregated market outcomes. This would allow us to uncover

the linkage between the recommendations and business performance, while understanding the

underlying mechanisms recommender systems in reducing costs of consumer search.

In this thesis, as we have put together several methodologies that can be very useful to study

the causal impact of recommendations on consumer choices, we can also extend our findings in

recommender systems to the fields that have social impact, such as healthcare, unemployment,

etc. The public sectors typically hold rich data about the citizens across many dimensions and

aim to provide personalized services to them. Thus it would be helpful for us to design and

implement different recommendation schemes to ease the search efforts of citizens for better

healthcare service or employment opportunities, which would have significant impact on the

social welfare.
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