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Abstract 

 In this work, melt pool size in process mapped in power-velocity space for multiple processes 

and alloys. In the electron beam wire feed and laser powder feed processes, melt pool dimensions 

are then related to microstructure in the Ti-6Al-4V alloy.  In the electron beam wire feed process, 

work by previous authors that related prior beta grain size to melt pool area is extended and a 

control scheme is suggested.  In the laser powder feed process, in situ thermal imaging is used to 

monitor melt pool length. Real time melt pool length measurements are used in feedback control 

to manipulate the resulting microstructure. 

 In laser and electron beam direct metal additive manufacturing, characteristics of the individual 

melt pool and the resulting final parts are a product of a variety of process parameters. Laser or 

electron beam spot size is an important input parameter that can affect the size and shape of a melt 

pool, and has a direct influence on the formation of lack-of-fusion and keyholing porosity. In this 

work, models are developed to gain a better understanding of the effects of spot size across 

different alloys and processes. Models are validated through experiments that also span multiple 

processes and alloys. Methods to expand the usable processing space are demonstrated in the ProX 

200 laser powder bed fusion process. In depth knowledge of process parameters can reduce the 

occurrence of porosity and flaws throughout processing space and allow for the increased use of 

non-standard parameter sets. 

 Knowledge of the effects of spot size and other process parameters can enable an operator to 

expand the usable processing space while avoiding the formation of some types of flaws. Based 

on simulation and experimental results, regions where potential problems may occur are identified 

and process parameter based solutions are suggested. Methods to expand the usable processing 
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space are demonstrated in the ProX 200 laser powder bed fusion process. In depth knowledge of 

process parameters can reduce the occurrence of porosity and flaws throughout processing space 

and allow for the increased use of non-standard parameter sets. 
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Chapter 1: Introduction 

1.1  Additive Manufacturing 

Additive manufacturing (AM) is an automated manufacturing method that builds up parts by 

adding one layer at a time until completion. This method of manufacturing consists of processes 

ranging from desktop plastic 3D printers to industrial metal processes capable of producing final 

production parts. In most methods, the process begins with a computer aided design (CAD) model 

that is sliced into two dimensional layers before deposition paths and settings are generated. 

Deposition is accomplished by a few different methods which can affect the build rate, resolution, 

part quality, and more [1].  Work outlined in this thesis will focus on direct metal additive 

manufacturing processes (i.e. laser powder bed fusion, electron beam powder bed fusion, laser 

powder feed, and electron beam wire feed).  

Laser powder bed fusion (L-PBF) and electron beam powder bed fusion (EB-PBF) are similar 

process that spread thin layers of metal powder over each layer before using a laser or electron 

beam to melt and fuse material.  Differences between the processes go beyond the heat source used 

to melt the powder. Electron beam powder bed fusion generally has higher deposition rates and 

scan speeds when compared to laser powder bed fusion, but has poorer surface finish and 

resolution [1] [2]. Additionally, electron beam powder bed fusion uses a high preheat before 

melting that helps reduce residual stress that may build up in parts deposited with laser powder 

bed fusion. The process also differs in alloys available for processing. Laser powder bed fusion 

equipment manufacturers allow for the use of a wide range of alloys including titanium alloys, 

steels, aluminum and more while electron beam powder bed fusion is only limited to a few alloys 

[3] [4]. Both processes are capable of generating final parts that require little to no post processing.  
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Laser powder feed and electron beam wire feed processes generate near net shape parts and 

can have higher deposition rates when compared to the powder bed processes. Electron beam wire 

feed processes create a melt pool on the substrate using an electron beam, and wire stock to feed 

material into the melt pool. This process can create melt pools that can be over one inch in width 

and is primarily used to create larger near net shape parts [5]. The laser powder feed processes use 

a laser to create a melt pool on the substrate where inert gas blows powdered metal to add material 

[6]. This process creates near net shape parts on a smaller scale than the electron beam wire feed 

process and can also be used to repair existing parts [7] [8]. Both processes offer a wide range of 

alloys that can be used to produce parts [9] [10]. Power and velocity of the heat source are the 

most influential factors on individual melt pool size, and all four processes outlined above inhabit 

different regions when plotted in power-velocity space as shown in Figure 1-1. 

 

Figure 1-1: Major direct metal additive manufacturing processes in power-velocity space 
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Direct metal additive manufacturing has seen its earliest adoption in the aerospace and 

biomedical industries [2]. In the biomedical industry, this technology is especially useful because 

of the ability to create custom implants or braces for individual people and individual injuries. The 

aerospace industry’s interest in additive manufacturing stems from the ability of the technology to 

manufacture more complex geometries that can help reduce weight, improve efficiency, and 

improve lead times [11]. Examples in industry have shown how additive manufacturing can 

combine multiple pieces into one part all while decreasing weight and increasing efficiency [12]. 

For these reasons, many other industries have shown interest in adopting the technology.  

1.2  Motivation 

Increased use of direct metal additive manufacturing in industry and the desire to use it for 

final production parts has highlighted a need to better understand how process parameters can 

affect the final product. The most influential process parameters include power, velocity, 

laser/electron beam spot size, preheat, hatch spacing, and more. The multitude of parameters 

directly affects process outcomes like melt pool size, aspect ratio, resulting microstructure, and 

porosity among others. The effects of a process parameter on certain process outcomes is generally 

known; however, if a specific process outcome is desired, significant trial and error is currently 

required. Due to a lack of specific knowledge about the effects of many process parameters, part 

qualification can require a large amount of time and money [12] [13] [14].  

The process parameters that have the biggest effect on deposition are the power and velocity 

of the heat source. Significant work in that area has shown how the two variables affect melt pool 

size. However, power and velocity alone can lead to unacceptable deposits in some regions of 

processing space. In these regions, spot size adjustments are needed to ensure consistent results 
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and the melt pool size must be balanced with hatch spacing and layer thickness, or material feed 

rate, to result in complete fusion between layers. Expanding the usable region of processing space 

can allow designers to use higher deposition rates, modified microstructure, improved surface 

finish, and more.  

Knowledge of how the different process parameters affect the resulting deposition can also be 

used to modify microstructure throughout a part. Since AM builds parts one melt pool at a time, 

microstructure can be tailored to the designer’s needs in different regions of the design [15] [16]. 

This unique capability can only be realized if relations between process parameters, melt pools, 

and microstructure are well understood.  

1.3 Literature Review 

1.3.1 The Effects of Process Parameters 

 Research into the effects of process parameters has been key to the development of additive 

manufacturing since its inception.  Process parameters affect the melt pool geometry, 

microstructure, flaw formation and more. Process mapping is the method of plotting process 

outcomes in terms of process parameters and was originally used in additive manufacturing to 

show how thermal gradients, melt pool size, and residual stress is affected by parameters in the 

laser powder feed process [17] [18] [19] [20] [21] [22]. Process mapping has since been used to 

relate melt pool size to process variables in various alloys and processes [23] [24] [25] [26] [27] . 

In addition to melt pool dimensions, microstructure has been process mapped for its relationship 

to process parameters [28] [29] . 

 The effects of process parameters has been analyzed outside of the realm of process mapping 

and has given insights to a number of other process outcomes. Porosity in AlSi10Mg parts was 
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analyzed for different hatch spacings, scan speeds, and scan strategies in the Realizer GmbH laser 

powder bed fusion process. It was found that smaller hatch spacing and lower scanning speed 

reduced porosity, and that a scanning strategy with a pre-sinter step produced parts with the 

greatest density [30]. Montgomery et al. found that typical powder layer thicknesses had a minimal 

effect on melt pool dimensions [25]. Process parameters were related to flaws in both the laser 

powder bed fusion and electron beam powder bed fusion processes for Ti-6Al-4V. Additionally, 

regions of processing space were labelled to show regions of appropriate, excessive, and 

insufficient energy input to avoid flaws [31]. In laser welding, Tzeng related process parameters 

to surface quality of the bead and found velocity, power, pulse duration, and power density to be 

the most influential factors [32]. Safdar et al. compared surface roughness values in experiments 

varying wall thickness, power, velocity, and spot size in Ti-6Al-4V with the Arcam electron beam 

powder bed fusion process [33]. Hann related enthalpy values to melt pool size and shape for laser 

welding [34]. Fatigue and fracture characteristics have also been analyzed in different regions of 

processing space [35].  

1.3.1.1 Effects of Spot Size 

Beam spot size is a process parameter that has been identified as important to the size and 

shape of melt pools; however, minimal research has been done to methodically track its effects. 

Differences in single bead tracks for different power distributions has been analyzed and found 

that higher power density at the center of a Gaussian beam helped avoid insufficient melting at 

low powers when compared to a tophat and inverse Gaussian distributions [36] [37]. Roehling et 

al. investigated the effects of elliptical beam profiles and found elliptical shapes left rougher, 

discontinuous tracks with equiaxed grains when compared to a circular, Gaussian beam [38].  

Other work in additive manufacturing identified some of the effects of changing spot size.  Mudge 
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and Wald noted that spot size should be increased with power to increase deposition rate in the 

laser powder feed process, but that the change in process parameters would result in a coarser 

surface finish [39]. Miller et al. designed a laser powder bed fusion workstation with variable spot 

size to be able to increase deposition rate [40]. Bi et al. observed that a defocused beam decreases 

the melt pool surface temperature [41]. Increasing spot size was found to decrease the surface 

roughness of thin walls in thin wall structures in the electron beam powder bed fusion process [33]. 

The good processing window for IN 718 in the electron beam powder bed fusion process moves 

to a higher velocity region when the spot size is decreased. In the same process and material, the 

columnar grain structure was more consistent when a defocused beam was used [42]. In welding, 

research has been done to identify the effects of spot size on weld penetration depth, a smaller spot 

size yields a deeper weld [43] [44]. 

 Spot size has also been shown to have an effect on the formation of potential flaws both in 

welding and additive manufacturing. In welding, keyholing porosity can be avoided by expanding 

the beam size [45] [46]. Norris et al. proposed that keyhole porosity can be avoided when the beam 

radius to keyhole depth ratio is greater than 0.15 [45]. In additive manufacturing, proposed 

normalized enthalpy thresholds to avoid keyhole took into consideration the beam power, velocity, 

and spot size [47]. Dinwiddie et al. was able to identify porosity or incomplete melting on the 

surface of newly melted layer in the electron beam powder bed fusion process and observed that a 

more diffuse beam had an increase in flaws in layers above an overhang [48].  

Gong et al. measured increased porosity if spot size was either too large or too small, suggesting 

operators must find an optimum value to balance with other parameters [31].  
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1.3.2 Process Monitoring and Control 

 Process monitoring gives insights into the details of additive manufacturing processes and can 

help identify flaws when they occur. When monitoring is used in real time, control algorithms can 

be put in place to repair flaws or ensure desired outcomes are produced [49]. The laser powder 

feed process is a common process for real time monitoring due to its relatively low travel speeds. 

Early work in monitoring of the LENS process looked at temperatures within the melt pool to 

identify cooling rates that gave insight into the resulting microstructure [50]. Other work in the 

LENS laser powder feed process monitored the temperatures in the melt pool and modified power 

to maintain constant temperature to avoid additional oxidation [41]. Hu and Kovacevic used 

process monitoring in the laser powder feed process to control melt pool size to reduce variation 

and improve dimensional accuracy [51]. Monitoring has also been used to modify power to control 

layer height in addition to modifying melt pool temperature to follow defined paths [52] [53].  

 Although monitoring is generally easier in the laser powder feed process, work is continuing 

on monitoring different aspects of the other additive manufacturing processes.  Melt pool 

monitoring in the laser powder bed fusion process has been used in feedback control to maintain 

consistent melt pool surface area [54] [55]. In the electron beam powder bed process, monitoring 

is taking place to detect porosity on the surface of parts to give insights on the effects of process 

parameters [48]. Mireles et al. used thermal imaging in the Arcam electron beam powder bed 

fusion process to identify pores in each layer before re-melting areas where a pore was identified 

[56].  Thermal imaging has also been used on a layer by layer basis to control process parameters 

to maintain consistent surface temperature as build height increases [57].  Layer by layer imaging 

has also been used to identify flaws in powder spreading that can result in flaws upon melting [55] 
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[58] [59].  Process monitoring and feedback control has been used for many aspects of additive 

manufacturing and gives users greater confidence in the resulting part quality [60].  

1.3.3 Deposition Flaws 

 Deposition flaws occur for a number of different reasons, but all have the ability to negatively 

impact the build quality and performance of additively manufactured parts. Two of the most 

common sources of flaws are porosity from lack of fusion and keyholing. Keyholing, often a 

desirable quality in welding due to an increased penetration depth, occurs when the beam energy 

density is high enough to vaporize material in the melt pool. Keyholing is more variable and can 

leave behind porosity, causing problems in additively manufactured parts. Significant research has 

been done in the welding community on the development of keyhole pores [43] [45] [61] [62] [63] 

[64]. Additionally, observations have been made noting increased variability when a keyholing 

melt pool is produced [45] [64] [65]. Detailed models of the keyholing process have been 

developed to gain a better understanding of the phenomenon [66] [67]. In additive manufacturing, 

King et al. proposed a method to avoid keyholing by proposing normalized enthalpy thresholds 

could signal when keyholing starts [47]. In addition to creating pores, vaporized material in 

keyhole melt pools can cause preferential loss of some alloying elements [43] [65] [68]. Porosity 

was analyzed across processing in both the EOS L-PBF and Arcam EB-PBF processes and showed 

how process parameters and resulting melt pools can influence the occurrence of different types 

of porosity [69] [70].  

 Lack of fusion flaws occur when the heat source does not sufficiently melt into the previous 

layer, or when the hatch spacing is too large. Previous work has identified methods to predict the 

occurrence of lack of fusion flaws based on melt pool dimensions [71].  Other work has observed 
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lack of fusion flaws as it related to various process parameters [30] [31]. Seifi et al. analyzed 

fracture toughness and fatigue crack growth in samples from the electron beam powder bed fusion 

process and found evidence of lack of fusion on the fracture surface [35].  

 Another major source of flaws in additively manufactured parts is related to fluid flow within 

the melt pools. Flow in weld pools not only influences variability in melt pool dimensions, but can 

also contribute to flaws that may occur [72]. Nemchinsky suggested thermocapillary instability 

arising from gradients in temperature and subsequently surface tension in melt pools could result 

in increased variability and flaws [73].  The bead-up phenomenon that is occasionally seen in 

additive manufacturing has been described as a result of Rayleigh instabilities in the melt pool 

where a liquid cylinder breaks up a continuous bead. The magnitude of these effects has been 

related to width to length ratio of the melt pool [74]. A width to length threshold has been suggested 

to avoid bead up in additive manufacturing [75]. In welding, Kou et al. found that the direction of 

fluid flow at the back of the melt pool can affect the development of porosity [76].  

1.3.4 Microstructure 

 A strong understanding of the development of microstructure in additive manufacturing is 

critical for process parameter selection and the tailoring of mechanical properties throughout parts. 

. Kobryn identified the effects of power and velocity on grain size in Ti-6Al-4V [77] [28]. Other 

work process mapped cooling rates and thermal gradients. Information from thermal gradients and 

cooling rates was used to identify grain morphology that would develop in the deposition [78] [79] 

[80]. In more recent years, microstructure itself was related to melt pool area [81] [82] [83]. 

Accompanied with process maps for melt pool dimensions, this related microstructure to process 

parameters and allowed microstructure to be controlled directly from real time monitoring. 
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Microstructure development has also been investigated in laser keyhole welding and insights to 

how microstructure forms in keyholing with additive manufacturing can be drawn [84]. 

 Microstructure has been simulated and measured across many different additive manufacturing 

processes to add to the collective knowledge base. In the laser powder feed process, cooling rates 

were simulated and microstructure was analyzed [11] [85]. Kelly simulated the laser powder feed 

process and the development of Ti-6Al-4V microstructure to show how bands of colony alpha 

microstructure form do to heat cycles from following layers [86]. Lin et al. noted differences in 

grain structures between the laser powder bed fusion process and the electron beam powder bed 

fusion process [87]. Antonysamy measured Ti-6Al-4V prior beta grains in the laser powder bed 

and electron beam powder bed process and also produced tensile bars in the processes to compare 

to wrought properties [88]. Narra et al. demonstrated how to produce different regions in different 

areas of an additively manufactured part [89]. Murr et al. did tensile testing for the Arcam electron 

beam powder bed system and found properties similar to wrought material [90].  

1.3.5 Modeling 

 Modelling the additive manufacturing process shares many similarities with models produced 

for welding. One of the most fundamental models for welding, is that of a simple moving point 

heat source [91]. The analytical model derived by Rosenthal can still give insights into the additive 

manufacturing process today. Christensen made improvements to the Rosenthal model by 

developing a dimensionless form [92]. Using superposition, Eagar and Tsai used these analytical 

models to create a model of a moving heat source with a Gaussian distribution [93]. A major 

limitation of these models, however, is the use of constant thermal properties.  
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 Early work in additive manufacturing improved on the understanding of processes and how 

process parameters may influence the melt pool and deposition [85] [94]. It was found that for a 

surface temperature of 2000K, less than 6% of the power is dissipated my mechanisms other than 

conduction. At 3080K, evaporation becomes a more important factor, but conduction still accounts 

for 80% of power dissipation [95]. With increasing computing power came more detailed models. 

Wang simulated a thin wall part to find a power program that would maintain a more consistent 

melt pool size as more layers were added [96]. Other multi-layer models were used to predict 

residual stress in the resulting part [97] [98]. Very complex models that take into account a large 

number of variables that include heat transfer, fluid flow, powder, and more have been developed 

to gain a better understanding of how the process works and how flaws may form [99] [100].  

 Microstructure modelling has also been insightful for the progress of additive manufacturing. 

In the laser powder feed process, Kelly modeled and identified how additional layers affected 

microstructure existing depositions [86]. Nie modeled microstructure evolution during 

solidification of IN 718.  The model was used to produce results for various thermal gradient-

cooling rate combinations and compared to results from actual depositions with good agreement 

[101]. Zinoviev modeled 316 stainless steel microstructure development in the laser powder bed 

process [102]. The model yielded grain behaviors that are commonly seen in additive 

manufacturing.  

1.4  Organization 

 This thesis is organized into seven different chapters. The first chapter introduces additive 

manufacturing and the four primary direct metal additive manufacturing processes that are of 

primary interest. Motivation is given for the work before a literature review summarizes work 
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pertinent to this dissertation. The literature review covers effects of process parameters including 

spot size, monitoring and control, deposition flaws, microstructure, and modeling. 

 The second chapter covers projects involving the process mapping and microstructure control 

of Ti-6Al-4V in the laser powder feed and electron beam wire feed processes. Finite element 

models are used to generate process maps for melt pool cross sectional area. Experiments are 

related to the process maps generated with finite element models via an effective absorptivity. In 

each process, methods to control microstructure via melt pool monitoring are proposed.  

 Chapter three covers the effects of beam spot size on melt pool geometry in detail. Models 

based on the finite element method and the Rosenthal solution are used to systematically ascertain 

the effects of spot size. Normalization is used to plot melt pool dimensions to collapse a variety of 

results to simpler curves for each dimension. Experiments are shown to back up models results 

across multiple alloys, processes, and process parameters.  

 Chapter four analyzes the effects of spot size on the occurrence of porosity in additively 

manufactured parts. Keyholing is identified in experimental melt pools and a method for avoiding 

the phenomena is presented. Guidance is also given on how to avoid lack of fusion flaws by 

balancing melt pool dimensions with hatch spacing and layer thickness. Experimental results of 

multi-layer deposits are presented.  

 Chapter five extends work in previous chapters to identify if spot size has an effect on the 

resulting microstructure. Normalized cooling rates from simulations are presented and compared 

to both single layer and multi-layer experiments.  
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 The sixth chapter combines work done in this thesis to present a method to expand the available 

processing space. Methods for doing so are presented and used to improve usability of a laser 

powder bed fusion process for multiple alloys. Experiments are completed for both single layer 

and multi-layer deposits.  

 Chapter seven summarizes the conclusions and contributions of this work. Recommendations 

for future work related to the subjects in this thesis are provided. 

 

Chapter 2: Process Mapping and Microstructure Control of Ti-

6Al-4V in Laser Powder Feed and Electron Beam Wire Feed 

Processes 

2.1  Overview 

 This chapter explores process mapping and microstructure control in the electron beam wire 

feed and laser powder feed processes. Knowledge about changes in melt pool geometry enables 

operators to correctly balance spot size, hatch spacing, and other parameters to build a part 

successfully. Operating outside of standard parameters can result in a preferred deposition rate, 

resolution, microstructure, or other outcomes.  Previous work has been done outlining how optimal 

parameter sets can be found in processing space [103].   

 Methods to control microstructure for Ti-6Al-4V in these processes is also investigated. The 

focus of analysis in this work is centered on the size of prior beta grains. The alpha phase dominates 

most material properties (e.g. yield strength), but the alpha structure can be modified through post-
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build heat treatment. Beta grains are an important factor for mechanical properties such as 

toughness [104] [105]. Additionally, the beta phase has an influence on the development of the 

alpha phase and therefore is important to measure in additive manufacturing [106] [107]. Relations 

are built in this chapter to relate melt pool dimensions to prior beta grain size for use with thermal 

imaging and feedback control systems.  

2.2 Methods 

2.2.1 Process Mapping Approach 

 Process mapping is a method that allows a user to easily relate input parameters to desired 

process outcomes. There can be more than 100 process parameters for a particular additive 

manufacturing process, but a limited subset of those have a significant effect on the process 

outcomes. The process mapping approach isolates primary process variables and identifies how 

key process outcomes are affected. Plots are created that feature lines of constant melt pool 

dimensions, microstructure, susceptibility to flaw formation, or other key quantities.  Figure 2-1 is 

an example of a process map showing lines of constant melt pool cross sectional area from finite 

element simulation data.  
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Figure 2-1: Power-velocity process map for melt pool cross-sectional area for 316L stainless steel in 

the L-PBF process 

 To verify process maps, simple experiments that cover the range of processing space are 

completed and analyzed. In this case, melt pool cross-sectional areas can be measured and 

related to simulation data via an effective absorptivity. In some cases, different lines of constant 

melt pool area may have different effective absorptivities if keyholing melt pools are present. 

Melt pools in the keyholing regime can have an increased absorptivity due to internal reflections 

in the keyhole cavity [108].  

2.2.2 Finite Element Model 

 Numerical models were developed in the ABAQUS software package to simulate a single 

deposition pass of the additive manufacturing processes used in this chapter. The models are 

similar in structure to the model of a moving heat source developed by Rosenthal [91]. The models 

used in this work are modified versions of those used by Fox [23]. Improvements on the Rosenthal 

model include temperature dependent properties, variable spot size, latent heat, and more. 
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Temperature dependent properties for Ti-6Al-4V include thermal conductivity, specific heat, and 

density [109] [110]. Convection, radiation, fluid flow, powder effects and evaporation are 

neglected in these models as their influence has been shown to be minimal [95]. The sides of the 

model are given adiabatic boundary conditions and the base of the model is held at the prescribed 

preheat temperature.  A symmetric boundary condition is used down the centerline of the melt 

pool. 

 The model progresses by stepping a distributed flux heat source in the positive X –direction in 

defined time steps to match the velocity prescribed by the user. The heat source travels through a 

fine mesh region to establish a well-defined steady state melt pool where cooling rate and melt 

pool dimensions can be measured. Biased elements are used to extend the substrate out far enough 

in all directions to prevent edge effects.  For the electron beam wire feed process, added material 

is included to model the wire being fed into the melt pool. This is accomplished by initializing all 

elements before deactivating the elements representing added material. Added material elements 

are activated ahead of the applied flux in each time step until the end of the simulation. An example 

of the meshed substrate used to model the laser powder feed process is shown in Figure 2-2. A 

finite element melt pool is displayed in Figure 2-3 with some key dimensions labeled. 
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Figure 2-2: 3D model used for finite element simulation in the ABAQUS software package 

 

Figure 2-3: Key melt pool dimensions measured from finite element simulations 

 The ABAQUS software package models the moving heat source problem by solving the heat 

equation (Eq. 2-1). The heat equation balances energy stored in the material with energy leaving 

and energy being added.  

Eq. 2-1 
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When latent heat is considered, the equation becomes: 

Eq. 2-2 
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 ABAQUS uses a backward difference algorithm in the time domain for its simplicity and well-

understood behavior. It is conditionally stable, but avoids oscillations that can be present in 

unconditionally stable methods, like the central difference method. ABAQUS uses a modified 

Newton-Raphson method to solve the resulting equation [111].  

 Key melt pool dimensions that can be gathered from simulation results include cross sectional 

area, width, depth, full length, length from maximum depth, and more. Completing a series of 

simulations throughout processing space can give insight to melt pool sizes and trends that can 

expected for different melt pool dimensions. Work presented in this chapter generally focuses on 

melt pool cross sectional area. 

 

2.2.3 Experiment Design and Measurement 

 Single bead process mapping experiments are deposited at power-velocity sets that form a grid 

throughout the available processing space. This design is able to give information about the 

different regions of processing space, and the flaws that may occur. In the LENS laser powder feed 

process, sixteen power-velocity combinations spanned 150-450 watts and 15-45 in/min. Three 

powder feed rate schemes were also used for single bead experiments in the LENS process. The 

nominal case for the process was given as 450 W, 25 in/min, and 3 grams per minute (gpm) feed 
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rate. The first was the most simplistic, a no-added material case that compared directly to the 

simulations for the laser powder feed process. The second used the nominal powder feed rate of 

3gpm throughout the entire processing space, and the third scaled powder feed rate from the 

nominal case with velocity. An image of a depositions from the LENS process with single bead 

experiments is shown in Figure 2-4. Single beads were deposited in straight lines 2.5 inches long 

to ensure steady state melt pool conditions have formed. Alternate geometries were also deposited 

at nominal parameters (450 W, 25 in/min, 3 gpm) for analysis of how melt pools and resulting 

microstructure differ for different geometries. 

 

Figure 2-4: LENS processed plate including single bead deposits and scaled powder feed rate 

 Thermal imaging was used to control melt pool length for microstructure control experiments 

in the laser powder stream process. The camera, provided by Stratonics, was a two wavelength 

imaging pyrometer with a temperature range of 1000 to 2000 Celsius, capturing four frames per 

second. Figure 2-5 shows the steps used to maintain a consistent melt pool length. The process of 

controlling melt pool length begins with process deposition at a prescribed set point. Thermal 

imaging gathers information about temperatures in and around the melt pool and a melt pool length 

measurement can be taken from this processed data. The length measurement is compared to a 
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desired value and power is controlled to achieve the specified value. In these experiments, a 10.5 

inch single bead deposit was created. At each 3.5 inch interval, a different desired length was input 

to the controller.  A proportional controller was used to change the melt pool length. At the time 

of these experiments, the integral and derivative portions of the controller had not yet been 

developed by Stratonics. At low specified lengths, some instability was seen in the control 

algorithm as is observed in the “Power control” plot in Figure 2-5. 

 

Figure 2-5: Thermal imaging process control 

 Process mapping experiments in the electron beam wire feed process were designed to extend 

the process map created by Fox to higher powers [23]. A nominal case for the Sciaky electron 

beam wire feed process was given as 10 kW, 30 in/min, and 15 lbs/hr. Experiments for process 

mapping ranged from 10-25 kW and 30-60 in/min. Feed rate was scaled with the anticipated melt 
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rate, which can be calculated with Eq. 2-3. Additionally, multi-layer experiments were completed 

at select points in processing space. The experiment plan with both single bead and multi-layer 

deposits in the electron beam wire feed process is shown in Figure 2-6.  

Eq. 2-3 

𝑀𝑒𝑙𝑡 𝑅𝑎𝑡𝑒 = 𝐴 × 𝑣 

 

Figure 2-6: Sciaky electron beam wire feed process experiment plan 

 Single layer beads were deposited across a 24” x 12” x 1” Ti-6Al-4V plate. Single beads were 

deposited along a 22” stretch where process parameters were changed 11” into the deposit. This 

allowed for an increased number of melt pools to be deposited and with enough space to reach 

steady state melt pool dimensions. Single and multi-layer pads were built in either 21” or 10” 

blocks depending on the expected melt pool length. Multi-layer pads were created fifteen layers 

high, which was tall enough to reach steady state conditions in the z direction. A limitation of the 

machine required all deposits to be completed parallel to each other and in the same direction. 

Figure 2-7 shows three plates with single bead deposits, single layer pads, and multi-layer pads. 
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The long pad on the left plate was stopped due to incorrect process parameters and built correctly 

on a later plate. 

 

Figure 2-7: Experiments plates deposited in the Sciaky process 

 Once experiments are completed, samples are prepared for analysis. Samples are cross-

sectioned, polished, and etched using Kroll’s etchant. Procedures for polishing and etching can be 

found in Appendix 1. Samples are then imaged using an Alicona Infinite Focus optical microscope. 

Melt pool cross-sectional dimensions and average prior beta grain width can be measured. Prior 

beta grain size is measured using the intercept method [112]. Prior beta grains in these processes 

are columnar in nature so prior beta grain width is the dimension of focus in this study. A horizontal 

line is drawn perpendicular to the growth direction of columnar grains, and grains are counted then 

the total is divided by the length of the line. The process is repeated throughout the sample and all 

lines are averaged. 

 Multi-layer pads were built to a height of 50 mm for the 10 kW, 30 in/min case, 40 mm for the 

10 kW, 60 in/min case, and 15 mm for the 20 kW, 60 in/min case. Prior beta grain width 

measurements in the 10 kW cases are measured at three height locations, 5 mm apart in the center 
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third of the deposit to determine if height is playing a role in prior beta grain width while avoiding 

any effects that may be caused by the edges of the deposit. The 20 kW, 60 in/min case was built 

at a reduced height due to limited availability of added material and only measured at a single 

height.  

 

Figure 2-8: Key melt pool dimensions measured for a melt pool in from the Sciaky process 

 Figure 2-8 shows a melt pool cross section from the Sciaky process with key melt pool 

dimensions labeled. Cross-sectional width, depth and area are essential to the selection of process 

parameters like hatch spacing and material feed rate or layer thickness. Determination of melt pool 

boundaries can be difficult in some processes and alloys. In Ti-6Al-4V, this is because the beta 

transus temperature is much lower than the melting temperature causing significant microstructural 

transformations in the heat affected zone. To capture this uncertainty, the edge of prior beta grain 

growth can be used as an outer limit for the possible melt pool boundary. An inner limit for possible 

melt pool boundary can be formed by identifying the start of columnar growth in prior beta grains. 

A “Best Guess” measurement of the melt pool boundary is also taken. This boundary begins at 

where the straight edge of the substrate is interrupted by the melt pool. The boundary continues 
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through grains of similar size and shape to the other edge of the melt pool. Placement of these 

three boundaries are demonstrated in Figure 2-9. 

 

Figure 2-9: Measurement of uncertainty in melt pool area 

 Since serial sectioning can be prohibitively time consuming especially when a high number of 

samples are required, variability in this study has only been found for melt pool width. Variability 

for melt pool width can be found by imaging the single bead melt track from above and tracing the 

edges of the melt pool as seen from above. Figure 2-10 shows a melt pool viewed from above 

before and after the extents of melt pool width are traced in red. The traced image is run through 

a MATLAB script that measures the distance between the two red lines at every pixel moving 

from left to right. From these measurements, average melt pool width and standard deviation can 

be calculated.  
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Figure 2-10: Tracing of melt pool width for calculation of standard deviation 

 

2.3 Results 

 This section presents Ti-6Al-4V process maps for cross-sectional melt pool dimensions in the 

Sciaky electron beam wire feed and LENS laser powder feed processes along with methods to 

control prior beta grain width. In the electron beam wire feed process, cross-sectional width, depth 

and area are process mapped with good agreement with finite element simulation results. 

Variations are observed between lines of constant melt pool depth and width. Trends in prior beta 

grain width follow those found in work by Gockel [81] for single bead deposits, and are compared 

with results from multi-layer pads. Process maps in the laser powder feed process again show good 

agreement between simulation and experimental results. Comparisons are made between different 

feed rate schemes, and effects of feed rate on geometry are explored. A method to control prior 

beta grain width with the use of thermal imaging is presented.  
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2.3.1 Process Mapping the Sciaky Electron Beam Wire Feed Process 

 Direct metal additive manufacturing processes tend to have recommended parameter sets that 

the machine manufacturers suggest for producing successful parts; however, these do not take 

advantage of the full capacity of the technology. Process mapping of melt pool area gives insights 

into the parameters that can be used to modify resolution, deposition rate, or other process 

outcomes. Cross-sectional area process maps are displayed with lines of constant melt pool area 

that show where different melt pool sizes can be found in power-velocity processing space.  

 Figure 2-11 displays the power-velocity process map generated for the Sciaky electron beam 

wire feed process. Data from finite element simulations is presented as solid lines. Experimental 

“Best guess” measurements are represented by circular data points and measurement uncertainty 

is displayed as dotted lines around each cross-sectional area value. To find locations of the desired 

melt pool area from experiments, measurements at deposited power-velocity combinations were 

piecewise linearly interpolated. An effective absorptivity of 0.89 minimized the r2 value to 0.9493 

when matching experimental results to finite element results for all cross-sectional areas. This 

effective absorptivity matches well with values used in the past for this process [23]. Agreement 

between finite element results and experimental measurements can be improved if adjustments are 

made to maintain a consistent aspect ratio between melt pool depth and width. Details on the 

adjustments are discussed in Chapter 6:.   
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Figure 2-11: Power-velocity process map of melt pool cross-sectional area in the Sciaky process 

 Cross-sectional area is a useful melt pool dimension that provides valuable information 

about the melt pool, but melt pool width and depth can be more insightful when selecting 

parameters for a build. A process map of depth is shown in Figure 2-12 with uncertainty 

measured using the methods described in 2.2.3. Plotted depth values match cross-sectional area 

values used in Figure 2-11 if a semi-circular melt pool is assumed. Process mapped 

experimental points show a worse agreement with finite element results and an overall tighter 

grouping when compared to melt pool areas. This suggests that smaller changes in power are 

required to achieve a certain change in melt pool depth when compared to melt pool area. 

 Melt pool width is process mapped in Figure 2-13 using cross-sectional measurements. 

Dotted lines represent measurement uncertainty (see Figure 2-9) and values plotted match 

depth and area values in Figure 2-11 and Figure 2-12 for and assumed semi-circular melt pool. 

As with melt pool depths, processed mapped melt pool widths do not match finite element 

results well. As opposed to depth, a greater change in power is needed to yield a certain change 
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in melt pool width. An explanation for differences in process map behavior is presented in 

Chapter 6:. 

 

Figure 2-12: Power-velocity process map of melt pool depth in the Sciaky process 

 

Figure 2-13: Power-velocity process map of melt pool width in the Sciaky process 
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 Melt pool width can be measured via two methods for single bead deposits. Table 1 

displays average melt pool width and standard deviation as measured from above along with 

the maximum and minimum limits measured from cross sections. In this process, the standard 

deviation of melt pool width was relatively insignificant when compared to the average width 

measured showing a stable melt pool. Ranges for uncertainty are also larger than the windows 

created using average values measured from above with two standard deviations. 

Table 1: Melt pool width measurements in the Sciaky process 

Melt Pool Width 

Power 
(kW) 

Velocity 
(in/min) 

"Best Guess" 
Width from Cross 

Section (mm) 

Width Uncertainty 
from Cross Section 

(mm) 

Average Width 
from Above 

(mm) 

Standard 
Deviation from 

above (mm) 

10 30 13.7 12.9 - 15.0 13.0 0.5 

10 45 11.5 10.2 - 12.7 11.6 0.2 

10 60 10.6 9.3 - 11.6 10.9 0.2 

15 30 16.0 14.9 - 17.8 16.0 0.1 

15 45 13.0 12.0 - 15.1 13.1 0.1 

15 60 11.3 10.8 - 13.6 11.5 0.2 

20 30 19.4 18.2 - 20.7 19.1 0.4 

20 45 16.3 15.0 - 17.4 16.0 0.2 

20 60 14.3 13.2 - 15.1 14.4 0.3 

25 30 21.2 19.6 - 22.5 20.9 0.5 

25 45 17.4 15.8 - 18.7 17.9 0.6 

25 60 16.1 14.1 - 16.6 16.1 0.5 

 

2.3.2 Process Mapping the LENS Laser Powder Stream Process 

 In the LENS laser powder feed process, a separate process map is generated for each powder 

feed scheme. The first scheme, which matches simulations most closely is the no added powder 

scheme. No powder added experiments and simulations give a more fundamental understanding 

of the melt pools being generated in the process because they involve fewer variables that affect 



30 

 

the resulting geometry. No added material experiments (Figure 2-14) match up very well with 

finite element results using and effective absorptivity of 0.31 minimizing r2 to 0.9539.  

 Scaled feed experiments adjusted material feed rate with velocity based on the nominal case at 

25 in/min and 3 gpm. This provided the melt pool with a consistent amount of fed material per 

unit distance. Results for scaled feed rate are shown in Figure 2-15 with good agreement between 

finite element simulations at an effective absorptivity of 0.36 and an r2 value of 0.9523. Constant 

3 gpm feed rate experiments used 3 gpm powder feed throughout processing space and best 

matched finite element simulations with an effective absorptivity of 0.35 and an r2 value of 0.8307. 

Regions of constant melt pool area for the 3 gpm case drops at the low velocity case (15 in/min), 

signaling that a lower power is required to produce the melt pool area at low velocities. Again, 

uncertainty is measured as described in section 2.2.3 and interpolated to make the dotted lines 

windowing the “best guess” measurements.  

 

Figure 2-14: Power-velocity process map of melt pool cross-sectional area for the LENS process 

with no powder feed. 
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Figure 2-15: Power-velocity process map of melt pool cross-sectional area for the LENS process 

with scaled powder feed 

 

Figure 2-16: Power-velocity process map of melt pool cross-sectional area for the LENS process 

with constant 3 gpm feed 

 Comparison between the three different feed rate scenarios gives insights to the effects of 

powder feed rate. In all prescribed areas, the no-added material cases require more power to create 
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an equivalent area. This suggests that increased material feed increases the resulting melt pool 

area. The notion is supported when comparing the scaled feed rate and constant 3 gpm schemes. 

At the low velocity case, lower powers are needed by the 3 gpm case to create an equivalent melt 

pool area when compared to the scaled feed scheme which used a feed rate of 1.8 gpm. At high 

velocity cases the opposite is true, the 3 gpm case produces smaller melt pools than the scaled feed 

scheme which is providing above 3 gpm of powder.  The “best guess” measurement of all three 

feed rate schemes are compared in Figure 2-17. Scaling the powder feed rate had a more consistent 

melt pool shape when compared to the constant 3 gpm cases and had better agreement with both 

the finite element results and the no added material cases. While scaling powder feed rate with 

velocity proved better than no scaling, scaling feed rate with the expected melt rate (𝑀𝑒𝑙𝑡 𝑟𝑎𝑡𝑒 =

𝐴 × 𝑣) may provide a further improvement. This would scale material feed rate with the rate that 

material is melted.  

 

Figure 2-17: Power-velocity process map of melt pool cross-section area comparing different feed 

rate scenarios in the LENS process. 
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 As with the Sciaky process, widths and depths have been process mapped for the LENS laser 

powder feed process. Figure 2-18 shows process maps of melt pool width on the left and melt pool 

depth on the right. From top to bottom, process maps show data for the constant 3 gpm feed rate, 

scaled feed rate, and no-added material. All values for constant width and depth match values used 

with melt pool area for an assumed semi-circular melt pool. Plotted points are found by linearly 

interpolating experimental “best guess” measurements and are bordered by dotted lines showing 

uncertainty from outer limit and inner limit boundaries for the melt pools. 

 Melt pool widths best matched finite element results with effective absorptivities of 0.59 for 

constant 3gpm, 0.56 for scaled feed, and 0.58 for no added material. R2 values for the three cases 

are 0.8434, 0.9542, and 0.9311 respectively.  These absorptivity values are significantly different 

than the values between 0.31 and 0.36 used in area measurements signaling that melt pool widths 

are larger than expected for the measured cross-sectional areas. In all cases, widths were too large 

to generate an experimental data set for the smallest constant width line of 0.45 mm. Different 

powder feed rates appear to have little to no effect on melt pool width.  

 Melt pool depth did not show consistent agreement with finite element results. The constant 3 

gpm case, scaled feed rate case, and no added material case matched best with FEA results using 

effective absorptivities of 0.29, 0.31, and 0.21 respectively with r2 values of the center width and 

depth cases (W=0.64 mm, D=0.32 mm) are 0.5846, 0.7133, and 0.7059. Comparison between the 

constant 3 gpm and scaled feed cases (3 gpm has higher feed below 25 in/min and lower feed 

above) indicates that increasing feed rate increases melt pool depth. As material is added to the 

surface of the melt pool and the deposition grows taller, conduction pathways to draw heat away 

from the melt pool become restricted. This allows the molten material to remain longer and more 

powder to be added to the surface of the melt pool, increasing its measured depth. Another 
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phenomenon observed in melt pool depth process maps is comparatively poor alignment between 

experimental and finite element results in the constant 3 gpm case due to the feed rate not being 

properly balanced with melt pool size to give consistent results. Differences in absorptivities used 

for melt pool area, width, and depth are again contributed to small spot sizes and near semi-circular 

melt pools from simulations. 
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Figure 2-18: Process maps of melt pool widths and depths in the LENS process for different 

material feed rate scenarios 
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 Variability was again captured for melt pool width by measuring melt pool widths as viewed 

from above. Appendix 2 contains data comparing width measurements from above and those from 

cross sections. Standard deviations measured from above widths are typically below 5% of the 

average melt pool width in all three feed rate schemes. This quantitatively backs up observations 

of smooth and consistent melt pools in single bead experiments from the laser powder feed process.  

2.3.3 Microstructure Control in the Sciaky Electron Beam Wire Feed Process 

 Where process mapping of the Sciaky electron beam wire feed process was an extension 

Soylemez and Fox, control of microstructure in the process will look to apply the same 

relationships developed by Gockel [81]. This section will focus on relationships between melt pool 

dimensions and Ti-6Al-4V prior beta grain size initially in single bead deposits throughout 

processing space, then in a single layer and multi-layer pad deposits of select parameter 

combinations. Knowledge of how melt pool dimensions impact microstructure can work hand in 

hand with melt pool monitoring to control microstructure throughout parts built with AM. Results 

and trends are compared to those found by Gockel and Narra [81] [89]. 

 Average prior beta grain width measurements are plotted against effective melt pool width to 

compare to the relationship previously developed by Gockel. Effective melt pool width is the melt 

pool width calculated from area assuming a semicircular melt pool. Figure 2-19 compares single 

bead results from this work to single beads measured by Gockel for NASA’s EBF3 electron beam 

wire feed process. Both sets of experimental results show average prior beta grain size changing 

linearly with effective width; however, work by Gockel shows larger grain sizes for melt pools of 

similar melt pool width. Primary reasons for the disparity between the two experiment sets are the 

use of different electron beam spot scanning strategies or microstructural differences in the 
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substrate. Error bars from this work show the uncertainty in effective width and the 95% 

confidence interval for grain width. Error bars in work by Gockel show variation from multiple 

melt pools in average grain size and effective width.  

 

Figure 2-19: Relationship between prior beta grain width and effective melt pool width in electron 

beam wire feed processes 

 Experiments were also completed to identify if the trend observed in single bead deposits held 

up in bulk deposition geometries. Due to space constraints, only three power-velocity 

combinations were deposited and analyzed for single-layer and multi-layer pads. Figure 2-20 

compares prior beta grain width measurements in single beads with those measured in pads. The 

error bars showing uncertainty in effective width for the pad deposits are based on single bead 

measurements at each respective power-velocity combination. Single layer pads saw a modest 

increase in prior beta grain width when compared to single bead results and appears to have a 

similar trend when compared to single beads. Prior beta grain width measurements similarly 

appears to follow the same trend, but with much higher grain widths. The consistency in trend and 
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increase in grain width for multi-layer deposits was similarly observed in the Arcam EB-PBF 

process by Narra et al [89]. 

 

Figure 2-20: Relationship between prior beta grain width and effective melt pool width for different 

deposition geometries in the Sciaky electron beam wire feed process 

 

2.3.4 Thermal Imaging and Microstructure Control in the LENS Process 

 Relationships between effective melt pool width and prior beta grain width in the electron 

beam wire feed and EB-PBF processes by Gockel do not hold up in the laser powder feed region 

of processing space. This is primarily due to a mismatch between trends of cooling rate and melt 

pool area near the origin on a power-velocity process map. Figure 2-21 displays experimental and 

simulation results showing a mismatch of cooling rate and prior beta grain size with melt pool 

area. At low velocities, melt pool area trends toward a y-axis intercept where a finite melt pool 

size is preset at zero velocity. Cooling rate trends toward the origin where a cooling of zero is 

present at zero velocity.  
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Figure 2-21: Trends for melt pool area, cooling rate, and prior beta grain size in the LENS laser 

powder feed process 

 Due to the inability to apply the previously used prior beta grain width-effective melt pool 

width relationship, a relationship between melt pool full length, velocity, and prior beta grain width 

was developed. Aspects of melt pool geometry viewed from above are particularly useful as they 

can be used with thermal imaging to monitor the melt pool during deposition. For this reason, full 

melt pool length was a desirable geometry when relations between melt pool width and 

microstructure were shown to be insufficient.  

 To test relationships between full length, velocity, and prior beta grain width, a thermal 

imaging feedback control system was set up by Stratonics at Penn State ARL on a LENS MR-7 

machine. The system allowed a set full length to be controlled via changing laser power while at 

a fixed velocity. Experiments controlling melt pool length via thermal imaging were completed at 

15 in/min, 30 in/min, and 45 in/min and lengths of 1.27, 1.78, and 2.29 mm. Figure 2-22 displays 

measured prior beta grain widths against full melt pool length for different lines of constant 

velocity.  
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Figure 2-22: Prior beta grain width vs full melt pool length in the laser powder feed process 

 Error bars represent the 95% confidence interval for prior beta grain width. Unlike 

relationships used for the electron beam wire feed process, the relationships between melt pool 

geometry and microstructure in the laser powder feed process are also dependent on travel velocity. 

However, since velocity is a primary process parameter, prior beta grain size in Ti-6Al-4V can be 

indirectly controlled by directly controlling melt pool full length. This method and relationship has 

the potential to enable location specific microstructure control throughout actual parts.   

2.4  Discussion 

 Key melt pool dimensions have been process mapped in the electron beam wire feed and laser 

powder feed process. In the electron beam wire feed process, experimental cross-sectional area 

measurements matched finite element results with an effective absorptivity of 0.89. When 

comparisons were made between cross-sectional area, width, and depth, there was a discrepancy 

between how sensitive the different dimensions were to power and velocity. Melt pool depth 

showed a greater sensitivity to the process parameters than area and melt pool width showed a 
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lesser sensitivity.  These differences in sensitivity are due to the use of a consistent spot size, the 

details of which are discussed later in Chapter 3:. 

 Process mapping in the laser powder feed process compared cross section dimensions in three 

different powder feed rate schemes. Experimental process maps of area matched no-added material 

finite element results well with effective absorptivities of 0.31 for no-added material, 0.36 for a 

scaled feed rate, and 0.35 for a constant 3 gpm feed rate. Increasing the powder feed rate was found 

to cause an increase in cross-sectional area. When process maps of depth and width were compared 

with area, similar differences in sensitivity to power and velocity were again observed. There were 

also significant differences in the effective absorptivities found for depth, width, and area showing 

that experimental melt pools are consistently shallower than the semi-circular melt pools created 

in simulations. Again, this can be contributed to spot size and is discussed in the following 

chapters. There were also larger variations in effective absorptivity across the different feed rate 

schemes for melt pool depth than melt pool width. This signals that feed rate has a significant 

effect on depth and has little effect on width.  

 Microstructure was analyzed in single bead and multi-layer deposits in the electron beam wire 

feed process and relations between melt pool geometry and prior beta grain width suggested by 

Gockel were verified. Measurements from single beads showed a linear relationship between prior 

beta grain width and effective melt pool width. The trend was generally parallel to results by 

Gockel, but shifted to lower grain sizes. The difference is likely due to differing substrate 

microstructure or other differences between the Sciaky process used in this work and NASA’s 

EBF3 process used by Gockel. Measurements from single layer and multi-layer pads at three 

different power-velocity combinations showed similar trends at higher prior beta grain widths.  
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 In the laser powder feed process trends found in the electron wire feed process were found to 

be non-applicable. New relationships between prior beta grain width, full melt pool length, and 

velocity were developed. Single bead deposits were generated by controlling laser power to 

maintain a desired full length at a specified velocity. Prior beta grain measurements formed 

different linear relationships between microstructure and full melt pool length for different 

velocities.  The relationships developed were successfully used to guide a feedback control 

systems with the use of thermal imaging. 
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Chapter 3: The Effects of Spot Size on Melt Pool Dimensions 

3.1  Overview 

 Spot size can play an important role in the development of melt pool geometry, the effects of 

which directly affect the quality of a part built using additive manufacturing. This chapter outlines 

how key melt pool dimensions change with increasing spot size independent of melt pool size, 

process, and alloy. Simulations are developed based on both analytical and finite element models 

for tophat and Gaussian beam profiles to understand melt pool behavior with different beam sizes.  

Experiments from various processes, alloys, and melt pool shapes show good agreement with 

simulation results to validate the models. Experiments can additionally be used to estimate spot 

sizes in different processes. The methods to estimate spot size are discussed and experimental 

results are fit to characteristic curves. Experimental estimates are also compared to beam 

measurements from the EOS M 290 process. Estimates of spot size can be used to guide focus 

changes to reliably predict melt pool geometry in additive manufacturing processes.  

3.2  Methods 

3.2.1 Modeling 

 Work in this chapter is a product of both finite element based and analytical based models. 

Finite element simulations used in spot size analysis are based on those used in Chapter 2:, and 

simulate top hat or Gaussian flux distributions. Analytically based models are evolutions of the 

Rosenthal model of a moving point heat source [91]. The Eagar-Tsai model simulates a moving 

heat source with a Gaussian heat source and is a modification of the Rosenthal model [93]. Another 

model was created to simulate a top hat heat source by using the principle of superposition with 
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the original Rosenthal model. These models were used to identify how melt pool geometry changes 

with increasing spot size.  

3.2.1.1  Finite Element Models 

 The finite element model used in this section was a slight modification on the model used for 

the laser powder feed process. The model simulates a distributed moving heat source on a large 

substrate that is long enough to reach steady state melt pool size and wide and deep enough to 

avoid edge effects and a symmetry boundary condition down the center of the melt pool. The heat 

flux is distributed across elements on the surface to make a semi-circular shape. The number of 

elements with applied heat flux is determined by stepping through elements in the X-direction and 

rounding to the nearest element in the Y-direction to create the correct shape. Two different flux 

distributions within the spot size were simulated. One model uses a tophat distribution where all 

flux values are set equal, and a second approximates a Gaussian distribution. The spot size value 

used from Gaussian distribution simulations follows the D86 width measurement technique 

commonly used to find laser beam diameter [113]. The distribution of the heat flux for a typical 

model is shown in Figure 3-1. 

 

Figure 3-1: Flux distribution on the surface of a finite element model 
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 The Gaussian heat source model extended the Gaussian profile out to two standard deviations, 

and amplitude is adjusted to provide the full power input. Since the Gaussian profile is fit onto a 

set of square elements, the smallest spot sizes used (4 element radius) had the largest percent error 

between the discrete and true distribution (25%). Other spot sizes simulated were multiples of 4 

elements through the radius and have significantly decreased error in respect to modelling a 

Gaussian beam profile. Simulations of spot size span multiple processes and alloys. In all cases, 

the finite element models use temperature dependent thermal properties. 

3.2.1.2  Rosenthal and Eagar-Tsai Models 

 In addition to finite element models, simpler models for tophat and Gaussian beam 

distributions were used to identify effects of increasing spot size. The models do not include 

temperature dependent properties or latent heat, but a solution can be found in a matter of seconds 

compared to hours or days. The first model, simulating a tophat distribution, is based off the 

moving heat source model developed by Rosenthal [91] shown in Eq. 3-1.  

Eq. 3-1 

𝑇 − 𝑇0 =
𝑞

2𝜋𝑘𝑅
𝑒−

𝑣(𝑤+𝑅)
2𝛼  

 Where T is the temperature of the location of interest, T0 is the preheat temperature, q is the 

input power, v is the travel velocity, k and α are thermal properties, and w and R specify the 

location. The equation gives the temperature at a specified location relative to a point heat source. 

To create a tophat heat source, multiple Rosenthal models are organized into a circular shape with 

100 instances across the diameter. The principle of superposition is used to sum the solutions for 
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a specified point in space. Melt pool boundaries are found by using the Newton-Raphson method 

and maximum width, depth, and area is found using the golden-section search method. 

 The Eagar-Tsai model was developed based on the Rosenthal model and simulates a moving 

heat source with a Gaussian distribution. Where the original Rosenthal model can be solved 

analytically, the derived Eagar-Tsai model in Eq. 3-2 must be solved numerically [93]. 

Eq. 3-2 

𝜃 =
𝑛

√2𝜋
∫

𝜏−
1
2

𝜏 + 𝑢2

𝑣2𝑡
2𝛼

0

𝑒
−

𝜉2+𝜓2+2𝜉𝜏+𝜏2

2𝜏+2𝑢2 −
𝜁2

2𝜏𝑑𝜏 

 Dimensionless temperature is represented by θ, and ξ, ψ, and ζ represent dimensionless 

distance in x, y, and z. Dimensionless time is represented by τ. u is a dimensionless heat source 

distribution parameter and n is an operating parameter that includes power, velocity, and thermal 

properties. The integral was solved numerically with the trapezoid method, and melt pool 

boundaries and maximum geometry values were found via the Newton-Raphson and golden-

section search methods as with the tophat distribution model. 

3.2.1.3  Model Settings used in Spot Size Simulations 

 Simulations were run for various processes, alloys, and process parameter settings. Table 2 

shows the model settings used to generate results from simulations where spot size was varied. 

The provided L0/D0 value is the melt pool length to depth ratio found at a point heat source, the 

Tprop value is the temperature at which thermal properties are used for the Rosenthal and Eager-

Tsai models. Tprop is left blank for finite element simulations since temperature dependent 

properties were used.   
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Table 2: Model settings used for simulations of spot size increases 

L0/D0 Process Alloy Model 
Power 

(W) 

Velocity 

(mm/s) 

Background 

Temp (K) 

Tprop 

(K) 

1.25 
Laser powder bed 

fusion (L-PBF) 
AlSi10Mg 

Rosenthal/ 

Eagar-Tsai 
100 845 308 500 

1.25 
Laser powder feed 

(LPF) 

17-4 PH 

stainless steel 

Rosenthal/ 

Eagar-Tsai 
85 30 308 1000 

1.25 
Laser powder feed 

(LPF) 

17-4 PH 

stainless steel 

Finite 

Element 
87.5 30 293   

1.25 
Laser powder bed 

fusion (L-PBF) 
AlSi10Mg 

Finite 

Element 
50 660 308   

2.5 
Laser powder bed 

fusion (L-PBF) 
Ti-6Al-4V 

Rosenthal/ 

Eagar-Tsai 
60 910 308 1800 

2.5 
Laser powder feed 

(LPF) 

316L stainless 

steel 

Rosenthal/ 

Eagar-Tsai 
470 50 308 1000 

2.5 
Laser powder feed 

(LPF) 

316L stainless 

steel 

Finite 

Element 
400 35 293   

2.5 
Laser powder bed 

fusion (L-PBF) 
Ti-6Al-4V 

Finite 

Element 
40 525 308   

5 
Laser powder bed 

fusion (L-PBF) 
CoCr 

Rosenthal/ 

Eagar-Tsai 
100 1075 308 950 

5 
Electron beam wire 

feed (EBWF) 
IN 625 

Rosenthal/ 

Eagar-Tsai 
3000 21.2 293 1027 

5 
Electron beam wire 

feed (EBWF) 
Ti-6Al-4V 

Finite 

Element 
3880 21.2 293   

5 
Laser powder bed 

fusion (L-PBF) 
CoCr 

Finite 

Element 
95 476 308   

10 
Electron beam powder 

bed fusion (EB-PBF) 
CoCr 

Rosenthal/ 

Eagar-Tsai 
500 450 1073 1175 

10 
Electron beam wire 

feed (EBWF) 
Ti-6Al-4V 

Rosenthal/ 

Eagar-Tsai 
20000 18.2 293 935 

10 
Electron beam wire 

feed (EBWF) 
Ti-6Al-4V 

Finite 

Element 
20000 17.3 293   

10 
Electron beam powder 

bed fusion (EB-PBF) 
Ti-6Al-4V 

Finite 

Element 
600 265 1073   

20 
Electron beam wire 

feed (EBWF) 
IN 625 

Rosenthal/ 

Eagar-Tsai 
25000 33.9 293 850 

20 
Electron beam powder 

bed fusion (EB-PBF) 
Ti-6Al-4V 

Rosenthal/ 

Eagar-Tsai 
1500 1375 1073 1800 

20 
Electron beam powder 

bed fusion (EB-PBF) 
Ti-6Al-4V 

Finite 

Element 
1430 423 1073   

20 
Electron beam wire 

feed (EBWF) 
Ti-6Al-4V 

Finite 

Element 
32000 42.3 293   
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3.2.2 Experiments 

 Experiments were completed in five different processes and five different alloys shown in 

Table 3. In all cases, specific power-velocity combinations were chosen for single bead deposits, 

and spot size was varied incrementing from a focused to defocused beam. Measurements of melt 

pool cross section width, depth, and area are used to compare against models. Since trends are the 

most important aspect in this chapter, only the “best guess” measurements will be used as defined 

in section 2.2.3.  

Table 3: Spot size experiment processes, alloys, and process parameters 

Process Alloy(s) Power Velocity 
Focus Setting 

Range 
Expected 

L0/D0 

Sciaky Electron 
Beam Wire Feed 

Ti-6Al-4V 
10 kW 19.0 mm/s 0.12 to 0.27 in 15 

25 kW 12.7 mm/s 0.25 to 0.60 in 20 

Arcam S12 EB-
PBF 

Ti-6Al-4V 

670 W 270 mm/s -20 to 38 mA 5 

670 W 1100 mm/s 0 to 26 mA 10 

670 W 3700 mm/s 0 to 21 mA 20 

IN718 

670 W 90 mm/s 10 to 60 mA 5 

670 W 400 mm/s -8 to 52 mA 10 

670 W 1300 mm/s 0 to 38 mA 20 

3D Systems ProX 
200 L-PBF 

Stainless Steel (304, 
316L, 17-4 PH) 

300 W 500 mm/s 0 to 22 mm 5 

215 W 750 mm/s 0 to 15 mm 5 

130 W 1400 mm/s 0 to 5.5 mm 5 

300 W 2400 mm/s 0 to 8 mm 10 

3D Systems ProX 
300 L-PBF 

Stainless Steel (304, 
316L, 17-4 PH) 

400 W 600 mm/s 0 to 6.5 mm 5 

205 W 1200 mm/s 0 to 21 mm 5 

400 W 3000 mm/s 0 to 11 mm 10 

EOS M 290 L-PBF Ti-6Al-4V 

80 W 500 mm/s 0 to 14 mm 2.5 

370 W 450 mm/s 0 to 28.5 mm 5 

270 W 580 mm/s 0 to 19 mm 5 

170 W 910 mm/s 0 to 11.5 mm 5 

370 W 1900 mm/s 0 to 18 mm 7.5 

330 W 2150 mm/s 0 to 15.5 mm 7.5 

270 W 2550 mm/s 0 to 13 mm 7.5 
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 Experiments in the Sciaky electron beam wire feed process held individual process parameters 

power, velocity, and deposition rate constant. Values under “Focus Setting Range” represent the 

actual spot size created by scanning a focused electron beam into concentric circles. To modify 

the spot size, the concentric circles are expanded or contracted. A problem encountered at large 

spot sizes and small melt pool depths is that the fed wire can become a limiting factor if it starts 

contacting the base of the substrate at the bottom of the melt pool. At small spot sizes, keyhole 

mode melting was present which is a phenomenon not modeled in this work. Keyholing melt pools 

are therefore not included in the analysis of spot size effects on geometry, but are discussed in 

Chapter 4:. 

 Experiments in the electron beam and laser powder bed fusion processes were all completed 

without a powder layer to remove an additional variable that may have an influence on the results. 

In the Arcam EB-PBF process, spot size can be adjusted by changing the focus offset parameter 

that changes the current in the focusing coils for the electron beam. Spot size was also affected by 

the power in this process, so all experiments were completed at the same power, 670 W.  In the 

3D systems ProX 200 and 300 L-PBF machines, a defocus parameter can be used to change the 

spot size. The parameter changes the focus plane of the laser and is changed in units of millimeters. 

The EOS M 290 machine does not have any spot size adjustments available to general users, but 

for single bead experiments, spot size can be increased by dropping the build plate. Therefore, 

“Focus setting range” refer to how far the build plate had been dropped to deposit the layer. While 

spot sizes are not an available parameter on the EOS M 290, it was an available parameter on older 

models.  

 Cross-sectional dimensions for no-added melt pools in the powder bed processes commonly 

distorts from the original shape due to fluid flow and surface forces. The melt pool area viewed 
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from the cross section can also be increased or decreased by the bead up phenomenon [74]. In 

these cases the melt pool dimension measurement neglects the surplus or dearth of material present 

in the cross section. Figure 3-2 shows how melt pools with these conditions are measured in this 

work. 

 

Figure 3-2: Melt pool area measurements for deformed no-added material melt pools 

3.2.3 Normalization 

 In order to compare changes in dimensions across different melt pool sizes and alloys, melt 

pool dimensions (W, D, A, etc.) were normalized by their value at a point heat source (W0, D0, A0, 

etc.). Spot size (σ) is normalized by the respective melt pool width at a point heat source. After 

normalization, geometry changes grouped together by melt pool aspect ratio, which can be 

represented by the length to depth ratio (L0/D0). Length in this case is measured from the point of 

maximum depth. For experiments, point source values are based on values from models, or if 

model results are unavailable, they can be determined from the melt pool cross section deposited 

with the smallest spot size that does not cause keyhole mode melting.  
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 In the case of an unknown spot size, the depth to width ratio (D/W) of the melt pool cross 

section can be used to place experimental points on the normalized spot size (σ/W0) axis (Figure 

3-3). This method can also be used in conjunction with the point source melt pool width to back 

out estimates for actual spot sizes in the process. Estimated spot size values from the EOS M 290 

experiments are compared against measured values in section 3.3.3. 

 

Figure 3-3: Example of identifying the normalized spot size based on width to depth ratio 

3.3  Results 

 The focus of this chapter is on the relationships between certain melt pool dimensions and spot 

size. Trends in cross sectional width, depth, and area are developed for finite element and 

Rosenthal based models. Experimental measurements are compared against model results to verify 

the identified trends for different melt pool geometries. Backed-out spot size estimates based on 

experimental measurements and developed trends are compared to measurements in the EOS 

M290 and Sciaky processes. Additionally, estimated spot sizes are presented for the Arcam and 

3D Systems processes.  
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3.3.1 Trends from Models 

 Simulations were completed for particular power-velocity combinations for selected processes 

and alloys to develop trends for how melt pool dimensions change with increasing spot size. Trends 

for normalized melt pool width from finite element and Rosenthal based models for tophat and 

Gaussian beam distributions are shown in Figure 3-4. Melt pool width (W) is normalized by the 

point source melt pool width (W0). Spot size (σ) is also normalized by the point source melt pool 

width to create the normalized spot size parameter used throughout this section. For all models 

and L0/D0 ratios, melt pool width increases with increasing spot size before collapsing as material 

stops being melted. Different L0/D0 lines follow a similar initial trends before lower L0/D0 values 

break off from trends followed by higher length to depth ratios. Results from tophat models show 

a greater increase in melt pool width and a longer shared trend between different L0/D0 ratios. In 

general, the models show that width in melt pools of different alloys and processes follow the same 

trends with increasing spot size. Differences between lines of the same L0/D0 label are primarily 

due to slight differences between the actual L0/D0 values of the process parameters used in the 

models.   
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Figure 3-4: Normalized melt pool width vs. normalized spot size for different models 

 Melt pool depth is normalized by the point source depth (D0) and plotted against normalized 

spot size in Figure 3-5. In all models and L0/D0 cases, normalized melt pool depth decreases 

continuously with increasing spot size. For normalized depth, tophat and Gaussian beam profiles 

give very similar results. As with normalized width results, melt pools with smaller L0/D0 values 

have a faster dropping normalized depth and larger L0/D0 values all follow a similar trend before 

separation. It should also be noted that in expanded spot sizes, the location of maximum depth and 

width occur at different locations in the melt pool. The point of maximum width occurred ahead 
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of the point of maximum depth regardless of alloy, process, and L0/D0 ratio. The difference in 

location can be attributed to how the heat is applied to the two different areas. The width of the 

melt pool is influenced by the width of the beam inputting heat into the system. Maximum depth 

is an evolution of the maximum temperature found at the surface, which is located at the back of 

the beam spot where materials has been heated by the passing heat source. The maximum heat 

applied to the material in the direction of melt pool width occurs ahead of the point of maximum 

temperature, thus developing the maximum width ahead of the maximum depth.  

 

Figure 3-5: Normalized melt pool depth vs. normalized spot size for different models 
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 Cross-sectional area is a combination of both melt pool width and depth. Since melt pool width 

and depth have differing trends with increasing spot size, normalized melt pool area exhibits a 

more mild response to normalized spot size (Figure 3-6). Melt pools with small L0/D0 ratios are 

relatively unaffected by increasing spot size before dropping. Melt pools with large L0/D0 ratios 

show an increase in melt pool area before decreasing, larger L0/D0 ratios have a greater increases 

in area. As seen in normalized width plots, a tophat heat source results in larger potential increases 

in area when compared to a Gaussian profile.  

 

Figure 3-6: Normalized melt pool cross-sectional area vs. normalized spot size for different models 
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 Depth to width ratios observed in model results are presented in Figure 3-7. Increases in width 

and decreases in depth combine to cause quick decreases in the depth to width ratios. All curves 

follow the same general trend until each L0/D0 lines approaches insufficient power density to melt. 

Since the y-axis in these plots does not require knowledge of a point source dimension, they can 

be very useful to determine a normalized spot size for experimental points when beam sized are 

unknown. These plots have been key to relating experimental and simulation results.   

 

Figure 3-7: Width to depth ratio vs. normalized spot size for different models 
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3.3.2 Single Bead Experiments 

 Single bead experiments were deposited to verify the trends observed in simulations. In this 

section, all experiments are compared for the tophat and Gaussian beam profiles modeled in finite 

element simulations.  This section will display experiments from L0/D0 ratios of 2.5, 5, 10, and 20. 

Additional experiment sets are plotted in Appendix 3. Error bars in this section show the 

uncertainty in point source dimensions (W0, D0, and A0) that are used to normalize experimental 

width, depth, and area measurements.  

 Experiments from the EOS Ti-6Al-4V, 80W, 500 mm/s, and expected 2.5 L0/D0 case were 

measured and normalized based on a W0 value of 113 μm. Spot sizes for these experiments are 

based on measurements taken at 40 W in the EOS M 290 machine at CMU [114] [115]. The 

normalized experimental measurements are compared against finite element results in Figure 3-8, 

Figure 3-9, and Figure 3-10. Across the three measured melt pool dimensions, experiments match 

poorly with trends created from an assumed tophat beam distribution. Better agreement is seen 

between experimental measurements and simulation results from an assumed Gaussian beam 

profile.  While there is some mismatch in the normalized depth and width experiments and 

simulation results, experimental results for normalized area closely matched simulation results.  
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Figure 3-8: EOS L-PBF, Ti-6Al-4V, 80W, 500 mm/s experimental normalized width measurements 

compared with finite element results for an L0/D0 ratio of 2.5 

 

Figure 3-9: EOS L-PBF, Ti-6Al-4V, 80W, 500 mm/s experimental normalized depth measurements 

compared with finite element results for an L0/D0 ratio of 2.5 
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Figure 3-10: EOS L-PBF, Ti-6Al-4V, 80W, 500 mm/s experimental normalized area measurements 

compared with finite element results for an L0/D0 ratio of 2.5 

 Experiments from the Arcam S12 EB-PBF Ti-6Al-4V 670W, 1100 mm/s case had a projected 

L0/D0 and were measured and normalized based on a W0 value of 835 μm. Experimental spot size 

values in these plots are based on trends created from backed out spot sizes from six experiment 

sets in the process. The backed out values and best fit is discussed in section 3.3.3. Comparison 

between normalized experimental and finite element results for width, depth, and area are 

presented in Figure 3-11, Figure 3-12, and Figure 3-13.  

 In the plots for normalized melt pool width, experimental measurements follow similar trends 

to those observed in simulations. For normalized melt pool width and depth, experimental 

measurements agree well with simulation results from both an assumed tophat and Gaussian beam 

intensity profile. In the case of melt pool area, good agreement is again observed for both a tophat 

and Gaussian beam profile, but agreement with a Gaussian profile is slightly improved.  In general, 

trends from finite element simulations do a very good job of describing changes in melt pool 

dimensions for this experiment set.    
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Figure 3-11: Arcam S12 EB-PBF, Ti-6Al-4V, 670W, 1100 mm/s experimental normalized width 

measurements compared with finite element results for an L0/D0 ratio of 5 

 

Figure 3-12: Arcam S12 EB-PBF, Ti-6Al-4V, 670W, 1100 mm/s experimental normalized depth 

measurements compared with finite element results for an L0/D0 ratio of 5 
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Figure 3-13: Arcam S12 EB-PBF, Ti-6Al-4V, 670W, 1100 mm/s experimental normalized area 

measurements compared with finite element results for an L0/D0 ratio of 5 

 Experiments from the 3D Systems ProX 200 L-PBF process performed at 300 W and 1400 

mm/s with an expected L0/D0 of 10, were measured and normalized based on a W0 value of 71 μm. 

Experimental spot size values in these plots are based on trends created from backed-out spot sizes 

from twelve experiment sets in the process. The backed-out values and best fit are discussed in 

section 3.3.3. Comparison between normalized experimental and finite element results for width, 

depth, and area are presented in Figure 3-14, Figure 3-15, and Figure 3-16. 

 For normalized width, experimental results are a poor match with simulation results based on 

a tophat beam profile. However, good agreement is observed between experiments and simulations 

results using a Gaussian beam profile. For normalized melt pool depth, good agreement is seen 

between experimental measurements and simulation results for both a tophat and Gaussian beam 

distribution.  Normalized melt pool area again shows improved agreement between experiments 

and Gaussian simulation results when compared to tophat simulation results. 
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Figure 3-14: 3D Systems ProX 200 L-PBF, 17-4 PH stainless steel, 300 W, 1400 mm/s experimental 

normalized width measurements compared with finite element results for an L0/D0 ratio of 10 

 

Figure 3-15: 3D Systems ProX 200 L-PBF, 17-4 PH stainless steel, 300 W, 1400 mm/s experimental 

normalized depth measurements compared with finite element results for an L0/D0 ratio of 10 
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Figure 3-16: 3D Systems ProX 200 L-PBF, 17-4 PH stainless steel, 300 W, 1400 mm/s experimental 

normalized area measurements compared with finite element results for an L0/D0 ratio of 10 

 Experiments from the Arcam S12 EB-PBF process in IN 718 at 670 W, 1300 mm/s, and 

expected L0/D0 of 20, were measured and normalized based on a W0 value of 390 μm. Comparison 

between normalized experimental and finite element results for width, depth, and area are 

presented in Figure 3-17, Figure 3-18, and Figure 3-19. For normalized melt pool width 

experimental measurements agree with simulation results except at high normalized spot sizes. 

Experimental results fell below the simulation curve for an assumed tophat distribution, and above 

the curve for a Gaussian distribution. For normalized melt pool depth, experimental measurements 

fell slightly below the curves for tophat and Gaussian distributions. Slightly better agreement was 

found for the tophat distribution. Experimental measurements of normalized melt pool area 

matched simulation data from an assumed Gaussian distribution. Uneven agreement of 

experiments with tophat and Gaussian distributions suggests the beam profile in the Arcam process 

is neither tophat nor Gaussian, but a combination of the two.  
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Figure 3-17: Arcam S12 EB-PBF, IN 718, 670 W, 1300 mm/s experimental normalized width 

measurements compared with finite element results for an L0/D0 ratio of 20 

 

Figure 3-18: Arcam S12 EB-PBF, IN 718, 670 W, 1300 mm/s experimental normalized depth 

measurements compared with finite element results for an L0/D0 ratio of 20 
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Figure 3-19: Arcam S12 EB-PBF, IN 718, 670 W, 1300 mm/s experimental normalized area 

measurements compared with finite element results for an L0/D0 ratio of 20 

  

3.3.3 Spot Size Estimates 

 Measurements of spot size are key to knowing how certain melt pools will change when 

defocus parameters are adjusted. Backing out estimates of spot size from experiments can be very 

useful for machines where the spot size values are unknown. This section will present estimates 

from experiments for different machines and compare estimates with actual measurements of spot 

size in the EOS M 290 machine, and the ProX 200 machine. Estimated spot size values from 

multiple power-velocity combinations and alloys can be fit to curves describing lasers and electron 

beams that are off-focus. 

 The first step to estimate spot size based on experimental measurements is to identify a 

normalized spot size associated with the depth to width ratio of a melt pool as described in section 

3.2.3. Normalized spot size values (σ/W0) can be translated to estimated spot sizes by simply 
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multiplying by the point source width (W0). Point source width values were ascertained from 

simulations created by the author of this thesis and others [23] [116]. Characteristic curves can be 

fit to the spot size data to describe how the beam size changes with the defocus parameter. For 

lasers, Eq. 3-3 is used.  

Eq. 3-3 

𝜎(𝑧) = 𝜎0√1 + (
𝑧 − 𝑧0

𝑧𝑟
)

2

 

 Where σ is the spot size at a defined offset, z. The minimum beam spot size, or waist, is 

represented by σ0, the Rayleigh length by zr, and z0 represents the z location where the minimum 

spot size is present. Figure 3-20 shows the physical meaning of the variables discussed. 

 

Figure 3-20: Beam profile with key beam measurements labeled 

 Estimated beam spot sizes for the ProX 300 L-PBF process are shown in Figure 3-21 along 

with best fit curves. Estimated spot sizes for an assumed tophat beam profile closely match 

estimated values for an assumed Gaussian beam profile. The best fit curve created for a tophat 

beam profile matched experimental results with an r2 value of 0.936 with σ0, zr, and z0 values of 
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121 μm, 4.03 mm, and -1.4 mm respectively.  For an assumed Gaussian beam profile, the best fit 

curve matched experimental data with an r2 value of 0.945, and fitted σ0, zr, and z0 values of 101 

μm, 3.25 mm, and -1.6 mm. Both best fit curves match the data very well and can likely be used 

to guide defocus adjustments for future experiments and builds. In general, an assumed Gaussian 

profile estimated smaller spot sizes at small offsets and larger spot sizes at large offsets when 

compared to the assumed tophat beam profile.  

 

Figure 3-21: Spot Size Estimates for the ProX 300 L-PBF process with best fit curves for typical 

laser behavior 

 Estimated beam spot sizes for the ProX 200 L-PBF process are shown in Figure 3-22 along 

with best fit curves. The best fit curve created for a tophat beam profile matched experimental 

results with an r2 value of 0.974 with σ0, zr, and z0 values of 3 μm, 0.12 mm, and -1.62 mm 

respectively.  For an assumed Gaussian beam profile, the best fit curve matched experimental data 

with an r2 value of 0.977, and fitted σ0, zr, and z0 values of 3 μm, 0.11 mm, and -1.12 mm. The 

values guiding the best fit curves suggest unrealistically low values for the waist (σ0) of the beam; 
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however, these curves are likely still useful for guiding defocus changes in future experiments and 

builds.   

 

 

Figure 3-22: Spot Size Estimates for the ProX 200 L-PBF process with best fit curves for typical 

laser behavior 

 In the EOS M 290 process, spot size estimates and best fit curves are also compared against 

curves developed from actual measurements. A series of measurements were taken in the machine 

at Carnegie Mellon using Primes FocusMonitor equipment  at 40 W and 200 W to find the 

Rayleigh length, beam radius, and z offset [114] [115]. Figure 3-23 shows experimental estimates 

and their best fit lines alongside a curve created from average values from the 200 and 40 W beam 

measurements. Very good agreement was observed between estimated experimental spot size 

values, and those based on measurements. Table 4 shows values from measurements, and curve 

fittings for the process. Additional information on the beam measurements is provided in Appendix 

4.  
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Figure 3-23: Spot Size Estimates for the EOS M 290 L-PBF process with best fit curves for typical 

laser behavior, and a curve based on spot size measurements 

Table 4: Beam curve information from measurements and fitted curves for the EOS M 290 L-PBF 

process 

 

σ0 (μm) zr (mm) z0 (mm) 
Tophat 

profile r2 
Gaussian 
profile r2 

200 W Measurements 104.726 5.778 -1.48 0.842 0.822 

40 W Measurements 83.216 4.794 -0.37 0.905 0.965 

Fitted Tophat 96 5.71 -1.16 0.923  
Fitted Gaussian 69 4.25 -1.86  0.969 

 

 Spot sizes in the Arcam S12 EB-PBF process were similarly estimated for different focus offset 

values. Figure 3-24 displays estimated values from experimental data along with best fit curves. 

The profile for electron beams also follows the same general profile in the z-direction as lasers. 

Current in the focusing coils is expected to change the spot size parabolically with changes to focus 

offset current [117] [118], however observations made to settings in the Arcam software appears 

to follow the trends produced by lasers. It is unknown whether the focus offset current that is set 

in the software is modified before changes are made in the process. The best fit curve created for 
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a tophat beam profile matched experimental results with an r2 value of 0.9674 with σ0, zr, and z0 

values of 513 μm, 11.3 mm, and 3.0 mm respectively. For an assumed Gaussian beam profile, the 

best fit curve matched experimental data with an r2 value of 0.9535, and fitted σ0, zr, and z0 values 

of 302.2 μm, 6.66 mm, and 2.1 mm. The minimum spot size in the process is expected to be around 

300 μm [119], which is in good agreement with the assumed Gaussian profile.  While the minimum 

spot size of the assumed Gaussian profile is in better agreement with the cited value, the tophat 

distribution appears to fit the data better. The beam profile likely falls between that of a tophat and 

Gaussian beam in this process.  

 

Figure 3-24: Spot Size Estimates for the Arcam S12 EB-PBF process with best fit curves 

3.4  Discussion 

 The effects of laser and electron beam spot size across different melt pool sizes, alloys, and 

processes has been simulated and verified by experiments. Changing melt pool width, depth, and 

area were normalized by their point source values (W0, D0, and A0) from simulations to remove 

variations in melt pool size. Spot size was also normalized by point source width. After 
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normalization, changes in melt pool dimensions with spot size grouped together by the L0/D0 ratio, 

or aspect ratio.  

 Normalized melt pool width increased for all cases before dropping. Larger L0/D0 ratios had 

larger increases in width and withstood larger spot sizes before melting ceased. Normalized depth 

exhibited continuous decreases for any increases in spot size. For both normalized widths and 

depths, melt pool appear to follow similar changes before smaller L0/D0 melt pools dropped off 

from the trend. Normalized melt pool areas displayed distinctly different behavior between large 

and small L0/D0 ratios. Trends for small aspect ratios had small decreases in normalized area across 

low normalized spot sizes before larger decreases at higher spot sizes. Larger L0/D0 ratios had 

increases in normalized area at low and moderate spot sizes before dropping at higher normalized 

spot sizes. The behavior of normalized melt pool dimensions was also dependent on the assumed 

beam profile. Tophat and Gaussian beam profiles both followed similar trends with increasing spot 

sizes, but a Gaussian profile had smaller increases in width and area. Experimental results showed 

agreement with simulations across various L0/D0 ratios, alloys, and processes, but typically had 

better agreement with curves generated from a Gaussian beam profile. 

 Spot size values were also estimated based on experimental results and fit to characteristic 

curves. Depth to width ratios were measured for all spot size experiments and used to identify 

normalized spot sizes for each individual case. Normalized spot sizes are multiplied by simulation 

point source width to give an estimated spot size. Completed over a range of experimental points, 

estimated spot sizes give an idea of how spot size increases with offset parameters. In the EOS M 

290 process, experimental estimates were compared with curves generated from beam 

measurements and saw very good agreement with an r2 value of 0.965 for an assumed Gaussian 
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beam profile. Estimated spot sizes can be used to guide offset changes for future experiments and 

builds.  
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Chapter 4: The Effects of Spot Size on Porosity and Flaws  

4.1  Overview 

 In this chapter, the influence of spot size on melt pool morphological characteristics such as 

keyholing, variability, and porosity is analyzed. Variability in melt pool width and depth 

measurements is studied to find how keyhole mode melting influences single bead deposits. 

Keyholing is found to have little effect on the standard deviation of melt pool width, but a 

significant effect on standard deviation of melt pool depth. A depth to width ratio of 0.5 is used to 

identify keyholing and develop a normalized spot size threshold to avoid keyholing for multiple 

alloys. Insights into the effects of spot size on geometry and the presence of keyhole mode melting 

is used to design multi-layer pad experiments based on a large range of single bead melt pool areas. 

Porosity is measured in the multi-layer samples and compared to the nominal case.  

4.2  Methods 

4.2.1 Identifying Keyholing Melt Pools 

 Melting in additive manufacturing or welding processes occurs in one of two ways, conduction 

mode melting and keyhole mode melting. In conduction mode melting, the melt pool is created by 

heat conducting down from the surface to develop the melt pool. In keyhole mode melting, the 

beam raises the temperature high enough to vaporize significant amount of material. This can result 

in deep and narrow melt pools that are desirable in some welding applications, but is more variable 

and can leave behind porosity [45] [66]. In additive manufacturing, conduction mode melting is 

desired to avoid the porosity associated with keyhole mode melting and achieve more consistent 

results.  
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 To identify melt pools that were deposited with keyhole mode melting, the depth to width ratio 

(D/W) is used. Melt pools with a depth to width ratio greater than 0.5 were deemed “keyholing” 

melt pools, as a semi-circular melt pool is the deepest that can be formed via only conduction mode 

melting [120]. While work by other authors has suggested identifying keyholing by using 

normalized enthalpy thresholds [47] [120], this research looks to identify thresholds based on 

relationships between the spot size and melt pool dimensions developed in Chapter 3:. Depth to 

width ratio trends can be compared for finite element simulations and experimental measurements 

to identify locations where experiments deviate from the predicted trends, and where the ratio 

exceeds 0.5. From this information, a normalized spot size can be suggested to avoid keyhole mode 

melting for different alloys.  

4.2.2 Variability and Porosity Measurement 

 To identify the presence of any additional variability in keyhole or conduction mode melt 

pools, variability in melt pool width and depth is analyzed. Melt pool width can be easily traced 

after imaging melt pools from above. A script in MATLAB was developed by Fox to measure the 

distances between two regions manually painted red on an image [23]. Melt pool widths traced in 

red can be measured for both melt pool dimensions and standard deviation.  

 To acquire enough measurements for variability in melt pool depth, single bead melt pools 

need to be serial sectioned, or sectioned down the center of the bead. In this work, a series of melt 

pools were sectioned down the center of the bead with a wire EDM to measure depth variability 

using a similar MATLAB script as described above for width measurement. An additional 

component to the script included a best fit linear trend along the bottom of the melt pool to 

compensate for changing depths resulting from a misaligned cut. The traced melt pool was also 
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cut off at the top surface of the melt pool to eliminate variability from the surface of the melt pool 

in a potential uneven cut. Melt pool depths were traced over a distance of 20 mm. Figure 4-1 shows 

a portion of a sectioned melt pool before and after being traced.  

 

Figure 4-1: Melt pool depth before (top) and after (bottom) tracing for variability analysis 

 Analysis of bead-up melt pools could be completed by simply observing the surface of the 

single bead deposits. Bead up melt pools occur when instabilities in the melt pool begin breaking 

the liquid metal into individual droplets and is characterized by melt pools with inconsistent 

amounts of material in cross sections. Figure 4-2 shows two melt pools viewed from above and 

from cross sections. The top melt pool shows the inconsistent characteristics associated with bead-

up melt pools while the bottom image shows a smooth melt pool with no bead-up issues present. 

Bead-up phenomenon can occur in long and narrow melt pools and can be a major source of 

porosity.  

 Previous work by Yadroitsev et al. identified a width to full length ratio (W/FL) as a threshold 

for bead-up melt pools in additive manufacturing [75].  To quantify the effects of spot size on the 

occurrence of the bead-up phenomenon, width to full length ratio was plotted against normalized 

spot size for different L0/D0 ratios. Observations from experimental melt pools can be used to 

verify the suggested cutoff values.  
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Figure 4-2: Bead-up (top) and smooth (bottom) melt pools as viewed from above, and from cross 

sections 

 Porosity measurements are completed on multi-layer pad experiments via optical images to 

analyze compare different parameter sets on how much porosity is present in the resulting deposit. 

Polished sections of a multi-layer deposit were imaged at three different magnifications, 2.5X, 

10X, and 50X to be able to identify porosity of different size scales. Porosity measurements were 

gathered through the use of a MATLAB script developed by Luke Scime [121]. The code converts 

microscope images to a grayscale image, a brightness intensity histogram is displayed for the user 

to choose a cutoff intensity for identifying pores. The image is then converted to a binary black 

and white image based on the input cutoff value and porosity is calculated. Figure 4-3 shows the 

generated grayscale image with intensity histogram, and the resulting black and white image from 

a selected intensity cutoff value of 50.  
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Figure 4-3: Porosity optical image before (top) and after (bottom) selection of an intensity cutoff 

value from the intensity histogram (right) 

4.2.3 Experiment Setup 

 Experiments for this work consisted of both single bead experiments to analyze specific 

keyholing melt pools and variability, and multi-layer pads experiments to analyze porosity at 

different process parameter settings. This work made use of the same single bead experiments used 

in Chapter 3:, and some additional experiments designed to look more specifically at keyholing. 

Experiments involved particular power-velocity sets at chosen L0/D0 ratios where spot size was 

varied for different single bead deposits. These single bead deposits transitioned from keyhole 

mode melting at small spot sizes to conduction mode melting at larger spot sizes. Based on these 

experiments, relationships could be drawn between melt pool depth, width, spot size, and the 

occurrence of keyholing. Variability in melt pool depth was analyzed in a series of single beads at 

one power-velocity combination and multiple spot sizes. The chosen power-velocity combination 

was selected because of its relatively large size, making sectioning easier, and the occurrence of 

both significant keyhole and conduction mode melting across the spot size settings.  
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 Multi-layer experiments were completed to analyze porosity in multi-layer pads build with a 

variety of process parameters. The experiments seek to identify porosity at different melt pool 

areas and compare nominal settings against settings with altered spot size and balanced hatch 

spacing and layer thickness. The multi-layer pads were deposited in the Arcam S12 EB-PBF 

process at a layer thickness of 70 μm in Ti-6Al-4V. Powder used for the build was gas atomized 

Ti-6Al-4V powder supplied by Arcam. The powder had been used in multiple previous builds and 

therefore may not have the same characteristics as virgin powder provided by Arcam. Table 5 

outlines the settings used for each multi-layer pad deposited for these experiments. In general, the 

scan speed of the electron beam increases with increasing speed function [89], and increasing focus 

offset expands the beam. Settings to produce desired areas, and assistance with hatch spacing 

determination were provided by Sneha Narra [122].  

Table 5: Multi-layer pad experiment plan to analyze porosity 

Experiment # 
Speed 

Function 
Nominal Area 

Multiple 
Focus Offset 

(mA) 
Hatch 

Spacing (μm) 

1 36 1X 19 200 

2 72 0.5X 19 200 

3 20 2X 19 1150 

4 36 1X 10 362 

5 72 0.5X 5 153 

6 72 0.5X 0 220 

7 152 0.25X 0 133 

8 10 4X 28 1100 

9 20 2X 25 290 

 

 Experiment one was deposited at the nominal settings for speed, focus offset, and hatch spacing 

in Ti-6Al-4V in the Arcam S12 machine at Carnegie Mellon. Experiments two and three used 

settings at larger and smaller cross-sectional areas with modified hatch spacing, but without 
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modified focus offset. Experiment four used the nominal area setting with a decreased focus offset 

and increased hatch spacing intended to improve deposition rate while balancing melt pool width 

and hatch spacing to avoid introducing lack of fusion porosity. Experiments five and six were 

deposited at power and velocity settings designed to result in half the nominal area, and decreased 

focus offset and hatch spacing values to reduce porosity. Experiment seven used power and 

velocity settings to produce an area one quarter of the nominal size. Focus offset and hatch spacing 

were reduced to maintain low porosity. Experiment eight was designed for a melt pool four times 

larger than nominal with an increase in hatch spacing and focus offset to deposit successfully. 

Experiment nine used settings for an area twice that of nominal with increased focus offset and 

hatch spacing values to improve deposition quality. 

4.3  Results 

4.3.1 Depth and Width Variability in Keyhole Mode and Conduction Mode 

Melting 

 Many in the welding community have shown that keyhole mode welding can introduce 

increased variability in melt pool dimensions [45] [64] [65]. An investigation of additive 

manufacturing melt pools at different spot sizes was used to determine how variability in melt pool 

dimensions change at different magnitudes of keyholing. Figure 4-4 shows how melt pool depth 

and width change as a melt pool transitions into keyhole mode melting. Experiments were 

completed in the Arcam S12 EB-PBF process at a power of 670W, and velocity of 265 mm/s. 

Depth to width values over 0.5 are considered keyholing melt pools, and larger values indicate 

more severe keyholing. Melt pool widths showed less change as depth to width ratio increased into 
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the keyhole mode melting range, but melt pool depths steadily increased. This suggests that 

increases in depth to width ratio in keyholing melt pools is primarily due to depth increases.  

 

Figure 4-4: Width and depth vs D/W ratio for single beads deposited in Ti-6Al-4V in the Arcam S12 

EB-PBF process 

 Similar to the plot above, standard deviations measured for the melt pools have been plotted 

against depth to width ratio for the 670 W, 265 mm/s EB-PBF experiments in Figure 4-5. Standard 

deviations for melt pool width taken from above view images suggest that the mechanisms that 

drive keyhole mode melting have little effect on the variability of the width of the melt pool. 

Standard deviations for width are consistently between 12 and 17 μm with no significant trend 

with respect to depth to width ratio. Standard deviations for melt pool depth were gathered from 

sections down the length of the melt pool. In conduction mode melting, standard deviations for 

depth typically fell below those found for melt pool width. In keyholing melt pools above depth to 

width ratios above 0.5, standard deviations increase significantly with increasing depth to width 

ratio. This signals that in more severe keyhole melt pools, the variability in the melt pool also 
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become more severe, which reinforces the notion that keyhole mode melting is undesirable in 

additive manufacturing. 

 

Figure 4-5: Standard deviations of width and depth vs D/W ratio for single beads deposited in Ti-

6Al-4V in the Arcam S12 EB-PBF process 

 Although the data presented in this section is limited to data from one power-velocity 

combination, the observed trends give insight to how melt pool depth and width changes in 

conduction and keyhole mode melting scenarios.  Keyholing has little effect on the width of melt 

pools, but can dramatically increase melt pool depth. While keyhole mode melting may be 

desirable in some welding applications, the variability in depth and large depth to width aspect 

ratios make keyhole mode melting unwanted when compared to more consistent melt pools 

deposited in conduction mode melting.   



82 

 

4.3.2 Spot Size Changes to Prevent Keyholing 

 Key to depositing successfully throughout processing space while avoiding keyhole mode 

melting is the ability to eliminate the occurrence of keyholing through process variable 

modification. Figure 4-6 displays Ti-6Al-4V melt pools produced in the Arcam S12 EB-PBF 

process at Carnegie Mellon at 670 W, 265 m/s, and different focus offset values. At narrow beam 

sizes, keyholing melt pools are produced. As spot sizes are increased, keyholing becomes less 

severe, and melt pools are created via conduction mode melting. Knowledge of the melt pool and 

spot size can be used to avoid keyhole mode melting and the adverse effects that come with it.  

 

Figure 4-6: Melt pool cross sections from increasing spot sizes transitioning from keyholing to non-

keyholing melt pools 

 To get an understanding of how spot size can be used to avoid the keyholing phenomenon, 

depth to width ratio is plotted against normalized spot size. Figure 4-7 shows depth to width values 

for all Ti-6Al-4V experiments from the Arcam S12 EB-PBF and EOS M 290 L-PBF processes 

along with the FEA line for an assumed Gaussian profile at a L0/D0 ratio of 5. To avoid keyholing 

by the D/W threshold of 0.5 used in this work, a corresponding normalized spot size (σ/W0) value 

of 1 is necessary to ensure keyhole mode melting is avoided in Ti-6Al-4V. This means that spot 

sizes must be kept above the estimate point source width of a melt pool to avoid keyholing. There 

is also a second threshold of interest that may signal reduced variability in melt pools. At a depth 
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to width ratio near 0.3, all experimental measurements begin good agreement not only with the 

finite element curve for depth to width, but also with other experiments. This depth to width 

threshold corresponds to a normalized spot size of 1.25. These two thresholds suggest that 

maintaining normalized spot sizes above 1 can help avoid keyhole mode melting, and normalized 

spot sizes above 1.25 produce more predictable melt pool sizes in Ti-6Al-4V.  

 

Figure 4-7: D/W ratio vs normalized spot size for all experimental Ti-6Al-4V data 

 A Similar analysis can be completed to find normalized spot size thresholds to avoid keyholing 

in other alloys. Figure 4-8 displays experimental data for both Inconel 718, and 316L stainless 

steel along with finite element data. IN718 experiments were completed only in the Arcam S12 

EB-PBF process, while 316L stainless steel experiments were completed in the 3D Systems ProX 

200 and ProX 300 L-PBF processes. The number of experiments completed in IN718 is much 

more limited than those for Ti-6Al-4V presented earlier, but a similar threshold value for keyholing 

can be found. A threshold for keyholing is found at a normalized spot size value of 0.9, just below 
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the value found for Ti-6Al-4V. The keyholing threshold for normalized spot size in 316L stainless 

steel was similarly found to be 0.9. Both IN718, and 316L stainless steel thresholds were based 

off fewer experiments when compared to Ti-6Al-4V, and therefore a threshold for reduced 

variability in melt pool results could not be determined.  

 

Figure 4-8: D/W ratio vs normalized spot size for all experimental IN718 (left) and 316L stainless 

steel (right) data 

 Keyholing thresholds can also be found for 17-4 PH stainless steel, and 304 stainless steel 

based on experiments from the ProX 200 and ProX 300 L-PBF experiments. Figure 4-9 shows 

experimental D/W data for 17-4 PH and 304 stainless steel compared against a finite element curve 

(L0/D0=5). For 17-4 PH stainless steel, a threshold for keyholing based on experimental 

measurements is determined to be 0.9, which falls in line with values attained for IN718 and 316L 

stainless steel. A normalized spot size threshold to avoid keyholing for 304 stainless steel based 

on experimental data is determined to be 0.9. As with IN718 and 316L stainless steel, there is not 

enough experimental data to determine a second threshold for reduced variability. 
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Figure 4-9: D/W ratio vs normalized spot size for all experimental 17-4 PH (left) and 304 (right) 

data 

 Plotting depth to width ratio for all experiments against normalized spot size has enabled 

thresholds to be developed based on spot size and melt pool size to be able to avoid keyhole mode 

melting. Across five different alloys, thresholds to avoid keyholing were found to be very similar. 

A conservative threshold to avoid keyholing across all five alloys studied in this section is a 

normalized spot size of 1. This means that to avoid keyholing, the spot size must be kept above 

the point source width from simulations, or estimated from experiments. A second threshold was 

observed in Ti-6Al-4V experiments for reduced variability, but such a threshold could not be 

determined in other alloys. 

4.3.3 Spot Size Changes to Reduce Bead-up 

 In addition to keyhole mode melting, bead-up melt pools can introduce porosity into additive 

manufacturing deposits due to the inconsistent surface of the melt pools. Yadroitsev et al. 

suggested a minimum width to full length ratios to avoid instability depending on the angle the 
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melt pool creates with the substrate. At an angle of 180 degrees, where the melt pool is contacting 

the substrate at one point, the W/FL threshold is found to be 0.26, and for a free cylinder with no 

contact to a substrate, the threshold is 0.32. These two numbers will be used as indicators for 

potential instability and the onset of bead-up.  

 

Figure 4-10: Width to full length (W/FL) versus normalized spot size (σ/W0) for melt pools of 

different aspect ratios 

 Figure 4-10 shows trends in width to full length ratio with increasing spot size for different 

L0/D0 ratios. Shorter melt pools at smaller L0/D0 melt pools do not enter the bead-up region 

regardless of the spot size, however L0/D0 values above five require increased spot size to increase 

the width to full length ratio and avoid bead-up melt pools. For an assumed tophat beam 
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distribution, W/FL continually increases at an increasing slope. With a Gaussian beam distribution, 

W/FL ratio continually increases with normalized spot size, but the changes become less 

significant at larger spot sizes. More important than the behavior of the width to full length ratio 

is the value of the normalized spot size where L0/D0 lines cross the bead-up thresholds. For this, 

similar values can be obtained for both tophat and Gaussian beam distributions. 

 Melt pools from a series of spot size experiments deposited in the 3D Systems ProX 200 L-

PBF process in 17-4 stainless steel are presented in  Figure 4-11.  Width to full length values can 

be found based on normalized spot size, L0/D0 values, and the presented Gaussian simulation data. 

As spot size is increased, width to full length ratio increases, and severity of bead-up decreases. 

For the case presented below, a bead-up threshold exists between a W/FL ratio of 0.26 and 0.32. 

The average of the two values (0.29) is used as a threshold for this case with a W/FL uncertainty 

of 0.03. 

 

Figure 4-11: Observed bead-up and smooth melt pools deposited in 17-4 PH stainless steel in the 

ProX 200 L-PBF process 
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 Observations similar to those presented above were completed in melt pool tracks across 

different alloys and processes to verify thresholds proposed by Yadroitsev when spot size is 

increased. Melt pools can be plotted in W/FL versus σ/W0 space for the associated L0/D0 values to 

determine the bead-up threshold for different power-velocity combinations. Table 6 shows W/FL 

thresholds observed from various spot size experiments. The threshold presented is the average 

W/FL value between the last bead-up melt pool, and the first smooth melt pool. Uncertainty in the 

measurement is simply the difference between those average values and the W/FL value of the last 

bead-up melt pool. 

Table 6: Experimental bead-up identification and measurement 

Process Alloy 
Power 

(W) 
Velocity 
(mm/s) 

W/FL 
threshold 

W/FL 
Uncertainty 

Arcam S12 Ti-6Al-4V 670 1100 0.3 0.01 

Arcam S12 Ti-6Al-4V 670 550 0.275 0.005 

EOS M 290 Ti-6Al-4V 370 1900 0.265 0.005 

EOS M 290 Ti-6Al-4V 330 2150 0.28 0.01 

ProX 200 SS 316L  300 2400 0.29 0.03 

ProX 200 SS 17-4 PH 300 2400 0.29 0.03 

ProX 200 SS 304 300 2400 0.29 0.03 

 

 Strong agreement is observed between proposed bead-up thresholds and those observed for 

no-added material Ti-6Al-4V and stainless steel single bead deposits. Although good agreement 

is observed between Ti-6Al-4V and stainless steel deposits, bead-up was not observed in Inconel 

718 deposits where it was expected due to a low width to full length ratio. With a layer of added 

powder, bead-up may occur in the Inconel deposits, but further work is required to explain the 

discrepancy between alloys. A conservative W/FL threshold to avoid bead-up melt pools is 

suggested as 0.32 based on the largest cutoff observed with uncertainty.   
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4.3.4 Spot Size Changes to Reduce Porosity 

 Based on previous information gathered about the effects of spot size on geometry and onset 

of keyholing, multi-layer pads were built in the Arcam S12 EB-PBF process. The power and 

velocity settings were based on different desired melt pool areas. Spot size was adjusted to give 

preferable melt pool shape, and hatch spacing was adjusted to ensure complete melting. Figure 

4-12 displays percent porosity measured in each sample at different magnifications, and displays 

some key experiment settings.  

 

Figure 4-12: Percent porosity measured at different magnifications for Ti-6Al-4V multi-layer pads 

deposited in the Arcam S12 machine at Carnegie Mellon 

 Experiments two, three, and eighth all had significant porosity of 15, 28, and 14 percent 

respectively. These would not be acceptable for use with the process parameters used, but may be 

suitable with adjustments to spot size or hatch spacing. Experiment nine, at a melt pool area of 2X 

resulted in similar porosity as the nominal settings in experiment one. Porosity in these 
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experiments could likely be reduced by changing process parameters, as porosity at the nominal 

power-velocity settings was decreased in experiment four by decreasing spot size and increasing 

hatch spacing.  A larger hatch spacing was able to be used because the smaller spot size gave better 

penetration into the substrate than the nominal focus settings. This simple decrease in spot size 

enabled a deposition rate 81 percent higher than standard settings at the same power and velocity.  

 The two lowest porosity samples in experiments five and six were produced at the 0.5X power-

velocity settings. During the design of these experiments, the complete profile of spot size versus 

focus offset was unknown, and thus the two experiments were deposited at very similar spot sizes. 

A narrow spot size compared to nominal settings gave the 0.5X melt pools additional penetration 

into the substrate, and a smaller hatch spacing in experiment five resulted in reduced porosity. 

Experiment seven, with 0.25X power and velocity, also had significantly reduced porosity when 

compared to the nominal condition with decreased spot size and hatch spacing.  

 With correct adjustments to spot size, hatch spacing and layer thickness can be adjusted to 

create successful deposits. Adjustments made in experiments in this section allowed for successful 

deposition with melt pools that were one quarter to double the area of the nominal case. This wide 

range of available melt pool sizes can allow an operator to take advantage of qualities deposited at 

different melt pool sizes or in different regions of processing space.  

4.4  Discussion 

 Keyhole mode melting can be avoided in additive manufacturing melt pools by increasing spot 

size. Variability in single bead melt pools was analyzed for both melt pool widths and depths. 

Depth to width ratio was used as an indicator of the presence and severity of keyhole mode melting, 

and both depth and width were plotted against this ratio. A depth to width ratio greater that 0.5 



91 

 

was considered a keyholing melt pool. As a depth to width ratio increased, changes in width 

became less sensitive to increasing severity of keyhole mode melting.  Melt pool depth, however, 

steadily changed with increasing D/W ratio signaling that depth is primarily responsible for 

increases in melt pool area in keyhole mode melting. Standard deviations were calculated in melt 

pool widths as measured from above, and melt pool depths from sections down the length of the 

melt pool. Standard deviations in melt pool width were unaffected by keyhole mode melting and 

increasing severity of the phenomenon. Standard deviations in melt pool depth saw a jump in melt 

pool with D/W ratios greater than 0.5 and increasing variability with increasing keyhole severity.  

 Methods to identify keyholing based on depth to width ratio were explored and used to 

determine a normalized spot size (σ/W0) threshold to avoid keyhole mode melting in Ti-6Al-4V, 

IN718, 316L stainless steel, 17-4 PH stainless steel, and 304 stainless steel. Normalized spot size 

thresholds for the different alloys were found to be 1.0 for Ti-6Al-4V, and 0.9 for all other alloys 

analyzed. Since all values were very close, a conservative estimate for all alloys analyzed is to 

follow the value of 1.0 to avoid keyhole mode melting in the alloys presented. While the alloys in 

this study all gave very similar results, analogous studies would need to be performed to confirm 

thresholds for different alloys.  

 In addition to keyholing, spot size can be used to avoid the formation of bead-up melt pools. 

Melt pool width to full length (W/FL) ratio has been established as an important indicator for the 

development of bead-up melt pools by previous authors [74]. Trends for W/FL against normalized 

spot size are developed based on simulations, and experiments are used to verify thresholds to 

avoid bead-up suggested by Yadroitsev [75]. Good agreement is observed between experimental 

and proposed thresholds suggesting spot size can be used to methodically avoid bead-up melt pools 
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in additive manufacturing. A conservative threshold is considered to be a W/FL ratio of 0.32, but 

the value may need to be modified when a powder layer is present.  

 Knowledge of keyholing thresholds and geometrical changes due to spot size changes was 

used to design multi-layer pad experiments for a range of melt pool sizes. By modifying focus 

offset and hatch spacing, porosity at nominal power-velocity settings was able to be decreased 

while increasing deposition rate by 81 percent. Lower porosities were also achieved for process 

parameters at areas 0.5, and 0.25 times the nominal case. Similar porosity values were found for 

parameters yielding an area twice that of the nominal case. By including spot size in process 

parameter adjustments, high quality depositions can be created by avoiding keyhole and lack of 

fusion porosity.  
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Chapter 5: The Effects of Spot Size on Ti-6Al-4V Deposition 

Microstructure 

5.1  Overview 

 The microstructure in an additively manufactured part is a key factor determining the part’s 

mechanical properties. Models used in previous chapters are used to gain insights into how spot 

size affects cooling rates, which play an important role in the development of microstructure. 

Differences between tophat and Gaussian beam profiles are explored, and differences in results 

between the two cases are explained. Prior beta grain measurements from various Ti-6Al-4V 

experiments show no correlation with changing spot sizes. The absence of a trend with spot size 

requires an amendment to the findings by Gockel [81] that suggest a direct relationship between 

spot size and effective melt pool width.  

5.2 Methods 

5.2.1 Modeling 

 Work in this chapter makes use of the finite element, Rosenthal, and Eagar-Tsai models used 

in Chapter 3:. Much of this section reiterates the details of those models; information on the 

methods used that are specific to this chapter begins in section 5.2.1.3. 

 Work in this chapter is a product of both finite element based and analytical based models. 

Finite element simulations used in spot size analysis are based on those used in Chapter 2:, and 

simulate top hat or Gaussian flux distributions. Analytically based models are evolutions of the 

Rosenthal model of a moving point heat source [91]. The Eagar-Tsai model simulates a moving 

heat source with a Gaussian heat source and is a modification of the Rosenthal model [93]. Another 
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model was created to simulate a top hat heat source by using the principle of superposition with 

the original Rosenthal model. These models were used to identify how melt pool geometry changes 

with increasing spot size.  

5.2.1.1  Finite Element Models 

 The finite element model used in this section was a slight modification on the model used for 

the laser powder feed process. The model simulates a distributed moving heat source on a large 

substrate that is long enough to reach steady state melt pool size and wide and deep enough to 

avoid edge effects and a symmetry boundary condition down the center of the melt pool. The heat 

flux is distributed across elements on the surface to make a semi-circular shape. The number of 

elements with applied heat flux is determined by stepping through elements in the X-direction and 

rounding to the nearest element in the Y-direction to create the correct shape. Two different flux 

distributions within the spot size were simulated. One model uses a tophat distribution where all 

flux values are set equal, and a second approximates a Gaussian distribution. The spot size value 

used from Gaussian distribution simulations follows the D86 width measurement technique 

commonly used to find laser beam diameter [113]. The distribution of the heat flux for a typical 

model is shown in Figure 3-1. 
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Figure 5-1: Flux distribution on the surface of a finite element model 

 The Gaussian heat source model extended the Gaussian profile out to two standard deviations, 

and amplitude is adjusted to provide the full power input. Since the Gaussian profile is fit onto a 

set of square elements, the smallest spot sizes used (4 element radius) had the largest percent error 

between the discrete and true distribution (25%). Other spot sizes simulated were multiples of 4 

elements through the radius and have significantly decreased error in respect to modelling a 

Gaussian beam profile. Simulations of spot size span multiple processes and alloys. In all cases, 

the finite element models use temperature dependent thermal properties. 

 

5.2.1.2  Rosenthal and Eagar-Tsai Models 

 In addition to finite element models, simpler models for tophat and Gaussian beam 

distributions were used to identify effects of increasing spot size. The models do not include 

temperature dependent properties or latent heat, but a solution can be found in a matter of seconds 

compared to hours or days. The first model, simulating a tophat distribution, is based off the 

moving heat source model developed by Rosenthal [91] shown in Eq. 3-1.  
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Eq. 5-1 

𝑇 − 𝑇0 =
𝑞

2𝜋𝑘𝑅
𝑒−

𝑣(𝑤+𝑅)
2𝛼  

 Where T is the temperature of the location of interest, T0 is the preheat temperature, q is the 

input power, v is the travel velocity, k and α are thermal properties, and w and R specify the 

location. The equation gives the temperature at a specified location relative to a point heat source. 

To create a tophat heat source, multiple Rosenthal models are organized into a circular shape with 

100 instances across the diameter. The principle of superposition is used to sum the solutions for 

a specified point in space. Melt pool boundaries are found by using the Newton-Raphson method 

and maximum width, depth, and area is found using the golden-section search method. 

 The Eagar-Tsai model was developed based on the Rosenthal model and simulates a moving 

heat source with a Gaussian distribution. Where the original Rosenthal model can be solved 

analytically, the derived Eagar-Tsai model in Eq. 3-2 must be solved numerically [93]. 

Eq. 5-2 

𝜃 =
𝑛

√2𝜋
∫
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1
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𝑣2𝑡
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𝜉2+𝜓2+2𝜉𝜏+𝜏2

2𝜏+2𝑢2 −
𝜁2

2𝜏𝑑𝜏 

 Dimensionless temperature is represented by θ, and ξ, ψ, and ζ represent dimensionless 

distance in x, y, and z. Dimensionless time is represented by τ. u is a dimensionless heat source 

distribution parameter and n is an operating parameter that includes power, velocity, and thermal 

properties. The integral was solved numerically with the trapezoid method, and melt pool 

boundaries and maximum geometry values were found via the Newton-Raphson and golden-

section search methods as with the tophat distribution model. 



97 

 

5.2.1.3  Modeling Cooling Rate   

 Simulation results for cooling rates have been determined from the different types of models 

described above using two different methods. In finite element simulations, a MATLAB script 

developed by Brian Fisher [123] measures the distance between the liquidus and solidus 

temperatures to generate a thermal gradient at the tail of the melt pool. The gradient is then 

multiplied by the heat source travel velocity to give a cooling rate for the steady state melt pools. 

In the Rosenthal based models used in this section, the absence of latent heat makes calculation of 

cooling rate easier. The gradient at the tail of the melt pool is multiplied by velocity to give the 

cooling rate for the simulation. Important to this work are the trends in cooling rates, thus the 

specific values are inconsequential. 

5.2.2 Experiments and Microstructure Analysis 

 Experimental data used in this section was gathered from those used for geometry analysis in 

Chapter 3:. The Ti-6Al-4V single bead experiments are deposited at select power-velocity 

combinations in the Arcam S12 EB-PBF, EOS M 290 L-PBF, and Sciaky electron beam wire feed 

processes.  

 Once experiments were completed, samples are prepared for analysis. Samples are cross-

sectioned, polished, and etched using Kroll’s etchant. Procedures for polishing and etching can be 

found in Appendix 1. Samples are then imaged using an Alicona Infinite Focus optical microscope. 

Melt pool cross-sectional dimensions and average prior beta grain width can be measured. Prior 

beta grain size is measured using the intercept method [112]. Prior beta grains in these processes 

are columnar in nature so prior beta grain width is the dimension of focus in this study. A horizontal 
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line is drawn perpendicular to the growth direction of columnar grains, and grains are counted then 

the total is divided by the length of the line. 

 Work in this chapter will use normalized spot size values identified in Chapter 3:, but will 

focus on the microstructure of the depositions as opposed to the melt pool geometry. Melt pool 

geometries were previously normalized by their point source simulation values. Similarly, grain 

width is to be normalized; however, a point source grain size cannot be gleaned from simulations. 

Grain widths are therefore normalized by values found at small, non-keyholing melt pools, and 

may be based on two to three melt pools to reduce the influence of a single melt pool.  

5.3  Results 

5.3.1 Model Results 

 Models of a moving heat source were used to identify trends in cooling rates and give insight 

as to how prior beta grain widths may change with increasing spot size. Figure 5-2 displays trends 

for normalized cooling rates (CR/CR0) in melt pools of different L0/D0 values. Similar to melt pool 

dimensions in earlier chapters, cooling rate is normalized by the point source value of cooling rate 

(CR0). Trends are presented for both tophat and Gaussian beam profiles, as well as Rosenthal-

based and finite element models. With a tophat beam distribution, cooling rates remain fairly 

constant with increasing spot size before sharply increasing at high normalized spot sizes. Melt 

pools with higher L0/D0 ratios have smoother increases in normalized cooling rate. This is in 

contrast to the behavior of normalized cooling rates for a Gaussian beam profile.  

 With a Gaussian beam profile normalized cooling rates increase similar to with a tophat 

distribution before leveling out and decreasing at large spot sizes. Larger potential increases in 

cooling rate are observed in melt pools with larger L0/D0 values. There is also a discrepancy 
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between the trends observed in the Eagar-Tsai model, and the Gaussian distribution finite element 

model. Normalized cooling rates from the Gaussian finite element model only display slight 

leveling in some chosen curves, and has higher peaks than those observed by the Eagar-Tsai model. 

The differences between the two model results can be attributed to approximations made in 

generating the Gaussian heat flux distribution in the finite element models. The interface between 

elements with surface flux, and elements without surface flux, at the edge of the simulated beam 

lead to artificially higher gradients at the tail of the melt pool at large spot sizes. With a beam 

profile simulated to further extents, the differences between the two models would be reduced. 

 

Figure 5-2: Normalized cooling rate vs. normalized spot size for tophat and Gaussian beam 

distributions 
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 Differences between the two trends in cooling rate between tophat and Gaussian beam profiles 

is attributed to the temperature profiles created in the melt pools. Figure 5-3 compares the beam 

and temperature distributions down the centerline of the melt pool generated from the Rosenthal 

superposition tophat profile and Eagar-Tsai Gaussian profile models over various normalized spot 

sizes. The curves were created for a simulation of IN625 in the electron beam wire feed process at 

3 kW and 21 mm/s with a L0/D0 ratio of 5. With a tophat beam profile, the maximum temperature 

occurs at the back edge of the beam before dropping sharply as the material cools. As the beam is 

expanded, the peak temperature develops closer to the melting temperature. This in turn brings the 

steep drop in temperature at the back of the beam spot closer to the melting temperature, raising 

the gradients at the melting point and similarly the cooling rates. 
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Figure 5-3: Temperature and beam profile distributions for different normalized spot sizes 

 With a Gaussian beam profile, the peak temperature also occurs toward the back of the beam 

spot; however, energy is still being input into the melt pool behind the peak temperature. This 

offsets some of the heat being conducted away and gives a smoother temperature profile compared 

to the tophat distribution. As spot size is increased, the melting point occurs at a location with 
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steeper gradients on the melt pool cooling curve. As the spot size continues to increase, the melt 

point approaches the rounded peak of the temperature curve and begins decreasing.  

5.3.2 Single Bead Experiments 

 Data from single bead experiments was gathered from experiments in the Arcam S12 EB-PBF, 

EOS M 290 L-PBF, and Sciaky electron beam wire feed processes. Prior beta grains from each 

experiment set were measured to get average grain sizes in the melt pools at different spot sizes. 

Measurements were normalized based on prior beta grain widths in relatively small, non-keyholing 

melt pools and plotted against normalized spot size. Figure 5-4 shows normalized grain width 

(GW/GW0) versus normalized spot size data from all experimental measurements. The data does 

not form a discernable trend suggesting spot size has little to no effect on prior beta grain width in 

Ti-6Al-4V.  

 

Figure 5-4: Experimental normalized prior beta grain width vs. normalized spot size for Ti-6Al-4V 

 The lack of correlation between prior beta grain width and spot size also means that there 

cannot be a relationship solely between grain size and melt pool dimensions, as the spot size does 
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not change the melt pool dimensions. This suggests a corollary needs to be added to the findings 

by Gockel [81] that prior beta grain width scales with the square root of melt pool area. At large 

spot sizes, wide and shallow melt pools can have significantly reduced melt pool areas. An adjusted 

relationship between melt pool area and prior beta grain width should read as follows: Prior beta 

grain width in Ti-6Al-4V scales with the square root of area for consistent cross sectional shape. 

By considering the relationship for a consistent cross sectional shape, differences in area due to 

spot size no longer has influence over the trend. An additional benefit of using the relationship 

with consistent melt pool shape is the ability to directly use the measured melt pool width, rather 

than calculate effective melt pool width based on cross-sectional area measurements.  

 In light of the information presented in this chapter, relationships between melt pool 

dimensions and prior beta grain width in the Sciaky electron beam wire feed process from section 

2.3.3 can be modified. Figure 5-5 shows the relationship between average prior beta grain width 

and effective melt pool width for both the original effective width values based on area 

measurements and adjusted effective width values that account for the effects of spot size on melt 

pool area. Adjusted values were ascertained through the fitted finite element process map for cross-

sectional area associated with the process. The two groups of data still give very similar results, 

but a steeper slope is observed in the adjusted values. Larger differences would be expected 

between the two trends if more extreme melt pool shapes were present in the experiments.  
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Figure 5-5: Relationships between prior beta grain width and effective melt pool width based on the 

original effective widths based on measurements, and spot size adjusted values based on finite 

element simulations. 

5.4  Discussion 

 In addition to melt pool dimensions in previous chapters, the effects of spot size on cooling 

rate has been simulated. Trends between normalized cooling rates and normalized spot size show 

that cooling rate is generally not correlated with spot size for small and moderate spot sizes, while 

there is a strong, positive, correlation at large spot sizes. Simulations also identified significant 

differences in cooling rate at large spot sizes between beam distribution assumptions. Sharp 

decreases in applied heat at the edge of a tophat beam result in increasingly steep gradients and 

increasing cooling rates while the smoother shape of a Gaussian beam results in smaller increases 

in cooling rates, and even decreases in cooling rate for small L0/D0 ratios. 

 Based on the results of cooling rate trends from simulations, grain size is expected to decrease 

with increasing tail cooling rate at large spot sizes. Contrary to expectations, Ti-6Al-4V single 

bead experiments from multiple processes at various normalized spot sizes had no dependence 
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upon spot size. This observation requires that the notion that grain width scales with melt pool area 

only holds true if the shape of the melt pool remains constant. It is important to note that these 

experimental measurements are for single bead results only, and the observed trends may not hold 

for multi-layer deposits. More work is required in the future to confirm or qualify the experimental 

findings in this chapter.    
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Chapter 6: Adjusting Spot Size to Expand Processing Space 

6.1 Overview 

 Previous chapters have shown various ways that spot size influences different aspects of 

additive manufacturing deposits. Work presented here presents how those findings can be 

implemented to expand the usable processing space in additive manufacturing processes. Three 

stainless steels are process mapped in the ProX 200 L-PBF process at the nominal spot size. Issues 

are noted with the melt pools created throughout processing space, and expanded spot size 

experiments are completed for 316L stainless steel. Expanded spot size experiments make use of 

findings in Chapter 4: to eliminate keyholing at target power-velocity combinations. New melt 

pool measurements are used to create a modified process map with an increased usable processing 

space. A method is proposed to systematically increase the “good” processing space by avoiding 

keyholing, and preventing the occurrence of bead-up melt pools in some regions.  

6.2  Methods 

6.2.1 Modeling 

 Finite element process maps in this section are based on a series of two dimensional 

simulations completed using the Abaqus software package. The model is made up of a single plane 

and a point heat source that travels node by node along the y-axis. The model is radially symmetric 

about the y-axis, thus the model is simulating a heat source moving axially down the center of a 

cylinder. Simulating a simple heat source traversing a flat substrate of material is the goal of the 

model, so energy input on each step is doubled to compensate for energy lost to half of the modeled 

cylinder. As with finite element models used in previous sections, the two-dimensional model has 

a section of fine mesh where the melt pool will develop and be measured before a biased mesh 
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creates a large enough substrate to simulate a semi-infinite domain. The model is long enough to 

allow melt pools to reach a steady state. Temperature dependent thermophysical properties are 

used for 316L, 17-4, and 304 stainless steel used in this chapter [124] [125] [126].  

 Melt pool dimensions measured from the simulations includes melt pool width, depth, cross-

sectional area, and length values. The two dimensional models require less computing time when 

compared to the three dimensional models due to simplifications in the model geometry. A 

drawback of the model is the inability to model heat source distributions that are not a point heat 

source. The two dimensional model is therefore used as a basic model to create process maps, or 

to quickly ascertain point source and L0/D0 values that can be used for spot size adjustments.  

6.2.2 Experiment Design and Process Mapping 

 Experiments took place in the 3D Systems ProX 200 L-PBF process for process mapping and 

spot size analysis purposes. For process mapping experiments, points for single bead experiments 

were chosen throughout the capable power and velocity in a grid pattern. Selected powers and 

velocities consisted of 45, 130, 215, and 300 watts for power, and 400, 900, 1400, 1900, 2400, 

2900, and 3400 mm/s for velocity. All points were deposited at the nominal focus offset setting of 

zero, which results in a maximally focused beam with an estimated spot size of 30 μm from section 

3.3.3. To generate a process map with lines of constant melt pool area, values measured from melt 

pools are piecewise linearly interpolated to find locations of a prescribed area in power-velocity 

space.  

 The experimental process map can then be related to finite element results through an effective 

absorptivity. Effective absorptivity is found by dividing the power required to produce a certain 

melt pool area in finite element simulations by the power required in experiments to produce the 
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same area. Melt pool dimensions are measured after sectioning, polishing, and etching 

experimental deposits. Measurements of melt pool area were taken in such a way that a surplus or 

dearth of material was ignored, in the same fashion as outlined in section 3.2.2. Polishing and 

etching procedures for the stainless steel alloys are provided in Appendix 1.  

 Included in this chapter are experiments designed to eliminate keyholing at power-velocity 

combinations previously used for process mapping experiments. Seven points in processing space 

that had been classified as keyholing melt pools from 316L stainless steel process mapping 

experiments were selected to develop a new process map that is not influenced by the increased 

melt pool areas produced by keyholing. At each power-velocity combination, findings in Chapter 

4: were used to guide selection of new focus offset values. A new process map could then be 

created using the newly deposited single beads at larger spot sizes. 

6.3 Results 

6.3.1 Process Mapping 

 Process maps of cross-sectional area were developed for 316L, 17-4, and 304 stainless steels 

in the 3D Systems ProX 200 process. In addition, specific experimental points were identified as 

keyholing, undermelting, bead-up, or good melt pools. Keyholing melt pools were identified as 

melt pools with a depth to width ratio greater than 0.5, and undermelting melt pools were identified 

as melt pools width a depth less than the nominal layer thickness that would lead to lack-of-fusion 

porosity. Bead-up melt pools were labeled as such based on above view observations of the single 

bead deposits. “Good” melt pools were the remaining melt pools that had not been labeled as 

having geometrical problems. Figure 6-1 shows the labeled points, and area process map for 316L 

stainless steel. Keyholing melt pools dominated the high power, low velocity region of processing 
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space at the nominal focus settings, and undermelting dominated the low power, high velocity 

region. Bead-up melt pools occurred in the high power, high velocity region of processing space 

and coincided with many keyholing and undermelting melt pools.   A very small region is left to 

be categorized as “good” points, which severely limits the range of settings that can be used to 

produce successful parts.  

 The influence of keyholing and undermelting can also be seen in the process map. While 

experimental measurements match up very well with finite element results, it only does so when 

different effective absorptivities are used for each line of constant area. Melt pools at smaller areas 

were effected by comparatively larger normalized spot sizes that worked to reduce the melt pool 

area in experiments, and resulted in lower effective absorptivities. Conversely, larger melt pools 

with small normalized spot sizes had increased melt pool areas due to the keyholing phenomenon, 

and therefore larger effective absorptivities. The significant differences in effective absorptivity, 

and small “good” processing space are remedied in section 6.3.3. 

 

Figure 6-1: 316L experiments labeled good, keyholing, undermelting, and bead-up melt pools 

identified in melt pools throughout processing space (left), and finite element and experimental 

process map of melt pool areas with effective absorptivity values (right). 
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 Process mapping and regions of keyholing and undermelting melt pools are also explored for 

the 17-4 PH stainless steel alloy. Figure 6-2 displays categorized melt pools in power-velocity 

processing space along with a melt pool area process map for the alloy. Unlike 316L stainless 

steel, experiments throughout power-velocity processing space are dominated by keyholing and 

undermelting melt pools. It is important to note, however, that there were no melt pools that 

required both a keyholing and undermelting label. This suggests that there would be a small region 

of “good” melt pools along the interface of the two regions. The process map displays similar 

behavior as the 316L process map, where small melt pools in the undermelting region had 

significantly smaller effective absorptivities than those in the keyholing region. Even with 

differences in effective absorptivities, the process map can be used to find different geometries 

throughout the capable process space. 

 

Figure 6-2: 17-4 experiments labeled good, keyholing, undermelting, and bead-up melt pools 

identified in melt pools throughout processing space (left), and finite element and experimental 

process map of melt pool areas with effective absorptivity values (right). 

 Process mapping and melt pool labeling was also completed for the 304 stainless steel alloy in 

Figure 6-3. As with the previous two alloys, keyholing melt pools dominate the high power, low 

velocity region of power-velocity space, and undermelting dominates the low power, high velocity 
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region. One “good” point signals a small region of ideal processing space between the three larger 

regions of keyholing, undermelting, and bead-up. The melt pool area process map also resembles 

those from the other two stainless steel alloys. Small melt pools with shallow depth to width ratios 

have decreased absorptivities while large melt pools exhibit keyholing, which further increases the 

melt pool area.   

 

Figure 6-3: 304 experiments labeled good, keyholing, undermelting, and bead-up melt pools 

identified in melt pools throughout processing space (left), and finite element and experimental 

process map of melt pool areas with effective absorptivity values (right). 

 Similar results across the stainless steel alloys highlight a common problem. There is a very 

small region of processing space that is ideal for use in the ProX 200 L-PBF process at standard 

spot sizes. Additionally, the changing effective absorptivities and melt pool shapes makes 

identification of desired process parameters more difficult. Solutions to these identified problems 

are explored in section 6.3.3.  

6.3.2 Spot Size Experiments 

 Spot size experiments were completed in the process not only to verify models and trends 

developed in Chapter 3:, but also to make adjustments to the process maps presented in section 
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6.3.1. This section will discuss results from experiments directed at eliminating specific keyholing 

melt pools labeled throughout 316L stainless steel power-velocity space.  Figure 6-4 shows the 

labeled points from the process mapping experiments with nominal focus along with the points 

chosen for spot size adjustments. The chosen points are primarily in the keyholing region and have 

been chosen in such a way that a coarse process map can be formed from the resulting data.  

 

Figure 6-4: Labeled keyholing, "good", and undermelting melt pools from 316L experiments, and 

the points chosen for spot size adjustments 

 At each point chosen for adjusted spot size experiments, a specific spot size was chosen based 

on simulation point source widths and the keyholing threshold established in Chapter 4:. Point 

source width values in these experiments were based on simulation values and the effective 

absorptivity of 0.36 from the 1600 μm2 constant area line used in the process map. This constant 

area line was chosen as it was the largest non-keyholing area line used in the process map. Figure 

6-5 shows melt pools deposited at 300 W, 400 mm/s, and various spot sizes including the nominal 
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case at a focus offset of 0 mm and estimated spot size of 30 μm from section 3.3.3. For this power-

velocity combination, the melt pool produced with an estimated spot size of 165 μm would be the 

case chosen as a more ideal melt pool for an updated process map.  

 

Figure 6-5: Cross section images of melt pools deposited at 300W, 400 mm/s, and various spot size 

values. 

 Spot size adjustments for the other selected power velocity combinations were also successful 

at preventing keyhole mode melting. Figure 6-6 shows results from two other selected power-

velocity combinations; one case at 215 W and 1400 mm/s, and the other at 130 W and 400 mm/s. 

In both cases, the spot size adjustments intended to eliminate keyholing and give a smooth, arcing 

melt pool were successful in doing so. The findings of Chapter 4: were also successful in 

eliminating keyholing in melt pools at the other power-velocity combinations chosen for spot size 

adjustments in this chapter. Images of the other selected melt pools at the original and adjusted 

spot size settings are available in Appendix 5.  
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Figure 6-6: Cross section images of melt pools deposited at nominal and adjusted spot size values. 

 

6.3.3 Expanding Processing Space 

 Using information presented in this thesis, the usable processing space can be increased 

through the intelligent control of spot size.  Figure 6-7 outlines a method that can be implemented 

to increase the usable processing space. Step one begins with a process map generated from 

experimental measurements at a constant, nominal, spot size. Point source simulation data is fit to 

the measurements with different absorptivities for each constant area line. The limits of the usable 

processing space are bound by keyholing at high power and low velocity, undermelting at low 

power and high velocity, and bead-up at high power and high velocity. In step two, an effective 

absorptivity is selected from the largest non-keyholing melt pools, or from melt pools near the 

normalized spot size threshold for keyholing. Chapter 4: identifies a normalized spot size (σ/W0) 

value of one as a threshold to avoid keyholing in multiple alloys.  

 Step three involves the creation of a new process map created using point source simulation 

data spread throughout processing space using the effective absorptivity identified in step two for 
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all melt pool areas. Additionally, a specific spot size is assigned to each constant area line based 

on the normalized spot size requirements to avoid keyholing based on the identified normalized 

spot size threshold.  Melt pool dimensions in this process map can be used to guide spot size 

changes for purposes beyond keyhole avoidance if it is desired.  

 Step four shows the identification of the usable processing space with the newly developed 

process map and spot sizes aimed at eliminating keyhole mode melting.  The undermelting region 

remains constant in this case since no changes in layer thickness have been implemented. The limit 

for bead-up melt pools is based on a width to full length ratio calculated from point source 

simulations. Details on the threshold for bead-up melt pools are discussed in Chapter 4:. Step five, 

the final step, makes use of the relationships between normalized spot size, and width to full length 

ratio to further expand processing space. The new bead-up line is determined by increasing spot 

size of a certain melt pool area until the depth is equal to the layer thickness. The normalized spot 

size of the associated changes can be used to determine the maximum L0/D0 ratio that can be used 

while still remaining below the bead-up threshold for W/FL. It is important to note that the usable 

processing space gained between steps four and five will require additional spot size increases to 

avoid bead-up melt pools. 
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Figure 6-7: Steps taken to determine an expanded processing space that avoid keyholing, 

undermelting, and bead-up melt pools 

 The steps outlined above have been implemented for 316L stainless steel in the ProX 200 L-

PBF process. Figure 6-8 shows plots that refer to steps one and four. On the left, the original 

process map created with nominal absorptivity and varying absorptivities to fit experimental and 

simulation data. A very narrow region of usable processing space is observed around the green, 

1600 μm2 area measurements.  

 On the right, a new area process map was developed based on expanded spot size experiments 

discussed in section 6.3.2. The area lines at high powers and low velocities have been modified as 
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a result of the spot size changes. Details on the spot size changes suggested for 316L, and the other 

stainless steel alloys are available in Appendix 6. In the adjusted plot, the 13000 μm2 line could 

no longer be created with the experiment set, and 6450 μm2 and 3200 μm2 have shifted to higher 

power regions with lower effective absorptivities. The new process map also has much more 

consistent effective absorptivities throughout processing space. The outlier is the 800 μm2 case 

where the minimum spot size results in a higher normalized spot size and decreased melt pool 

areas. The “good” processing space is now only bound by the W/FL threshold for bead-up, and 

the minimum depth required to melt through the layer thickness. In this plot, W/FL is based on 

point source values from simulations. The only spot size requirements for this initial change in 

“good” processing space is to set the normalized spot size to a value of one.  

 

Figure 6-8: Processing space for 316L in the ProX 200 L-PBF process for nominal spot size (left), 

and variable spot size with original bead-up limit (right) 

 Where Figure 6-8 showed how spot size increases processing space when it is used to eliminate 

keyholing, it does not show how spot size can be used to further expand processing space by 

preventing the occurrence of bead-up melt pools. Figure 6-9 shows power-velocity space with a 

“good” processing space that has been expanded even further by increasing spot size to eliminate 
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bead-up in some melt pools. It is important to note that the necessary spot size may be different 

for each power-velocity point in the specified processing space, and will still need to be balanced 

with hatch spacing and the fixed layer thickness to deposit successfully.   

 

Figure 6-9: Expanded Processing space for 316L in the ProX 200 L-PBF process where increased 

spot size can eliminate keyholing and a portion of the bead-up region 

6.4  Discussion 

 This chapter discusses the application of the findings earlier in the thesis that enable a user to 

expand the “good” processing space through specific spot size adjustments. Process maps were 

developed for three stainless steel alloys in the 3D Systems ProX 200 L-PBF process. The results 

showed a very small range where keyholing melt pools were not present and the melt pools were 

deep enough to melt through the layer thickness. Additionally, fitted simulation results required 

different effective absorptivity values for each line of constant area. Differences in effective 

absorptivity were due to increases in melt pool area in keyholing melt pools, and decreased area 

in small melt pools with larger normalized spot sizes. For 316L stainless steel, a selection of 

keyholing points were chosen for expanded focus experiments where specific spot sizes were 
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chosen to eliminate keyholing based on the normalized spot size threshold suggested in Chapter 

4:. In different L-PBF processes, the “good” processing window would differ based on the nominal 

spot size. For example, the EOS M 290 process would have a larger window at nominal parameters 

due to a larger spot size, but would be shifted to higher powers and lower velocities. 

 The suggested changes in spot size were successful in eliminating keyhole mode melting, and 

the new melt pool areas could be used to form an updated process map. Methods to expand 

processing space with increased spot size are presented, and the 316L experiments are used as a 

case study. An original process map was adjusted to account for spot size increases that eliminated 

keyholing melt pools, and more consistent effective absorptivities were observed. New limits on 

the usable processing space were also formed to account for the ability mitigate the presence bead-

up melt pools by further increasing spot size. In general, the proposed method sets up guidelines 

for maximizing the “good” processing space through spot size modification.   

 

  



120 

 

Chapter 7: Conclusions 

7.1 Conclusions 

 Additive manufacturing processes have the capability to transform the manufacturing industry 

by providing increased flexibility in part geometry and complexity. To take full advantage of the 

capabilities of AM, operators need to be able to produce parts throughout processing space while 

avoiding porosity and flaw formation. Work in this thesis analyzes the effects of three different 

process parameters, power, velocity, and spot size, on melt pool geometry. Ti-6Al-4V is process 

mapped in power-velocity space for the electron beam wire feed and laser powder feed processes. 

Relationships are also drawn between melt pool geometry and resulting prior beta grain width in 

the two processes. The process maps and microstructure relationships give insights into where 

melt pool sizes and Ti-6Al-4V beta grain sizes can be found throughout processing space. 

 Beam spot size has also been identified as having a major influence on melt pool geometry. 

Melt pool dimensions were normalized by dimensions generated by point heat source simulations, 

and spot size was normalized by the point heat source melt pool width. It was found that when 

normalized melt pool dimensions are plotted against normalized spot size, changes in melt pool 

dimensions grouped together based on the point source length to depth aspect ratio. These 

normalizations were used to describe how different melt pool dimensions changed with increasing 

spot size and compare against experimental measurements. It was also shown that experimental 

melt pool dimensions can be used to estimate how spot size changes with a focusing parameter in 

additive manufacturing processes; this is useful as direct-diameter measurements can often be 

challenging to perform. 
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 The influence of spot size on the formation of keyhole mode melting and bead-up melt pools 

was determined; both of these melt pool morphologies can be a major source of porosity and flaws 

in additively manufactured parts. Increases in spot size have been shown to eliminate the presence 

of keyholing, and a normalized spot size threshold is proposed to prevent keyholing in five alloys. 

Width to full length ratio has been identified by previous authors as an indicator of bead-up melt 

pools. Changes in the ratio with normalized spot size have been presented and a suggested 

threshold to avoid bead-up melt pools is verified.   

 Analysis of the effects of spot size on Ti-6Al-4V beta microstructure is also presented in this 

thesis. Normalized cooling rates are plotted against normalized spot sizes for different length to 

width ratios, and beam energy distributions. Contrary to expectations, experimental measurements 

for prior beta grain width did not have a relationship with spot size. This suggests that relationships 

developed between melt pool geometry and prior beta grain width in Ti-6Al-4V will only hold true 

for consistent melt pool shapes.  

 The information presented is combined to suggest a robust method for increasing the usable 

processing space by expanding the limits for the onset of keyholing and bead-up melt pools. The 

method is applied to 316L stainless steel in the 3D Systems ProX 200 L-PBF process, and is able 

to drastically increase the usable processing space by avoiding keyholing and bead-up. In addition 

to expanding processing space, the method results in more consistent effective absorptivities that 

relate simulation results to experimental measurements. The proposed method to expand 

processing space can be used to reliably produce parts using a larger range of a process’s 

capabilities.  
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7.2 Implications 

 Where previous work has named the general effects of spot size on melt pool geometry, flaws, 

and microstructure, this research found detailed relationships between spot size and various 

process outcomes. Some of the important implications of this research is presented below.  

 Expansion of the Ti-6Al-4V electron beam wire feed process map, and verification of 

geometry-microstructure relationships. This work enables machine operators greater 

knowledge of how melt pool dimensions change throughout processing space, which 

allows for faster development of parameters and shorter qualification times. Relationships 

developed by Gockel [81] were verified at higher powers and the developed body of 

knowledge allows for easier development of location specific microstructure in the electron 

beam wire feed process. Monitoring melt pool width opens up real time indirect control of 

microstructure for the electron beam wire feed process.    

 Process mapping Ti-6Al-4V in the LENS laser powder feed process and development of 

relationships between geometry and microstructure. Similar to the work in the electron 

beam wire feed process, this work gives insights into the geometry produced by power-

velocity combinations throughout processing space. Relationships between melt pool full 

length, velocity, and prior beta grain width aide in the development of location specific 

microstructure. Monitoring melt pool full length and velocity opens up real time indirect 

control of microstructure for the laser powder feed process.     

 Development of relationships between beam spot size and the resulting melt pool 

dimensions across any alloy and process Relationships between spot size and melt pool 

dimensions helps in the designing of process parameters when normalized spot size is not 
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consistent. Modification of spot size can be used to create melt pools of preferable melt 

pool geometry that can increase build rate or decrease porosity.  

 Identification of methods to prevent keyhole mode melting through spot size increases. 

Increases to beam spot size have been shown to be capable of eliminating keyhole mode 

melting. Normalized spot size thresholds have been proposed to reliably avoid keyholing 

melt pools in five different alloys. These findings give guidelines to avoid keyholing that 

can introduce variability and porosity into an additively manufactured part. 

 Identification of methods to prevent bead-up melt pools through spot size increases. Similar 

to keyholing, findings showed that bead-up melt pools can be avoiding through increases 

in spot size. Width to full length thresholds (for bead-up) are verified, and changes in the 

ratio with normalized spot size are presented. The findings related to bead-up melt pools 

allow an operator to methodically avoid lack-of-fusion issues associated with bead up melt-

pools.   

 Identifying effects of spot size on Ti-6Al-4V prior beta grain width. Simulation cooling 

rates and experimental prior beta grain widths were compared against normalized spot size. 

While cooling rates had large increases at large spot sizes, no relation was observed 

between prior beta grain width and spot size. This suggests that when relationships between 

Ti-6Al-4V microstructure and melt pool geometry are being used, the trends only hold true 

for consistent cross-sectional aspect ratios.  

 Expansion of usable processing space through spot size modification. Findings from this 

dissertation are combined to develop a method for significantly expanding the usable 

processing space. Spot size is modified according to thresholds for keyholing and bead-up 

melt pools to expand the usable processing space, and the method is demonstrated for 316L 
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stainless steel in the ProX200 L-PBF process. This method can be used to expand the 

usable processing space with minimal porosity in the part. This allows operators to take 

advantage of build rate, microstructural, or other qualities present in different regions of 

processing space.  

7.3 Future Work 

 A primary theme of this dissertation is the relation of process parameters to melt pool geometry 

and other process outcomes. Detailed knowledge of the effects of process parameters help to 

prevent the formation of porosity, and can be used to tailor microstructure or other preferable 

outcomes. While this research makes significant progress in understanding the effects of power, 

velocity, and spot size, there is still room for more progress. Suggested areas for future work are 

listed below.   

 Effects of other process parameters. While the effects of some primary process parameters 

have been explored in this work, the effects of other important variables (material feed rate, 

hatch spacing, etc.) on melt pool geometry, microstructure, etc. have not been thoroughly 

explored.  

 Effects in different deposition geometries.  Results presented for process maps and spot 

size effects in this dissertation were based on models and experiments in steady state melt 

pools in bulk material. Analysis determining if these trends hold for other deposition 

geometries should be completed before the findings are applied in regions of parts with 

different geometries.   

 Verification in multi-layer depositions. Verification of many findings in this research was 

limited to single track depositions with no added material. Further analysis is required to 
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determine if the findings are affected by added material either in the form of a powder 

layer, or fed material.  

 Thresholds in other alloys. Thresholds found for keyholing and bead-up melt pools likely 

vary based on the alloy system being used. While many of the alloys used in this research 

yielded similar results, material properties do have an influence on the thresholds found for 

different materials.   
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Appendix 1: Polishing and Etching Procedures 

 

 

Surface Abrasive/Size Load (lbs)

Base Speed 

(rpm) and 

direction

Time 

(min:sec)

Carbimet Disks 320 Grit SiC water cooled 6 240-300 >> Until Plane

UltraPol Cloth
9 μm MetaDi Diamond 

Suspension
6 120-150 >< 10:00

Microcloth
0.05 μm Activated 

MasterMet Colloidal Silica
6 120-150 >< 10:00

Chemical Amount

Distilled Water 92 ml

HNO3 6 ml

HF 2 ml

Procedure: Swab or submerge samples for 15-30 seconds

>> denotes complimentary motion between specimen holder and platen                                                

>< denotes contra motion

P
o

lis
h

in
g

Ti-6Al-4V Polishing and Etching

Et
ch

in
g

Kroll's Etchant

Surface Abrasive/Size Load (lbs)

Base Speed 

(rpm) and 

direction

Time 

(min:sec)

Carbimet Disks 320 Grit SiC water cooled 6 300 >> Until Plane

UltraPol Cloth
9 μm MetaDi Diamond 

Suspension
6 150 >< 5:00

TriDent
3 μm MetaDi Diamond 

Suspension
6 150 >> 3:00

MicroCloth
0.05 μm Activated 

MasterMet Colloidal Silica
6 150 >< 2:00

Chemical Amount

Distilled Water 10% wt.

Oxalic Acid 90% wt.

Procedure: Electroetch samples at 1A for 90-120 seconds

P
o

lis
h

in
g

Et
ch

in
g

Oxalic Acid Etchant

>> denotes complimentary motion between specimen holder and platen                                                

>< denotes contra motion

Stainless Steel Polishing and Etching
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Appendix 2: Melt Pool Width Measurements from LENS Ti-6Al-4V 

Experiments 

Laser Powder Feed Process Melt Pool Width (Constant 3 gpm Feed Rate) 

Power 
(W) 

Velocity 
(in/min) 

"Best Guess" 
Width from 

Cross Section 
(mm) 

Width 
Uncertainty 
from Cross 

Section (mm) 

Average Width 
from Above 

(mm) 

Standard 
Deviation 

from above 
(mm) 

450 15 1.85 1.67-2.05 1.98 0.08 

450 25 1.63 1.47-1.85 1.72 0.06 

450 35 1.49 1.29-1.67 1.57 0.05 

450 45 1.38 1.24-1.63 1.44 0.07 

350 15 1.48 1.32-1.57 1.45 0.07 

350 25 1.31 1.20-1.52 1.34 0.05 

350 35 1.24 1.07-1.38 1.22 0.04 

350 45 1.12 0.98-1.25 1.13 0.04 

250 15 1.14 1.13-1.31 1.12 0.08 

250 25 1.03 0.97-1.11 1.01 0.04 

250 35 0.95 0.87-1.06 0.94 0.04 

250 45 0.91 0.85-1.01 0.86 0.03 

Surface Abrasive/Size Load (lbs)

Base Speed 

(rpm) and 

direction

Time 

(min:sec)

Carbimet Disks 240 Grit SiC water cooled 6 300 >> Until Plane

Apex Hercules S
9 μm MetaDi Diamond 

Suspension
6 150 >< 5:00

TriDent
3 μm MetaDi Diamond 

Suspension
6 150 >> 5:00

ChemoMet
0.05 μm Activated 

MasterMet Colloidal Silica
6 150 >< 2:00

Chemical Amount

Ethanol 50 ml

HCL 50 ml

Copper Chloride 2.5 g

Procedure: Swab or submerge samples for 15-30 seconds

Waterless Kallings Etchant

IN 718 Polishing and Etching

>> denotes complimentary motion between specimen holder and platen                                                

>< denotes contra motion

P
o

lis
h

in
g

Et
ch

in
g
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150 15 0.68 0.66-0.76 0.66 0.05 

150 25 0.66 0.64-0.80 0.61 0.03 

150 35 0.59 0.53-0.61 0.54 0.03 

150 45 0.51 0.48-0.57 0.47 0.02 

 

Laser Powder Feed Process Melt Pool Width (Scaled Feed Rate) 

Power 
(W) 

Velocity 
(in/min) 

"Best Guess" 
Width from 

Cross Section 
(mm) 

Width 
Uncertainty 
from Cross 

Section (mm) 

Average Width 
from Above 

(mm) 

Standard 
Deviation 

from above 
(mm) 

450 15 1.87 1.79-2.03 1.82 0.05 

450 25 1.61 1.49-1.79 1.60 0.03 

450 35 1.43 1.32-1.54 1.46 0.03 

450 45 1.30 1.20-1.47 1.36 0.04 

350 15 1.53 1.42-1.72 1.50 0.05 

350 25 1.33 1.24-1.52 1.36 0.03 

350 35 1.19 1.06-1.31 1.23 0.05 

350 45 1.15 1.11-1.30 1.13 0.03 

250 15 1.14 1.05-1.29 1.10 0.03 

250 25 1.02 0.94-1.10 1.00 0.03 

250 35 0.92 0.82-1.01 0.90 0.02 

250 45 0.86 0.79-0.96 0.86 0.02 

150 15 0.67 0.66-0.73 0.63 0.02 

150 25 0.62 0.62-0.75 0.58 0.02 

150 35 0.54 0.49-0.61 0.53 0.02 

150 45 0.51 0.46-0.60 0.50 0.02 

 

Laser Powder Feed Process Melt Pool Width (No Added Material) 

Power 
(W) 

Velocity 
(in/min) 

"Best Guess" 
Width from 

Cross Section 
(mm) 

Uncertainty 
from Cross 

Section (mm) 

Average Width 
from Above 

(mm) 

Standard 
Deviation 

from above 
(mm) 

450 15 1.77 1.65-1.98 1.88 0.06 

450 25 1.56 1.49-1.76 1.62 0.05 

450 35 1.44 1.31-1.59 1.45 0.08 

450 45 1.33 1.21-1.45 1.34 0.12 

350 15 1.49 1.35-1.67 1.50 0.05 

350 25 1.33 1.23-1.49 1.35 0.03 

350 35 1.22 1.13-1.33 1.26 0.06 

350 45 1.15 1.03-1.29 1.16 0.07 
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250 15 1.13 1.00-1.24 1.16 0.02 

250 25 1.01 0.96-1.13 0.99 0.03 

250 35 0.92 0.84-1.04 0.93 0.06 

250 45 0.87 0.80-0.97 0.89 0.07 

150 15 0.71 0.59-0.84 0.69 0.02 

150 25 0.67 0.44-0.72 0.66 0.03 

150 35 0.62 0.42-0.79 0.55 0.04 

150 45 0.57 0.41-0.71 0.52 0.04 
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Appendix 3: Spot size effects on melt pool geometry - Experimental 

measurements compared with simulation results 

 

Appendix Figure 1: Experimental and simulation normalized melt pool dimensions vs normalized 

spot size 
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Appendix Figure 2: Experimental and simulation normalized melt pool dimensions vs normalized 

spot size 
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Appendix Figure 3: Experimental and simulation normalized melt pool dimensions vs normalized 

spot size 
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Appendix Figure 4: Experimental and simulation normalized melt pool dimensions vs normalized 

spot size 
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Appendix Figure 5: Experimental and simulation normalized melt pool dimensions vs normalized 

spot size 
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Appendix Figure 6: Experimental and simulation normalized melt pool dimensions vs normalized 

spot size 
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Appendix Figure 7: Experimental and simulation normalized melt pool dimensions vs normalized 

spot size 
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Appendix Figure 8: Experimental and simulation normalized melt pool dimensions vs normalized 

spot size 
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Appendix Figure 9: Experimental and simulation normalized melt pool dimensions vs normalized 

spot size 
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Appendix Figure 10: Experimental and simulation normalized melt pool dimensions vs normalized 

spot size 
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Appendix Figure 11: Experimental and simulation normalized melt pool dimensions vs normalized 

spot size 
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Appendix Figure 12: Experimental and simulation normalized melt pool dimensions vs normalized 

spot size 
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Appendix 4: Laser beam measurements in the EOS M 290 process 

 Laser measurements were taken by Sean Goodrich using Primes FocusMonitor equipment that 

uses a rotating pinhole to direct segments of the beam to a detector. The D86 laser measurement 

method is used to provide the beam diameter.  

Measurements at 40 W: 

 

Appendix Figure 13: Beam Measurements taken in the EOS M 290 process at 40 W 

Focus Radius: 41.608 μm 

Focus radius X: 42.874 μm 

Focus Radius Y: 40.299 μm 

K: 0.952 

Kx: 0.917 

Ky: 0.990 

M2: 1.05 

M2x: 1.09 

M2y: 1.01 

Position Z: 0.34 mm 

Position Z(X): 0.34 mm 
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Position Z(Y): 0.342 mm 

Rayleigh Length: 4.794 mm 

Rayleigh Length X: 4.905 mm 

Rayleigh Length Y: 4.68 mm 

Beam Parameter: 0.4 mm*mrad 

Beam Parameter X: 0.4 mm*mrad 

Beam Parameter Y: 0.3 mm*mrad 

Focus Symmetry (rx/ry): 1.06 

Astigmatic difference: -0.00 

 

Measurements at 200 W: 

 

Appendix Figure 14: Beam Measurements taken in the EOS M 290 process at 200 W 

Focus Radius: 52.363 μm 

Focus radius X: 55.445 μm 

Focus Radius Y: 49.067 μm 

K: 0.724 

Kx: 0.701 

Ky: 0.756 

M2: 1.38 

M2x: 1.43 
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M2y: 1.32 

Position Z: 1.59 mm 

Position Z(X): 1.63 mm 

Position Z(Y): 1.56 mm 

Rayleigh Length: 5.778 mm 

Rayleigh Length X: 6.266 mm 

Rayleigh Length Y: 5.29 mm 

Beam Parameter: 0.5 mm*mrad 

Beam Parameter X: 0.5 mm*mrad 

Beam Parameter Y: 0.5 mm*mrad 

Focus Symmetry (rx/ry): 1.13 

Astigmatic difference: 0.02 

 

Appendix 5: Cross section changes at selected power-velocity 

combinations in the ProX 200 Process 

 

Appendix Figure 15: Melt pools deposited at nominal (left) and expanded (right) spot size at 300 W 

and 1400 mm/s for 316L stainless steel in the ProX 200 L-PBF process 
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Appendix Figure 16: Melt pools deposited at nominal (left) and expanded (right) spot size at 300 W 

and 2400 mm/s for 316L stainless steel in the ProX 200 L-PBF process 

 

Appendix Figure 17: Melt pools deposited at nominal (left) and expanded (right) spot size at 215 W 

and 400 mm/s for 316L stainless steel in the ProX 200 L-PBF process 
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Appendix Figure 18: Melt pools deposited at nominal (left) and expanded (right) spot size at 130 W 

and 1400 mm/s for 316L stainless steel in the ProX 200 L-PBF process 
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Appendix 6: Minimum spot sizes to avoid keyholing throughout 

power-velocity space in the ProX 200 process  

 

Appendix Figure 19: Focus offset settings (mm) in the ProX200 L-PBF process for 316L stainless 

steel to prevent keyhole mode melting in melt pools where it was identified at nominal settings 
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Appendix Figure 20: Focus offset settings (mm) in the ProX200 L-PBF process for 17-4 stainless 

steel to prevent keyhole mode melting in melt pools where it was identified at nominal settings 

 

Appendix Figure 21: Focus offset settings (mm) in the ProX200 L-PBF process for 304 stainless 

steel to prevent keyhole mode melting in melt pools where it was identified at nominal settings 

 



168 

 

 


