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CHAPTER I. GENERAL INTRODUCTION

In this chapter, the background and setting for this study are established in thi
chapter. A statement of the problem is provided, followed by the objectives of the study
Organization of this dissertation is described, and assumptions and limitagom®vided.
Finally, key terms used in the study are defined.

Background and Setting

Technology is being used more than ever in agriculture, from automated production
lines in the food processing industry to tractors equipped with automated gugyatems.
The intricacies of this technology have increased the difficulties tfaitans might face
when attempting to repair equipment problems. Maclean and Ordonez stated, “..endrat w
witnessing today is not just a series of technological breakthroughs or fine tutifegtgles
and existing systems, but the dawn of an entirely new way of living and working neve
experienced before” (p. 124). This enhances the need for educators to equip students with
skills to solve problems associated with this new technology. Employers waill wa
employees who can identify problems and find solutions to those problems (Johnson, 1991).

Statement of the Problem

Because performing repetitive technical skills is no longer a prijohrsequirement
for Agriculture industry employees, there is an argument that hands-eitiextire no
longer sufficient for career and technical education (Johnson, 1991). Emghasisbeing
placed on skills such as critical thinking, problem solving and decision making (Johnson,
1991; Maclean & Ordonez, 2007). “Agriculture and science should be the vehicle to learn not
only content, but also thinking” (UImer & Torres, 2007, p. 114). Current research in

agricultural education (Parr, Edwards, & Leising, 2006; Ulmer & Tormeglies that



agricultural educators should put considerable effort into developing and implementing
instructional methods that show promise in developing students’ higher order thinking.
Research has shown that certain metacognitive instructional stsatagisignificantly
improve students’ problem-solving success (Dunlosky & Metcalfe, 2009; Pasher et a
2007). However, little research has been done to empirically test theveffiests of these
instructional strategies with secondary-level career and technicaltiedustadents.
Purpose and Objectives

The purpose of this study was to analyze the effectiveness of metacognitive
instructional strategies with a specific focus on secondary-levedrcane technical
education students’ problem solving. Specific objectives were:

1. Determine if the use of thinking-aloud pair problem solving (TAPPS) improves
success rate and time to completion of secondary-level students troubleshooting
small engine faults in career and technical education courses.

2. Describe secondary-level career and technical education studentsiveogni
processes while troubleshooting.

3. Determine if the use of regulatory checklists improves success ratepotiagy-
level students solving simple circuit problems using algebraic manipulation of
Ohm’s law in career and technical education courses.

Dissertation Organization
This dissertation is divided into six chapters. Chapter one is a generductiom.
Chapter two establishes a theoretical framework for metacognitivergatrategies based
on cognitive learning theory, problem solving, and the role of metacognition. Chaptersthr

a research article that reports the results of applying a metaeede@rning strategy called



TAPPS to troubleshooting instruction. Chapter four is a research dnitlprovides a
descriptive interpretive analysis of students’ oral verbalization duringsthef TAPPS
while troubleshooting. The fifth chapter is a research article that reportsstiles of
applying metacognitive self-questioning to Ohm’s law instruction. Chaptgresents
general conclusions.
Assumptions
Several assumptions were made during this study.

e [t was assumed that random assignment to treatment groups would control for
extraneous such as some students may have initially had a greateralechnic
knowledge of engine theory; others may have special skills in working with others or
asking questions.

e |t was assumed that students’ maturity level would not influence their use of the
TAPPS strategy, and that students had received the prerequisite instruetied tee
develop the domain-specific knowledge necessary for problem solving in the content
areas in this study, and that students had previous experience workingalith s
engines.

Limitations
Several limitations of this study were noted.

e This study took place during secondary school hours and class periods, which limited
the time available for data collection.

e Travel distance also limited the number of data collection sites availableude in

the study.



Curriculum and instruction regarding engine theory and operating principhes m
have varied between data collection sites.
The number of subjects available to participate in the study was limited by student
attendance and laboratory space and equipment.
The troubleshooting protocol had to be modified because of malfunctions with
ignition and compression testing equipment.

Definitions of Terms
Key terms used in the study are listed below with their contextual dwmfimit

1. Cognition: a term that refers to the thinking processes of an individual. These
processes include attention, perception, memory, knowledge representation,
language, problem solving, reasoning, and decision making (Kellogg, 2007;
Marzano & Kendall, 2007).

2. Metacognition: a term defined by researchers as the process of controlling
one’s own thinking. The person takes an active role in processing their
thoughts in order to stay on task (Novak, 1990).

3. Troubleshooting: a type of problem solving used to find and repair faults
with technology. The process includes evaluation of the problem, generation
of hypotheses, testing of the hypotheses, and hypothesis evaluation (Johnson,
1989).

4. Think-aloud pair problem solving (TAPPS): a teaching technique used to
force students to verbalize their thoughts in order to gain more control over
their thoughts (Lochhead, 2000). Students work in pairs; one is a problem

solver who verbalizes their thought process, and the other is a listener who



probes the problem solver with questions to get them to clarify their thinking.
The listener does not help the problem solver; they only ask questions about
the problem solver's methods.

. Small engine a type of internal combustion engine producing less than 25
horsepower. Small engines usually have a single cylinder but may have more
than one cylinder. In a small engine, a stroke of the piston occurs every half
revolution of the crankshaft (Webster, 2001). A cycle consists of four strokes.
Each stroke is identified by the function it performs: intake, compression,
power, and exhaust (Roth, 2000). Small engines consist of several critical
components that enable proper functioning. These include a carburetor,
electrical system, exhaust system, governing system, piston, piston rod, pist
rings, numerous gaskets, and a lubricating system. Small engines aredlesigne
to transfer potential energy by combusting a flammable fuel during the power
stroke. When the fuel is ignited, energy stored in the fuel forces the piston
down in the cylinder, rotating the crankshaft. The mechanical energy is
measured in the form of horsepower (Webster).

Engine compression systenthe system that maintains cylinder pressure in
order for combustion to take place. The engine compression system
compresses the air/fuel mixture toward the spark plug for ignition. Without
cylinder pressure, the air/fuel mixture is not volatile enough to generate the
force to turn the crankshaft. The compression system also contains the force

when the air/fuel mixture is ignited and directs the energy generatea to tur



the crankshaft (Roth, 2000). The cylinder block must be sealed so there is
enough pressure for combustion to be generated and maintained.

7. Ohm’s law: Georg Simon Ohm defined the relationships between current,
voltage, and resistance in a circuit. The relationships are expressed in
mathematical formula. Current in a circuit is directly proportional to the
voltage applied to the circuit and inversely proportional to the resistance of
the circuit (Holzman, 2002).
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CHAPTER Il. THEORETICAL FRAMEWORK

This chapter establishes a theoretical framework for metacogniicrerig strategies
based on cognitive information processing learning theory, development of praiiemng-s
skills, metacognition, and the role of instructional strategies.

Cognitive Information Processing Learning Theory (CIPLT)

CIPLT views learning as a series of mental processing activitesghmwhich
information is sorted, retrieved, and transformed into knowledge (Andre & Phye, 1986). The
theory uses the analogy that the mind functions similar to a computer progréoggke
2007). Proponents of this theory propose that as information flows through the ngnd, it i
encoded through input buffers or sensory registers and processed into short+esng,me
where it is acted on (Andre & Phye). Short-term memory, however, isdimniteapacity and
duration (Chi, 1976). If information is to be retained and retrieved for use over anezktend
amount of time, it must be stored in long-term memory as schemata (Andre & Pihigds
done through various levels of processing and elaborative rehearsal technigjloggiK

A crucial element of CIPLT is the cognitive process of executive comthoth has
been viewed as the most important element for problem solving (Borkowski, Chan, &
Muthukrishna, 2000). The executive control functions similarly to a computer’s operati
system by monitoring what information is being used, controlling the flowfofmation in
memory, and identifying tasks to receive mental resources (Andre & BR8§6).

CIPLT suggests that a sequence of mental processes that transpire lsétwaéen
and responses stimulates knowledge development (Schunk, 2008). This is consistent with the
information acquisition process, which is essential for expert-like troublesgd@itomer,

1988; Johnson, 1989; Johnson, Flesher, & Chung, 1995; Jonassen, 2003; MacPherson, 1998).



Knowledge construction occurs through attended sensory reception of inforthatios

then encoded as new knowledge or related to existing knowledge in memory (Shuell, 1986).
However, this knowledge has no practical use until action is taken through applicatien (Phy
2005). Application of knowledge requires realization of the need to retrieve existing
knowledge from long-term storage and proper execution of that knowledge for the given
situation (Andre & Phye, 1986).

Learning and behavior develop through a person’s interaction with the environment,
previous experiences, and current knowledge (Andre & Phye, 1986). People possess the
unique ability to cognitively construct and apply knowledge to best adapt to a current
situation (Phye, 2005), and learners actively search for and develop knowledge via
information processing. In the classroom environment, students are engaged iatioform
processing through classroom assignments that require problem solvieg ZB0Y).

Development of Problem-Solving Skills

The typical problem structure includes a set of givens, a goal, and obstacles
(Anderson, 1990). Givens are the known and unknown details and their relationships that
define the problem’s initial state. The goal is the desired situational out@iretacles are
characteristics of the situation and problem solver that make reachingsitesl dgtuational
outcome difficult.

Problem solving often is viewed as the execution of either mental or behavioral
activities to transform the initial state of the problem to yield the dbsgsults (Anderson,
1990). CIPLT holds that learning to problem solve requires attainment, retention, and
application of a combination of declarative, procedural, and strategic knowledge imthe for

of schemas called production systems (Andre, 1986). A mental representatiomifaihe
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state of the problem must be formed in short-term memory to activate these iproduct
systems in long-term memory, (Schunk, 2008).

The collective mental efforts required to achieve the desired goal heneaked the
search process (Andre, 1986). Searching the problem space could involve the use of
heuristics, algorithms or creative thinking (Kellogg, 2007). Some searobgsésatvork well
in a variety of situations, whereas others often are useful in specifiardo(@adre).

Correct mental representation of the problem is crucial for correctiyifiglag a correct
solution path (Chi & Glaser, 1985).

Schunk (2008) suggests that problem solving promotes learning only when it involves
challenges and unapparent solutions with the execution of self-regulation bgriiner|
Problem solving requires the ability to monitor the productivity of the search aemthdes
if the solution generated meets the desired goal. Planning and monitoringeanga¢ o this
process and help an individual identify possible solutions as well as monitoratpeitive
processes and states of knowledge (Kellogg, 2007). “Possessing the requisitarafide
and procedural knowledge to perform a task does not guarantee students will gesfeltn i
(Schunk, p. 185). Borkowski et al. (2000) emphasize that executive control is essential to
task analysis, planning, monitoring, and evaluation of strategies while probMangsol

Metacognition and the Role of Instructional Strategies

Metacognition is the deliberate, attentive, goal-directed managemiamkihg
(Hacker, 1998). It includes awareness of one’s knowledge and regulation ofwagniti
activities (Schraw & Dennison, 1994). Novak (1990) defined metacognitive leamang a
person’s acquisition of some general strategy that facilitates learnimglerstanding of

knowledge. It seems metacognition is requisite for successful problem solving
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Metacognitive thought functions within the CIPLT paradigm as the execunteot over
the flow of knowledge in and out of a system of mental structures (Hacker). KI8/&9)
stated that metacognitive knowledge “can lead you to select evaluate, regisbaadon
cognitive tasks, goals, and strategies in light of their relationships witarmtker and with
your own abilities and interests with respect to that enterprise” (p. 908)cddeition also
seems essential for generating effective mental representations dimg guocessing for
effective problem solving (Resnick, 1985). During problem solving, it is important for
students to know what knowledge to apply along with when and why to use it (Schunk,
2008).

Metacognition often exists as an internal conversation (National Resgaudiail,
2000). Yet it is assumed that individuals may not develop this internal dialogue on their own
(Bloom & Broder, 1950; Greenfield, 1987; Griffiths, 1976). However, research has shown
that metacognition is not dependent on intellect or academic achievemestgy e
Ghatala, 1990; Swanson, 1990). Because metacognition does take the form of an internal
dialogue, many students may be unaware of its importance unless it is aueghy t
(National Research Council). Thus, students’ metacognition may develop witlcirsty
modeling, practice, and reinforcement. Research has demonstrated that useEofnie/e
instructional strategies can increase students’ achievement (Padhe2Gfi73.

Conclusion

Career and technical education researchers currently arggdallimprovement of
students’ thinking skills (Johnson, 1991; Maclean & Ordonez, 2007; Parr, Edwards, &
Leising, 2006; Ulmer & Torres, 2007). Metacognitive instructional stragesfieuld enable

students to perform better and learn more in the classroom (Pintrich, 2002), and tbis expli
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instruction should help students connect the strategies to other knowledge thekeiady al
have to improve problem solving. The effect of metacognitive instructionagatneeds
to be examined empirically within content-driven lessons in secondary-leeel @nd
technical education courses.
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CHAPTER Ill. EFFECTS OF THINK-ALOUD PAIR PROBLEM SOLVING ON
SECONDARY-LEVEL STUDENTS’ PERFORMANCE IN CAREER AND
TECHNICAL EDUCATION COURSES
A paper prepared for submission to the Journal of Agricultural Education
Michael L. Pate and Greg Miller
Abstract
A randomized, posttest-only control group experimental design was used roidetthe
effects of think-aloud pair problem solving (TAPPS) on the troubleshootingrpearice of
secondary-level career and technical education students. Students who padidipahe
TAPPS group were randomly assigned a listening partner and orally verbalized their thought
process while troubleshooting a small gas engine. Results were noticsttyisdifferent
between the experimental and control groups (|8%). Thirty-eight percent of students in
the control group were successful at identifying the engine &ndt the correct engine
system affected and correctly described how to repair it in oatethe engine to operate.
Twenty-five percent of students in the TAPPS group were succasghd same tasks.
Among students who were successful, there were no significant diéerencompletion
time between treatment groups. Further research should be conducted tdyiderdi
describe key differences in oral verbalization between troubleshowtawsare successful
and those who are not.
Introduction/Theoretical Framework

Solely hands-on career and technical education (CTE) is no longer sufficdansbe
performing repetitive technical skills is not an option for employees (Johnson, 1991).
Emphasis is now being placed on skills such as creative thinking, problem solving, and

decision making (Maclean & Ordonez, 2007). “Agriculture and science should be the vehicle
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to learn not only content, but also thinking” (Ulmer & Torres, 2007, p. 114). Current research
in agricultural education implies that agricultural educators should put coaddeleffort

into developing and implementing instructional methods that show promise in developing
students’ higher order thinking (Parr, Edwards, & Leising, 2006). Edwards (2004yeevie
cognitive learning research and concluded that “cognitive learning, includithens

behaviors involving critical thinking, higher-order thinking skills, and problem-solving,

ought to be occurring in secondary agricultural education” (p. 234). This raisestiamue

How effective are cognitive learning strategies at improving studestmical problem

solving?

The theoretical framework for this study is built on troubleshooting as a complex
problem-solving activity, metacognition, and think-aloud pair problem solving (TARPS
strategy to invoke self-regulation during problem solving.

Troubleshooting

Holyoak (1995) defined a problem as a situational goal that an individual desires to
achieve for which the solution path is not immediately known. All problems consist ef thre
elements: givens, obstacles, and a goal state (Anderson, 1990). Givens ariatienksnand
characteristics that define the initial state of the problem. Obstael&s@wn or unknown
givens that make it difficult to reach the desired solution. The goal stateply she desired
outcome or solution. An individual encounters a problem when an obstacle interferes with
achieving a situational goal (Marzano & Kendall, 2007).

Problem solving has been defined as “thinking in relation to some task whose
solution is not immediately obvious to the task performer” (Soden, 1994, p. 15). Rubinstein

and Firstenberg (1987) stated, “Problem solving requires an integrated usiioptkkills
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and an appropriate knowledge or data base” (p. 23). Their review of the literaturdsugges
that problem solving requires higher-level knowledge and thinking skills. Davidsasebe
and Sternberg (1994) describe problem solving as “the active processgfttryiansform

the initial state of a problem into the desired one” (p. 207-208). Solving problems requires
individuals to direct their behavior toward identifying, evaluating, and using pesgbbns
that will accomplish the desired situational goal.

Troubleshooting is a unique problem-solving approach for ill-defined problems
(MacPherson, 1998). Solutions to these types of problems do not appear rapidly after the
problem solver has analyzed the givens and obstacles of the situation (Davidson et al., 1994).
lll-defined problems contain numerous undefined givens and obstacles (Jonassen, 2000) and
also may require testing a variety of possible solutions. During troubleshabengplution
to the problem is not apparent or specific; rather, it is a systematioaliam of possible
solutions until the correct solution is attained (Johnson, 1989).

Effective troubleshooting, as described by Johnson (1989), involves a cyclic pattern
of hypothesis generation and testing to generate a solution. The problem sgiVervma
only a general awareness that a problem exists (e.g., recognizing tbeg afpequipment
will not function properly). The problem solver must then define the goal for the situati
(e.q., establishing a standard for the equipment to function correctly). Thermrsblver
would then inspect various components of the equipment to identify the obstacle dagising t
malfunction.

Multiple obstacles could arise during troubleshooting depending on the complexity of
the problem. Once obstacles are identified, possible solutions can be identified aatedval

to reach the established standard. Davidson et al. (1994) noted that obstacles could be
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characteristics of the problem solver. Gitomer (1988) stated that novikgwatice at
organizing new information, the ability to sift through strategies to use, atdbithig to

access knowledge out of context. Poor troubleshooters engage in random repairdivgithout
defining the problem space and determining paths to a solution (Morris & Rouse, 1985).
Identification and implementation of an effective strategy is the mostudifgkill set for
troubleshooters to develop (Johnson 1989).

Individuals often infuse systematic errors into procedures when solvingprsbl
(Brown and Burton, 1978). These errors, called “bugs,” are a result of faitfdiltiwing
self-constructed rules from stepwise instruction of procedural knowledgedMa&

Kendall, 2007). The ability to analyze errors of mental procedures involves actively
monitoring and controlling one’s thinking. This suggests that awareness of mentadiupesce
would improve troubleshooting success.

Metacognition

Metacognition is the awareness to monitor and control one’s thinking. Flavell (1979)
stated that metacognitive knowledge “can lead you to select, evaluate, negliabaadon
cognitive tasks, goals, and strategies in light of their relationships witarmtker and with
your own abilities and interests with respect to that enterprise” (p. 908).

According to Davidson et al. (1994), the metacognitive processes that contribute to
problem solving involve identifying the problem, defining the problem space, mentally
representing the problem, planning how to proceed, and evaluating what is known about the
individual’'s own performance. “Metacognition guides the problem-solving pscaed

improves the efficiency of this goal-oriented behavior” (Davidson et al., p. 207).
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Marzano and Kendall (2007) argued that metacognition allows individuals to
establish goals in relation to the acquisition of new information. This helps the indlividua
plan procedures to meet established goals and monitor and control their thinking.
Metacognition allows a student to recognize that a problem exists, defiheswhawn
about the problem, determine the desired outcome of the problem, develop a plan to reach the
solution, and determine if the solution works (Davidson et al., 1994).

These mental procedures seem obvious. Yet individuals are often unaware of their
own thought processes (Bloom and Broder, 1950). Lochhead (1981) stated that it is a
difficult task for an individual to become aware of even fragments of their thinking.
Greenfield (1987) found that poor problem solvers tend to lose focus on their solution plan
without being aware they had become lost. A lack of attention to reasoning andrimgnit
tends to lead students to spontaneous and unsound attempts at a solution (Gourgey, 1998).
“Good control does not require that one always make the right decisions, but does require
that one be able to recover from a false start, to realize that a sisateywvorking, and to
consider alternatives” (Gourgey, p. 87-88).

Researchers have suggested that curriculum content should be strongly lilked wit
instruction in metacognitive training techniques to improve students’ problem solving
abilities (National Research Council, 2000; Pintrich, 2002; Schraw, 1998). TAPPS is an
instructional technique offered by Whimbey and Lochhead (1986) to improving students’
self-regulation during problem solving.

Think-aloud Pair Problem Solving
The TAPPS strategy involves one student solving a problem while a lisgiser a

guestions to prompt the student to verbalize their thoughts and clarify their thinking
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(Lochhead, 2001). The focus is on having students express their thoughts aloud while
engaging in problem-solving activities to externalize the thinking processe 8atiing a
problem, the student verbalizes each action or thought that they engage in tertbe [Hte
listener prompts the problem solver to explain what actions or thoughts are tadegpt
why. The listener’s role is to ensure the solver explains his or her reasooing €, 1998)
and continues talking by challenging even the shortest silence with stasesach as, “Tell
me what you are thinking now.” The listener also queries the problem solver aharte
problem solver’s thinking is unclear to the listener by using statementssudeihme why
you did that.” Listeners are not allowed to solve the problem or ask questions or make
statements that guide the problem solver toward a solution (Lochhead & Whimbey, 1987).
The goal of TAPPS is to develop the problem solver’s ability to monitor their cagard
metacognitive progress (Gourgey). The TAPPS strategy may alldengsuto control or
filter possible solutions to the problem during troubleshooting. Heiman and Slomianko
(1987) indicated the think-aloud process helps the problem solver avoid skipping steps in
reasoning, skipping over important information, or being unaware of getting consurhed wit
a component of the problem. The successfulness of TAPPS may result from problem solve
engaging in self-monitoring, clarifying their thinking, and consideringuiseiution
strategies in order to reach their goals (Bransford, Sherwood, Vye, &RIS€86; Silver,
1987).

Research in CTE has shown that TAPPS significantly improves postsecondary
students’ problem-solving success (Johnson, & Chung, 1999; Pate, Wardlow, & Johnson,

2004). However, the TAPPS method has not been tested at the secondary level in CTE
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courses. Will secondary-level students who use TAPPS as a self-reystagi@gy improve
their troubleshooting performance?
Purpose
The purpose of this study was to determine if the use of TAPPS improves secondary-
level students’ success rate and time to completion when troubleshooting snmedlfants
in CTE courses.
Hypotheses

1. There will be no significant differences in success rate for troubleshootinglia s
engine compression system fault between students who use TAPPS and students
who do not use TAPPS.

2. There will be no significant differences in completion time for troubleshooting a
small engine compression system fault between students who use TAPPS and
students who do not use TAPPS.

Methodology
Participants
This study involved five secondary schools in lowa. Students enrolled in selected
CTE courses dealing with small engine technology were purposely selectepaditipants
in this study. The study population consisted of 34 students enrolled in the setectsss
during the fall semester of 2008 and spring semester of 2009. Students’ ages mandet fr
to 17 years.
Research Design
This study used a randomized, posttest-only control group experimental desig

(Campbell & Stanley, 1968; Figure 1). Students were assigned randomly tootwps gThe
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control group did not think aloud while troubleshooting. The control group was not audio
recorded. The researcher observed the control group to ensure students folloaad. prot
Observations indicated that students did not break protocol. The experimental gobthpeuse
TAPPS technique while troubleshooting. Audio recordings were used to ensurelthedide
the experimental treatment.

Students completed the troubleshooting exercise only once and served as subjects in
either the control group or the experimental group. The order in which the groupletsaim
the troubleshooting exercise was assigned randomly at the first schodhsitsompletion
order was then alternated at each remaining school. To control for the @dssehlt of
diffusion between treatment groups, data from the group that completed the troables
exercise first at each school was used, and data from the second grapsatheal was
removed from the data set. This resulted in four sets of data for the TAPPS grougand thr
sets of data for the control group.

If the control group was selected to go first, the treatment group paitijpaan
unrelated, off-site activity with their classroom teacher. If thertreat group was selected to
go first, the control group served as their listening partners. Listenitriepawere assigned
randomly to students in the TAPPS group. Students serving as listening parteegsveer
oral instructions on how to be a listening partner. Students in the control group were told not
to help, lead, or assist in solving the problem. Each student serving as a listetmagwwas
given a list of questions to use when probing the troubleshooter. These questions were
developed to ensure the listener asked the TAPPS student to vocalize alitezgdhey

took to solve the problem.
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Compression Fault Compression Fault

R C Os, Ot
R TA Os, Ot

Figure 1.lllustration of randomized, posttest-only experimental design. R = random
assignment; Os = observation of successfulness; Ot = observation of time tihgolve
problem; TA = TAPPS group; C = control group.
Procedure

Prior to the experiment, the researcher provided each student with identical
instruction regarding domain-specific knowledge on troubleshooting smahgases via a
protocol adapted from Webster (2001). Students received information on the thoee maj
systems required for an engine to operate: compression, ignition, and airdkel Bitudents
were instructed to systematically check each system to deterntimed functioning
correctly. Examples of possible faults were given for various systdfurmotion scenarios
and the troubleshooting protocol was modified because of malfunctioning ignitiers tesd
a lack of compression gauges. For checking spark in the ignition systenmtstwees
instructed to remove the spark plug from the cylinder head while attachéxdptotension
lead, ground the spark plug threads to the engine block, and crank the engine over using the
rewind starter. The researcher explained that if the students observed @abkyarsping
between the electrode gap, the engine’s ignition system was functioopeylgr To check
compression, students were instructed to remove the spark plug from the cydiademnil
then pull the rewind starter with their finger over the spark plug hole in the ayhiedd.
The researcher explained that if the engine had adequate compressiolmdee pyessure
would force their finger off the spark plug hole. Students were also told to rfogieeniount

of resistance they experienced when pulling the starter rope because arésigtance

indicates a lack of compression.
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Treatments

Students were assigned randomly to the experimental or control group. The only
difference between groups was the use of TAPPS. Identical smalhgasogines were
prepared with an identical fault in their compression system: a missivgsfaiing retainer.
Each troubleshooter was provided a complete set of basic engine repair tools anchatd5
period in which to identify the correct fault, identify the correct engiseesy affected, and
correctly describe how to repair the fault. No clues were given about thierprdut
students were told the problem did not require them to remove the cylinder head or the
crankcase cover. Workstations were separated by distance so students could vext obser
each other’s progress. To discourage students from observing each othegsgangk
discussing the activity between classes, students were told that eachhexagmdifferent
problem and that each round of troubleshooting had a different problem. The researcher was
present during the troubleshooting process to ensure students followed instructions. For
safety purposes, students were asked not to repair the fault and run the enagke. A t
outcome (successful or unsuccessful) was recorded for students on the basthef thbg
were able to identify the correct fault, identify the correct enginesyaffected, and
correctly describe how to repair it in order for the engine to operate.

Students in the control group worked alone to troubleshoot their small engine. They
received no oral or written instructions regarding TAPPS. Troubleshootingoa¢twere
checked to determine successfulness. The researcher recordedfginesssand time to
completion for each student.

Students in the experimental group used TAPPS while troubleshooting. They

received oral and written instructions on how to think aloud. Each TAPPS student was
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randomly assigned a listening partner. Listening partners askedogsdstiprompt the
TAPPS students to verbalize their thoughts and clarify their thinking. The TaAfRB&NtS
were required to orally verbalize their thoughts throughout the troubleshooéirgsex Each
TAPPS student was equipped with a digital voice recorder and an attacheditapphone.
During the TAPPS exercise, students’ oral verbalizations were recoittethe digital
audio recorders to verify that they followed experimental protocol. Followirgg$tm and
Simon’s (1993) protocol for collecting verbal data, the TAPPS students received tivoepra
word problems to allow them to become familiar with the TAPPS procedure. Thesenpsobl
were adapted from Lochhead (2001). The practice task was sufficientipithsso as not
to introduce bias into students’ reports during the troubleshooting task. Troubleshooting
solution(s) were checked to determine successfulness. The reseacchded
successfulness and time to completion for each student.
Analysis

The Chi-square test of association was used to test for differenceshétedeo
groups in the nominal dependent variable, task completion for each problem (successful or
unsuccessful). An independent t-test was used to determine if there wereangnifi
differences in completion times between successful students in the exatiand control
groups.

Results

Because students were assigned randomly to groups, it was assumed that any
preexisting group differences would fall within the range of expected staltigariation and
would not confound the results. Table 1 presents descriptive statistics for student

performance on the troubleshooting task by group.
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Table 1
Student Performance on the Compression Troubleshooting Task by Group

Task outcomt®

Successful Unsuccessful Minutes to complétion
Group n % n % M SD
Control fh=18) 7 38.9 11 61.1 12.7 8.4
TAPPS (= 16) 4 25.0 12 75.0 16.5 7.8

2/4(1)=.747p=.39
PBased on only students with a successful task outcb{@pz= -.74,p = .48.

Hypothesis 1: There will be no significant difference in success rate for trboblesy a
small engine compression system fault between students who use TAPPS and students who
do not use TAPPS.

Seven out of 18 students who worked silently were able to identify the correct fault,
identify the correct engine system affected, and correctly teskcaw to repair it in order
for the engine to operate. Four out of 16 students who used TAPPS were able tduslyccess
complete the same tasks. There was no significant difference in suateelsstwween TAPPS
students and students in the control grgdgl) = .747,p = .39). Therefore, hypothesis 1
was retained.

Hypothesis 2: There will be no significant difference in completion time for trdwdalesg a
small engine compression system fault between students who use TAPPS and students who
do not use TAPPS.

Successful students who worked silently had an average completion time of 12.7
minutes. Successful students who used TAPPS had an average completion time of 16.5
minutes. Among students who successfully completed the troubleshooting tasiabere
significant difference in mean time to completion between graup3 € -.74,p = .48).

Levene’s test for equality of variances revealed that the assumption of egates was

met (F (6, 3) = .05p = .82). Therefore, hypothesis 2 also was retained.
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Conclusions/Recommendations/Implications

Even though results from this exploratory study indicate that succeswesieesot
statistically different between the experimental and control group, the segdensrCTE
students who orally verbalized their thoughts while troubleshooting a smalhgaes had a
lower success rate than students who worked silently. This is in contrast &t Ba's
(2004) conclusions that thinking aloud yields higher troubleshooting success rates for
postsecondary students. Interestingly, the proportion of successful secondasytidents
that worked silently in this study (38.9%) was similar to the proportion of sdgtess
postsecondary students who worked silently in Pate et al.’s study (41% and 44%)eHowev
the proportion of successful secondary-level TAPPS students (25%) differsatirafiben
the proportion of successful postsecondary TAPPS students in Pate et al.’s studya(@9.9%
83.3%). Veenman, Van Hout-Wolters, and Afflerbach (2006) argue that elementds\olieve
metacognitive thought develop during early childhood but become more sophisticated and
academically oriented through instructional interventions requiring tHeiéxpilization of
metacogntion. This may mean the impact of TAPPS depends on student maturity and
experience. Future research should examine variables that moderatedheféfAPPS.

There was also a difference in the level of instruction provided to secongaly-le
students in the present study and postsecondary students in Pate et al.’s (2004)I study. A
secondary-level students received one class period of troubleshooting iostr8ttidents
were given notes and a demonstration on how to troubleshoot the air/fuel deliverynjgniti
and compression systems. Students were told the engine needed all threeteyfsiiection
correctly, and possible faults for each system were described to the stRdstgésecondary

students in Pate et al.’s study were enrolled in a junior-level collegeedhiatsrequired a
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prerequisite agricultural technology course in which basic engine priseigiee taught.
Davidson et al. (1994) observed that amount of and quality of a problem solver’'s domain-
specific knowledge can be a limiting factor in their ability to reach a solutiowever,
secondary-level students’ knowledge of basic engine principles and operatingwhsargt
formally assessed prior to this study. Future research should investigagtationship
between secondary-level CTE students’ knowledge of basic engine principlesiand the
ability to use TAPPS successfully.

Time to completion was not significantly different for successful secoridaey-
CTE students who patrticipated in the TAPPS group compared with successfulsstuaent
worked silently. Even so, average time to completion for the TAPPS students wastdsmi
longer than for students in the control group. The time required for secondarytlelezits
to overtly verbalize thoughts orally may impede troubleshooting progress, and from an
industry perspective, time spent on repairs is an important factor. Consideripgtémsal
economic implication together with the lower troubleshooting success ratk madt
recommend widespread use of TAPPS at the secondary level. Although thisterplora
study offers no support for using TAPPS at the secondary level, the readerasedhuti
against making generalizations from this relatively small sample of 8érgt This study
does not rule out the possibility that TAPPS could be useful with other secondary-level
students, and we strongly recommended that future research incorporate salengje size.

The experimental design allowed the use of only one group from each school. As a
result, there was a loss of subjects. A recommendation for further reseanisiinig
secondary-level students is the use of a clinical approach, such askstahtiof a

laboratory setting that allows one-on-one interaction between the remeanchstudent. This
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procedural change would further increase control over diffusion of informationdretwe
students and minimize interferences generated by other students.hEo fiantt diffusion
between students outside of the experiment, several engine faults could bedassiglomly
to students and analyzed as an additional factor.

It is unclear if students who used TAPPS engaged in oral verbalizations that were
conducive to successful problem solving. Further research should be conductégzio ana
the audio recordings of students’ verbalizations to identify and descrilfiergnces
between secondary-level CTE students who were and were not successful at the
troubleshooting task. Future research could lead to modifications of the TAPte§ystinat
may allow secondary-level students to control or filter possible solutions podhkem
during troubleshooting. By identifying appropriate metacognitive behaviangiproblem
solving, this research could inform educational practices to assist student dearglopm
toward expert-like problem solving.
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CHAPTER IV. A DESCRIPTIVE INTERPRETIVE ANALYSIS OF STUDENT &
ORAL VERBALIZATION DURING THE USE OF THINK-ALOUD PAIR
PROBLEM SOLVING WHILE TROUBLESHOOTING
A paper prepared for submission to the Journal of Agricultural Education
Michael Pate and Greg Miller
Abstract
Researchers assert that the metacognitive nature of think-aloud pair pradménmg
(TAPPS) improves students’ problem solving by focusing their attentiothesn own
thinking. The purpose of this study was to identify and describe oral verbalizations indicating
cognitive processes of secondary-level career and technical educatdentt who used
TAPPS while troubleshooting. The study design incorporated a mixed-methods approac
gualitative interpretive approach was used to describe and interpret stutemights while
they were engaged in TAPPS. A quantitative analysis was used to cdemseof oral
verbalization between successful and unsuccessful TAPPS students.isAnélythe
gualitative data revealed that students’ domain-specific knowledge wasrong enough to
support troubleshooting. Secondary-level career and technical education teatioensl
ensure their students possess the prerequisite knowledge before tagkingp performing
troubleshooting tasks.
Introduction/Theoretical Framework
Students encounter problems throughout their lives, and problem solving is a
fundamental and significant component of career and technical education. los#lcti
efforts have focused on developing students’ abilities to solve real-world psoblem
(Technology for All Americans Project, 1996). Hill (1997) stated, “It is impexdhat

professionals in the field incorporate problem solving concepts and strategisggaificant
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element in curriculum design and implementation” (p. 32). Research has led to the
development of several techniques that have shown promise for improving student problem
solving (Dunlosky & Metcalfe, 2009).

One technique of interest is the use of questioning to invoke self-explanations (Pashe
et al., 2007). Pasher et al. recommended that teachers find opportunities tintents sisk
and answer questions to promote explanations that are metacognitive in nature.idrned Nat
Research Council recommended that metacognition should be integrated into tutucarri
across several subject matter areas. Because metacognition ofienascan internal
dialogue, many students may be unaware of its importance unless it is owgtiy ta
(National Research Council). It is reasonable to assume that individuals coutzhdbise
internal dialogue through training and instruction (Borkowski, Chan, & Muthukrishna, 2000;
Cardelle-Elawar, 1995; Pintrich, 2002; Schraw, 1998).

Pasher et al.’s (2007) meta-analysis revealed strong evidence tuoptestioning
improves students’ comprehension and learning. A variation of the method calledltudk-
pair problem solving (TAPPS) significantly improved postsecondary candegeahnical
education students’ problem-solving success (Pate, Wardlow, & Johnson, 2004; Johnson &
Chung, 1999).

The theoretical framework for this study revolves around problem solving, the role of
metacognition, the impact of verbalization on thinking, and TAPPS.

Problem Solving

An individual encounters a problem when an obstacle interferes with achieving a

situational goal (Marzano & Kendall, 2007). The individual desires to achieve thieugoa

does not immediately know the solution path (Holyoak, 1995). Problems generally consist of
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three components: givens, obstacles, and a goal state (Anderson 1985). Givensmaonim
and characteristics that define the initial state of the problem. Obstezlasoavn or
unknown givens that make it difficult to reach the desired solution. The goaiksssategly

the desired outcome or solution.

Solving problems involves thinking processes directed at reaching a solution
(Davidson and Sternberg, 1998; Soden, 1994). Davidson, Deuser, and Sternberg (1994)
described problem solving as “the active process of trying to transformtibéstate of a
problem into the desired one” (p. 207-208). Students engage in problem solving when their
thinking is directed toward reaching a solution. This behavior is characterized by
identification, evaluation, and utilization of potential solution paths that would acampli
the desired end result. In relation to problem solving, metacognition aids an indimidual
recognizing there is a problem, defining the context of the problem, and understamaling
to reach a solution.

Metacognition

The ability to monitor and control one’s thinking to accomplish a desired goal is
central to metacognition (Dunlosky & Metcalfe, 2009). Schraw and Dennison (Eéded
to metacognition as “the ability to reflect upon, understand, and control one’sitégmi
460). Presumably, metacognition is essential to the idea of directed thinking dobiepr
solving, which is goal oriented and rational (Gilhooly, 1982). Typical directed thinking
involves isolating a solution path to achieve a clear goal (Kellogg, 2007). “Mygiticn
guides the problem-solving process and improves the efficiency of this geratiedr
behavior” (Davidson et al., 1994, p. 207). According to Davidson et al., metacognition aids

problem solving by helping an individual focus on identifying the problem, defining the
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problem space, generating a mental representation of the problem, planning howed,proc
and evaluating what is known about their own performance.

Another important part of metacognition is self-assessment of one’shavmy
(Kluwe, 1982). A problem solver’'s assumptions regarding their inabilities to aglveblem
may serve as a barrier to success. Pressure to perform well before agenake it difficult
for students to monitor and regulate their performance. If students belieesr¢hayful
problem solvers, they may make fewer attempts to monitor and rethéatéhinking, which
in turn, may lower the number of solutions examined (Hacker, 1998).

Oral Verbalization

Because thinking and learning happen internally, it is difficult to depict ardsass
what processes are happening during problem-solving tasks (Hill, 1997). One type of
research that has shown promise for describing cognitive processes idybis ahaerbal
reports (Chi, 1997; Ericsson & Simon, 1980, 1993; Pressley & Afflerbach, 1995). Verbatim
transcripts of recorded oral interactions preserve raw data in a solidEansspn & Simon,
1993), and the information processing model of cognitive processes allowshese&wc
examine think-aloud verbalizations by supporting an encoding process that ig erplic
objective, so that hypotheses entering into the think-aloud process can be examined
objectively (Ericsson & Simon, 1993).

Hacker and Dunlosky (2003) suggested that having students explain their thoughts
during problem solving through oral verbal reports helps invoke metacognitive thinking.
Verbal reports are the product that results when a student is asked to ocllyedais or
her thoughts (Ericsson & Simon, 1993). These reports can be retrospective or cbncurre

Retrospective reports are designed to describe a subject’s thinking thaédauing a task
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after the task has been completed. Retrospective reports are not designededtchkimg
as it occurs but may change a subject’s future thinking (Dominowski, 1998). @aicur
reports are generated when students are asked to say out loud what thexiagedbring a
task.

Verbalization can occur on three levels (Ericsson & Simon, 1993). Level one is the
verbalization of working memory content. Level two is verbalization of nonverbal
information that must be converted to an oral response, such as describing arsensati
(Dominowski, 1998). Verbalization levels one and two are not likely to change students’
thought process, which neither helps nor hinders problem solving (Ericsson & Simon, 1993).
Level-three verbalizations involve explanation or reasons for thoughts thatiaegrac
working memory (Dominowski).

Hacker and Dunlosky (2003) suggested that concurrent reports of level-three
verbalizations benefit students during problem-solving activities. This typeabf
and rationalize their thinking as they are actively engaged in the problemr(®eski,

1998). Research supports the use of level-three concurrent verbalizationstesyg &ir

improving student problem-solving performance (Ahlum-Heath & Di Vesta, 1986; Berry,
1983, Stanley, Mathews, Buss, & Kotler-Cope, 1989; Stinessen, 1985). Hacker and Dunlosky
stated, “Students must deliberately change the course and structure dfoihgints as they
verbalize responses to the instructions. Moreover, because such instructions can be
conversational, students must think more to create a coherent response for'ligieiiéjs

Berardi-Coletta, Buyer, Dominowski, and Rellinger (1995) investigatedfinetof

having students provide reasons for the solution path they took during problem solving. They
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suggest that metacognitive processes are invoked when students respond tordte requi
explanation demands. Subjects who gave reasons for their actions performex superi
subjects who were silent, asked to talk aloud, or asked problem-focused questionls. Berar
Coletta et al. stated that the improved performance was due to a shift in stictergdiom
problem-oriented to process-oriented thinking. In other words, the additional thirdedgd
to give justification for their problem-solving activities may be resipba$or students’
problem-solving success (Dominowski, 1998).

Think-aloud Pair Problem Solving

TAPPS is a method for invoking verbalization during problem solving with the goal
of developing the problem solver’s ability to monitor their thoughts (Gourgey, 1998). The
TAPPS procedure involves a student solving a problem while a listener asksrites
prompt the student to verbalize their thoughts and clarify their thinking (Lochhead, 2000).
This method teaches students how to think outwardly through oral verbalization of their
thoughts. This type of reflective thinking is an essential component of metacngniti
Researchers assert that the metacognitive nature of the TAPPS mathmebsrstudents’
problem solving by focusing their attention on their own thinking (Berardi-Colettg et a
1995; Heiman & Slominako, 1987; Pate et al., 2004; Whimbey & Lochhead, 1984). The
TAPPS method also may allow students to control or filter possible solutions.

Using TAPPS during troubleshooting has significantly increased postsecondary
students’ success at solving technical problems (Johnson & Chung, 1999; Pate et al., 2004).
Pate et al.’s results revealed that a significantly higher proportion of postisey students
who used TAPPS successfully completed a troubleshooting task compared datitstuho

did not use TAPPS. This indicates that students who concentrate on explainingrkiigthi
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should be more successful at solving similar problems, such as troubleshootilfy a sm
gasoline engine fault. Previous research suggests that TAPPS swddeigve difficulty
successfully completing a troubleshooting task may focus their vabah on problem-
oriented features rather than actively clarifying their own thinking andtindersts’ negative
self-assessment of their thinking may inhibit their success. The cogmipaet of TAPPS
oral verbalization during troubleshooting is uncertain. Are TAPPS students’izatlads
conducive to improving their problem-solving abilities?
Purpose and Objective

The purpose of this study was to identify and describe oral verbalizations imglicati
cognitive processes of secondary-level career and technical educatientstwho used
TAPPS while troubleshootinghe objective was to analyze secondary-level career and
technical education students’ oral statements made while engadiA§ RS to describe
students’ cognitive process while troubleshooting.

Methodology
Research Design

This study design incorporated a mixed-methods approach. A qualitative etites
approach was used to describe and interpret students’ thoughts while theygaged in
TAPPS. A quantitative analysis was used to compare levels of oral vetibalizetween
successful and unsuccessful TAPPS students.

Participants
The data source for this study was digital audio recordings of 16 seconasry-le

career and technical education students from four lowa schools who engaged B TAPP
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during a troubleshooting task. The researcher assigned a code to eaclptremsaatch
participants to their troubleshooting results after coding was complete.
Procedure

Students were asked to use the TAPPS approach while troubleshooting a compression
fault involving a missing valve spring retainer in a small engine. No hints gieen to the
students, but they were told the fault did not involve removal of the cylinder head or
crankcase cover. This information was provided to prevent students from completely
disassembling the engine. Each problem solver was provided with a complete set of bas
engine repair tools and a 45-minute period in which to identify the correct faulifydbe
correct engine system affected, and correctly describe how to repauthéficsson &
Simon’s (1993) techniques guided recording, transcription, and analysis of the verbal
protocols. Each student was equipped with a digital voice recorder and an attached lape
microphone. Students were required to orally verbalize their thoughts throughout the
troubleshooting exercise. Each problem solver was randomly assigned a.|iSsatne
listener was trained on the technique required for questioning. The reseapthereekthe
TAPPS procedure to the listeners and provided a list of sample questions.rkisteree
asked to encourage problem solvers to verbalize their thoughts without giving angrhint
assisting the problem solver in finding a solution. Whenever the problem solver wasquiet
a few seconds, the listener asked for verbalization by asking a question,sWhatsare
you thinking?” Listeners also asked for clarification whenever theg wesure of how the
problem solver was thinking and pushed for greater detail in the verbdlmaghts by
asking a question such as, “Now, why did you look at the carburetor, what do you mean?”

Prior to troubleshooting, students assigned to the problem solver role compI&B&® &
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practice session with an unrelated word problem. The practice task wgsediets ensure
problem solvers could verbalize their thoughts at an adequate level but iasrslyff
dissimilar so as not to introduce bias into students’ reports during the troubleshasking t

A volunteer was recruited to assist with transcript analysis. This cbsassistant
earned a bachelor’s degree in accounting. Her qualifications to servesssmech assistant
included a 3.48 cumulative grade point average, completion of a statistical acalysks,
and 2 years of work experience analyzing and preparing detailedwvetierts. The
researcher transcribed the recordings of the TAPPS students and timexdl listéhe
recordings to identify any errors in the transcripts. To ensure crégdiilihe transcripts, the
research assistant also reviewed the transcripts and compared théhe\aitlio recordings.

The researcher instructed the research assistant on how to code thiptsafise
researcher and research assistant independently coded each transcript.aisdepit$rwere
compared to determine inter-rater reliability. There was 87% agredmsvten the
researcher and research assistant. After 4 days, five transanetsamdomly selected to be
recoded by the researcher and research assistant. Intra-ratalityefor the researcher was
92%. Intra-rater reliability of the research assistant was 90%. foher&anscripts coded by
the researcher were used for analysis.

Transcripts were segmented into verbal interactions consisting of aoquiestn the
listener and a response from the problem solver. Responses from the problem selver wer
coded as level-one, level-two, or level-three verbal statements-teeelerbalizations were
statements describing contents of working memory. These included dessrigft
representing the problem (e.g., “The engine has no compression”) or regoritgrent

behavior (e.g., “I'm loosening this bolt”). Level-two verbalizations wereestahts
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describing nonverbal sensory information (e.g., “This smells funny”).|ltbvee
verbalizations were statements involving planning (e.qg., “First | need to chegath® s
monitoring (e.g., “What did | just do? Oh | checked the carburetor”), and eval@atng"l
pulled on the rope but | don’t think | felt any resistance”).

The code “negative self-assessment” was given to students’ stigesivected at
judging themselves as performing poorly (e.g., “I can’t do this”). The coostive self-
assessment” was given to students’ statements directed at judgimgetiies as performing
well (e.g., “I think this is easy”). The code “positive problem assessme&s’given to
students’ statements directed at judging the activity positively, (éi9ink this is an easy
problem.”) The code “negative problem assessm&at’ given to students’ statements
directed at judging the activity negatively (e.g., “This is too hard, thsgiEd”). The code
“not on task” was used for student verbalizations consisting of information innéleva
solving the problem. For example, a listener asked, “What are you thinking albbet?”
thinker responded, “about getting high.” This response was coded as “not on task.”

Analysis

The number of oral verbalizations at each level per student was tabulasabimts
who were successful and unsuccessful at the troubleshooting task and theedandtyz
descriptive statistics including frequencies. Codes were used to developodhemes for
students’ cognitive processes.

Results/Findings
Quantitative Data
Sixteen secondary-level career and technical education students used TAWRPS w

troubleshooting a small gas engine compression system fault. Four of the 16 stigdents
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successful at troubleshooting the compression system fault. Average tam@pletion for
successful students was 15 minuteb € 6.7). Unsuccessful students spent an entire class
period attempting to troubleshoot the engine fault. Class periods ranged fror850 t
minutes in length with an average of 31.2 minu&i3 £ 2.7).

Table 1 shows frequencies and percentages of oral verbalizations for successful
secondary-level career and technical education students who used TAPP&r&be total
number of verbalizations for successful students wa$Sb6&(32.7). The average rate of oral
verbalizations per minute for successful students wass4 (1.0).

Table 2 shows frequencies and percentages of oral verbalizations for unsuccessful
secondary-level career and technical education students who used TAPP&r&je total
number of verbalizations for unsuccessful students wasS26 66.1). The average rate of
oral verbalizations per minute for unsuccessful students waSBR.8 {.5). Of all
unsuccessful students, student H had higher rates of oral verbalizations iegaliea
except level-three negative self-assessment, level-three positrasseEssment, level-three
negative problem assessment, and level-three positive problem assessment. WheH stude
was removed from the data set, the average total number of oral verbalizatsonisyg
unsuccessful students was 18DE 27.0) and the average rate of oral verbalizations per
minute given by unsuccessful students was SB3I< 0.8)

Patterns of verbalizations in Tables 1 and 2 were relatively equal when tomple
time was accounted for. Level-one working memory, level-three plannired;tteee
monitoring, and level-three evaluating accounted for the majority of orallizatiens.

Averages for the percentages of oral verbalizations by group are showner3Tabl

Successful students had slightly higher percentages of oral verbalizatibasatdgories of
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level-one working memory, level-two nonverbal sensory information, level-threripta
and level-three evaluating. There were differences between unsuceesikfuiccessful
students in the standard deviations for the categories of level-three planvhghilee
monitoring and level-three evaluating. Successful students had a higher standdionde
(9.1) for level-three planning oral verbalizations than unsuccessful stu8&nts4(1).
Successful students also had a higher standard deviation (8.0) for level-thre@ingaral
verbalizations than unsuccessful stude88 £ 5.5). Successful and unsuccessful students
had similar standard deviations for level-one working memory oral verbahgat
Unsuccessful students had higher percentages of oral verbalizations in gjoeiesitef
negative self-assessment, negative problem assessment, and not on task.
Qualitative Data

Qualitative data were the content within students’ oral verbalizations. Tlogityaf
this content that indicated cognitive processing was found in the categdaesldahree
planning, level-three monitoring, and level-three evaluating. The remainitignt was in
the categories of level-three negative self-assessment, levelrdgative problem
assessment, level-one working memory, and level-two nonverbal sensory irdarmat
Content for the categories of level-three positive self-assessmemvahthiree positive
problem assessment was essentially nonexistent.
Level-three planning oral verbalizations

For both successful and unsuccessful students, level-three planning vedrelizat
were directed toward the order of tests to be made to the engine. Most students did not
describe what they believed to be causing the engine to malfunction betonptatt

repairs. Unsuccessful student L stated, “Ah, check compression first, dkegutcessful
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student Fstated, “So, we're going to start off by taking these bolts off here.” Sdiatess
student J started troubleshooting by checking the spark plug gap without firsyidgntia
fault existed in the ignition system. Successful student A began troubleshoptieigoving
the air filter without identifying the problem with the engine.

When planning their next test, students described what they would do with little
explanation for why they planned to conduct those tests. Successful student, J\étated
I’'m going to check my carburetor next soon as | get my top cover put back taggether
Unsuccessful student C commented that it seemed to have pretty good compression so the
next thing to check was spark. When the listening partner asked, “What are yonaeitig
Unsuccessful student F stated, “I'm gonna check for spark in the spark plug and reake sur
we've got that.”
Level-three monitoring oral verbalizations

The content of level-three monitoring oral verbalizations given by successful a
unsuccessful students revealed shallow analysis of possible solutions h&ftking an
engine component, students failed to progress in their troubleshooting. Students did not
analyze the results of their tests before moving randomly to check othiee @omponents.
Successful student J stated, “I was going to check the armature gap beseeseto have a
real easy pull but it still has compression so | had to check armature gaketeunawe
were get’'n enough through.” Four unsuccessful students (C, F, G, and L) checked and
rechecked the ignition armature air gap as well as the spark plug elec@pdé¢nguccessful
student C remembered to check valve springs but upon examination determined nothing was
wrong with them. Unsuccessful student C stated, “Err look at the valve spratigsgreck

just to see if anything is wrong there...the valve springs look good, there’s ndbmiowgeal
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about them.” Unsuccessful student C’s listening partner asked, “How do you know that
something’s not wrong with those?” In response, unsuccessful student C stated, ‘Adyum t
look pretty normal they didn’t look anything out of the ordinary so just by the eye they
looked fine to me.” Afterward, unsuccessful student C’s listening partner askaddtey
be warped or disfigured if something was wrong?” Unsuccessful student @ yépkanh,
they would but if they, they look pretty good to me.”
Level-three evaluating oral verbalizations

Unsuccessful students’ level-three evaluating verbalizations indictae# af
knowledge regarding the troubleshooting procedure and the functions of engine components.
Unsuccessful student P stated, “Alright, then compression, crap | forgothehather one’s
were alright, compression, crap something else and then the carburesuccgssful
student O stated, “I don’t know what I’'m doing.” Four unsuccessful students (F, L, N, and
M) identified compression as the fault area but failed to identify a solutiolme®é four
students, two (M and F) verbalized that they could not remember what to check for
compression. Unsuccessful student M stated, “| don’t even remember everythiag we’
supposed to check for compression, so, if, | can’t even remember what to checkrtbere’
way | can get it fixed.” Unsuccessful student F stated, “There’s likempession... | can’'t
even remember. Probably check to see if there’s any spark, I've alrezakedithe gas and
there’s gas in there right now already, so I've got that covered.” Studenhiifietke
compression as the problem but linked the cause of the fault to the ground wire. Student L
also identified that the engine had a compression fault and then attemptetioa £yl

making adjustments to the ignition armature air gap.
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Successful students’ level-three evaluation verbalizations were foonsadking
judgments relevant to the cause of the engine fault based on the result of tineirtesigi
Successful student | stated, “Ah, the compression system is wrong; the intak# ldo& to
be moving.” Successful students often verbalized about what they had learned from working
with the engine. These students made note of problem characteristics tadlthelm to
what they had learned. Successful student J stated, “Well, | don’t know how I'm stppose
fix it, but I think | figured the problem out, um the spring doesn’t seem to be segtgd ri
um, I’'m not sure what I'd do to fix springs, the other one has a gap right there esit'do
seem to be compressed, um make it so it would be compressed.”

Level-three negative self-assessment, level-three negative prolsiessragnt, and not on
task oral verbalizations

Negative self-assessment, negative problem assessment, and not on task
verbalizations generally were given by unsuccessful students. Undutsassents judged
themselves as poor problem solvers. Unsuccessful student K stated, “| feekli&edd
Three unsuccessful students (K, M, and O) explained they did not like being recorded while
they were working. Unsuccessful student M stated, “Umm, cause | don’t lkealking
through it, I'm not a talker anyway.” Unsuccessful student B stated, “Trigrikn probably
didn’t get this and I'm going to be the one failure in the class.” Two students (E)and H
seemed to view the activity as irrelevant to them. Unsuccessful studeted $tathis is
stupid | really don’t care about these stupid engines...” Unsuccessful students of
verbalized about irrelevant information characteristic of being not on task. These
verbalizations often focused on activities of the day or other student events. $sfilcce

student H stated, “Subway eat fresh, ha ha we're talking about random bull.”
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Level-one working memory oral verbalizations

Most often students’ level-one working memory verbalizations describedattiigins
as they removed or returned parts to the engine. When describing their actioessfsiic
student A and three unsuccessful students (E, K, and B) failed to use correct engine
terminology to describe the engine parts. Successful student A stated, “GHlsags hold
on | don’t know what it is yet but I'm taking it off.” Unsuccessful student Eediat’'m
gonna take off the something | don’t know what it's called so yeah taking this thihg off
Level-two nonverbal sensory information oral verbalizations

There were no differences in content of level-two nonverbal sensory information oral
verbalizations between successful and unsuccessful students. Across groupsplevel-
nonverbal sensory information verbalizations revealed sensations in smell and tbuch tha
were attended to by students during troubleshooting. These verbalizationsetkscri
perceptions of these sensations. Successful student D stated, “Ugh that Emsllscessful

student H stated, “Smells good.”
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Table 3.Average percentages of oral verbalizations by group

Successful Unsuccessful
Code M SD M SD
L1 40.6 7.9 38.7 8.5
L2 2.5 4.0 1.3 1.7
L3P 10.0 9.1 9.8 4.1
L3M 15.0 8.0 18.3 5.5
L3E 29.0 4.4 23.7 6.1
L3NSA 1.2 1.7 2.0 1.7
L3PSA 1.0 21 0.5 15
L3NPA 0.0 0.0 3.0 3.0
L3PPA 0.0 0.0 0.1 0.3
NOT 15 2.1 3.0 4.0

Note. L1 = level-one working memory, L2 = level-two nonverbal sensory inform&téh=
level-three planning, L3M = level-three monitoring, L3E = level-thredumating, L3NSA =
negative self-assessment, L3PSA = positive self-assessment, L3N&gative problem
assessment, L3PPA = positive problem assessment, NOT = not on task.
Conclusions/Recommendations/Implications

When work time was accounted for, verbalization rates between unsuccessful and
successful students were similar in all oral verbalization categaeept level-three
negative-self assessment, level-three negative problem assesamlembdt on task.
Successful students had no level-three negative problem assessment, wisreasssful

students had an average of three verbalizations for level-three negative paebémsment.

Also, unsuccessful students gave almost two times the amount of negatissestraent
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verbalizations as successful students. This could have been caused by studeatsfirustr
with not finding a solution toward the end of their troubleshooting activity. On average,
unsuccessful secondary-level career and technical students gave tveiceoth@ of not on
task verbalizations as successful students. This can be explained by the numobenaask
verbalizations given by unsuccessful students F, H, and O. These students’ not aal task or
verbalizations averaged 9% of their total oral verbalizations. The remainingcessful
students’ not on task oral verbalizations averaged only 0SD% (1.2) of their total oral
verbalizations. The total average percentage of oral verbalizations acrtessettitaree
planning, monitoring, and evaluating categories was 54% for successful stami®B@% for
unsuccessful students. These rates indicate that TAPPS focuses secomatigtydents’
thinking toward a process-oriented approach during troubleshooting.

However, the content of students’ oral verbalizations indicates the metaggni
nature of the TAPPS strategy does not improve problem-solving success when secondary
level career and technical education students do not possess enough domain-specific
knowledge. Unsuccessful students’ verbalizations in the level-three monitoring and
evaluating categories often were concerned with their level of knowleggeineg
troubleshooting and small engines. These students had difficulty remembering the
troubleshooting process and the proper functions of engine components. Unsuccessful
secondary-level career and technical education students verbalizegielggdiout their
ability or performance and the troubleshooting activity. A majority of ldwele evaluating
statements from unsuccessful students focused on assessing their knowledggeof e
principles and troubleshooting. Unsuccessful students described their level ofdgmate

low or nonexistent. In contrast, the content of successful students’ level-tafeatmg
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verbalizations focused on making judgments in relation to their monitoring offfogsedf
their engine tests and their evaluation of engine fault symptoms.

Students’ concerns about their knowledge level could be connected to their rate of
troubleshooting success. An implication is that students’ knowledge levdl lb®glonnected
to the amount of instruction they receive and the difficulty of the troubleshootingyacil|
secondary-level students in this study received only one class period oéstoaditing
instruction. Students were given notes and a demonstration on how to troubleshoot the
air/fuel delivery, ignition, and compression systems. Students were told tine eegided all
three systems to function correctly in order to run, and possible faults forysteim svere
described to the students. To complete the troubleshooting activity, students hadfto identi
the system at fault, identify the specific engine component that wasnoiaining, and
correctly describe the appropriate repair. Postsecondary students &t Bhats (2004) study
were enrolled in a college course that required a prerequisite agrictétthiablogy course
in which basic engine principles were taught, and the high success rate e¢podtsy
students who used TAPPS in Pate et al.’s study could be associated withltbg leve
instruction provided. The course requirements may have caused the postsecondats/ stude
domain specific knowledge to be stronger than that of the secondary-leetst Davidson
et al. (1994) observed that amount and quality of a problem solver’'s domain-specific
knowledge can be a limiting factor in their ability to reach a solution. Howewemdary-
level students’ knowledge of basic engine principles and operating theory wasnmaityf
assessed prior to this study. Analysis of the qualitative data indibategudents’ domain-
specific knowledge was not strong enough to support troubleshooting. Secondary-level

career and technical education teachers should ensure their students pegzessduisite
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knowledge before performing troubleshooting. Researchers should determinentstude
possess strong domain-specific knowledge before testing the effects oS TohPP
troubleshooting success.

Lochhead (2001) pointed out that the goal of TAPPS is the eventual development of
students’ ability to observe and control their cognitive behavior, but Glaser (1984é¥arg
that transfer of thinking habits from using general strategies likePIAIs limited because of
a lack of a direct connection between thinking and problem solving during learnikigsPer
Simmons, and Tishman (1990) argued that general cognitive strategies have fotbatial
helpful in teaching problem solving but only with deliberate effort, and Salomon akid<Per
(1989) concluded that the lack of transfer in thinking habits taught in general cognitive
strategies is linked to the reliance on automatic triggering throughgaaather than
thoughtfully decontextualizing principles from one context and applying them toesinot
Thus, implementation of the TAPPS strategy should be modified for use with secondary
level career and technical education students. Perkins et al. suggestediabnitegt
instruction of general cognitive strategies by teaching them in the thognatin with
vocabulary adjusted to suit the target domain. For example, secondary-levelsstaddoht
practice using TAPPS with an engine problem before being tested.
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CHAPTER V. EFFECTS OF REGULATORY SELF-QUESTIONING ON
SECONDARY-LEVEL STUDENTS’ PROBLEM-SOLVING PERFORMANCE

A paper prepared for the submission to the Journal of Agricultural Education
Michael L. Pate and Greg Miller

Abstract

A randomized, posttest-only control group experimental design was used roidetthe
effects of regulatory self-questioning on secondary-level career armwhitel education
students’ electrical circuit theory test scores. Students whoicyated in the self-
guestioning group were given a list of regulatory questions and asked to ahsweas they
solved their problems. Differences in test scores betweerexperimental and control
groupswere not statistically significant (p = .053). On average, studenthentreatment
group outperformed students in the control group by 10 percentage points. Cohen’s d
indicated a moderate effect size (0.5). Findings from this study sutgésttudents who
engage in regulatory self-questioning are more likely to solve alattdircuit theory
problems correctly. Educators could assist students in achieving grpaiblem-solving
outcomes by requiring use of regulatory self-questioning. This study dheuéplicated to
determine the effects of regulatory self-questioning with otherrgsidadfurther research
should be conducted to investigate the effects of regulatory setfequieg when students
are faced with increasingly complex problems.
Background

Students engaged in learning principles of electricity often have difficulty
understanding the abstract nature of the mathematical relationships invailr€dhmi’s law.
Students have difficulty understanding the relationships between voltage, ,camebnt

resistance in a circuit. Students tend to implement localized reasoning whHenggwawith
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the task of analyzing a circuit (Cheng & Shipstone, 2002). McDermott and S{1£5@2)
found that students computing electrical circuit problems often ignored or matdied
mathematics when their results contradicted their expectations.

Cohen, Eylon, and Ganiel (1983) examined high-school students’ understanding of
the relationships between the variables in an electrical circuit and foanstidents often
used Ohm'’s law incorrectly. “Students have difficulties in analyzing fieeteihich a
change in one component has on the rest of the circuit” (Cohen et al., p. 407). Students also
were inconsistent in their reasoning when they analyzed circuits. McOeambShaffer
(1992) called for instruction that will promote the active mental participatiotudésts in
their learning process. Some researchers have suggested thaatneghlecklist is an
instructional strategy that could improve students’ problem solving (King, 198ha\8,
1998).

Theoretical Framework

The theoretical framework for this study is built around metacognition and its

relationship to problem solving.
Metacognition and Problem Solving

Active mental participation is called metacognition (Flavell, 1979). bbegfaition
has been defined as actively attending to one’s thinking. Metacognitive knowtsdgkead
you to select, evaluate, revise, and abandon cognitive tasks, goals, and siratigtiesf
their relationships with one another and with your own abilities and interebtsesgect to
that enterprise” (Flavell, p. 908). Metacognition involves two components: knowledge about
cognition and the regulation of cognition (Schraw, 1998). The learner must have knowledge

about how to perform a task and also how to plan, monitor, and evaluate their performance.



61

A problem occurs when an individual has identified an initial situation with aiigoal
mind but has no clear means of achieving the end result (Chi & Glaser, 1985). Problems
generally consist of three components: givens, obstacles, and a goal statedAntiess).
Givens are limitations and characteristics that define the initial stahe problem.

Obstacles are known and unknown givens that make it difficult to reach theldsduton.
The goal state is simply the desired outcome or solution. Problem solving encantbasse
individuals’ efforts toward achieving a situational goal for which themmidirect solution
path. Depending on the level of difficulty of the problem, these problem-solvingsediert
organized into hierarchical tasks; subordinate goals must be achieved beforal thedl

can be reached. When students compute electrical circuit problems, they mufst tidenti
correct mathematical algorithm before computing the solution using Ohm'’s law.
Transforming the initial situation into the desired goal requires mental and bithavi
activities (Chi & Glaser). The amount and level of mental operations that Sutentan
vary depending on how difficult it is to formulate a solution (Andre, 1986).

Swanson (1990) suggested that students engaged in problem solving typically have
only partial knowledge about a problem and its solution. This creates a situatiormimtiéni
student initiates a general search for information and possible solutionsedituls & guided
and controlled by the student’s metacognition. “Metacognition is espeicrgdbrtant
because it affects acquisition, comprehension, retention and application of velaaheési| in
addition to affecting learning efficiency, critical thinking, and problem sofviHgrtman,
1998, p. 1). In Swanson'’s study, high metacognitive ability positively influenced students
problem-solving performance. The high-metacognitive students’ advantageblem-

solving performance was linked to increased hypothetico-deductive reasoning and
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prioritization of strategies. High-metacognitive students demonstrdteieémf and effective
information processing by correctly monitoring right and wrong answers

Pintrich (2002) argued that novices need to have a repertoire of different general
strategies for learning and thinking to master new or challenging taskacdgnitive
instruction would enable students to perform better and learn more in the classroom. This
instruction needs to be taught explicitly by embedding it within content-driveorssn
different subject areas. Explicit metacognitive instruction helps studentect the
strategies to other knowledge they may already have. According to CarldellerE1995),
metacognitive training through self-questioning induces students to selétetuir
learning. The metacognitive questioning encourages students to activate pricdgewl
analyze information, reconceptualize the problem space by integratingnation into a
coherent representation, and self-monitor their progress by evaluatiogragcting their
mistakes.

Most research documenting positive effects of metacognitive strategidsehln
limited to content areas of reading and mathematics (King, 1991a; Royeng,@&sCarlo,
1993). This creates contention as to whether metacognition is domain specific or domain
general in nature (Royer et al.; Schraw, 1998). Glaser (1984) suggestedl ge
metacognitive problem-solving strategies have little benefit f@hiag specific skill sets
and argued that general problem-solving methods are less powerful becalesekasf
domain specificity. Novices’ difficulties in problem solving are said toieeli to the
inadequacies of their knowledge base rather than their ability to use problengsolvi
strategies. Riley, Greeno, and Heller (1983) concluded that children’ssatc®lving

simple word problems that require the use of addition and subtraction principles was
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influenced by their knowledge of efficient counting procedures. This suggests that
implementation of a general metacognitive problem-solving strategy duecigiel circuit
theory instruction will have little effect on students who possess knowledge bfatge
principles.

Another point of concern with explicitly teaching metacognitive stragegithin
content-driven lessons is that this may generate competition within eegragpacities such
as memory and attention. Perkins, Simmons, and Tishman (1990) argued that adding a
metacognitive strategy during instruction may disrupt performance besbas®gnitive
overload. For example, use of a regulatory checklist during instruction em@yage greater
demands on attention and working memory. Explicit metacognitive training during
instruction could be detrimental to students’ acquisition of content knowledge, which coul
lead to a decrease in problem-solving performance.

Regulatory Checklist

Schraw (1998) suggested use of an instructional strategy called regulegokiist to
improve student’s regulation of cognition while attending to instruction and problemgsolvi
The regulatory checklist is considered a metacognitive strategy$ed functions to help
learners keep a continuous check on their progress (King, 1991b). The questiongyaszldesi
to help students clarify the problem and access their existing knowledge aegiesrathen
relevant. King (1991b) stated that “truly self-regulated learners evignieen and study
alone” (p. 334) without the advantage of an external prompter. King (1991b) found that ninth
graders who used self-questioning to review had greater history lectupeet@mmsion than
students who used discussion groups and students who used independent study sessions on

both practiced and unpracticed lecture material. King (1991a) found that fifthrgteadeed
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in guided questioning had greater problem-solving processes and outcomes whetmgttem
to solve computer-assisted problems. This method may have taught students how to
internally ask for and obtain the explanations, justifications, information arfcbdsenheeded
for solving the problem. Cardelle-Elawar (1995) found that low-achieving atenyeand
junior-high students who were instructed in and practiced monitoring themskeikiag the

act of problem solving by using guided questioning were more successful on asméve
tests than students who were not engaged in guided questioning.

Self-questioning during problem solving may hold promise for enhancing student
performance, but no studies have been done in the context of secondary-level career and
technical education programs teaching the use of Ohm’s law.

Purpose

The purpose of this study was to determine if the use of regulatory selioguest
improved success rates of secondary-level career and technical educal&mssasked to
solve simple circuit problems by using algebraic manipulation of Ohmv's la

Hypothesis

There will be no significant difference in test scores for solving simpiaitir
problems using Ohm’s law between students who are taught to use a regulatéhgcand
students who are not taught how to use the regulatory checklist.

Methodology
Participants

The study involved four secondary-level schools from lowa. The schools were chosen

on the basis of their accessibility to lowa State University and thewlurm taught in their

career and technical courses. Students enrolled in selected agriculture amthindust
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education courses dealing with electricity were selected to be the subjabis study. The
study population consisted of 68 students whose ages ranged from 14 to 17 years.
Research Design

This study used a randomized, posttest-only experimental design (Cagpbell
Stanley, 1966)This design, which is inherently resistant to most threats to internal validity
is illustrated in Figure 1. Possible threats to internal validity are dudffects and diffusion.
The researcher could unintentionally bias students’ inclination to perforer etis
behavior or explanations revealed that students were receiving a treatmeontfbl for
subject effects, the researcher explained that the activity wasaaaleproject to try out two
teaching methods to improve the course and stated that both methods were believed to have
the same effect. To control for situational variables such as teachingreffiand
enthusiasm, the regular classroom instructor was taught procedureswoféoltbeir role in
the project. The classroom instructor was instructed to follow the given lessorbpiring
the practice sessions and test administration, the teacher and resgavetltbe same
instructions, used the same practice problems and tests, and tried to assume the sam
attitudes with the students. The instructor’s and researcher’s interasttbrstudents were

audio recorded for comparison and to verify the protocol was followed.
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Figure 1.lllustration of randomized, posttest-only experirﬁental destgn random
assignment, & observation of test score, X = experimental group, C = control group.

All students received instruction from their regular classroom teacharesson
plan adapted from the Center for Agricultural and Environmental Research anad,raioi
(CAERT) titled “Measuring and Calculating Electricity” (CAREZ002). Instruction was
given on basic electrical terminology including voltage, amperage, and@nesisThe
instructor also taught the components of Ohm’s law and how to solve simple circugéinpsobl
by manipulating Ohm’s law. During the class meeting following instvacthe researcher
randomly assigned students to either the experimental or control group fotieepgassion
on how to use Ohm’s law. The groups received identical materials, except thenexpe
group students also received a regulatory checklist as part of the nméti@edgeatment.
The metacognitive treatment involved instruction on how to regulate thinking via a
regulatory checklist adapted from Schraw (1998). Details of treatrftergach group are
detailed in the treatment section. For the practice sessions, one groupeatasi sandomly
to be relocated to another classroom to prevent diffusion of information between the groups
Two of the experimental groups were relocated, and two of the control groups were
relocated. The groups remained separate until completion of the test.

Each student in each group was given an example problem worked by either the
teacher or researcher, depending on which group the student was assigned ta, @insva se
practice problems to work independently. During the practice sessions,chertaad

researcher assisted students via individualized coaching while studentd wortkes two
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practice problems. The individualized coaching involved discussion with the student
regarding possible manipulations of Ohm’s law. The teacher was provided am keg\ie
the practice problems to check students’ answers. Students’ answeromeread as
correct by the teacher or researcher, depending on which group the studentgmasl &ss
If a student’s answer was incorrect, the teacher or reseaotthéine individual student the
answer was incorrect and explained that the answer was either given irotinecingnits,
calculated incorrectly, or calculated for the wrong component of thetci&udents were
told to redo the problem. When the student finished reworking the problem, the teacher or
researcher confirmed whether the new answer was correct. Pracsicas&gere uniformly
scheduled for 40 minutes.
Treatments

The only difference between groups was that students in the control group received
no training, modeling, or instruction on how to use regulatory questioning. The teacher
provided the control group with a demonstration on how to use Ohm’s law. This allowed
students to review what they learned from the lesson on Ohm’s law. Students worked the
example problem on their worksheet while following directions from their teagher the
teacher’'s demonstration, students practiced independently by solving two siropie
practice problems. During the control group’s practice session, the teach&sretni
students, assisted students via individualized coaching while they worked on thedtiee pra
problems, answered questions regarding correct answers, and reminded studetkt®mo wor
their questions independently.

Students assigned to the experimental group received instruction from thehresea

on how to regulate their thinking via a regulatory checklist adapted from Sct®8&)( The
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checklist included questions grouped into three metacognitive categoriesnglanni

monitoring, and evaluating (Figure 2).

Planning
What is the problem?

What am | trying to do here?

What do | know about the problem so far?
What information is given to me?

How can this help me?

What is my plan?

Is there another way to do this?

What would happen if ...?

What should | do next?

Monitoring
Am | using my strategy?

Do | need a different strategy?
Has my goal changed?

What is my goal now?

Am | on the right track?

Am | getting closer to my goal?

Evaluating
What worked?

What didn’t work?
What would | do differently next time?

Figure 2.Regulatory checklist questions.

Students in the experimental group were given a regulatory checklist question ca
The researcher read and explained the card and demonstrated how to aseryegugstions
with Ohm’s law. This allowed students to practice what they learned from Homles
Ohm’s law. Students in the experimental group worked the example problem on their
worksheet while following directions from the researcher. During the deratios, the

researcher verbalized his thought processes to answer the regulatorystheelsiions
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while solving the example problem. Students followed along by observing their question
cards. After the researcher’'s demonstration, students practiced indehehgesolving the
two simple circuit practice problems while using their regulatory cretckl

Students in the experimental group were told that question asking and question
answering is a way of managing and checking their thinking while problem solheg
researcher explained that this was a way of keeping themselves awdna they are doing
during problem solving so they could monitor their path toward a solution. During the
practice session, the researcher monitored students, assisted studentsidisalizid
coaching while students worked on the two practice problems, provided assistandiagega
the use of the regulatory checklist, answered questions regarding correetsa@sd
reminded students to work on their questions independently.

Instrumentation

The researcher developed a test based on information in the CAERT (2002) lesson
plan “Measuring and Calculating Electricity” to assess students’rpaasfuce. The test
involved only single-load circuits. The questions were theoretical in naturecndtdi
include voltage drop. The test contained six word problems: two for unknown voltage, two
for unknown amperage, and two for unknown resistance. The test and lesson plan were
reviewed for content and face validity by five professors who taught mefihogsiching
agricultural mechanics courses. Reviewers were asked to determine whetlesson plan
was typical of an electrical circuit theory lesson, if the test measuratiwas being taught
in the lesson plan, if the test items were at a median level of difficultynih@tes was an
appropriate time limit to solve the problems, and if the items would be clear and

unambiguous for students. The reviewers determined the test and lesson plan wate cont
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and face valid and deemed the time limit appropriate. The time limit of 3 misutes
consistent in research examining mathematical word problem solution timesgvigv
Sweller, 1998; Sweller, & Cooper, 1985).

A pilot test was conducted with eight undergraduates at lowa State Unyiversit
enrolled in an agricultural mechanics teaching methods course taught by #iehest®
determine any unforeseen problems with the experimental protocol and internstieraysi
of the electricity test. No problems were detected with implementatidre @perimental
protocol. Cronbach’s alpha for the experimental group 4) was .88. Cronbach’s alpha for
the control groupr(= 4) was 1.0.

Data Collection

After they completed the two practice problems, students were giverstiie sssess
their performance. Students were allowed 3 minutes to complete each problenearstirac
nonprogrammable calculator to compute basic arithmetic. Students in the exypatignoup
were asked to use the regulatory checklist procedure as they completst.tBath student
worked independently. Students were separated by distance and monitored blesither t
teacher or the researcher, depending on which group they were assignediio;ddlre
likelihood that students would observe other students answers during the test. Eaxth stude
received each question separately. After 3 minutes, the question was coleetiaibthe
teacher or the researcher and the next question was given to the students. Quesions
handed out face down. Students were instructed not to turn the question over until they were
given permission to start. Students who finished a question before the 3-minuienttime |
were asked to raise their hand to have their paper collected by the reseatelacher.

Students were told to wait quietly until the next question was handed out.
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Correct answers were tabulated and recorded by the researcher faudaoh €ach
problem was assigned a point value of three points. Students were given one poimédbr cor
manipulation of Ohm’s law to isolate the unknown property of the problem, the correct
mathematical answer, and correct units of measure for the answer. No pmtEwen if
students left the question blank.

Analysis

Data were analyzed with SPSS version 16.0. Means and standard deviat®ns wer
used to describe problem-solving scores. Independents were used to determine any
significant differences in test scores between students in the expetiar@htntrol groups.
The unit of analysis was the student. To check for scoring errors, the heseaaalculated
students’ scores prior to data entry. To check for data entry error, theehesesompared
students’ scores recorded on the data collection forms with values enteredomhéer to
determine if any discrepancies existed. No data entry errors wectedef€he alpha level
was set at .05.

Results

Because students were assigned randomly to groups, it was assumed that any
preexisting differences would fall within the range of expected stalistciation and would
not confound the results. The audio recordings of the teacher and researcheed/éve us
ensure the fidelity of the treatment and indicated the protocol was followespigncy
distributions of the control and experimental group’s test scores are ghdahles 1 and 2,
respectively. The control group and experimental group distributions werevieggat
skewed. The test score distributions clearly favor the regulatory selfaqpuegtapproach.

Regulatory self-questioning students scored higher than students who worked Sikently.
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proportion of regulatory self-questioning students with test scores between 90 andd90%

twice that of students who worked silently. In addition, the proportion of control students

with test scores of 69% and below was three times that of students who usedmggal&t

guestioning.

Table 1
Control group students’ test score distribution

Range in % f % Cumulative %
<55 4 11.8 11.8

60 to 69 5 14.7 26.5
70to 79 7 20.5 47.0

80 to 89 7 20.6 67.7

90 to 100 11 32.4 100.0
Total 34 100.0

Table 2

Regulatory self-questionimgyoup students’ test score distribution

Range in % f % Cumulative %
<55 2 5.8 5.8

60 to 69 1 2.9 8.7
70to 79 4 11.8 20.6

80 to 89 4 11.8 32.4

90 to 100 23 67.6 100.0
Total 34 100.0
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Table 3 shows the mean percentage test scores by group. On average, dh@yegul
self-questioning group’s test scores were 10 percentage points higher than these of
control group. The calculated Cohed’'$.5) indicated a medium treatment effect (Cohen,
1992). The difference in electrical circuit theory test scores betweeonir®l group and
experimental group was not statistically significar{6@) = 1.96p = .053). Therefore, the
hypothesis positing no significant difference in test scores for solving sainplat problems
using Ohm’s law between students who use a regulatory checklist and students who do not
was not rejected.
Table 3

Differences between groups for percentage scored on Ohm’s law simple circuit
test

Group M SD % Difference d
Control (= 34) 78.8 20.5

, 10.0 0.5
Experimental f = 34) 88.4 19.9

t(62) = 1.96p = .053.
Conclusions/Recommendations/Implications

Students in the regulatory self-questioning group scored 10 percentage points higher
than the control group. Although th¢est did not detect a statistically significant difference,
Cohen’sd indicated a moderate treatment effect of regulatory self-questionirigaenss’
test scores for solving simple circuit problems using Ohm’s law. The tast distributions
suggest that students who use regulatory self-questioning are more likely t®bokselaw
simple circuit problems correctly than students who do not use regulatory s&ifbging.
Findings from this study support assertions made by Cardelle-Elaw&)(¥98g (1991a,
1991b), and Swanson (1990) that use of regulatory self-questioning helps students learn

difficult material. Test scores from the regulatory self-questiogimgp do not support
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Perkin et al.’s (1990) conclusion that adding a metacognitive strategy dutingfios
would disrupt students’ problem-solving performance. Regulatory self-questioning is a
promising instructional tool for improving secondary-level students’ problewnrgol
performance.

The skewed distribution for each group of test scores suggests this awayityot
have been at a level of difficulty that required a high level of problem-solvingtydin the
control group, 53% of students achieved a test score of 80% or better on the Ohm’s law test
whereas 79% of students in the regulatory self-questioning group scored 80% or better. T
content of the test required secondary-level students to find and use the appropriate
mathematical algorithm to produce the correct solution. Anderson (1985) noted that problem
solving can involve various amounts and levels of challenging tasks, which gahevar
mental effort needed to find a solution and apply it (Andre, 1986). Further researchlstoul
conducted to investigate the effects of regulatory self-questioning when stadefaced
with increasingly complex electrical circuit theory problems.

Considered along with the percentage of students in the regulatory self-quegstioni
group with high test scores, the effect size between treatments suggesse thiategulatory
self-questioning may positively benefit teachers who teach principles ofsQdum This
also may have implications for educators in other content areas thataeily lo@ problem
solving, such as science and technology. According to Pintrich (2002) and Royer et al.
(1993), these content areas rely heavily on specific skill sets such as troubfeshodti
hypothesis testing. There is controversy regarding the effectivehessching students
general thinking strategies to improve problem solving. One camp argues tigedj@iseral

problem-solving strategies is less powerful because of a lack of domaificggdGlaser,
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1984). Another camp argues that teaching general thinking strategies alldessts to
monitor and improve their cognitive performance (Schraw, 1998). This study tends to
support the latter argument. Educators could incorporate regulatory self-qunestidai
their instruction by calling on students to answer regulatory questions duriagTdhes
would benefit students by encouraging expert-like problem-solving behavioudgeitas
sample consisted of only 68 secondary-level career and technical students, ytetictld
be replicated to determine if the effects of regulatory self-questi@mergonsistent across
subject matter and populations.
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CHAPTER VI. GENERAL CONCLUSIONS
General Discussion/Implications/Recommendations

This dissertation contains three papers that explore the effects of gretaeo
instructional strategies on secondary-level career and technicaliedwstatients’ problem
solving. One article reports the effects of think-aloud pair problem solvihBRE) on
secondary-level students’ success rate and time to completion for troubleslsawdihg
engine faults in career and technical education courses. The secdechadlgzes
secondary-level career and technical education students’ cognitive pooetisated by
their oral verbalizations during the use of TAPPS while troubleshooting. The tinitd a
reports the effects of using a regulatory checklist on secondary-ladehss’ success rate
for solving simple circuit problems using algebraic manipulation of Ohm’sriaareer and
technical education courses. Three overall conclusions can be drawn.

Even though success rates were not statistically different betwaénereg groups,
secondary-level career and technical education students who orally \exttiagr thoughts
while troubleshooting a small gas engines had a lower success rate tleamsstvho did not.
Among students across both groups who successfully completed the troubleshoating task
there were no significant differences in completion time. Even so, a&veoagpletion time
for successful TAPPS students was 4 minutes longer than for successfotsindhe
control group. Twenty-five percent of students who used TAPPS and 38% of students in the
control group were able to successfully identify the correct fault, idengfgdirect engine
system affected, and correctly describe how to repair the fault in ordéefengine to
operate. A key difference between secondary-level students in this stigpstsecondary

students in Pate, Wardlow, and Johnson’s (2004) study is the level of instruction provided to



78

students. Secondary-level students received one class period of instructi@asvhe
postsecondary students in Pate et al.’s study were enrolled in a juniocdégge course
that required a prerequisite agricultural technology course in which lmagreegorinciples
were taught. Although this exploratory study offers no support for using TAPPS
secondary level, the reader is cautioned against making generalizatioribifroatatively
small sample of 34 students. This study does not rule out the possibility that TAP& 8Secoul
useful with other secondary-level students. This study should be replicatetttmine if the
effects of TAPPS are consistent across subject matter and populationstlaerdrésearch
should include a larger number of subjects to improve the power of the statistal te
The content of students’ oral verbalizations indicates the metacognitive nathe
TAPPS strategy does not improve problem-solving success when secondacgieeeland
technical education students do not possess enough domain-specific knowledge.
Unsuccessful students described their level of knowledge as low or nonexistentsStude
concerns with their knowledge level were connected to their rate of troubleshs.atoess.
The level of instruction provided to secondary-level students may be linked ttotheir
success rate. However, secondary-level students’ knowledge of basic engiipdegranad
operating theory was not formally assessed prior to this study. The pbsgheéts of
metacognitive instructional strategies may be correlated to the knankedg of students
within a content area. Davidson, Deuser, and Sternberg (1994) observed that amount and
guality of a problem solver’s domain-specific knowledge can be a limitingrfactheir
ability to reach a solution. When students do not possess the prerequisite knowledge,
metacognitive instructional strategies will have little effect on stisd@roblem-solving

success. Future research should investigate the relationship between hicmthbigs
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instruction time and secondary-level career and technical education stadbditisto use
TAPPS successfully.

Implementation of the TAPPS strategy should be modified for use with secondary-
level career and technical education students. Because secondary-level sthdents
successfully completed a troubleshooting task seemed to shift their focud tomare
process-oriented approach rather than focusing on what they did not know, one
recommendation is to allow secondary-level students to practice using TABPRS wngine
problem before being tested. Perkins, Simmons, and Tishman (1990) suggested
contextualizing instruction of general cognitive strategies by teacheng ith the target
domain with vocabulary adjusted to suit the target domain. To this end, TAPPS could be
incorporated into daily activities and students could be deliberately encouragedticepr
direct, goal-oriented, rational thinking during problem solving. Future resdawakds
investigate the effects of providing listeners with focused instruction antigeran how to
ask questions to elicit metacognitive thinking.

Regulatory self-questioning is a promising instructional tool for improving
secondary-level students’ problem-solving performance. Secondary-leset ead
technical students who used regulatory self-questioning were more likelyéoGlom’s law
simple circuit problems correctly than students who worked without usingghkatery
self-questioning technique. On average, students who used regulatory seétfrgugstored
10 percentage points higher than students who did not use regulatory self-questioning.
Considered along with the percentage of students in the regulatory self-qungsticnip
with high test scores, the effect side<0.5) suggests that use of regulatory self-questioning

may positively benefit teachers who teach principles of Ohm’s law. This avey h
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implications for educators in other content areas that rely heavily on problem saln@ss
science and technology. According to Pintrich (2002) and Royer, Cisero, daq1o&3),
these content areas rely heavily on specific skill sets such as troublegleatihypothesis
testing. Educators could incorporate regulatory self-questioning into theuratstr by
calling on students to answer regulatory questions during class. This would bedefitst
by encouraging expert-like problem-solving behavior. Because this sampistedms only
68 secondary-level career and technical students, this study should beeephaddtermine
if the effects of regulatory self-questioning are consistent acubgscs matter and
populations.

There is controversy regarding the effectiveness of teaching stuéaetsabthinking
strategies to improve problem solving. One camp argues that using genblaim-solving
strategies is less powerful because of a lack of domain speci@dagdr, 1984). Another
camp argues that teaching general thinking strategies allows sttalerdsitor and improve
their cognitive performance (Schraw, 1998). This study tends to support thaigtteent.
It appears that benefits of metacognitive instructional strategievaent only when
secondary-level career and technical students are provided domain-gpedéling on how
to use the strategy and participate in practice sessions that intéptodify their thought
path and structure.

This study raises several questions about the use of metacognitive insttuctiona
strategies for improving secondary-level career and technical studesttlem-solving
performance. Questions for further research include:

1. Are effects of regulatory self-questioning consistent across subjéetr mad

populations?
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2. What impact does level of student content knowledge have on effectiveness of
metacognitive instructional strategies?
3. What impact does level of listener instruction and practice have on
effectiveness of TAPPS?
4. What types of questions prompt students to monitor and regulate their
thoughts?
5. What impact does TAPPS have on secondary-level career and technical
education students outside this study?
6. What impact does incorporation of TAPPS into daily classroom activities
have on students’ ability to invoke metacognitive thoughts during problem
solving?
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The Institutional Review Board of lowa State University has reviewed and approved this
project. Please refer to the IRB ID number shown above in all correspondence regarding this
study.

Your study has been approved according to the dates shown above. To ensure compliance
with federal regulations (45 CFR 46 & 21 CFR 56), please be sure to:

¢ Use the documents with the IRB approval stamp in your research

« Obtain IRB approval prior to implementing any changes to the study by completing
the “Continuing Review and/or Modification” form.

¢ Immediately inform the IRB of (1) all serious and/or unexpected adverse
experiences involving risks to subjects or others; and (2) any other unanticipated
problems involving risks to subjects or others.

» Stop all research activity if IRB approval lapses, unless continuation is necessary to
prevent harm to research participants. Research activity can resume once IRB approval
is reestablished.

e Complete a new continuing review form at least three to four weeks prior to the date for
continuing review as noted above to provide sufficient time for the IRB to review and
approve continuation of the study. We will send a courtesy reminder as this date approaches.

Research investigators are expected to comply with the principles of the Belmont Report, and
state and federal regulations regarding the involvement of humans in research. These
documents are located on the Office of Research Assurances website
[www.compliance.iastate.edu] or available by calling (515) 294-4566.

Upon completion of the project, please submit a Project Closure Form to the Office of
Research Assurances, 1138 Pearson Hall, to officially close the project.
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IRB to review and approve continuation of the study, prior to the continuing review date.

Failure to complete and submit the continuing review form will result in expiration of IRB
approval on the continuing review date and the file will be administratively closed. As a courtesy
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study exempt from the requirements of the human subject protections regulations as
described in 45 CFR 46.101(b). The IRB determination of exemption means that:

e You do not need to submit an application for annual continuing review.

* You must carry out the research as proposed in the IRB application, including
obtaining and documenting (signed) informed consent if you have stated in your
application that you will do so or if required by the IRB.

¢ Any modification of this research should be submitted to the IRB on a Continuing
Review and/or Modification form, prior to making any changes, to determine if the
project still meets the Federal criteria for exemption. If it is determined that exemption is
no longer warranted, then an IRB proposal will need to be submitted and approved
before proceeding with data collection.

Please be sure to use the documents with the IRB approval stamp in your research.

Please note that you must submit all research involving human participants for review by the
IRB. Only the IRB may make the determination of exemption, even if you conduct a
study in the future that is exactly like this study.
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APPENDIX B. TROUBLESHOOTING INSTRUCTION

Internal combustion
Air/fuel mix, c

If the engine will not
1. Check
Crank

ISUIRB # 1 08-187
Approved Date: 9 July 2008
Expiration Date: 8 July 200

©

Small Engine Technology
Troubleshooting a small gasoline engine
Adapted from, Webster (2001).

engines need 3 things to run:

ompression, Spark

start:

compression

engine over, note resistance which indicates compression. If there is

compression go on to “Check ignition.” If there is no compression, check for:

2. Check
Attach
If spark does

Loose spark plug

Loose cylinder head bolts

Blown head gasket

Burned valves, seats

Insufficient tappet clearance

Warped Cylinder head

Warped valve stems

Worn cylinder bore and/or rings

Broken connecting rod

Improperly timed valves

Missing valve spring retainer

ignition

spark plug tester, crank. If spark occurs, go on to “Check carburetion.
not occur, check for:

incorrect armature gap

sheared flywheel key

incorrect breaker point gap (if so equipped)
dirty or burned breaker points (if so equipped)
breaker plunger worn or stuck (if so equipped)
shorted ground wire (if so equipped)

shorted stop switch (if so equipped)
condenser failure (if so equipped)

worn cam bearings and/or cam gear (if has breaker points)
improperly operating interlock system
incorrect spark plug gap

3. Check carburetion

Visual inspection

remove breather, crank engine, look for fuel at choke plate.
Check condition of spark plug, if wet:

- overchoking

- excessively rich mixture
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ISUIRB # 1 08-187
Approved Date: 9 July 2008
Expiration Date: 8 July 200

©

- water in fuel
-float needle valve stuck open
if spark plug is dry:
- leaking carburetor mounting gaskets
-gummy or dirty carburetor
-float needle valve stuck closed
- Inoperative fuel pump (if so equipped)
Simple test
remove spark plug, pour very small quantity of gas in cylinder, crank
engine.
if it attempts to run, see section “if spark plug is dry”
if it does not attempt to run, see section “check ignition”
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APPENDIX C. TAPPS INSTRUCTIONS FOR LISTENERS

1.) Continually Check Accuracy
A) Every step that a problem solver takes should be checked
B) Do not let the problem solver get ahead of you
C) You should not work the problem separately from the problem solver

2.) Demand Constant Vocalization
A) Make sure that the problem solver vocalizes all of the major steps they take to
solve the problem

Examples of Listener Probing Questions

If the problem solver is silent for more than 3 seconds...
Ask: “What are you thinking?” or “What are you doing?”

If you are not sure what the problem solver said...
Ask: “What do you mean?” or “What did you say?”

If the problem solver performs a task without saying what they were thinkingairtiey
were doing...
Ask: “Why did you do ...?" or “What was your reasoning for doing...?”

If you are unsure why a step was taken
Ask: “Why did you do ...?”

To keep the problem solver talking after a they have completed a thought or a task
Ask: “What are you going to do now?” or “What are you thinking now?”

If the problem solver looks puzzled or gives up...
Ask: “Now, What did you do before...?” or “What seems to be the trouble?”

If the problem solver states that they have found the answer to the problem
Ask: “How do you know this? Or “Are you sure?”

Once a solution has been identified by the problem solver and you as a listenesfaed sa
that they justified their reasoning, | will check the solution of the problem. Thespmobl
solver may continue until the solution is reached or time has expired for the skiss sk a
solution has not been correctly identified then you and the problem solver wilt thstar
process and you will continue to probe for their thinking.
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APPENDIX D. THINK- ALOUD PRACTICE PROBLEMS

1) If the second letter of the wobestcomes after the fourth letter in the alphabet /e
the letter A below. If it does not, circle the (Lochhead, 2000, p. 10)

A B

2.) The Geat Lakes differ in both their areas and deptlagelMichigan is exceeded
depth only by Lake Superior, but it is exceededrgn by both Lakes Superior and Hut
Lake Superior is by fahe largest and deepest of the Great Lakes, bug Cattario, vhich is
the smallest in area, is deeper that both LakesiHand Erie. Lake Erie is larger than Le
Ontario but is not only shallower than Huron; iaiso shallower than Ontar (Lochhead,
2000, p. 34)

Show the order of the Great Lakes from deeto the shallowest.

1.
2.

N
3.

\/
4.

N

5.
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APPENDIX E. ORAL VERBALIZATION CODING INSTRUCTIONS

Coding should be segmented into verbal interactions consisting of a question from the
listener and a response from the thinker. (See Example 1)

Coding Segment Example 1: Listener: Okay, why would you do that?

Thinker: Make sure there’s nothing inside of the

blocking the air

e

1. Responses (a complete statement) from the thinker should be coded for one of the
following:

e Level One verbalizatiorsre characterized as statements describing working
memory. included descriptions of representing the problem (e.g. “The engine has
no compressionl.1) or reporting current behavior (e.g., “I'm loosening this
bolt” L1).

e Level Two verbalizationare characterized as statements describing nonverbal
sensory information (e.g., “This smells funriy2).

e Level Three verbalizatiorere characterized as statements involving:

Planning (e.g., “First | need to check the spark, Then | willL3P)
Monitoring (e.g., “What did | just do? Oh | checked the carburdt@i¥)

Evaluation (e.g.,”l pulled on the rope but | don’t think | felt any resistance”
L3E)

e CodeNegative Self-Assessmaeistgiven for students’ statements
directed at judging themselves as performing poorly (e.g., “I can’t
do this” “I'm not a mechanicL.3-NSA).

e CodePositive Self-Assessmeistgiven for students’ statements
directed at judging themselves as performing well (e.g., “This is
easy for me, | can do thi€3-PSA).

e CodePositive Problem-Assessmestgiven for students’
statements directed at judging the activity productively (e.qg., “I
think this is an easy problemh’3-PPA).
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e CodeNegative Problem-Assessmaatgiven for students’
statements directed at judging the activity negatively (e.g., “This is
too hard, This is stupid’3-NPA).

Code ‘Not on TasK was used for student verbalization consisting of information irrelevant
to solving the problem.

Listener: “What are you thinking about?”
Thinker: “About getting high.NOT

2. Place code at the statement towards the right margin

3. Atthe end tally all codes for each category
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APPENDIX F. STUDENT TROUBLESHOOTING RECORD SHEET

Name: Group code:
Year in School:
Engine Number: Beginning Time: Time Fault Corrected:

Describe Fault and Correction:

Instructions:

1. You are assigned a small gas engine with a specific fault
- You are taroubleshoot this engineg using the troubleshooting procedures
discussed in clasgjentify the system at fault identify the malfunctioning
engine partanddescribe the procedure to correct the fault
- You have ONE CLASS PERIOD TO COMPLETE THIS TASK

2. When you have successfully finisheeord the time that you accomplished this in
the blank above.
3. No internal diagnoses are needed for the fault in your enginevifawt need to

open the crankcase or remove the cylinder head\ll diagnoses can be completed
without “tearing into” the engine.
4, You will absolutelydo your own work. Do not talk to or listen to anyone else during
this exercise. Do not look at the progress of anyone@tsaot assume that any
other engine is faulted the same as yourthis could result in wasted time for your
efforts.
Do not use your notes or any reference for this exercise.
An audio recorder will be assigned to you as you work. Please be suresthat it i
recording as you work. Otherwise, ignore it.
7. When you have finished, either successfully or when the instructor telts gtup:
- PleasdDO NOT discuss your experiencavith any other member of the class
until all everyone has completed the exercise.
- The instructor will tell you when it’s all right to discuss it.
- If any other student asks you about what you did in class, just respond “You
have to do a troubleshooting exercise.”
- There are a limited number of faults which can be set up for this exexaise

oo

the one you experience may (or may not) be similar to one that someone else

may draw.
8. Upon completion of this activitplease reset the engine to exactly the same
condition that it was in when you started, including the same fault. If you made any
alterations to the engine other than the fault, be sure to correct them too.
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ISUIRB # 1 09-037
EXEMPT DATE: 23 February 2009
Initial By: jlc

Course: (Dependent on Curriculum)
Unit: Electricity
Lesson:Calculating Unknown Electrical Circuit Values

Learning Goal: Understand the fundamental concepts, principles and interconnections of the
life, physical and earth/space sciences.

Instructional Time: 40 minutes

Student Learning Objectives:Instruction in this lesson should result in students achieving
the following objectives (Criteria may be set by teacher):

1. Define voltage, amperage, and resistance.

2. Solve for an unknown property of a simple circuit problem when given two known
properties of that circuit via manipulation of Ohm’s law.

List of Equipment, Tools, Supplies, and Facilities
Writing surface

Overhead projector

Transparencies from attached masters

Copies of student worksheets

Copies of student tests

Calculators

Interest Approach. Use an interest approach that will prepare the students for the lesson.

Ask students if they or one of their parents have ever been using several appliances in the
kitchen and had a circuit breaker trip or a fuse blow.

Call on students if they don’t answer right away.

Perform demonstration with 6V battery, 0.5A fuse, 15 6V light bulbs, and 15 6V lamp bases.
Connect battery to fuse using alligator clips. (See diagram)

Then wire lamp bases in parallel using the alligator clips. (See diagram)

Add blubs until fuse blows.

Ask students why this happened.
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Call on students if they don’t answer right away.
If overload is mentioned ask what that means.
If they say current or amps are too great ask what is current/amps.
After students answers are given transition to a discussion of electrical circypboenmts.
Ask what the components of an electrical circuit are.
Wrap up with a discussion of the learning objectives. The primary objective is learn how
circuits function so that we can make sure we don’t have a breaker trip or fuse blow. This is
also to help keep ourselves safe when working with electricity. Explain to studgnisede
to take notes.
Summary of Content and Teaching Strategies

(Write Objective 1 on the white boardRefine voltage, amperage, and resistance.

Anticipated Problem:
Ask students to define voltage, amperage, and resistance.

Write answers on board and then transition to correct definitions. Explain that we want to
use correct industry-accepted definitions so we can communicate with others and they
understand what we are talking about.

Provide examples showing there is a direct relationship between voltage, amperage, and
resistance.

Using TM: A4—3A and the notes below, discuss the various terms associated with measuring
electricity. It may be helpful to students to compare electricity to a watssywhere

voltage would be like the pressure causing the water to flow through the pipes. Amperage
would be comparable to the number of gallons flowing through a particular point at a given
time. Resistance would be comparable to the resistance in the pipe that would inteffere wit
the flow of water in that pipe.

A. (Write on the board or showM: A4—-3A on overhead)oltage is theslectromotive force
(emf) that causes electrons to flow through a conductor. It can be thought of as the pressure
that causes the electrons to flow.

(Write on the board or showM: A4—3A on overheadJhe unit of measurement for voltage
is thevolt. One volt is defined as the amount of electrical pressure required for one ampere
of current to flow in a circuit having one ohm of total resistance.
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B. (Write on the board or showM: A4-3A on overheadElectrical currentis the flow of
electrons through a circuit. The rate of electrical current flow is measurathgeresor
amps One ampere of electrical current flows in a circuit when 6.28 % éectrons flow
past a certain point each second.

C. (Write on the board or showM: A4—-3A on overheadResistancas the characteristic of
any material that opposes the flow of electricity. Resistance is mdasurrits calledbhms

(Verbally explain to students)

All materials, even conductors, have some resistance to the flow of eec@enductors,

such as copper and aluminum, have very low resistance, while insulators, such as rubber and
porcelain, have very high resistance. Resistance of a specific condutt@rwibased on its
length, cross-sectional area, and temperature. The longer the conductor, thesmtaece

in that conductor. The smaller the cross-sectional area of a conductor, thesistaace in

that conductor. As the temperature of a conductor increases, so does the renistance i
conductor.
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ELECTRICAL TERMS

1. Electromotive force—electrical pressure that causes electrons ftiow, often called
voltage, Units =V

2. Amperes—the rate of electrical current flow, Units = A

3. Ohms—units used to measure resistance within a conductor, Unit€)=
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Interest Approach Diagram
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(Write Objective 2 on the white boardpolve circuit problems using Ohm’s law.

Anticipated Problem:
Ask students, how do you figure out the relationship between voltage, current, and
resistances in a circuit?

If students answer use a meter, explain that they can be used only when the circuit’s already
installed. It would be a lot of work to go back and pull wire that wasn’t the right size or
reinstall a bigger circuit breaker, or reduce the number of receptacles in a circuit

It would be easier to plan ahead. Electricians use Ohm’s law or use references to Ohm’s law
to plan their circuits so that they are safe and don't trip the breaker.

Teach students the appropriate symbols used to represent volts, amps, and resistance. Write
the equation of Ohm’s law on the board and discuss the relationship of each part of the
equation. Use the examples given in the notes to help students work with the various
eqguations.

Il. (Write on the board or overhead)

Ohm'’s lawis a formula defining the relationship between voltage, current, and resistance.
Ohm’s law will allow you to determine an unknown value if two of the values are known or
can be measured. Ohm’s law is written in a formula like you use in algebsa cla

In order to use Ohm’s law we need to use symbols that will be used in the formula.

(Write on the board or overhead)

LetV represent voltage measured in volts, (V is short for Volts).
Let A represent current measured in amperes.

Let Q represent resistance measured in ohms.

The relationship is given betwe¥n A, and Q in the formulaV = A x Q.

(Work this example on the white board or projector)

Assume that 10 A of current flows in circuit having a total resistance of 11 ohms.
What is the source voltage?

Using the formula: V = A X2,

V =10 amps x 11 ohms.

Thus, V =110 volts.
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(Work this example on the white board or projector)
Assume that you know amps and volts, you can calculate resistance by iegrtiaag
formula to beQ =V + A.

Assume that there are 6 amps of current flowing through a 120 volt circuit.
What is the resistance?

Using the formula,

Q =120 volts + 6 amps = 20 ohms.

Review/Summary: Summaries the various terms associated with measuring electricity.
Reiterate to students that electricity can be compared to a water system, ultege would

be like the pressure causing the water to flow through the pipes. Amperage would be
comparable to the number of gallons flowing through a particular point at a given time. And
resistance would be comparable to the resistance in the pipe that would interfere with the
flow of water in that pipe.

Ask students, how do you figure out the relationship between voltage, current, and
resistances in a circuit? Re-explain Ohm’s law is a formula defining the relationshipdretw
voltage, current, and resistance. Ohm’s law will allow you to determine an unknown value if
two of the values are known or can be measured. Ohm’s law is written in a formula like you
use in algebra clas¥ = A x Q. Ask what V, A, an@ represent and their appropriate unit
representation.
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40 minute Practice sessiorf-ollow the directions below for the practice session.

1.

5.

Half of the students will be randomly assigned to practice working Ohm’'sdang
the attached practice problem worksheets: Electrical Problems Usmts @Gw.

. You will demonstrate how to solve tegample problemsing Ohm'’s law to half of

the students.

a. The other half of the students will work with the researcher. It will be
randomly determined which half of the students will go to another classroom
to work on their practice problems.

All students will work two practice problems.

a. They may use the calculators provided. Students will be given problems face
down. They are not to turn it over until everyone has the worksheet and you
instruct them to begin. Once you have handed out the problems to each
student, tell the students they may begin solving the problems using Ohm’s
law independently. Remind them to work by themselves.

During the practice sessions you are to assist students via individualizedhgoachi
while they are working on their two practice problems. An answer key is provided for
the practice problems.

a. You are to check students’ answers for correctness. If students’ anssvers ar
correct please confirm this with the student by telling them that it isatoif
students’ answers are incorrect explain to the individual student that the
answer is incorrect. Only explain that the answer is either given in the
incorrect units, their arithmetic was incorrect, or that they solved for the
wrong component of the circuit.

b. Have students redo the problem. When the student is finished reworking the
problem confirm if the new answer is correct.

Allow the students to work on the problems until the end of the period.
a. If a student completes the problem prior the end of the period they are to raise
their hand quietly and you will collect their paper. They should not disturb any
other students.
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Practice Session Instructions for Researcher
Regulatory Questions Model Practice Problem

1.) Determine how many amps of current are flowing through a 120 volt circuit thatgs us
16 ohms of resistance.

Regulatory Questions to ask:
Planning
e What is the problem?
| don’t know the current.

e What am I trying to do here?
| am trying to figure out the number of amps flowing through the circuit.

e What do | know about the problem so far?
| have a circuit with two know properties and one unknown. | know Ohm’s
law is V = A xQ.

e What information is given to me?
| know Voltage is 120 and Resistance is 16 ohms

e How can this help me?
| can plug the known voltage and resistance into Ohm’s law
120V = A x16 ohms.

e What is my strategy?
| need to get “I” by itself so | can solve for amperage. | do this by diyidin
both sides by 1@

e Is there another way to do this?
It could be measured directly, but we are focusing upon the mathematical
relationship.
Monitoring
e Am | using my strategy?
Yes, | got 7.5 amps

e Am | on the right track?
My math looks right. | will re-input it back into the calculator.
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Do | need a different strategy?
No, after re-entering it into the calculator I'm still getting 7.5amps.

Do | need a new strategy?
| could check my math by re-arranging the formula and using the value | have
calculatedQ = 120V +7.5A= 16. So now | know that | don’t need a new
strategy. My answer works.

Evaluating
What worked?
My math worked and when | checked my plan my answer worked.

What didn’t work?
Everything checked out right but | could have typed in a wrong number or
symbol.

What would | do differently next time?
If I had to solve for either ohms or voltage | might have to rearrange the
formula. | could double check my math by plugging in my answer to make
sure my known values match.
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18 minute Evaluation: Follow the directions below to administer the test.

1. Once the practice session has ended, you will monitor the students assigned to you for
the test.

a. They are to finish the test prior to going to their next class. You are to give
out the test provided to your students. Do not help or assist during the test.
Only monitor students to ensure they do not cheat. You will give out each
problem separately.

2. Hand out problem one to each student.

a. They may use the calculators provided. Students will be given each problem
face down. They are not to turn it over until everyone has the worksheet and
you instruct them to begin.

b. Once all the students have received the problem, tell the students they may
begin working the problem using Ohm’s law independently. Remind them to
work by themselves.

c. You are to give the students 3 minutes to work the problem. If a student
completes the problem prior the time limit they are to raise their hand quietly
and you will collect their paper. They should not disturb any other students.
You are to record the time in seconds on their paper when a student completes
the problem.

d. After the 3 minute time limit or everyone has completed the problem, collect
students’ papers. You are to record the time on their paper when a student
completes the problem.

3. Next hand out the second problem worksheet faced down.

a. Remind them they are not to turn it over until everyone has the worksheet and
you instruct them to begin.

b. Once all the students have received the problem, tell the students they may
begin working the problem using Ohm’s law independently. Remind them to
work by themselves.

c. You are to give the students 3 minutes to work the problem. If a student
completes the problem prior the time limit they are to raise their hand quietly
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and you will collect their paper. They should not disturb any other students.
You are to record the time in seconds on their paper when a student completes
the problem.

d. Collect all students’ papers after the 3 minute time limit. You are to record the
time on their paper when a student completes the problem.

4. Next hand out the third problem worksheet faced down.

a. Remind them they are not to turn it over until everyone has the worksheet and
you instruct them to begin.

b. Once you have handed out problem three to each student, tell the students they
may begin working the problem using Ohm’s law independently. Remind
them to work by themselves.

c. You are to give the students 3 minutes to work the problem. If a student
completes the problem prior the time limit they are to raise their hand quietly
and you will collect their paper. They should not disturb any other students.
You are to record the time in seconds on their paper when a student completes
the problem.

d. Collect all students’ papers after the 3 minute time limit. You are to record the
time on their paper when a student completes the problem.

5. Next hand out the fourth problem worksheet faced down.

a. Remind them they are not to turn it over until everyone has the worksheet and
you instruct them to begin.

b. Once you have handed out problem four to each student, tell the students they
may begin working the problem using Ohm’s law independently. Remind
them to work by themselves.

c. You are to give the students 3 minutes to work the problem. If a student
completes the problem prior the time limit they are to raise their hand quietly
and you will collect their paper. They should not disturb any other students.
You are to record the time in seconds on their paper when a student completes
the problem.
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d. Collect all students’ papers after the 3 minute time limit. You are to record the
time on their paper when a student completes the problem.

6. Next hand out the fifth problem worksheet faced down.

a. Remind them they are not to turn it over until everyone has the worksheet and
you instruct them to begin.

b. Once you have handed out problem five to each student, tell the students they
may begin working the problem using Ohm’s law independently. Remind
them to work by themselves.

c. You are to give the students 3 minutes to work the problem. If a student
completes the problem prior the time limit they are to raise their hand quietly
and you will collect their paper. They should not disturb any other students.
You are to record the time in seconds on their paper when a student completes
the problem.

d. Collect all students’ papers after the 3 minute time limit. You are to record the
time on their paper when a student completes the problem.

7. Next hand out the sixth problem worksheet faced down.

a. Remind them they are not to turn it over until everyone has the worksheet and
you instruct them to begin.

b. Once you have handed out problem six to each student, tell the students they
may begin working the problem using Ohm’s law independently. Remind
them to work by themselves.

c. You are to give the students 3 minutes to work the problem. If a student
completes the problem prior the time limit they are to raise their hand quietly
and you will collect their paper. They should not disturb any other students.
You are to record the time in seconds on their paper when a student completes
the problem.

d. Collect all students’ papers after the 3 minute time limit. You are to record the
time on their paper when a student completes the problem.
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Practice Problem Worksheet
Electrical Problems Using Ohm’s law

Purpose: Students will learn the relationships between volts, amps, and ohms by using
Ohm’s law to calculate various electricity problems.

Example Problem:
Determine how many amps of current are flowing through a 120 volt circuit thsihig 16

ohms of resistance. (Show your work!)
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Practice Problem Worksheet
Electrical Problems Using Ohm’s law

Purpose: Students will learn the relationships between volts, amps, and ohms by using
Ohm’s law to calculate various electricity problems.

1. How many volts are required in a circuit that has 12 ohms of resistance and 40 amps of
current flow? (Show your work!)

2. How many ohms of resistance are in a toaster on a 120 volt circuit that has 6.7 amps of
current flow? (Show your work!)
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Calculating Electricity Test
Lesson: Calculating Electricity
Problems to Solve
Instructions:Solve for each of the following questions. Show your work. To get full credit
for your answer you must show the correct isolation of the unknown property using Ohm'’s
law, your answer must be mathematically correct, and you must have tret oaite of
measure.
1. Given a 120 volt circuit with 12 ohms of resistance, how many amps of current are
flowing through the circuit?
2. How many volts would be in a circuit that has an electrical device with 12 ohms of

resistance and draws 13 amps of current?

3. Given a 240 volt circuit with 6 ohms of resistance, how many amps of current argflowin
through the circuit?

4. How many ohms of resistance are in a 220 volt circuit that draws 30 amps of current?
5. How many ohms of resistance are in a 115 volt circuit that draws 14 amps of current?

6. How many volts would be in a circuit that has an electrical device with 4 ohms of
resistance and draws 20 amps of current?



Electricity Test Key

1.) 120V=A X 122
120V/1X) =A
A= 10 amps

2.) V=13A X 10
V= 156 volts

3.) 240V=A x &2
240V/ieQ= A
A= 40 amps

4.) 220V= 30A xQ
220V/30A=Q
Q= 7.3 ohms

5.) 115V=14A xQ
115V/14A=Q
Q= 8.2 ohms

6.) V= 20A x 40
V=80 volts

Practice Problems Key

1.) V= 40A x 12
V=480 volts

2.) 120V=6.7A xQ
120V/6.7A=Q
Q=17.9 ohms

Example Problem Key
1.) 120V=Ax 1&2

120v/1a= A
A= 7.5 amps

109
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Directions: Use these questions to keep yourself aware of what you are doing during
problem solving so that you can monitor your path toward a solution.

Planning
What is the problem?
What am | trying to do here?
What do | know about the problem so far?
What information is given to me?
How can this help me?
What is my plan?
Is there another way to do this?
What would happen if ...?
What should | do next?

Monitoring
Am | using my strategy?
Do | need a different strategy?
Has my goal changed?
What is my goal now?
Am | on the right track?
Am | getting closer to my goal?

Evaluating
What worked?
What didn’t work?
What would | do differently next time?
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