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Abstract

Transition metals represent some of the first catalysts used in in-
dustrial processes and are still used today to produce many of the most
needed chemicals. Adopting from ancient metallurgical techniques, it
followed that the performance of these basic transition metals can be
refined by adding multiple components. Since that time, improvements
to these alloy catalysts has been mostly incremental due to the difficulty
of producing new catalysts experimentally and a lack of fundamental
understanding of the underlying physics.

More recently, computational chemistry has proven itself an in-
creasingly effective means for identifying these underlying physics.
Through the use of d-band interactions of adsorbates with the surface,
basic adsorption characteristics can be predicted across transition met-
als with limited initial information. However, although these models
function well as high-level screening tools, much work is yet to be done
before optimal catalysts can be comfortably designed from properties
which experimentalists can directly control. This remains particularly
challenging for alloy modeling, primarily due to the large number of
possible atomic configurations, even for two metal systems.

This work focuses on developing the methods for modeling optimal
reaction properties at the surface of a transition metal alloy. Based on
thermodynamic equilibrium between the surface, bulk, and gas reser-
voir, a model for the prediction of segregation under vacuum and adsor-
bate conditions can be predicted. Furthermore, by relating strain in the
bulk lattice constant to the adsorption energies of varying local active
sites, the optimal surface compositions can be related to bulk compo-
sition; a feature which can easily be selected for. Although useful for
identifying trends across bulk composition space, these methods are
limited to a small subset of active site configurations.

To capture the complexity of more sophisticated processes, such as
segregation, higher-timescale methods are required. Traditional com-
putational tools are often too expensive to implement for these meth-
ods, and as such, they are usually completed with less-accurate poten-
tials. In this work, we demonstrate that machine learning techniques
have improved accuracy compared to physical potentials. We then go
on to demonstrate how this improved accuracy can lead to experimen-
tally accurate predictions of segregation.
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1. Introduction

In the future, all fields of science will follow the same progression as what has

been seen in physics. As our understanding of the sciences continues to grow,

experimental procedures will become increasingly complex, expensive, and diffi-

cult to perform. In contrast, computer performance continues to double every two

years in accordance with Moore’s law.1 This continued advancement in computa-

tional power allows for increasingly expensive techniques to be implemented using

ever-improving atomistic potentials which describe the underlying chemistry.2, 3 As

such, computational insights play an important role in understanding the underly-

ing physics of catalysis and surface science. As our understanding of the underlying

physics improves, so too does our ability to design increasingly favorable catalysts

without the needs for guess work. This leads us towards the ultimate goal of de-

signing catalysts entirely from simulation.

As the accuracy of potentials increases, so too does their computational cost.

Ideally, only the most accurate potentials would be utilized at all levels of theory.

However, even with improved computational performance, only certain levels of

theory are feasible depending on the level of sophistication required in the methods.

This is the crux of multi-scale modeling, represented graphically in Figure 1.1.

Each time scale in Figure 1.1 represents a different set of methodologies used to

adequately model the physics at each associated length scale. As engineers, we are

ultimately only interested in the smallest possible scale that can be controlled ex-

perimentally. For most chemical operations, that is the macro-scale. Never the less,

1



Figure 1.1: Diagram of multiscale modeling in the context of reaction simulation in

catalysis. General categories of time-scale are marked in red. Some of the method-

ologies utilized in this dissertation are marked in black.

we are interested in the quantum-level chemistry because all higher-level methods

stem from the underlying physics at the smallest time scales. Without a complete

understanding of surface chemistry at the quantum level, there is little hope of in-

telligently designing the best possible catalysts for any given reaction from scratch.

Based on this understanding, there is a need to help bridge the gap between time

scales, which will allow for accurate representation of more complex chemistry.

This improvement is particularly relevant to the study of transition metals alloys;

difficult systems to study, due to the large number of potentially relevant configura-

tions.

The objective of this dissertation is to outline advances in alloy simulation tech-

niques spanning the electronic and atomic time scales. The ultimate goal of which

is to be able to develop a method for the prediction of a bulk composition of an alloy

2



which will optimize a given surface reaction, entirely from simulation. In Chapter

2, we summarize the difficulties of alloy simulation, with reference to the electronic

and atomic time-scales. Chapter 3, discusses previously published work4 outlining

a computationally cost-effective coarse-grained model for determining bounded at-

tributes of surface chemistry. This process is demonstrated for the prediction of

hydrogen adsorption onto a CuPd(111) surface.

The second half of this dissertation (Chapters 4-7), discusses new developments

in machine-learning based atomic potentials for retaining electronic accuracy at

atomic scales. Chapter 4 provides a brief overview of various forms of atomic

potentials. These potentials are critical to the Monte Carlo and molecular dynam-

ics techniques, which are required to simulate longer time-scales. Chapter 5 cov-

ers previously published work2 comparing a popular physical potential, known as

ReaxFF, with the newer machine-learning based potentials. Here we show that the

machine-learning neural network (NN) based potentials5 are very promising tools

for highly-accurate predictions of various transition metal systems. Chapters 6 and

7 cover previously published work6, 7 expanding the application of these neural net-

work potentials to coverage-dependent adsorption interaction of oxygen on Pd and

AuPd segregation under vacuum conditions. Finally, the dissertation concludes in

Chapter 8 with a summary of this work and future research directions.
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2. Alloy Modeling Complexities and Methods

2.1 Introduction to Transition Metal Alloy Simula-

tion

Transition metals have a long and important history in the field of heterogeneous

catalysis, being one of the most obvious choices as an electron transfer medium.

They exist in many of the most important reactions, including the famous Haber-

Bosch process8 used to synthesize ammonia, water splitting, the production of ethy-

lene, and many others.9, 10

Alloys are frequently used in catalysis because they allow for tailoring of cat-

alytic properties from those of their component metals.11, 12 For example, AuPd

is favorable for hydrogen peroxide synthesis from H2 and O2.13 Pd alone catalyzes

both hydrogen peroxide formation and the undesirable secondary step of its decom-

position into H2O. By alloying with Au, the decomposition step can be mitigated,

leading to higher selectivity.14, 15 This fine-tuning of desired behavior leads to ques-

tions of what the best ratio of component materials is to obtain the best result; Au

itself is not very active, yet Pd catalyzes an undesirable reaction. Clearly an optimal

surface composition must exist that maximizes the selectivity.

Computational catalysis has made many contributions to understanding the re-

activity of alloy active sites for designing such superior catalysts. However, com-

putational methods can only be incorporated into catalyst design when the structure

4



and composition of the sites are known.16 Under these circumstances, we can read-

ily estimate the reactivity of a site.17, 18 However, significant challenges remain

when modeling alloy catalysts. A real alloy surface will have a distribution of sites

with different compositions. Many different possible active site geometries exist

as well depending on how the surface is formed, each with their own properties.

The metal atoms that exist in the alloy are also likely to be different sizes, caus-

ing strain on the bulk and surface structures away from the lattice constants typical

to the pure components. Identifying which phases are present in the bulk is also

critical for determining the relevant models to construct, as determined from phase

diagrams.19

Furthermore, the composition of an alloy surface is not likely to be the same as

that of the bulk alloy, since the atoms at the surface reside in a much different chem-

ical environment from the bulk. The preference for on of the metals in the alloy to

prefer to exist at the surface is known as segregation.20 The surface composition

will further depend on the gas-phase environment as well.21 Thus, although it is

simple to model the properties of a single site, or even many sites, identifying what

site(s) to model and how significant they are under reaction conditions remains a

great challenge. It is also difficult to determine the properties of the ensemble of

sites, or how they interact in models of higher time-scales to produce the properties

of interest, such as activity and selectivity.

Experimentally, segregation has typically been measured one bulk composi-

tion at a time22–24 using a method such as low-energy ion scattering spectroscopy

(LEISS). These experiments are time-consuming leading to limited experimental

results at a few bulk compositions and temperatures. Although there are grow-

ing efforts experimentally to measure segregation profiles at clean alloy surfaces

with high-throughput techniques25, 26 these results may have limited value under re-

action conditions where adsorbate-induced segregation has been observed.21, 27, 28
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Surface reaction characteristics can also be measured in a high-throughput fash-

ion using micro-kinetic models,29 but without an underlying understanding of the

physics, selection of alloys must be performed via trial and error. The development

of validated computational approaches to estimate surface compositions in alloys is

invaluable.

As mentioned previously, specific site structures and compositions are modeled

in typical studies of adsorption on alloy surfaces.30, 31 These studies are valuable,

but they can be difficult to connect directly to experiments because the compositions

modeled are often not the same as the experimental compositions; for example, due

to segregation effects. While many methods exist that qualitatively predict segre-

gation behavior32–35 these guidelines focus on the dilute limit, and it has been a

challenge to quantitatively model segregation across composition space and under

reaction conditions. Some progress in this has been made for AuPd alloys,36–38 al-

though the results are often derived from lower-accuracy potentials. In chapter 7,

we focus on more accurate methods to quantitatively model segregation across com-

position space in the absence of adsorbates. A critical component for the prediction

of optimal reactivity under reaction conditions.

State of the art modeling of alloy surfaces that incorporates segregation from

the bulk, adsorption on the surface, and the reactive conditions relies on 2 key com-

ponents: 1) An atomic potential – such as density functional theory (DFT) – which

takes a set of atomic positions as inputs and provides energies as an output, and 2)

a computational method for an appropriate time-scale. Some examples of formerly

state of the art methods include DFT with thermodynamic models21 and cluster

expansions with Monte Carlo techniques.39, 40 Both of these examples, although

thermodynamically rigorous, are very computationally demanding and come with

limitations. This difficulty is primarily due to the large number of possible configu-

rations that must be considered. Accurate ab-initio methodologies such as DFT are
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often too computationally intensive to be used directly. Atomistic potentials such

as ReaxFF have been used,41 but these approaches often compromise accuracy for

speed.2 A DFT-based approach using cluster expansions has been used to model

segregation in an alloy surface,39, 42 but these simulations are difficult to extend, and

the codes for performing them are not readily available.

In the following sections of this chapter, we go into brief discussion of the vari-

ous time-scale methodologies mentioned above and displayed graphically in Figure

1.1. Development of superior atomic potentials is central to the advances made in

this dissertation and are discussed in greater detail in Chapter 4.

2.2 The Quantum Scale: Density Functional Theory

For the purposes of catalysis, the quantum time-scale is the smallest and conse-

quently provides the greatest level of detail about a system of atoms. Our under-

standing of these atomic systems is derived from the Schrödinger equation.43 This

equation is an eigenvalue problem which describes the underlying physics of an

atomic system in its entirety, down to the interactions between the electrons them-

selves. However, due to its complex nature, an exact solution to the Schrödinger

equation can only be derived for a system with a single electron. Therefore, to make

use of this powerful tool, a numerical solution is required.

A popular choice for this is DFT, which solves the non-interacting portion of

this many-electron problem exactly. The contribution to the energy of a system

from the exchange and correlation of electrons is then approximated by a func-

tional. Various choices of these functional are associated with different levels of

theory and determine the overall accuracy of the calculations. However, as the

level of theory increases, the computational cost of performing these calculations

increases as well. This concept is similar to that of the trade-offs in cost and energy
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of lower-level atomic potentials as well, as discussed in Chapter 4. These poten-

tials also provide valuable insights about the way transition metal electrons interact

with those of adsorbates. In fact, some of the most powerful trends across transition

metal-adsorbate interactions have been born of these interactions in the form of the

d-band model.44, 45

Energies calculated using quantum-based potentials are the most accurate and

are thus typically considered the gold-standard across all time-scales. However,

they are also very expensive, taking a few days to a week to calculate even the

smallest surface interactions of interest. This quickly becomes computationally

infeasible when attempting to determine many of the necessary aspects of a catalyst

needed to accurately simulate catalysis at a macroscopic level. In the absence of

limited computational recourse, all of the methods in subsequent sections would be

performed with the highest level of theory. It is also worth noting that as computers

become increasingly powerful, these high-level methods will become increasingly

available to longer time-scale simulations.

2.3 The Atomic Scale: Molecular Dynamics and Monte

Carlo

Adsorption onto a metal surface is a critical step in heterogeneous catalysis since it

is often a precursor to subsequent reactions. The properties which define the rates

of these surface reactions, such as adsorption energies and diffusion barriers, are

key to creating predictive models of existing catalytic technology. These adsor-

bate interactions with the metal surface are determined by the underlying potential

energy surface (PES). In the case of dynamic surfaces, these PESs have many di-

mensions from the presence of multiple adsorbates and also as a result of thermally

excited metal atoms. This high-dimensionality makes obtaining a complete picture
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of the PES difficult for standard ab-initio techniques, such as DFT, which rely upon

discrete sampling.

The concept of the PES becomes important to understand once we wish to

move our atomic simulations to a finite temperature; a feature which is foreign

to quantum-level calculations, which are performed at 0 K. The incorporation of

temperature into the simulation dramatically increases the complexity. Many ad-

ditional states become accessible to a given system of atoms with the nuclei in

motion. However, understanding the underlying trends in these newly accessible

states is the key to our understanding of adsorption under reaction conditions.46, 47

Fortunately, the path to understanding the progression of a system of atoms is

clear. At finite temperatures, each atom will have a momentum associated with that

temperature at any given point in time. These momentum, when combined with

the underlying interactions between the atoms, represent a force for each atom in

a specific direction. By progressing time forward in small increments, we can see

how the system of atoms naturally evolves. This process of progressing the posi-

tions of the atoms iteratively through time is known as molecular dynamics (MD).48

Since the forces on the atoms are dependent upon their position, which change with

time, it is important that the time-increment for this process remain small to prevent

error in the calculation of the positions. It is this necessarily small time-increment

that makes MD so computationally expensive. Furthermore, since each time step

is dependent upon information from the last, these calculations must be performed

serially. This often makes DFT and other ab-initio techniques impractical for use

in MD, although we wish to be as accurate as possible when exploring the PES.

At the atomic time-scale, we are often more interested in the positions of the

atomic nuclei rather than the electrons surrounding them. Because of this, it is often

deemed acceptable to use a lower-level atomic potential, incapable of describing the

electronic interactions, but still able to represent the energies of the PES; ideally to
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the same level of accuracy. However, as discussed in Chapter 5, even the most

sophisticated of atomic potentials based on physical interactions between atoms

often incur a significant loss of accuracy. This is the motivation for our work in

Chapter 6 and 7, where we explore alternative forms of atomic potentials.

While MD is incredibly useful, it can also be terribly inefficient depending on

the desired result. This is due to the fact that the MD trajectory (motion through

time), includes a great deal of information about the kinetics of a process. While

this kinetic information is critical to understanding all time-dependent aspects of

the surface chemistry, there are also many cases in which it is acceptable simply

to understand the thermodynamic, or the relative stability of distinctly different

states. In this case, by assuming that each of these distinct states is kinetically

achievable, we can simply compare the energies of these states directly and choose

the most stable. Entropy contributions can even be incorporated in these models

by occasionally accepting less-favorable states based on a Boltzmann distribution.

This process of directly comparing different states is known generally as Monte

Carlo (MC) sampling,49 and it can dramatically accelerate certain processes, such

as the determination of equilibrium segregation states, as demonstrated in Chapter

7. Note that this process also requires a good understanding of the possible states

to sample.

Assuming that a process in not completely separate from the kinetics, it is also

possible to utilize a hybrid of these two methods, known as kinetic Monte Carlo

(kMC).50 In this case, the “arc” connecting the minimums in energy for each dis-

tinct group-state is also considered. By assuming the shape of the energy “well”,

that each energy minimum resides in, it is then possible to determine the average

time required to escape one energy well into the other. By connecting all accessible

states in this way, it is possible to recover time-dependent kinetic information about

the system. It is important to note for this process that each obtainable state adjoin-
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ing the current state must be considered simultaneously for this to work, making

this process more computationally expensive than traditional MC and completely

infeasible in some cases.

2.4 The Micro-Structure Scale: Coarse-Grained and

Micro-Kinetic Models

Finally, the highest level of predictive model which will be discussed in this dis-

sertation is the micro-structure scale. Here, we sacrifice the greatest amount of

information yet to obtain the most important information regarding the selectively

and reactivity of the catalyst. Micro-structure models are often characterized by

their selective nature. Instead of considering all possible states, as we would with

MC, now we will only consider a handful of the most relevant states, assuming that

all others are inconsequential by comparison. As such, these methods often rely

upon select calculations of more accuracy methods built into higher-level theory.

Due to the high-level nature of these frameworks, micro-scale models take many

forms and can be difficult to classify. Microkinetic models are a common exam-

ple51 based on transition state theory.52 In surface science, these methods utilize

some form of adsorption isotherm in conjunction with discrete thermodynamic and

kinetic energies of the most important active sites and reaction barriers.
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3. Estimating Bulk-Composition-Dependent H2 Ad-

sorption Energies on CuxPd1-x Alloy (111) Surfaces

In the previous chapter, we demonstrated that even the highest levels of theory

rely upon input from the smallest time-scale simulations. As reactions become

increasingly sophisticated and complex, so too must the integration of all levels of

theory and simulation to create accurate models.

This chapter begins by addressing the complexities of predicting reaction prop-

erties of adsorbates on an alloy surface under reaction conditions at a micro-structure

scale. This is demonstrated for H2 adsorption energies on a CuxPd1-x (111) surface.

The work performed in this chapter has been published in Ref. 4, which includes

additional supporting information (SI) outlining the details of all calculations and

methods performed.

3.1 Introduction

In this chapter we outline a simple method to modeling adsorption behavior on

heterogeneous alloy surfaces using DFT and statistical models. In this method we

define a basis of adsorption sites which are likely to span the types of sites that

will have the greatest impact on the adsorption energy. For each site, dissociative

adsorption energies are then related to bulk composition using a relatively small set

of DFT calculations. The probability of finding each active site at the surface is

determined through a statistical distribution dependent on an arbitrary surface com-
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position. The effective adsorption energy is then the sum of each sites adsorption

energy times its probability of appearing on the surface. Finally, the surface com-

position is calculated by relating the Langmuir-McLean formulation of the Gibbs

free isotherm to the experimentally determined vacuum segregation energy and an

estimation of the segregation due to adsorbates.

The surface composition is estimated using experimental segregation data in

conjunction with the calculated adsorption energies to estimate the surface compo-

sition under reaction conditions. Finally, the distribution of active sites is estimated

from the surface composition and used to weight the calculated adsorption energies

into the effective adsorption energy for the surface.

To illustrate this method we look specifically at the CuPd system which has

been well studied experimentally due to its application as an extremely selective

separator of H2 gas from syngas streams.53–55 We prepared a composition spread

alloy film (CSAF)56 mapping out the CuPd bulk composition space and deter-

mined the adsorption energy of H2 as a function of bulk composition through anal-

ysis of H2-D2 exchange kinetics. We then compare our computationally-estimated

bulk-composition dependent adsorption energies with these experimental results.

Through this comparison we show that the method provides a reasonable approach

for predicting chemical properties across bulk composition space. By studying de-

viations in adsorption energy predictions from those measured, the method also

allows for a more detailed understanding of the surface characteristics at the atomic

level.
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3.2 Methods

3.2.1 Experimental methods

H2-D2 exchange kinetics across CuxPd1-x composition space using CSAF combi-

natorial materials libraries (shown schematically in Fig. 3.1). CSAFs are thin alloy

films with continuously variable lateral composition that are deposited onto com-

pact substrates. We have previously reported the preparation and characterization

of the CuPd CSAFs used in this work.29 Briefly, an offset filament source26, 57 was

used to deposit films of CuPd that are approximately 100 nm thick, with compo-

sition ranging from x = 0.3 − 1.0, onto the surfaces of 14 mm × 14 mm × 2 mm

polycrystalline Mo substrates; Figure 3.1 is a schematic diagram of the CSAF. Af-

ter annealing the CSAF at 800 K, we used a unique multichannel microreactor58

to measure the kinetics of H2-D2 exchange at 100 discrete locations on the CSAF

surface (indicated by the circles in Figure 3.1) over a temperature range of 300-600

K and at various flow rates.

Figure 3.1: Schematic representation of a CuxPd1-x CSAF. Cu (red) and Pd (blue)

line sources are shown at the sides of the CSAF. Circles represent a 10 × 10 grid of

microreactors distributed across the surface of the CSAF for kinetic measurements.

We previously reported a microkinetic model that we developed for interpreta-
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tion of H2-D2 exchange data.54 The model is based on two elementary steps, disso-

ciative adsorption of H2 (D2, HD) and recombinative desorption of H and D atoms

to form HD (H2, D2). The model consists of a mass balance and a microkinetic

expression for the rate of HD formation. We fit the model to the reaction data col-

lected at each of the 100 locations on the surface of the CSAF to extract estimates

of the adsorption (∆E‡ads) and desorption (∆E‡des) barriers. The adsorption energy

is simply the difference between these two quantities (∆EH2
ads = ∆E‡des −∆E‡ads).

3.2.2 Computational methods

All DFT calculations in this dissertation were performed using the Vienna ab-initio

simulation package (VASP)59, 60 with the Perdew-Burke-Ernzerhof generalized gra-

dient approximation (GGA-PBE)61, 62 exchange-correlation functional. Core elec-

trons were described using the projector augmented wave function (PAW).63, 64

In this chapter, k-points were represented using Monkhorst-Pack grids65 and

the Kohn-Sham orbitals were expanded up to energy cutoffs of 425 eV for CuPd

alloy models and 450 eV for PdH models. The Methfessel-Paxton scheme was used

with a smearing parameter of 0.4 eV.66 All calculations involving relaxations were

completed with a force criteria< 0.05 eV/Å. Pure component lattice constants were

determined using bulk calculations with 12 × 12 × 12 k-point grids. Hydride bulk

calculations were performed with 8 × 8 × 8 k-point grids. Convergence studies of

hydrogen adsorption energies computed with these parameters suggest the results

are converged within ± 0.02 eV.

Alloy slab calculations were completed with 8 × 8 × 1 k-point grids. The slab

geometries were constructed with four metal layers, where the bottom two layers

were fixed in place using various lattice constants between those of the pure com-

ponents: 3.631 Å for Cu and 3.952 Å for Pd. The remaining two layers and the

adsorbate were allowed to relax in the z-axis. Hydride slabs were modeled as sym-
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metric cells with a total of six metal layers, Pd terminated. The two center layers

were fixed in place while the remaining two layers on either side were allowed to

relax in the z-axis. A 10× 10× 1 k-point grid was used for these calculations. All

slab geometries include 10 Å of vacuum in the z-axis. An extensive listing of all

computational details is provided in the SI file of the published work.4

3.3 Results and Discussion

3.3.1 Experimental determination of effective adsorption ener-

gies

The measured adsorption (∆E‡ads) and desorption (∆E‡des) barriers are shown in

Figure 3.2 over a large span of bulk compositions. Dissociative adsorption energies

were calculated as ∆EH2
ads = ∆E‡des − ∆E‡ads. We do not show measured values

of ∆E‡des at high x (> ≈ 0.8) because their experimental uncertainties are large.

For the calculation of ∆EH2
ads throughout composition space, we use a linear fit of

the ∆E‡des values measured at low x. At high concentrations of Cu, ∆EH2
ads appears

constant at approximately -0.3 eV (although the uncertainty here is large). As the

amount of Pd in the alloy increases, ∆EH2
ads becomes increasingly negative, until

x ≈ 0.6, below which an increase in adsorption energy is observed.

3.3.2 Selection of the active site basis set

Our strategy for computing an effective dissociative adsorption energy is to com-

pute the adsorption energies of a basis of active sites, and then to average them in a

suitably weighted way. The first step is identifying a basis of active sites on which

to compute adsorption energies. The structure of the active sites is largely deter-

mined by the structure of the surface, which is in turn determined by the structure
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Figure 3.2: Experimental adsorption (∆E‡ads) and desorption (∆E‡des) barriers.

Black triangles represent adsorption energies calculated as ∆EH2
ads = ∆E‡des −

∆E‡ads, where ∆E‡des values are based on the linear fit.

of the bulk. Based on the experimental phase diagram,20, 67 the CuPd system is in a

disordered fcc bulk phase for the majority of the bulk composition space examined

in this work; a B2 phase becomes stable between 0.51 < x < 0.68 at 800 K, the

temperature to which the CSAF was annealed during preparation. We neglect the

B2 phase in this work. We expect that the fcc(111) orientation is predominant at

the surface of the polycrystalline CSAF used in the experimental portion of this

chapter.55 Hence, we focus our modeling on the basis sites in an fcc(111) surface.

Hydrogen adsorption energies were calculated on the fcc, hcp, bridge, and top sites

of the pure component metals. The fcc adsorption site was found to be the most
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stable on each of the pure metal surfaces and it is assumed that this will be the case

for all alloy compositions as well.

On the surface of an alloy, it is not clear what defines an adsorption site. A

minimal site would be three atoms defining the fcc hollow position. However, there

are ligand effects from atoms not directly adjacent to the adsorbate that influence

the reactivity of those atoms. These effects tend to decay quickly with distance.18

We seek a balance between the minimal number of atoms in a site that captures the

dominant trends in activity but that are still enumerable. The minimum number of

atoms needed to characterize an fcc site is three. For the fcc(111) surface of a CuPd

alloy, this results in the four active sites shown in Figure 3.3. Only four sites are

considered since rotations of the two mixed composition sites are assumed to have

identical adsorption energies.

Figure 3.3: The four possible configurations of Cu (orange) and Pd (blue) atoms

that can form fcc adsorption sites for hydrogen atoms.

These sites must be embedded into an alloy slab for the adsorption energy to

be calculated. It is not computationally feasible to model all possible slab com-

positions. Rather than attempt to mimic the alloy slab, we chose to embed these

sites into pure Cu slabs and pure Pd slabs. This will mimic ligand effects on the

embedded sites, and is likely to span the full range of these effects on the adsorp-

tion energies. Thus, we expect that this will provide bounds on the true adsorption
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energy for each site. This results in a total of eight unique slab compositions which

were considered for the CuPd alloy portion of this chapter.

3.3.3 Active site adsorption energies

The next objective is to estimate the adsorption energy of a site that is embedded in

a slab with properties of a bulk alloy of a given composition, e.g., at the lattice con-

stant of the bulk alloy. We have to decide on the lattice constant that is appropriate

for the calculation. In essence, we treat the slab as an effective medium that has an

electronic structure similar to that of features as the alloy would have, so that we

can estimate the adsorption energy of a site in that alloy.

The lattice constant of many alloys is often a linear function of bulk composition

(Vegard’s law68, 69). This trend maps the lattice constant to the bulk composition

space as shown in Equation (3.1):

α(x) = (aPd − aCu)x+ aCu, (3.1)

where α is the alloy lattice constant, aM is the lattice constant of pure component

metal M . We can readily verify this trend computationally using cluster expansion

methods of the stable ground state configurations of the alloy.70, 71 The resulting

ground state configurations from a cluster expansion of the CuPd system are shown

in Figure 3.4. Additional details regarding cluster-expansion techniques can be

found in Chapter 4. The lattice constants of the ground state configurations vary

linearly with alloy composition. This is in good agreement with Vegard’s law. Thus,

we use Equation (3.1) to determine the slab lattice constant for any given bulk

composition.

We can now calculate the adsorption energy on each site in our basis set as

a function of bulk composition by defining the lattice constant of the slab. For
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Figure 3.4: Lattice constants of the ground state fcc CuPd configurations plotted

with Vegard’s law as a function of bulk composition.

the eight unique slab configurations, dissociative adsorption energies (∆Ei) were

calculated using Equation (3.2).

∆Ei = Ei,(slab+H) − Ei,(slab) −
1
2E(H2) (3.2)

where Ei represents the total energy of the slab with adsorbate, clean slab, and

hydrogen molecule from left to right. i is an index for one of the eight slab config-

urations. Multiple adsorption energies, at various lattice constants, were calculated

for each of these configurations and fitted to a second order polynomial equation of

adsorption energy vs. lattice constant (Equation (3.3)).

∆Ẽi(x) = Ai(α(x))2 +Bi(α(x)) + Ci (3.3)

whereAi, Bi, and Ci are the fitting parameters of the adsorption energies calculated

for configuration i. The lattice constant parameter defined in Equation (3.1) can

now be used to represent these continuous functions in terms of bulk composition.
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Figure 3.5 shows the resulting ∆Ei calculated for each individual site embedded

in a Cu slab and Pd slab as a function of lattice constant. The points were then fit

using Equation (3.3), resulting in the continuous functions shown as the solid and

dashed lines.

Figure 3.5: Adsorption energies for a H atom plotted against lattice constant and

bulk composition. Solid lines represent models with Cu atoms in the sub-surface

layers while dashed lines represent Pd sub-surface atoms. Each color represents

one of the surface configurations shown in Figure 3.3.

Solid lines represent active sites embedded in a Cu slab, while dashed lines rep-

resent sites in Pd. There is a notable difference between the energies of the two data

sets, with more favorable adsorption for sites embedded in Pd. This difference is

characteristic of the ligand effects and puts some bounds on the possible variations
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with composition. This effect is typically small (< 0.05 eV) and results in a slight

shift of adsorption energies across lattice constants, leaving the trends relatively

unchanged. The results can be converted from a basis of lattice constant to bulk

composition using Equation (3.1) which is represented in the secondary $x$-axis of

Figure 3.5.

3.3.4 Active site probabilities and effective adsorption

To determine the effective adsorption energy, we need the active site distribution.

The probability of finding each of the four active sites is determined by the surface

composition and its ordering. The CuPd system forms a disordered fcc bulk alloy,

so we assume that the surface is also randomly ordered. These distributions can also

be determined computationally, using Monte Carlo techniques described in Chapter

7. This means that the probability of finding a site is dictated by the composition

of the site. Figure 3.6 shows this random distribution profile for the CuPd system

as a function of surface composition. Similar statistical distributions have been

calculated and compared to experimental observations for PdRu systems.72 For

PdRu, an increased concentration of pure component metal active sites are observed

over mixed component sites. Deviations from the distributions shown in Figure 3.6

are the result of short-range ordering on the surface. This short range ordering

can also be accurately determined from simulation using the methods outlined in

Chapter 7.

These distributions are based on arbitrary surface compositions and do not ac-

count for segregation effects. Since there are three possible configurations of the

mixed composition sites, it becomes three times more likely to find them. Weight-

ing the adsorption energies determined using Equation (3.3), with the probabilities

described above, results in the effective adsorption energy (∆Ẽ) shown in Equation

(3.4).
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Figure 3.6: The fraction of active sites present on the clean surface of a CuPd alloy

assuming a perfectly random distribution of surface atoms.

∆Ẽ(x, y) =
∑
i

RiPri(y)∆Ei(x) (3.4)

where Ri is the number of configurations identical to configuration i, Pri is the

probability of slab configuration i, and y is the surface composition of Cu. In the

absence of segregation y ≈ x and this equation becomes a descriptor of the ob-

served adsorption energy on the surface as a function of the bulk composition of the

alloy. However, segregation will only be negligible for systems with similar parent

metals and adsorbates which do not interact strongly with the surface. Since most

systems of interest do not fit these criteria we next develop a means of estimating

the surface composition under reaction conditions.

3.3.5 Estimating surface composition under reaction conditions

Segregation is a phenomena that reduces the surface free energy of alloys. In vac-

uum, it is generally observed that the less reactive metal of an alloy segregates to the
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surface.73, 74 The Langmuir-McLean formulation of the Gibbs free isotherm (Equa-

tion (3.5)) relates the surface and bulk compositions of a binary alloy to the Gibbs

free energy of segregation.25

y

1− y = x

1− x exp
(
−∆Gseg

kBT

)
(3.5)

Figure 3.7 shows the segregation profiles resulting from Equation (3.5) at 800

and 900 K using the experimental segregation energies.26 The data shown in this

figure was collected using low energy ion scattering spectroscopy (LEISS) which

samples only the top layer concentration of an alloy with a predetermined bulk

composition. Figure 3.7 shows that under ultra-high vacuum conditions the con-

centration of Cu at the topmost layer of the CuPd alloy will always be greater than

the concentration in the bulk. This segregation is shown to increase as temperature

drops until it reaches ≈ 700 K, below which the surface may not be at equilibrium

with the bulk due to slow diffusion of metal atoms.25

In the presence of adsorbates, however, a strong adsorption bond to a more reac-

tive metal may lead to segregation reversal. Both the vacuum and adsorbate-induced

segregation can be lumped into a total Gibbs free energy of segregation under re-

action conditions (Equation (3.6)).21, 75 The relevant segregation driving force for

adsorption induced segregation is the difference in adsorption energy between the

pure component metals. If adsorption is more favorable at one metal than the other

it provides a driving force for segregation. We approximate this driving force as

the difference in adsorption energy on Cu(111) and Pd(111), times the coverage of

adsorbates.

∆G̃(x, y) = ∆Gseg
vac(x, y) + θH(x, y)

(
∆ECu

ads −∆EPd
ads

)
(3.6)

where ∆G̃ is the total Gibbs free energy of segregation, ∆Gseg
vac is the Gibbs free
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Figure 3.7: Experimental surface segregation for CuPd alloy under ultra-high-

vacuum conditions. Black dots represent experimental measurements of top sur-

face layer concentrations at 900 K using LEISS. The dashed line shows the Gibbs

isotherm fit to the experimental data at 900 K using the segregation energies found

in Ref. 26. The solid line shows the Gibbs isotherm using the same segregation

energies at 800 K.

energy of segregation in vacuum, ∆EM
ads is the adsorption energy of pure metal

M , and θH is the coverage of hydrogen atoms on the surface. ∆Gseg
vac is known

from Figure 3.7. Under vacuum conditions or above the desorption temperature,

θH goes to zero and ∆Gseg
vac is recovered as the total segregation energy. Likewise, if

the adsorption energy difference between the two metals goes to zero. It is impor-

tant to note that this is the simplest possible formulation for the adsorbate-induced

contribution the segregation energy. It does not account for strain effects of the dif-

ferences of pure active sites at difference alloy bulk compositions, which have been

discussed in other work.76 This results in an over prediction of favorable adsorption

onto the surface. A more detailed discussion of the incorporation of strain effects

can be found in the SI file of the published work.4
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We solve for θH using a simple Langmuir isotherm for dissociative adsorption

of hydrogen onto the surface of the alloy.77 The isotherm is dependent upon adsorp-

tion energy for each individual adsorption site. These are estimated as a function

of bulk composition as shown previously in Figure 3.3. Here, it is assumed that

the dissociative adsorption energy on each site is independent of coverage. The

coverage on an individual site i can then be expressed as shown in Equation (3.7).

θi(x) =

√
exp

(
−∆Ei(x)
kBT

)
PH2

1 +
√

exp
(
−∆Ei(x)
kBT

)
PH2

(3.7)

where θi is the hydrogen coverage contribution from site i, and PH2 is the pressure

of hydrogen gas. The total coverage of hydrogen on the surface of the alloy can

then be obtained by summing the coverage on each site multiplied by the site prob-

ability, i.e. θH(x, y) = ∑
i
RiPri(y)θi(x). The total segregation energy can then

be reformulated as a function of the bulk and surface composition of the alloy as

shown in Equation (3.9).

∆G̃(x, y) = −kBT ln
(
y(1− x)
x(1− y)

)
= ∆Hseg

vac(x)− T∆Ssegvac(x) (3.8)

+θH(x, y)
(
∆Ẽ(1, 1)−∆Ẽ(0, 0)

)
Inserting Equation (3.9) into Equation (3.5) leads to a single equation with a

single unknown: the surface composition. This function then depends only on the

bulk composition, the reaction conditions, the adsorption energies on each site, and

the site distribution. We assume the adsorption energies are independent of cov-

erage. At higher coverages than 0.25 ML, the adsorption energies may increase

(become less stable) by up to 0.05 - 0.1 eV depending on the metal. Figure 3.8

shows the predicted surface composition under reaction conditions for the CuPd
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system which results from the solution to Equation (3.9). The segregation profiles

shown represent the adsorbate-induced surface composition of the alloy. We per-

formed the analysis for sites embedded in a Cu slab (solid) and Pd slab (dashed).

The difference between the two profiles places bounds on our estimates.

Figure 3.8: Segregation profile of the CuPd system at 800 K and 1 atm of hydro-

gen. The solid line represents the predicted surface concentrations for active sites

modeled on Cu sub-surface layers and the dashed line for Pd sub-surface layers.

Comparison of Figures 3.7 and 3.8 clearly indicates that the surface composition

under reaction conditions is markedly different than in vacuum. This is a result of

preferential bonding between hydrogen and adsorption site configurations which

contain high concentrations of Pd, resulting in a substantial increase of Pd at the

surface under reaction conditions.

The effective hydrogen adsorption energies that are consistent with segregation

for the CuPd systems and a comparison to the experimental results are included in

Figure 3.9. The solid blue line represents the effective adsorption energies predicted

for the four surface configurations embedded in a Cu slab and the dashed line for

the sites embedded in a Pd slab. Both sets of data show similar trends, with weaker
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adsorption energies on Cu-rich surfaces than on Pd-rich surfaces. The sites embed-

ded in the Pd slab are more consistent with the experimental results, indicating that

Pd-ligand effects are probably significant in determining the actual site reactivities.

Figure 3.9: Effective hydrogen adsorption energies on CuxPd1-x alloys modeled us-

ing adsorption site configurations embedded in bulk Cu (solid line) and Pd (dashed

line) as a function of bulk alloy composition for an fcc(111) surface. The dotted

black line represents a linear trend between adsorption energies of pure component

metals. Black triangles represent experimental data shown in Figure 3.2 with cor-

responding experimental uncertainty. The experimentally determined adsorption

energies for the α- and β-Pd hydride phases are also shown in red.

The dotted black line represents the linear average between the adsorption ener-

gies of the pure component metals. From Figure 3.9 it can be seen that the experi-
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mental data is not well characterized by the adsorption energy of a single active site

(a horizontal line) or the linear interpolation between the adsorption energy of the

pure component metals. This is characteristic of segregation effects on the surface

of the alloy, resulting in more favorable active sites at the surface under reaction

conditions. This is supported by the fact that the effective adsorption calculated

without segregation effects does not accurately predict the experimental adsorption

trend either. Effective adsorption energy predictions without segregation effects can

be found in the SI file of the published work.4

Predicted and experimental composition dependent adsorption energies are in

good agreement for x > 0.5. The deviation of experimental data away from the

bounded region at x < 0.4 is possibly due to the formation of a dense hydride

phase which has different reactivity than the metallic surfaces modeled in this work.

There are two PdH phases: the α-phase, which has a very low H concentration,

and β-phase, which forms a rock salt structure.78 Due to the low concentration of

H in the α-phase it is expected that the hydrogen adsorption energy will be quite

similar to that on a pure Pd fcc configuration, such as the one incorporated in our

model. The experimentally measured adsorption energy for the α-PdH phase is -

0.56 eV/atom,54 which falls well within the predicted bounds of effective adsorption

using our method as shown in Figure 3.9. The experimental adsorption energy for

the β-PdH phase was measured at -0.3 eV/atom.54 Calculations were performed on

both the fcc and hcp active sites of a Pd terminated stoichiometrically-equivalent

β-PdH. The adsorption energies were determined to be -0.327 and -0.283 eV/atom

for the hcp and fcc active sites, respectively. The energy for the more favorable

hcp site is in good agreement with the experimental result of -0.3 eV/atom. The

observed trend in experimental adsorption energies on the CuPd CSAF appear to

be moving towards this higher energy, suggesting the formation of the β-hydride

phase.
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3.4 Conclusions

In this chapter, we have shown that the reactivity of a CuPd alloy for H2-D2 ex-

change cannot be explained simply by a single site, nor as a simple linear average

of the pure metal components. The reactivity is determined by the distribution of

active sites, which depends on the surface composition. The surface composition,

in turn, depends on the bulk composition and the reaction conditions as described

in Chapter 2.

We developed a methodology to estimate the reactivity of an alloy surface that

takes these factors into account. We began by utilizing a basis set of active sites

which spans the properties of the surface. Using DFT, we estimated the reactivity of

each site by embedding the sites in metal slabs with geometric properties similar to

a bulk alloy. Site distributions as a function of an arbitrary surface composition were

estimated statistically. Finally, we solve for the surface composition by balancing

vacuum and adsorbate induced segregation energies through the Langmuir-McLean

formulation of the Gibbs isotherm.

Using this methodology, we estimated the dissociative adsorption energy of hy-

drogen on CuPd surfaces as a function of bulk composition. In parallel, we mea-

sured the adsorption energy of hydrogen on a composition spread alloy film. This

method was found to give good agreement with experimental adsorption energies

for the CuPd system in the Cu rich region, falling within predicted bounds of≈ 0.08

eV range at x > 0.5. Below this range, there is poor agreement with experimental

results which is possibly due to the formation of a hydrogen rich β-PdH phase.
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4. Atomistic Potentials: Atoms in, Energies out

In the previous chapter, we have demonstrated a high-level approach to character-

izing the adsorption energy of a reaction on an alloy surface. Although useful as

a screening tool, the results of this type of high-level study are not extremely pre-

cises, due to the course-graining built in. To provide more accurate representation

of the inputs to this scheme, more accurate methods for lower time-scale studies are

required.

In the following chapters we will discuss how some of these inputs can be

achieved with improved accuracy using new atomistic potentials. Atomistic po-

tentials approximate the PES for atomic systems by mapping potential energies

and forces as functions of atomic positions. In this way, the energy of the system

is retained, while the computational cost can be dramatically reduced. However,

not all of these methods are equal in their speed or accuracy. The next three sec-

tion describe the types of atomic potentials which will be discussed throughout the

remainder of this dissertation; Namely, physical, cluster expansion, and machine

learning potentials.

4.1 Physical potentials

Physical potentials have been used for decades to capture the underlying physics

of complex systems. They are parameterized to fit analytical expressions for the

known physics of pairwise and many-body interactions. A common example, and
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one of the earliest physical potentials used to describe the pair-wise interaction

is the Lennard-Jones potential.79 Classical force fields, such as CHARMM, UFF,

and RESP,80–84 have slightly more sophisticated fitting forms, capable of capturing

the chemistry more accurately than simply performing a summation over pair-wise

interactions. The modified and standard embedded atom methods (MEAM and

EAM)85, 86 are more accurate still, specifically for bulk systems. Finally, reactive

force field (ReaxFF)87 and the charge-optimized many-body (COMB) potentials,88

are apart of a general category of physical potentials designed to accurately repre-

sent the forming and breaking of chemical bonds.

All physical potentials are based on a long list of assumptions about the way

the atoms in the system interact with one another. As such their parameters are al-

most always empirical in nature and typically set to experimentally relevant values.

As additional parameters are included into the models, they necessarily become

increasingly flexible; capable of fitting to more dynamic PESs. In general, this im-

proves their accuracy, but this flexibility also comes with additional computational

cost. This trade-off is demonstrated graphically in Figure 4.1.

Note that even though DFT and the Schrödinger equation are derived from elec-

tronic interaction, rather than atomic interaction, they follow the same trends. This

concept of increased cost with accuracy follows a similar concept for choices of

exchange-correlation functions in DFT known as “Jacob’s ladder”.3

In this dissertation, we focus primarily on the reactive force fields since they

provide the highest level of accuracy among all physical potentials. Bond order

based reactive force fields, such as Tersoff,89 Brenner,90 and ReaxFF87, 91 potentials,

differ from classical force fields, such as UFF,81, 82 CHARMM,80 or AMBER,83, 84

which require that defined bonds remain fixed over the course of a simulation.

ReaxFF potentials developed for Au and other metals normally employ three sepa-

rate energy terms as seen in Equation 4.1.92–94
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Figure 4.1: A Jacob’s ladder representation of the various levels of atomistic po-

tentials. Physical potentials are listed in the ascending order of accuracy at the

bottom of the later. Quantum potentials, derived from electronic interactions, are

also included for context.

Etotal = Ebond + Eover + Evdw (4.1)

Ebond is for bond energies of atom pairs, Eover is an energy penalty to prevent

overcoordination, andEvdw accounts for van der Waals interactions and interatomic

repulsions when interatomic distances are too small. ReaxFF potentials can also be

parameterized to include 3-body terms which provide energy contributions from

valence angles between sets of three Au atoms. Backman et al. developed a Ter-

soff potential for Au that involves 3-body terms,95 but these terms are not always

added to ReaxFF potentials for metals due to increased computational cost. The
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3-body terms used in Chapter 5 have the same form as valence angle interactions in

hydrocarbon ReaxFF potentials.91

4.2 Cluster expansion potentials

The cluster expansion47, 96, 97 is another type of potential which is derived from em-

pirical fitting. These models operate on a lattice structure where the nodes are held

at fixed positions. The nodes of the lattice are typically the locations of atoms, and

the occupancy of the node is designated by an integer spin variable. The spins in-

dicate the element which occupies the node, or in the case of adsorbates, if the site

is occupied by an adsorbate or not. The cluster expansion is comprised of a sum

of spin-products of singlets, pairs, triplets, etc. over the lattice sites. By fitting to

ab-initio results of various enumerations of the lattice (i.e. different combinations

of the spins), the coefficients for each expansion function can be determined, and

then used predictively for new spin configurations.

These techniques have proven effective for representing the kinetic properties

of oxygen adsorption on Pd.98 Multiple cluster expansions can also be coupled to

account for adsorption at multiple sites.39, 99 However, due to the nature of their

construction, cluster expansions are limited to Monte Carlo simulations of config-

urations in the ground state. Cluster expansions are also basically limited to the

lattice type they were trained for; one cannot make predictions about a bcc alloy

from an fcc cluster expansion.

4.3 Machine learning potentials

Another intriguing category is machine-learning potentials that “learn” the PES di-

rectly through a minimization of residuals with no a priori knowledge of the under-

lying physics, e.g. Gaussian regression functions100 and artificial neural networks
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(NN).101 We refer to these as mathematical potentials because they are not influ-

enced by any underlying physics.

These potentials are becoming more popular in chemical applications.102, 103

Specifically, recent descriptive models from Behler and Parrinello5 have expanded

the applications of neural networks to “high-dimensional” systems that can account

for variable numbers of atoms, multiple compositions, and reactions involving thou-

sands of atoms. Such networks have already been implemented on a large range of

systems, including: Si bulk structures,104 water clusters,105 Cu surfaces,106 ZnO,107

and even a quaternary system of Cu/Au/H/O.108 This opens the door for potentials

to be developed that are accurate and transferable across diverse bulk, surface, and

cluster regimes.

Specifically, Cartesian feed-forward neural networks (NN) have been in use for

modeling PESs.109, 110 Although this technique is not specific to modeling PESs,

it has proven to be well suited for this application.111 Their general framework

consists of an input layer, one or more hidden layers each with multiple nodes,

and an output layer. The connections between the nodes of the framework are

individually weighted. These weights represent the fitting parameters of the NN.

For modeling a PES, the input layers are the Cartesian-coordinates of a system with

a fixed number of atoms. The nodes of the hidden layers are linear combinations

of these coordinates with varying weights. Each layer is also multiplied by an

activation function (which often has a bounded non-linear form) to allow the NN

potential to fit to arbitrarily shaped PESs. Finally, the output layer has a single value

which represents the energy for the given configuration of atoms (sometimes forces

are output as well).

The flexible nature of these models makes them ideal candidates for simulations

at longer time-scales, such as MC and MD applications. NNs are also capable of

sampling any number of different configurations and can be trained to arbitrary
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accuracy.112 Despite these advantages, Cartesian feed-forward NNs are limited to

systems of atoms of fixed composition and size. To create a Cartesian NN capable

of simulating a different number of atoms, an entirely new NN must be trained. This

includes performing all new ab-initio calculations with the desired number of atoms

to train the system to which makes this process too computationally demanding for

larger systems and makes longer time-scale methods intractable.

Behler and Parrinello developed an approach which allows systems of atoms

of arbitrary size to be fit to a feed-forward NN framework.5 To prevent the use of

excessive feed-forward NNs, every local environment is designated a “fingerprint”,

made up of a reduced number of variables which are still descriptive for the system.

With a sufficient number of symmetry functions, even systems with a larger number

of atoms can be uniquely distinguished from one another. For example, a system

of two gas-phase atoms in the ideal gas limit can be described by the six Cartesian-

coordinates of the atoms, but in this simple case the single variable which represents

the distance between the two atoms is sufficient to represent the entire PES. This

way, only 1 feed-forward NN per type of element is needed. This approach makes

a very diverse range of applications accessible to a single potential. It also creates

an opportunity for combining a more diverse range of training sets which creates

future possibilities for more chemically advanced applications.

BothG2 andG4 symmetry functions are implemented in the following chapters,

as described in Ref. 113, 114. These symmetry functions were used to characterize

each atom’s local environment to a single variable. The expressions of G2 and G4

are given in Equations 4.2 and 4.3, respectively.

G2
i =

∑
j

e−η(rij−rs)2
f(rij) (4.2)
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G4
i = 21−ζ

all∑
j,k 6=i

(1 + γ cos (θijk))ζe−η(r2
ij+r2

ik)f(rij)f(rik) (4.3)

For all equations, rij is the distance between considered atom i and all other

atoms j. Parameters η, γ, and ζ can be varied to produce unique outputs for various

local atomic environments. G4 symmetry functions are meant to account for the

angle between a system of three atoms. θijk is the angle between the three atoms and

is defined as θijk = arccos(rij ·rik/rij ·rik). For further details on the theory behind

Behler-Parrinello NNs, we refer to previous work.5, 113 Based on this formulation it

becomes clear why these functions quickly become expensive for large systems of

atoms. This is accounted for by the cutoff function f which is defined in Equation

4.4, which eliminates contributions from atoms outside a cutoff radius.

f(rij) =


1
2

(
cos

(
πrij

R

)
+ 1

)
for rij ≤ R

0 for rij ≥ R

(4.4)

The cutoff radius, R, is applied to each atom in each image in the training set

to keep the cost of the symmetry function small. Thus, the goal is to find a value of

R that is large enough to capture meaningful atomic interactions but one that is not

too large to result in high computational costs. These standard NN potentials are

not suited for systems of atoms that have long-range interactions that extend outside

the cutoff radii. In the absence of this cutoff radius, it has been proven that NNs are

capable of arbitrary levels of accuracy.112 Also, such long-range interactions can

be accounted for as shown for ZnO.107 However, since long-range interactions are

not expected in the metal systems presented in this dissertation, there is no need for

incorporation of more sophisticated methods.

All NN training was performed using an iterative methodology outlined as fol-

lows. The process begins by defining some small subset of ab-initio calculations to
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be added to the first training set. Ideally, these calculations are descriptive of the

boundaries of the users search space in some way. Two different frameworks of

NN were then trained to this subset of data. These two NN were then used to make

energy predictions on configurations not included in the original training set. These

additional calculations are frequently generated by MD trajectories using the exist-

ing NN, or an enumeration of the search space. Since each NN utilizes a different

number of hidden layers and nodes, the energy predictions will differ. When the

two NNs predict similar energies, it is likely that the structure represents a region

of the PES which is well trained. Conversely, regions which require further training

will be represented by structures with the largest difference in predicted energies. A

certain portion of these poorly predicted structures can then be calculated using the

previously selected ab-initio technique and used to train the next iteration of NN

frameworks. In this way, subsequent improvement of the NN can be obtained using

the iterative approach depicted in Figure 4.2.

Training of all NNs in this dissertation were performed using AMP,115 which is

a code produced by the Peterson group at Brown University. This software provides

a convenient interface with the Atomic Simulation Environment (ASE) software

package,116 further increasing the reusability and reproducibility of the methods

and calculations performed in this dissertation. The NN calculator parameters for

each chapter are included with the SI file of each published manuscript. These

files include all of the variables needed to reproduce each NN as well, including

symmetry functions, cutoff radii, and hidden layers and nodes.
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Figure 4.2: Diagram of the iterative training process. We begin with a sparse

training set spanning the region of the PES we are interested in; this is generated

from EMT in this work. We use multiple NNs to validate new images in the region

of interest, adding structures to the trainings set which the NNs do not agree on.

This process is repeated until the NN is sufficiently accurate.
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5. Neural Network and ReaxFF Comparison for Au

Properties

5.1 Introduction

In this chapter, we compare the performance of a widely used physical potential,

ReaxFF, with the more recently developed Behler-Parrinello NN potential. We have

trained both to subsets of a full dataset comprised of ≈ 10,000 DFT calculations.

We chose Au for this study due to its diversity of known nanoscale structures. The

fact that long-range electronic interactions are screened in Au makes it an appro-

priate system to model with atomistic physical and mathematical potentials that are

less suited for long-range interactions such as ReaxFF and NNs. (We note that long

range effects can be incorporated into Behler-Parrinello NN potentials, e.g. as has

been done for ZnO107).

We have benchmarked both potentials to our quantum chemistry dataset that

contains information from DFT bulk equation of state (EOS) data, vacancy for-

mation energies, surface energies, adatom diffusion profiles, slipping barriers, and

cluster binding energies. Parameterization of ReaxFF potentials were automated

using the Monte Carlo Force Field optimization (MCFFopt) tool in ADF.117, 118 Our

NN was parameterized using the Atomistic Machine-learning Potentials (AMP)

code from the Peterson group at Brown University.115 This allows feed-forward

neural networks to be developed inside the atomic simulation environment (ASE).116
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All details of the trained NNs are stored in a JSON file which can be found in the

supporting information (SI) file of the published work.2

5.2 Methods

5.2.1 Density Functional Theory

In this chapter, k-points were represented using Monkhorst-Pack grids65 with a den-

sity of at least 14 × 14 × 14 for a single atom of Au in the primitive ground state

configuration. Kohn-Sham orbitals were expanded up to energy cutoffs of at least

300 eV to attain an energy convergence of at least 5 meV/atom. All calculations

involving relaxations were completed with relaxation criteria of < 0.05 eV/Å. Un-

less otherwise noted, transition states were determined using the climbing image

nudged elastic band (NEB) method.119 The details for all the DFT calculations are

included in an ASE database that is embedded in the SI file of the published work.2

Instructions on how to access this database and reproduce these calculations can

also be found in the SI along with more details on the methods used in this chapter.

The full DFT training set contained 9,972 calculations that included 905 bulk,

1,022 surface, and 8,045 cluster configurations. The majority of these calcula-

tions (9,076 calculations) were taken from coordinate relaxation steps performed

by VASP. These structures are the incremental steps taken from its initially guessed

positions to the ground state configurations predicted by GGA-PBE. Each of the

structures in a particular relaxation are very similar from one relaxation step to the

next. The remaining 896 calculations are either the local ground state configura-

tions or images from optimized NEB calculations. Our bulk Au data were obtained

from the EOS data for a variety of bulk structures. Vacancy formation and diffusion

calculations were also included in the bulk dataset. Our surface dataset includes

calculations on fcc(111) surfaces as well as a variety of fcc(100) surface diffusion

41



pathways that were originally generated in previous work by Pötting et al.120 The

training set used single-point energies on the latter coordinates (without geometry

relaxations) calculated using the methods listed above. Our cluster data include

various 3D ordered, planar, and disordered structures that contain up to 126 atoms.

5.2.2 Reactive Force Field

We parameterized our Au ReaxFF using the MCFFopt tool implemented in ADF.117, 118

MCFFopt seeks to minimize an objective function by randomly changing force field

parameters within a predefined range. The Monte Carlo nature of this process al-

lows some parameter changes that increase the objective function. This “anneal-

ing” allows the optimizer to sample a larger parameter space and potentially pro-

duce multiple distinct parameter sets. This approach can also find parameter sets

with less total error than the traditional parabolic search parameter optimization.118

Further information on running the MCFFopt procedure and optimized force field

parameters are available in the SI file of the published work.2

Au ReaxFF potentials appear to have an optimal training set size. Fitting to

larger training sets does not always improve the quality of the ReaxFF potential, and

this overfitting is found to bias predictions toward certain geometry types. As a re-

sult, the ReaxFF training set was constructed using the 848 ground state geometries

from within the training set. Out of these geometries, the number of calculations

classified as bulk, surface, and cluster structures are roughly equal. During ReaxFF

parameterizations, each geometry in the training set is also assigned a weight de-

pending on its relative importance in the overall fitting procedure. Our goal was

to produce a ReaxFF potential with reasonable accuracy across these three differ-

ent structure regimes, so most of the geometries were given a weight of one. In

principle, one could increase weights to parts of the PES so that properties, such

as desired lattice constants, bulk moduli, or barrier heights would be accurately re-
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produced. However, weighting a potential in this way will affect its ability to make

accurate predictions in less-weighted regions of the PES.

Figure 5.1 shows the error distribution of residual error between the trained

ReaxFF and DFT training set data labeled by geometry type. Errors in bulk data

greater than 0.2 eV stem from an unphysical convex region in the ReaxFF functional

form which causes bulk EOS data to significantly deviate from the DFT data at

atomic volumes ranging from 60-200 Å3/atom. Since these atomic volumes fall

outside those found in most simulations involving bulk and surface structures of

Au, these inaccuracies are not a cause for significant concern. However, large errors

in bond energies for pairs of atoms at intermediate distances may be problematic

for molecular clusters.

Figure 5.1: Energy residual error to the training set data broken down by bulk,

surface, and cluster geometries for the ReaxFF potential.

A predefined validation set consisting of 238 calculations (out of the total 9,972
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DFT calculations) was set aside to test the transferability of predictions from our

ReaxFF and NN potentials. This validation set was chosen to represent a variety

of different Au structure types which are represented in the results section of this

work. By reporting probability distributions for both the training and validation

sets, we can determine the degree that our potentials show selection bias. For an

ideal fitting procedure, the probability distributions for both the training and valida-

tion set would match, and any differences between the two would signify an over- or

under-sampling. Figure 5.2 shows the residual error for the validation calculations

labeled by geometry type. Significant deviations were found in bulk and cluster

calculations from the validation and training set data.

Figure 5.2: Energy residual error to validation set data broken down by bulk,

surface, and clusters for the ReaxFF potential.

44



5.2.3 Neural Network

The NNs trained in this work were produced using the iterative training method

outline in Chapter 4. For Au, we used a cutoff radius, R = 6.5 Å as long-range in-

teractions are assumed to be negligible. (We find≈ 2 meV/nearest-neighbor energy

differences between gas phase Au and a primitive fcc unit cell with 6.5 Å nearest-

neighbor distance). All NN used in this chapter contain 4 hidden layers with 40

nodes per layer and a hyperbolic tangent activation function.

Of the 9,972 total calculations, 9,734 were used for training the NN potential.

Figure 5.3 shows the error distribution from the training set. The mean, µ, and stan-

dard deviation, σ, are given assuming a normal distribution fit. The RMSE is 0.017,

similar to the standard deviation, indicating that the data is well approximated by a

normal distribution overall.

Figure 5.4 shows the error distribution for the validation dataset. Overfitting can

be identified by a divergence between the RMSE of the training set and validation

set data. In this case, the distribution is clearly not normal and arises from some

underrepresented data in the training set, notably the fcc(100) terrace and dimer

diffusion pathways (discussed below).

5.3 Results and Discussion

We benchmarked the performance of the NN and ReaxFF potentials against DFT

energies across three different material regimes: bulk, surface, and molecular clus-

ter structures. Both of our generated potentials can provide reasonably accurate

descriptions of Au in the different material regimes. In general we find that ReaxFF

potentials are more readily overfit, less transferable to applications involving clus-

ters of 126 atoms or fewer, and overall less accurate than the NN. However, ReaxFF

potentials demonstrate a notable strength by predicting barrier heights that resemble
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Figure 5.3: Energy residual error to the training dataset of the NN calculations.

A RMSE of 0.017 eV/atom is calculated for the 9,734 structures included in the

training set. The training set is also well described by a normal distribution.

those found in their training sets, when limited training data is available. NN po-

tentials in general are significantly more accurate than ReaxFF potentials, but they

require significantly larger training sets to ensure that accuracy. As explained be-

low, they also currently bring substantially higher computational cost than ReaxFF

potentials.

5.3.1 Bulk properties

Equations of state

EOS data for face centered cubic, simple cubic, and diamond structures are shown

in Figure 5.5. All training and validation calculations are fit to a 3rd order inverse
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Figure 5.4: Energy residual error to the validation dataset of NN calculations. σ =

0.21, similar to the training set RMSE indicating little to no overfitting has occurred.

The cluster of overpredicted surface calculations are from fcc(100) surface diffusion

pathways, which are poorly represented in the training set.

polynomial.121 The metrics for each fit are included in Table 5.1. Results for the

body centered cubic and hexagonal close packed EOS data are similar to the face

centered cubic curve.

Figure 5.5 shows that the EOSs are very well represented by our NN poten-

tial. Validation set data are also well behaved, indicating that overfitting has not

occurred. Metric data shown in Table 5.1 shows excellent agreement in the mini-

mum volume, minimum energy, and bulk modulus found using DFT results. Data

for the hcp and bcc structures shown in the SI of the published work are reproduced

similarly well.2

We find that ReaxFF potentials with 3-body terms have substantially better fits
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Figure 5.5: Comparison of EOS fits to KS-DFT, ReaxFF, and NN training and

validation set data. Fits only include data within atomic volumes of ± 15 Å/atom as

this is the region of interest for most applications.

compared to force fields which do not include 3-body interactions (see93). How-

ever, in both cases ReaxFF exhibits an unphysical convexity of the bond energy

curve that creates problems manifested by large residual errors that can reach as

high as ± 1 eV/atom at volumes away from the minimum energy volume. Many

simulations sample regions in the vicinity surrounding the minimum volume, so

these deviations are not shown in Figure 5.5. Data from Table 5.1 shows reason-

ably good agreement for the equilibrium volume and minimum energy of the three

structures. Bulk moduli are underpredicted by ≈ 20 GPa for each structure due to

differences in the curvature of the EOS at the minimum. Again, one would likely

improve the quality of predictions for individual properties by reweighting the pa-

rameterization to favor specific properties (e.g. bulk moduli), but this preferential
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fitting would also be expected to lower the quality of other predicted properties.

Table 5.1: Comparison of EOS metrics for DFT, ReaxFF, and NN fits as shown in

Figure 5.5.

Structure Min. volume (Å3) Min. energy (eV) Bulk Mod. (GPa)

DFT-fcc 17.97 -3.23 147

NN-fcc 17.99 -3.23 145

ReaxFF-fcc 17.60 -3.22 122

DFT-sc 20.73 -3.02 110

NN-sc 20.66 -3.02 110

ReaxFF-sc 21.29 -2.96 84

DFT-diam 29.04 -2.51 56

NN-diam 28.98 -2.51 57

ReaxFF-diam 31.92 -2.54 37

Bulk vacancy formation and diffusion barrier

Vacancy formation energies (Ev) are calculated using Equation 5.1. Ef , n0, and

Ei are the energies of the structure with vacancy, number of atoms in the structure

before forming the vacancy, and energy of the structure before forming the vacancy,

respectively. Our DFT vacancy formation energies, shown in Figure 5.6, are in

good agreement with other GGA-PBE calculations (0.42 eV), but both sets of data

significantly underpredict experimental results (0.93 eV).122 This is likely due to

the well-known shortcoming of GGA-PBE in underpredicting atomization energies

of Au.123 In this chapter, vacancy formation is referenced to the energy of a single

atom in a primitive fcc unit cell. This may explain why the formation energies

calculated here are slightly lower than those in the literature. The vacancies seem

to reach the dilute concentration limit at ≈ 0.037 vacancies/atom. The anomalous
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increase in energy for the structure at ≈ 0.015 vacancies/atom is due to a minor

structural perturbation into a different local minimum.

Ev = Ef −
n0 − 1
n0

Ei (5.1)

Our NN vacancy formation predictions are systematically overestimated by ≈

0.4 eV while ReaxFF vacancy formation predictions are systematically underes-

timated by ≈ 0.3 eV. The preservation in trends indicates some error cancellation

from the reference state for both fits. We find that neither method is sensitive enough

to predict the subtle increase in energy for the reconfigured structure. Although the

NN potential results are closer to experiment than the ReaxFF potential, this is sim-

ply a fortuitous error. NN potentials have no physical basis and therefore would

reproduce the DFT exactly with complete training.

The residual errors for structures with concentrations below 0.04 vacancies/atom

are very low (less than 0.006 eV/atom, even for the point in the validation set hav-

ing ≈ 0.037 vacancies/atom). Error cancellation between the vacancy structures

and reference structure make it difficult to determine the level of precision needed

to obtain accurate vacancy formation energies. A NN potential for Cu has been

constructed with a higher level of accuracy (error < 0.11 eV), at the increased cost

of a basis of calculations which is ≈ 3.5 times larger.106 NN calculations were also

performed using unit cells of the same size as the corresponding vacancy struc-

ture. The same trend was observed with slightly higher formation energies using

the expanded reference super cell.

Figure 5.7 shows the calculated bulk vacancy diffusion barrier using a vacancy

concentration of ≈ 0.037 vacancies/atom (obtained from Figure 5.6). NEB calcu-

lations determined points along the minimum energy pathway that were then fit to

a cubic spline. For diffusion calculations, the residual errors of both the NN and

ReaxFF potentials are lower by about an order of magnitude as compared to the va-
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Figure 5.6: Bulk vacancy formation energies for fcc Au at various concentrations.

NN fits to vacancy structures are systematically overpredicted by ≈ 0.4 eV, while

ReaxFF fits are systematically underpredicted by ≈ 0.3 eV. Literature values are

from Ref. 122.

cancy formation energy. This is due to error cancellation from the reference states

that are similar to states along each reaction pathway. The NN potential overesti-

mates this barrier by 0.04 eV while the ReaxFF potential underestimates the barrier

by 0.05 eV.

5.3.2 Surface calculations

fcc(100) diffusion barriers

The training set for the ReaxFF potential in Reference 93 contains 166 surface

diffusion barrier calculations from GGA-PBE using the SEQQUEST code.124 NEB
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Figure 5.7: NEB predicted barrier for bulk vacancy diffusion through fcc Au.

Transitions state energy (black, 0.56 eV) is overpredicted by the NN (red, 0.60 eV)

and underpredicted by the ReaxFF (blue, 0.50).

calculations with VASP were not used to recalculate the minimum energy pathways,

but we recalculated single point energies on these structures using GGA-PBE in

VASP to be consistent with the rest of our training set. Since NEB calculations were

not done, there are significantly fewer points sampling the PES for these pathways

compared to other pathways (8 - 10× fewer in most cases). Consequently, our NN

fits to these pathways are expected to be less accurate compared to other pathways

obtained from NEB calculations.

Figure 5.8 contains recreations from Figure 2 (a & b) in Ref. 93 using the NN

potential and ReaxFF potential. Note that the terrace and dimer diffusion pathways

are not included in the training set for either potential, and they represent predic-

tions by both potentials. For the terrace diffusion pathway, the ReaxFF potential
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performs quite well and shows that the ReaxFF potential can provide very accurate

predictions of barrier heights when the training set contains similar pathways. The

NN potential, which contains more than 10× the training set data as the ReaxFF

potential, can reasonably produce this adatom diffusion barrier but residuals fall

between 0.2 - 0.3 eV. On the other hand, for a different adatom diffusion barrier,

the NN potential predicts the dimer diffusion pathway quite well while the ReaxFF

potential has higher residual errors between 0.1 - 0.2 eV. Larger training sets can be

expected to reduce errors in both potentials, but reparameterization of these poten-

tials with a larger training set will undoubtedly impact the accuracy when predicting

other pathways.

Figure 5.8: Residuals to diffusion pathways in the validation set. Structures are

reproduced from those used in Ref. 93.

To assess the performance of these potentials under a wide range of adatom

diffusions, Figure 5.9 shows the residuals for all 144 fcc(100) surface diffusion cal-
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culations. Solid shapes represent training set data and hollow shapes represent val-

idation set data. Residuals are the same as those shown in Figure 5.8. Our ReaxFF

potential (which has roughly 1/3 of its training set devoted to surface calculations)

has 86.1% of these structures falling within a ± 0.1 eV tolerance of error. For the

NN potential (with roughly 1/10 of its training set devoted to surface calculations),

has 52.1% of these structures fall within a ± 0.1 eV tolerance of error.

Many of the calculations from the NN potential are underestimated compared

to the reference KS-DFT data, signifying (as stated above) that these structures

come from a poorly sampled region of the PES and improvements could be attained

with more training. For the ReaxFF potential, errors appear to be less systematic,

showing improved accuracy would require more training to specific pathways. In

practice, both ReaxFF and NN potentials are normally trained with a specific appli-

cation in mind, and so training sets, particularly those for ReaxFF potentials, can

be smaller.

fcc(111) surface slipping barrier

A slipping barrier is the minimum energy pathway required for a certain number of

mono-layers of atoms to move from their ground state site to the next most adjacent

site of the same kind. Slipping barriers were performed on fcc(100) and fcc(111)

surfaces for one and two layers in a five layer slab. Figure 5.10 shows the single-

layer slipping barrier for the fcc(111) surface. Both models find almost identical

energies as DFT (within 0.05 eV). We can see that the ReaxFF potential finds a

metastable intermediate instead of a single barrier as found by DFT and the NN

potential. This ReaxFF potential also finds metastable intermediates when slipping

in a different direction primarily over bridge sites, but residual errors are even lower.

The very small difference in energies makes it difficult to assess if these are due to

fitting errors or an unphysical component within the ReaxFF potential. Either way,
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Figure 5.9: Residuals of 144 fcc(100) surface diffusion pathway calculations in-

cluded from Ref. 93. Hollow markers represent residuals from the validation set

which are shown in Figure 5.8.

both potentials can reproduce low energy slipping barriers within 0.05 eV with

sufficient training.

5.3.3 Cluster predictions

6 atom clusters

Calculations on clusters up to 126 atoms make up ≈ 81% of the entire database.

To determine the robustness of the NN potential for determining the energetics of

structures not incorporated into the training set, several BO-MD simulations were

performed on various clusters. For a six atom cluster, calculations were performed

with NVT BO-MD without planar boundary conditions, where the temperature of
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Figure 5.10: NEB predicted slipping barrier for a single layer of fcc(111). Initial,

bridge, and top positions are shown for visual reference. The second local minima

is representative of the hcp site. The darkest gray represents the deepest layer, while

the lightest shade is the top layer.

the system was changed from 800 K to 300 K over the course of the simulation.

The simulation using the NN potential started from a local minimum structure

to determine if it would locate the known global minimum energy configuration.

GGA-PBE found the global minimum to be planar and triangular (see Figure 5.11),

which is also observed in the literature.125 This structure was not included in the

training set.

Figure 5.11 depicts the path taken by the NN BO-MD simulation (red) over the

course of 2,000 time steps. Once every 100 steps we validated the energy using KS-

DFT. The residuals are less than 0.05 eV/atoms for the NN potential, including the

structure of the global minimum. We re-ran this simulation several times throughout
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development of the database. The first attempt at performing the described BO-

MD simulation was with a dataset of ≈ 2,000 cluster calculations with 20 atoms

or fewer. In comparison with the full dataset, the residual error has been reduced

dramatically, and the success rate of discovering the global minimum improved

significantly. Further details of these initial attempts with the smaller database can

be found in the SI file.

The 2,000 structures generated from the BO-MD run with our NN potential

were then calculated using the ReaxFF potential. In this case, the ReaxFF poten-

tial did not identify the same minimum energy configuration of the six atom system.

However, the cohesive energies of structures resembling the planar cluster are fairly

consistent with KS-DFT data. Although the presented data shows situations where

ReaxFF is not accurate, we note that this may signify an area where ReaxFF could

be extended with additional functionality. For example, metal-metal bonds in small

clusters could be treated with functional forms different than those used for bulk

metal-metal bonds. This would likely correct systematic deviations, but such re-

parameterizations may also adversely affect other structure types and/or increase

computational cost. We note that Narayanan et al. have reported a hybrid bond

order potential that uses a screened Lennard-Jones term for bulk structures in com-

bination with a highly trained Tersoff potential for smaller regimes.126 This is a

possible work-around to make other physical potentials accurate across different

size regimes.

38 atom clusters

A similar exploration for multiple local minima was implemented on a 38 atom

cluster using minima hopping techniques.127 This exploration of minimum energy

structures works through a series of fixed temperature NVT BO-MD simulations

followed by geometric optimization requiring a significant number of calculations
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Figure 5.11: NVT BO-MD simulation of 6 atom cluster starting from local energy

minimum and finding the global minimum. The temperature was reduced from 800

K to 300 K over the course of the simulation. Solid lines show BO-MD trajectories

while dashed lines show energy predictions for the global minima from KS-DFT

(black) and NN (red) and ReaxFF (blue).

between each iteration. After each iteration, the minimum geometry is stored and

perturbed before restarting its search. The resulting minima predicted from 125

such iterations are shown in Figure 5.12.

Again, this approach located a lower energy minimum than the starting point

geometry. The largest energy difference between minima occurred during the first

iteration of the process. After this initial step, the energies do not change as dra-

matically. This can be interpreted as a shift into a local minimum energy basin (a

group of configurations with similar atomic positions and energies) which the NN

potential proceeds to explore in the next 124 minima. A more complete analysis
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of the 38 atom Au cluster space would be time consuming and is beyond the scope

of this work. Despite demonstrating low residual errors, the NN potential does not

correctly predict the lowest energy structure determined by KS-DFT in this set of

minima. Regardless, it is still capable of distinguishing between configurations in

different basins, and thus could be a valuable tool for exploring minimum energy

structures in conjunction with KS-DFT calculations.

Residual errors for the ReaxFF potential are consistently lower by -0.11 eV/atom

compared to KS-DFT. If energetics are shifted by this amount (as show in the top

of Figure 5.12) one finds that the trend in relative energies is in reasonable agree-

ment with KS-DFT, although our ReaxFF potential does not correctly predict the

lowest energy configuration either. The performance of the ReaxFF potential for

clusters could always be improved by adding more cluster data to its training set,

but we found that doing so rapidly deteriorates its ability to calculate bulk and sur-

face properties. As a result, we do not recommend using ReaxFF in its standard

formalism for applications involving clusters with fewer than 126 atoms.

5.3.4 Computational cost

An important aspect of these modeling approaches is their computational cost. This

includes the time needed to produce the necessary QC training sets, train the poten-

tials, and the time needed to run the calculations. Implementation and training of

parameters for the NN potentials can be automated using instructions in the SI file

of the published work,2 thus reducing the time needed to learn how to train poten-

tials. The generation of meaningful QC data is also a significant bottleneck in time,

particularly for NN potentials that require large training sets to be accurate. This

is simplified in part by generating NEB data and geometry optimizations which

contain many valuable calculations on which physical and mathematical potentials

can be trained. One of the best ways to speed the progress of developing accurate

59



Figure 5.12: Local minima for 38 atom Au cluster predicted from the NN (red) and

compared with KS-DFT (black) and ReaxFF (blue). The ReaxFF potential energies

are offset by +0.11 eV/atom in the top figure to better depict the trend in energies.

and transferable potentials is to make data and methods freely available and easily

accessible.

A fair comparison between calculation times between ReaxFF and NN poten-

tials is not currently possible. The NN potential we developed used a Python code

that is still in early stages of development.115 In comparison, ReaxFFs and other

force field codes have been implemented in the LAMMPS program which is al-

ready a high performance computing code.128 Using available open source tools,

BO-MD simulations on the 6 atom cluster using the C-compiled ReaxFF code

performs ≈ 6,700 timesteps/second, while the Python NN in ASE performs ≈ 15

timesteps/second. Nevertheless, we consider NN potentials to be extremely promis-

ing for simulations requiring high accuracy, especially if they can be implemented
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into high performance codes that can dramatically accelerate their calculation times.

5.4 Conclusions

We have trained ReaxFF and NN potentials using subsets of ≈ 10,000 DFT calcu-

lations. Our training sets consider Au in a variety of atomic configurations in bulk,

surface, and cluster regimes that would be useful for practical atomistic modeling

across all regimes. By virtue of being a mathematical potential, the NN potential

can be trained to an arbitrary level of accuracy. Our most accurate NN potential was

fitted to 9,734 calculations and yields an RMSE of 0.017 eV. Our ReaxFF potential

(which contains 3-bond terms for higher accuracy) was fitted best to a significantly

smaller training set consisting of 848 calculations (a value that is considerably larger

than parameter sets in many other ReaxFF potentials). This potential provides an

overall RMSE of 0.136 eV compared to the full DFT dataset.

In applications on bulk structures, our NN almost exactly reproduces reference

DFT data of equations of state, while the ReaxFF potential is less accurate, partic-

ularly at atomic volumes that extend far beyond the equilibrium structures. When

modeling surface structures and adatom diffusions, both the ReaxFF and NN po-

tentials perform quite well with sufficient training, but obtaining a NN potential

having comparable or higher accuracy than ReaxFF for adatom diffusions requires

substantially larger training sets. For clusters, the NN potential exhibits essentially

negligible residual errors compared to the KS-DFT calculations it was trained to,

while the ReaxFF potential exhibits sizable systematic errors of 0.11 eV. This high-

lights the challenge of developing a physical potential that is accurate across bulk,

surface, and cluster data. Increasing the size of the training set for the ReaxFF

potential to include more cluster data was found to be detrimental to the accuracy

of bulk and surface data, thus showing an area needing improvement in terms of
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ReaxFF functionality.

Although NNs can be trained to the desired level of accuracy, the computational

cost, both upfront in the form of training set data and during calculation time, are

currently substantially higher than ReaxFF potentials. Nevertheless, NN potentials

are very promising if trained for specific applications (hence requiring smaller train-

ing sets) and they will be increasingly useful as computational developments enable

faster runtimes. Since accurate NN potentials contain substantially larger numbers

of parameters than most physical potentials, it is unlikely that NN potentials will

ever be as fast as ReaxFF potentials, but we have demonstrated that NN potentials

can be trained to be substantially more accurate.
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6. Neural Network Predictions of Oxygen Interactions

on a Dynamic Pd Surface

6.1 Introduction

In this chapter, we have created a Behler-Parrinello NN trained to 11,925 DFT cal-

culations which consist of the Pd(111) surface facet and adsorbed oxygen coverages

from 0-1 ML. Only Cartesian NNs have been implemented for studying surface in-

teractions such as oxygen on Al.110 Behler-Parrinello NNs have studied single ele-

ment systems (e.g. Si, C, and Au2, 129, 130), and in those works they were primarily

used to model bulk properties. They have also been used to study various fcc facets

of the Cu surface106 and alloy nanoparticle interactions with water.108 We have

previously studied oxygen adsorption on Pd(111)131 and others have used a cluster

expansion to model the coverage dependence.98 In this work, we demonstrate that

a NN can also be used, and that it has some advantages over other approaches.

With the best performing NN produced, we demonstrate how this method can

be utilized to bridge limitations in both the classic Cartesian NN framework, and

also cluster expansion techniques. We do this by demonstrating various coverage-

dependent interactions of oxygen on a dynamic Pd(111) slab. This includes NEB

pathways119 of oxygen diffusion and self-interaction, MD simulations of low oxy-

gen coverages, and grand-canonical MC simulations of adsorption at the fcc hollow

site.
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6.2 Methods

6.2.1 Density Functional Theory

Monkhorst-Pack k-point grids65 were used and the Kohn-Sham orbitals were ex-

panded up to energy cutoffs of at least 400 eV. For structures containing oxygen,

an energy cutoff of 800 eV was used. This high energy cutoff was chosen based on

convergence studies performed on an oxygen molecule in the gas phase. All conver-

gence criteria were chosen to attain an energy convergence of at least 1 meV/atom

in the DFT calculations. Transition states reported are calculated using the climb-

ing image NEB method.119 Instructions on how to access the complete database

of calculations can be found in the SI file of the published work,6 along with more

details on the methods used in this work.

To sample the PES of PdO surface interactions we began with fcc site enu-

merations on 3 × 3 × 4 Pd slab. In this way we can directly enumerate all of the

various coverage configurations, of which there are 512. Many of these configura-

tions are not energetically unique due to the symmetry of the system. To prevent

training the NN to a large number of energetically degenerate configurations, Effec-

tive Medium Theory (EMT)132 was used to identify energy unique configurations.

This process is outlined in more detail in the SI of the published work.6 This pro-

cess was repeated for all possible hcp, bridge, and top sites of the same Pd slab.

After the unique structures were identified, the bottom two layers were held fixed

at the lattice constant calculated for pure bulk Pd (3.939 Å) before performing full

relaxations. Each relaxation step was used as training data for the first iteration of

the NN implemented in this work. Once a feasible NN potential was generated,

the majority of the remaining data was created by utilizing the potential for MD

and further coverage calculations. The final database includes 11,925 calculations.
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Select bulk Pd calculations are also included to improve fits of clean Pd slabs.

6.2.2 Neural Network

In this chapter, we use a cutoff radius, R = 6.5 Å. This value is chosen based on

DFT results for the equation of state of an oxygen dimer and the equation of state

for Pd extended to the dilute limit. There is no change in the total energy of the

oxygen system at a distance of ≈ 4.5 Å. For Pd, the energy difference between a

nearest-neighbor distance of 6.5 Å and 10 Å is < 1 meV/nearest-neighbor. A cutoff

radius of 6 Å was previously used in the literature for Cu systems106 with good

results.

The NN utilized in this work contains 2 hidden layers with 2 and 12 nodes

and a hyperbolic tangent activation function. A total of 20 symmetry functions

were used for both oxygen and Pd for a total of 40 functions. Both G2 and G4

symmetry functions were implemented as described Chapter 4 Each element in our

NN contains 4 unique G2 symmetry functions with η values of 0.05, 4, 20, and 80.

There are also two pairs of theseG2 functions, one for interactions with oxygen and

another for interactions with Pd for a total of 8 G2 symmetry functions per element.

Similarly, there are 4 unique G4 symmetry functions with ζ parameters of 1 and 4

and γ parameters of 1 and -1.

Of the overall data generated for this work 10% was left out of the training

process for use as a validation set. The RMSE of the validation set (0.009eV/atom)

is approximately that of the training set as shown in Figure 6.1, which indicates that

over fitting has not occurred.133 A complete description of how each of the images

was generated is described in section 6.2.1 of the methods above.
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Figure 6.1: Residual errors for the energies predicted from the NN compared to

DFT calculated energies. Black indicates the distribution of structures included in

the training set. Red indicates the 10% of randomly selected structures reserved for

validation. The total of all validation and training points sums to 100%.

6.3 Results and Discussion

6.3.1 Pure Pd predictions

An accurate NN for bulk Pd fcc and the clean fcc(111) surface is a necessary first

step before producing a NN capable of predicting oxygen adsorption on these sys-

tems. In this section, we consider the accuracy of the NN for making predictions on

fcc systems constructed only of Pd. First, we consider Pd in the bulk phase. Figure

6.2 shows the equation of state for fcc Pd. In the rest of this work, DFT predictions

are shown in black while NN predictions are shown in red.

The equation of state was constructed from a third order inverse polynomial

fit121 to the energies from 72 calculations. Only images within ± 15 Å of the mini-

mum are considered for incorporation into the equation of state. A total of 200 bulk
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Figure 6.2: Equation of state for Pd in the fcc phase produced from fitting to

volumes ± 15% of the minimum. DFT results are shown in black while NN results

are shown in red. The minimum volume (Vmin), minimum energy (Emin), and bulk

modulus (β) are also shown with units of Å/atom, eV/atom, and GPa, respectively.
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images were included in the available training data (≈ 1.6% of all images). Half

of the points are equation of state images, while the other half are ab-initio MD

trajectories. Even though bulk calculations make up such a small percentage of the

total data, the NN predictions of the bulk equation of state are highly accurate. This

can be explained by the relatively simple nature of the equation of state which can

be described with a small number of variables. A summary of the bulk properties

calculated in this work as well as experimental and computational references are

shown in Table 6.1. All results from this work are in excellent agreement with

previous computational results.

Having an accurate prediction of the well-organized bulk structure will lend it-

self to accurate predictions of the clean slab environment. However, even before

relaxations, the Pd slab will also contain new regions of the PES which include

under coordinated Pd atoms that are not present in the bulk database. In this work,

all slabs with adsorbates on them were constructed from four layers and the bottom

two layers were held fixed. In this system, there are no Pd atoms with local environ-

ments identical to the bulk phase for a 6.5 Å cutoff radius. Therefore, vacancies and

low-coordinated Pd atoms are expected to play an important role in the energetics

of clean and adsorbed 4 layer Pd slabs.

Next, we determine how well a clean Pd slab is represented in a NN by calcu-

lating the free energy of the surface given as: σ = (Eslab − nslabEbulk)/2. In this

equation, Eslab is the total energy of the symmetric slab which contains nslab atoms.

The factor of 2 accounts for the surface at either end of the symmetric slab. Given

a sufficiently large slab, the surface formation energy is then expected to converge

to 2σ + nslabEbulk. This convergence trend is depicted in Figure 6.3 for slabs up

to 12 atoms thick. For each of these slabs, the lattice constant is fixed at the value

reported in this work (See Table 6.1) and no relaxation of either surface is permitted

to ensure exact structural comparisons.

68



Figure 6.3: Predictions of the fixed surface formation energy of the Pd(111) surface

with number of atoms in the slab. NN predictions are depicted by the red line while

DFT is black.

For the four layer slab, the surface formation energy is estimated to be 0.561

eV/site by DFT. The NN agrees well with this result, predicting a surface formation

energy of 0.563 eV/site. Comparison to unrelaxed five-layer Pd slabs from PW91-

GGA are favorable at 0.565 eV/site.98 The small difference between the surface

energy calculations of the four and five layer slabs is also suggestive that four layers

of Pd is sufficient for simulating the Pd surface. This lack of convergence is a

known characteristic of DFT calculated surface free energies using an incremental

approach134 due to non-cancellation of errors between the slab and bulk reference

energies.

The lack of fluctuation in the NN predictions after four layer slabs is likely a

result of the rigidity in the NNs framework in combination with a limited number

of training points for this characteristic. In this training set, there are only two well-

fit regions of the PES for the NN to use as reference when interpolating the surface

formation energy, i.e. clean four-layer Pd slabs, and the pure bulk Pd calculations.

There are no training points from slabs of sizes other than four layers in the training

69



set. Thus, the NN predicts that the surface formation energy of fixed atoms are

converged at the four atomic layers. Since four layers is observed to be converged

and only four layer slabs are used throughout this work, the inability of the NN to

account for these larger slab sizes is inconsequential for this work.

Table 6.1: DFT and NN predictions of various properties of pure Pd. All literature

references come from Ref. 135.
Parameter DFT NN Comp. lit. Exp.

Minimum bulk fcc energy, Ebulk (eV/atom) -5.32 -5.35

Lattice constant, α (Å) 3.939 3.939 3.948 3.881

Bulk modulus, β (GPa) 175 173 170 195

Surface energy, σ (eV/site) 0.56 0.56 0.59 0.84

To perform NEB calculations, a detailed PES is required. These can be very

time consuming to obtain using DFT alone since many consecutive calculations

can be required, especially without a good initial guess. The NN is considerably

more cost-effective than DFT, so we start by performing a very simple NEB calcu-

lation of the slipping barrier of 1 and 2 layers of Pd using the NN.2 Full relaxations

of a 1 × 1 × 4 Pd slab were first performed for an A-B-C-A and C-B-C-A (C-A-C-A

for double-layer slipping barrier) configuration using only the NN. These configu-

rations correspond to the fcc and hcp configurations of the subsequent layers. Then,

a NEB was performed over the bridge site and top site as shown in Figure 6.4. After

completing the NEB calculations, single-point DFT calculations were performed on

each NEB image for validation.

All slipping barrier predictions in Figure 6.4 are made in reference to the fcc

configuration as predicted by each individual method. The fcc configuration and the

immediate region of the PES around it are well predicted by the NN, over-predicting

compared to DFT for the same configuration by 8 meV/site. In comparison to the
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Figure 6.4: NN predicted NEB trajectory for the slipping barrier of a single layer

and the top two layers of a Pd slab shown in red. DFT validated single-point calcu-

lations are shown in black. For the single layer, fcc indicates an A-B-C-A configu-

ration while hcp indicates a C-B-C-A configuration. For the double layer transition,

hcp indicates a C-A-C-A configuration of the layers.
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DFT-predicted minimum energy structure there is only a 4 meV/site difference, in-

dicating that the NN predicted minimum is very similar in structure as well. The

NN under-predicts the ground state energy for the hcp configurations by 0.04 and

0.08 eV/site for the single-layer and double-layer slipping barrier positions, respec-

tively. The NN predicted ground state configurations differ by 0.02 and 0.01 eV/site

from the DFT predicted ground state configurations. This is an indication that the

NNs prediction of the A-C-A-C ground state configuration are about as accurate as

that of C-B-C-A. However, the energies associated with the A-C-A-C configuration

are about half as accurate.

Very few training points containing the A-C-A-C configuration exist in the

dataset resulting in this under-prediction. These types of errors are naturally self-

correcting in an iterative training process. Energy minimization algorithms will

automatically sample these regions which are important for certain thermodynamic

applications. Thus, further training iterations could be used to improve this result.

The same is true for the top sites which are both over-predicted. Although the

errors in the bridge to hcp region are relatively small compared to oxygen interac-

tions, they do incorrectly-predict the hcp site to be more stable than the fcc site by

0.02 eV/site and 0.04 meV/site for the single-layer and double-layer shift, respec-

tively. Incorporating training data of molecular dynamic simulations can also help

to improve these regions since the barrier is small, leading to increased sampling of

the hcp region in certain MD simulations. The SI file contains more information of

how this natural sampling occurs with an example MD simulation on a 3 × 3 × 4

slab.

6.3.2 Thermodynamic PdO properties

First we perform DFT calculations to compute the adsorption energies (Eads) of

the oxygen at various coverages. We consider the energy unique configurations (as
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determined by EMT) of a 3 × 3 × 4 Pd slab for a total of 107 configurations. Of

these structures, adsorbed oxygen is placed into the fcc, hcp, bridge, or top sites.

These initial, energy unique, configurations were then allowed to fully relax and all

trajectory images were added to the total dataset used to train the NN. Nearly all

of the starting bridge and top site configurations relaxed into lower energy fcc or

hcp positions, especially at low coverages. Adsorption energies are calculated as

Eads = (Eslab+O − Eslab − 1
2nOEO2)/nO. Here, Eslab+O is the energy of the Pd

slab with nO oxygen(s), Eslab is the energy of the clean Pd slab, and EO2 is the DFT

calculated reference energy of O2 in the gas phase (-8.74 eV, see SI for details).

Figure 6.5 shows that there is an error of about 0.05 eV/O between the NN pre-

dictions and DFT data at most coverages. All fcc configurations are consistently

over-predicted by ≈ 0.1 eV/O. This is most noticeable at low coverages. By con-

trast, hcp configurations are under-predicted by ≈ 0.05 eV/O. Bridge and top site

configurations are primarily relaxed into fcc configurations at low coverage and

share similar levels of error. At higher coverage, structures relax into mixtures of

fcc and hcp sites, resulting in errors between the two extremes. Low-coverage fcc

structures represent the highest error in adsorption energy. This could be due to the

fact that the single-atom coverages are not as well represented in the dataset. This

is important when choosing methods for NN training data selection. Although this

method is useful for omitting unnecessary duplicates, it also incorporates signifi-

cantly more high-coverage calculations. For example, of the 107 images included

in Figure 6.5, only 4 are from single-atom coverages.

At higher coverages, surface reconfigurations become increasingly common.

One especially strong reconstruction is observed at 2/3 coverage. As shown in Fig-

ure 6.5, two rows of oxygen on the fcc sites pull a row of Pd out of the surface,

dramatically reducing the energy of the system. A similar reconstruction is ob-

served with a single row of oxygen, but the effect on the energy of the system is not
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Figure 6.5: Adsorption energy of oxygen onto the surface of a 3 × 3 Pd slab at

various coverages. On the left are the DFT calculations of the coverages (black

hollow) with comparative NN predictions (red). On the right, the residual errors are

shown (gray). Reconstructed structures are defined as having an average difference

in the position of all atoms greater than 0.5 Å. NN predictions of reconstructed

structures are not shown.
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as significant. In previous work, a carbon-induced reconstruction of the Pd(111)

surface was also observed at higher C coverages.131 This C reconstruction is ob-

served on similarly sized unit cell. These reconstructions are unit cell size depended

since they are not observed on 2 × 2 surfaces. Larger unit cells may also produce

other reconstruction configurations not seen in this work. Reconstructions are also

observed in MD simulations at 1/3 coverage or higher. This is consistent with pre-

vious work which shows that the Pd surface is readily oxidized at coverages above

0.5 ML.136, 137

Utilizing the non-reconstructed oxygen predictions of the NN we can now make

comparisons to previous work with cluster expansions. Frey et al. 98 have produced

a coverage-dependent cluster expansion of oxygen adsorbed onto the fcc site of a

Pd(111) slab. Using it they predict the equilibrium coverage of oxygen on Pd un-

der reaction conditions consistent with NO oxidation. For comparison, we have

performed a similar grand-canonical MC simulation to predict the equilibrium cov-

erage of oxygen on Pd using identical parameters (µO2 = 0.75 eV at 600 K). Since

the NN (as currently implemented in Python) is more computationally expensive

than the cluster expansion, a 10 × 10 × 4 Pd slab was used and no ionic relaxation

was allowed. Single oxygen atoms were added/removed from the slab and an oxy-

gen reference energy of 1/2 EO2 was used. All simulations were started from zero

coverage and allowed to run for at least 10,000 iterations to ensure good conver-

gences across the 100 site slab. Results for a MC simulation with oxygen binding

on the fcc site are shown in Figure 6.6.

The mean fcc coverage is estimated to be 0.50 ± 0.05 ML. This is 0.13 ML

greater than predicted by the cluster expansion work under the same conditions.

This can be explained by a difference in the predicted formation energies of the

two potentials that is likely due to the O2 reference energy. The oxygen formation

energy is calculated as Efrm = (Eslab+O − 1
2nOEO2)/nsite − nslabEbulk − σ. In
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Figure 6.6: Grand-canonical MC simulation of oxygen adsorption a 10 × 10

Pd(111) surface. The simulation was run for oxygen binding on fcc sites. MC

was performed with a µO2 of 0.75 eV at 600 K.
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this equation, nsite is the number of adsorption sites. By removing the fixed bottom

surface formation energy, σ and and bulk energy contributions for nslab atoms/site,

we produce the formation energy of the oxygen covered surface on a per site basis.

Comparing the trends in formation energy lends insight into the relative stability

of high and low coverages. Figure 6.7 shows the oxygen formation energies of the

minimum energy configurations from Figure 6.5.

Figure 6.7: Oxygen formation energies on the surface of a 3 × 3 Pd(111) slab

from 0-1 ML coverage. Fully relaxed DFT calculations (black hollow) and the NN

predictions of those same geometries (red) are shown.

The point at zero coverage is representative of the surface formation energy

given in Table 6.1, which was shown to be in good agreement with the NN and

previous work. However, the formation energies are ≈ 0.1 eV/site lower at mid-

range coverages and over 0.2 eV lower at 1 ML than the corresponding results

from Ref 98. Formation energies also drop below zero at ≈ 0.45 ML. Figure 6.7

also ignores reconfigured structures which are predicted to become more stable at

coverages above 0.5 ML in this work. This will result in higher coverages from

the NN since it is trained to DFT results which predict increased stability at higher

coverages. This trend is also highly influenced by the oxygen reference energy
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used EO2 . Part of this increased favorability is counteracted by the NNs tendency

to over-predict adsorption onto the fcc site, but this increase is small in comparison.

The cluster expansion accounts for relaxation implicitly in its design by fitting to

relaxed geometries, while the NN distinguishes between the relaxed and unrelaxed

geometries. Unfortunately, performing relaxation steps between each iteration is

computationally infeasible. Even with a 100% acceptance rate, relaxing such large

geometries in the serial manner required by MC is still too time consuming in the

current Python implementation of the NN. Accounting for relaxation is expected to

increase the stability of oxygen binding onto the surface. At low coverages, these

effects are expected to be small since oxygen interaction will be minimal and the

surface is fixed in a position close to the minimum energy of oxygen adsorption

at the dilute limit. At higher coverages, the oxygen interactions will lead to larger

relaxation effects. Thus, our model is likely over-predicting the adsorption ener-

gies at high coverages. This would lead to a suppressed mean coverage of oxygen

overall. It is worth noting that cluster expansions only account for small degrees of

relaxation and is unable to account for surface reconstructions which are thermo-

dynamically favorable at high coverages. In principle a NN could accurately model

reconstructions, but the one we use in this work is not trained for that.

Grand-canonical MC was also performed on the hcp sites and using the O2

adsorption/desorption model discussed in Ref. 98. The hcp model predicts similar

coverages to the fcc model which is likely due to the relative error of fcc and hcp

site predictions of the NN discussed previously. Additional details of these studies

along with the code used to perform the various MC simulations are included in the

SI file of the published work.6
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6.3.3 Dynamic PdO properties

We use dynamic in general terms to refer to any methods which require a more com-

plete description of the PES then just the thermodynamic minima. This includes

geometric relaxations, NEB calculations, MD simulation, and all other applications

which generally rely upon forces of the individual atoms. We have briefly demon-

strated a few examples of these applications in the first section of the results for

pure Pd as well. All simulations in this section include oxygen and are driven by

the NN.

The reaction barriers for oxygen diffusion in the dilute limit are important for

determining rate properties for diffusion driven surface reactions. Figure 6.8 depicts

the minimum energy pathways predicted by the NN using the NEB technique. Two

NEBs are shown, one across the bridge site and a second across the top site. The

fcc and hcp end-points are relaxed configurations of a single oxygen on a 3 × 3 Pd

slab. Similarly, the NEB relaxations are controlled via NN predictions. All energies

are taken relative to the energy of the fcc adsorption site of the given method.

The NN predicts a reaction barrier of 0.40 eV over the bridge site, while DFT

predicts a barrier of 0.56 eV. Both results are in good agreement with experimental

results of 0.4-0.5 eV.138 Computational results at 1 ML coverage predict a barrier

of 0.37 eV.139 DFT validation of the relative fcc and top site energies agree very

well, hcp site is under-predicted by 0.17 eV. The NN also predicts an energy dif-

ference between the fcc and hcp sites of 0.07 eV (0.18 eV for DFT) which also

compares reasonably well with previous computational results of 0.17 eV at 0.33

ML coverage.140 When compared to the DFT relaxation predictions in Figure 6.5,

the NN seems to accurately predict geometries that represent the energy minima as

predicted by DFT. Although the reaction barrier over the bridge site is not as well

predicted, the trends are consistent across the entire pathway, lending stability to
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Figure 6.8: NN predicted NEB trajectory for one oxygen across the bridge and top

sites of the Pd(111) surface. Barrier energies are taken relative to the energy of the

fcc adsorption site.
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the model.

We have also performed NEB calculations for select two oxygen atoms on the

3 × 3 Pd(111) surface. The path travels from minimal interaction of oxygen on the

surface to adjacent fcc-hcp hollow sites. Figure 6.9 depicts the NN predicted NEB

pathways and illustrates the movement of the atoms across the surface. All energies

are taken relative to the energy of the fcc adsorption site.

Figure 6.9: NEB trajectory for 2 oxygens across select sites of the 3 × 3 Pd(111)

surface. Barrier energies are taken relative to the energy of the fcc adsorption site.

From the 4th to 3rd nearest-neighbor position, the minimum energy pathway

predicted by DFT looks nearly identical with only slight increase in the energy.

However, the NN over-predicts the DFT energy more than was observed with the

single atom diffusion. This trend of over-prediction holds from the 3rd to 2nd

nearest-neighbor site as well. Both DFT and the NN predict the 2nd nearest-

neighbor site to be less stable than the 4th by ≈ 0.14 eV. These results indicate
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a potential decrease in the reaction barrier of oxygen diffusion across the surface at

mid-range coverages. As the second oxygen moves to the adjacent hcp site, a sharp

increase in the energy is observed. The NN also under-predicts the DFT validation

at this high coverage, which may also help explain the higher coverages predicted

by the MC simulation. It can be seen in the diagram for the 1st nearest-neighbor site

that both atoms are highly strained. This leads to the negligible diffusion barrier of

oxygen from the 1st nearest-neighbor site to the 2nd nearest-neighbor.

We performed a MD simulation with the NN on a system sufficiently small that

we could validate the results using DFT. Studies of one, two, and three oxygen

atoms on a 3 × 3 × 4 Pd(111) surface are shown in Figure 6.10. All simulations

were run at a constant temperature of 600 K and all adsorbates are started on top

sites. For each simulation, every 100th step has been validated against DFT for

comparison. All simulations were performed in Python using ASE. All trajectories

shown can be visualized using tools available in ASE as well.

For 0.11 ML, the NN performs very well over 2000 steps. No major distortion

of the surface occurs. The oxygen only has enough energy to move from the fcc

hollow to the hcp hollow. The initial condition has the greatest error while the rest

of the trajectory is very well predicted. Occasionally, the top layer will shift into the

C-B-C-A configuration, however this is likely a result of the under-prediction of the

C-B-C-A configurations relative energy by the NN as discussed above. This shift

of the layer is associated with a residual error decrease (i.e. NN under-prediction)

of ≈ 0.05 eV/site.

For 0.22 ML, oxygen interactions result in increased diffusion of the oxygens

across the surface. When moved into sites surrounding a single Pd, the surface dis-

torts with both oxygens pulling the surrounded Pd up out of the surface. However,

these distortions are not strong enough to fully dislodge a Pd atom from to top layer.

Similar simulations of 2 oxygens on the surface have been performed to 10,000 MD
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Figure 6.10: MD trajectories for one, two and three atoms moving across the

surface of a 3 × 3 Pd(111). Residual errors for each simulation are shown below

(gray).
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steps with no deconstruction of the surface. For all 0.22 ML simulations, the NN

consistently over-predicts the DFT energy by 0.05-0.1 eV/site. Shifts of the top Pd

layer are increasingly common at this coverage.

MD simulations of coverages 0.33 ML and greater eventually fail by the NN

for long MD simulations. Initially, oxygen atoms remain distant from one another,

repelling each other as they get close. As the simulations progress, oxygens paired

around a Pd atom in the surface exhibit similar behavior to the 0.22 ML studies,

distorting the surrounded Pd out of the surface. However, these distortions are

increasingly dramatic with an additional oxygen on the surface. Once the surface

becomes sufficiently distorted, oxygen will attempt to move into the subsurface

moving underneath the Pd. However, the potential is not trained for predictions of

oxygen interactions past the top layer leading the surface to deconstruct.

A deconstruction can be seen in Figure 6.10 for the 0.33 ML coverage. As the

surface becomes more distorted, the energy begins to rise. Eventually, there is a

rapid shift of the residual error trend. Quickly following this, the surface atoms will

scatter. For training purposes, it is necessary to identify regions which are poorly fit

so they can be added to the next iteration of the data set used for training. To avoid

the computational cost of validating with DFT for all structures it is more typical to

use a second NN trained with a different framework to validate results. This can be

useful for selecting images which are particularly well suited for training and is a

necessary first step for the automation of training a NN. An example application of

this method is given in the SI file along with MD simulations run by the previous

iteration of the NN to demonstrate how the NN improves its predictions with each

successive iteration.
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6.4 Conclusions

We have produced a NN capable of predicting dynamic interaction between oxy-

gen atoms on the surface of a Pd(111) slab. The NN produced was demonstrated to

reproduce DFT bulk and Pd slab properties with levels of precision difficult to ob-

tain with other types of atomistic potentials. Through incorporation of the Behler-

Parrinello symmetry functions we were able to extrapolate to 10 × 10 slabs; large

enough to perform grand-canonical MC simulations of mean oxygen coverage un-

der reaction conditions. We predicted an average coverage of 0.5 ML at 600 K

which was greater than that produced by cluster expansion work by 0.13 ML. This

difference is reasonable considering the lower formation energies produced from

DFT results in this work, which will favor higher coverage.

We demonstrated NEB predicted minimum energy pathways for oxygen adatom

diffusion in the dilute limit as well as select pathways where two oxygen atoms in-

teract. We observed that the NN predicts a slight decrease in the reaction barriers

of mid-range oxygen interactions compared to DFT. Except for the reaction barrier

of oxygen moving to an adjacent site where the reaction barrier quickly become

two to three times larger. MD simulations of oxygen coverages below 0.22 ML at a

constant 600 K showed good results, remaining stable and accurate to within 0.10

eV/site for MD simulations of up to 10,000 steps. At coverages greater than this,

MD simulations with the NN developed in this work are prone to deconstruction be-

fore 2000 steps. This is most frequently observed as a side-effect of oxygen entering

into the subsurface layer. This behavior is consistent with the known oxidation of

the Pd surface at relatively low coverages.

Methods for how the NN can be improved to incorporate these reconfigurations

are provided in the SI file. A significant number of additional calculations will

likely be required to accurately depict oxygen interactions with the Pd surface at
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higher coverages, which is beyond the scope of this work. However, a large catalog

of high-quality Pd and PdO DFT calculations for training are also included for

application to training future potentials which seek to build off this work.

NNs are capable of representing a complete and accurate version of the PES.

Although computationally expensive, machine learning techniques like the NN are

still very new to the field of computational catalysis and are rapidly improving.

As the techniques for creating these networks improve and large datasets of accu-

rate ab-initio results become widely available, we predict that the use of NNs will

become as common as other fitting techniques, such as the cluster expansion.
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7. Modeling Segregation on AuPd(111) Surfaces with

Density Functional Theory and Monte Carlo Simula-

tions

7.1 Introduction

The effectiveness of feed-forward NNs for modeling PESs has already been demon-

strated for multiple bulk systems104, 130, 141 as well as for Cu and Au surfaces.2, 106

They have also been demonstrated to perform well in surface calculations of H2O

with CuAu nanoparticles108 for performance of grand-canonical MC simulations.

Based on these previous studies, we hypothesized that NNs would be useful for the

study of surface segregation in alloys across composition space, by enabling the use

of Monte Carlo simulations of large unit cells that would provide fine-grained es-

timates of the surface composition, including the effects of configurational entropy

and temperature on segregation.

In this work, we developed a NN trained to 3,914 DFT calculations of various

AuPd alloy configurations. We demonstrate that this NN is capable of predicting

energies for all alloy (111) surface configurations at lattice constants ranging from

those of pure Pd to pure Au. Using this NN, we performed canonical MC simu-

lations on relatively large unit cells of 10 × 10 × 15 atoms without surface relax-

ation. The mean surface compositions predicted after 20,000 successful iterations is

compared to reported experimental results with excellent agreement. The MC sim-
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ulation data is used to fit the enthalpy of segregation with the Langmuir-McLean

formulation of the Gibbs-isotherm. We also analyze the predicted short-range or-

dering of the surface and discuss the reasons why surface relaxation does not appear

to play an important role in AuPd segregation.

7.2 Methodology

7.2.1 Density Functional Theory

Monkhorst-Pack k-point grids65 of 4096 k-points per reciprocal atom were used.

The Kohn-Sham orbitals were expanded up to energy cutoffs of 400 eV for all

calculations. All criteria were chosen to attain an energy convergence of at least

1 meV/atom based on studies performed on the bulk systems. The details of all

DFT calculation are included in an ASE database embedded in the SI file of the

published work;7 instructions on how to access this database can also be found in

the SI, along with more details on the methods used in this Chapter.

Dilute limit segregation energies are calculated from 3 × 3 × 3 unit cells in

the bulk and 3 × 3 × 5 layer surface slabs. Unit cells larger than these did not

demonstrate any significant change in the dilute limit segregation energy. For each

calculation, the bulk unit cell and bottom three layers of the slab calculations are

held fixed at the bulk lattice constant consistent with Vegard’s law.68 Calculations

were performed for pure Au and pure Pd unit cells denoted asAu@Au and Pd@Pd,

respectively. Calculations of a single Au and Pd impurity were also performed

in each unit cell denoted as Au@Pd and Pd@Au, respectively. The dilute limit

segregation energy is then calculated as: surface Au@Au(Pd) + bulk Pd@Au(Pd)

- surface Pd@Au(Pd) - bulk Au@Au(Pd) for the Au (Pd) dilute limit.
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7.2.2 Neural Network

The NNs utilized in this chapter contain two hidden layers with three nodes per

layer and a hyperbolic tangent activation function. They contains two unique G2

symmetry functions with η values of one and ten. For each unique symmetry func-

tion, interactions between all permutations of the Au and Pd are included, leading

to a total of eight symmetry functions. This gives a total of 66 weight variables in

our NN framework. These symmetry functions are used to characterize the local

environment of each atom as a single value, i.e. one characterizing variable per

symmetry function. In the symmetry functions we used a cutoff radius (R) of 6

Å. A cutoff radius of 6 Å was also used in the literature for Cu systems with good

results.106

A database of calculations that spans the configurational and compositional

space of an fcc(111) surface is required to train a NN to accurately predict segrega-

tion. To sample this space we used effective medium theory (EMT)132 to enumerate

all energy unique configurations of several slabs that were seven layers thick. A

seven-layer slab was chosen because atoms in the center-most layer are fully coor-

dinated when considering a local environment of 6 Å for five lattice constants from

that of pure Pd (3.934 Å) to pure Au (4.154 Å). Thus, local configurations with

surface and bulk-like properties are incorporated for training in the NN. Depictions

of these slabs are shown in Figure 7.1.

For the largest slab enumerated (
√

3 ×
√

3 × 7), there are roughly two million

(221) possible combinations of Au and Pd atoms. This was reduced to 8,405 en-

ergy unique configurations using EMT. Similarly, 4,160 unique configurations were

found for the 2 × 1 × 7 structure and 72 for the 1 × 1 × 7. Each energy unique con-

figuration was then represented at five lattice constants leading to a total of 62,706

energy and lattice unique configurations. Even after reducing the total number to
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Figure 7.1: Slab structures used to enumerate energy unique configurations for NN

training.

energy unique configurations, the number of structures is still too large to perform

a complete set of DFT calculations. Fortunately, a sufficiently trained NN should

only require a small subset of these.

In total, 3,914 images were included in the complete dataset used for training

and validation of the final NN. Of the overall data generated for this work 10%

was left out of the training process for use as a validation set. The RMSE of the

validation set is approximately that of the training set as shown in Figure 7.2. This

indicates that over-fitting has not occurred.133 This dataset was produced from three

repetitions of the iterative approach depicted in Figure 4.2.

7.2.3 Monte Carlo

All MC simulations were performed using a canonical ensemble. The unit cells

used were 10 × 10 × 15 slabs at varying compositions of Au and Pd. At each step of

the simulation an atom of the slab was chosen pseudo-randomly and a swap with a

nearest-neighbor was considered. The change in energy for the swap was calculated

by the NN and if the change is negative the swap was accepted. If the change was
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Figure 7.2: Residual errors for the difference in energy predictions from the NN

and DFT. Black indicates the distribution of structures included in the training set.

Red indicates the 10% of randomly selected structures reserved for validation. Both

distributions are normalized.

positive it was accepted with the usual Boltzmann probability. Relaxation energy

was not considered. Discussion of the effect of non-relaxed geometries is included

in the results section. The code used to perform the MC simulations is included in

the SI file of the published work.7

MC simulations were performed for a minimum of 20,0000 successful itera-

tions. At an acceptance ratio of ≈ 1:3 for each simulation, nearly 60,000 calcula-

tions are performed in total for each composition and temperature. On average, each

atom in the unit cell has potentially been swapped at least 40 times. Since each MC

simulation begins with a random distribution of the atoms, the first 5,000 successful

iteration are omitted from any calculation of the equilibrium surface composition.

Due to the symmetry of the slab, averages of composition in the top and bottom

most layers are shown since these environments are effectively identical for the

NN.
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7.3 Results and Discussion

7.3.1 Predictions of diverse local environments

We first demonstrate that the trained NN can accurately predict the energies of

configurations that are not in the training set. We performed an EMT enumeration

of energy unique configurations of a
√

7 ×
√

7 × 5 slab. Only the top three layers

are enumerated for this (21 atoms, ≈ 2 million configurations). This allows us

to effectively sample a large variety of surface configurations. Enumerations of

additional layers were not included for comparison using this method since the

number of enumerations grows as 27n for a binary alloy, where n is the number

of layers. Thus, the next largest slab would have over 268 million configurations

which is impractical to enumerate even with computationally inexpensive tools such

as EMT.

The
√

7×
√

7× 5 structure also contains multiple planes of symmetry ensuring

that the number of energy unique configurations does not become excessively large.

Each of the energy unique configurations determined by EMT are reproduced at the

same five lattice constants as the training data. Since the bottom two layers were

not enumerated, the chemical symbols of all unique configurations are also inverted

from Au to Pd. Therefore, configurations on pure Pd substrates can be tested as well

as those on pure Au substrates. This procedure produces a total of 546,990 energy

and lattice unique configurations. Predicted energy differences between a NN with

a different framework (4 hidden layers and 4 nodes per layer), and the one used for

all other studies in this work, are shown in Figure 7.3. This includes a comparison

of the 62,706 configurations used in the training set to the 546,990 configurations

of the
√

7×
√

7× 5 structure.

The distribution of results for a comparison between NN frameworks is partially
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Figure 7.3: NN predicted energy differences for unique energy configurations.

Structures from Figure 7.1 are shown in gray while the
√

7×
√

7× 5 structures are

shown in red.

dependent upon the flexibility of the framework, so the relative error between the

two structure is important to consider along with the absolute error. The difference

in NN energies for the seven layer slabs is comparable with the DFT result in Figure

7.2. This is a good indication that the
√

7×
√

7×5 structures are well characterized

by both NN frameworks. Thus, more complex configurations are likely to be well

characterized.

It is possible that the small differences observed for the
√

7 ×
√

7 × 5 struc-

tures are a product of mischaracterization of the local environments due to too few

symmetry functions. This can be difficult to determine since the fingerprints pro-

duced from the symmetry function are unique to the local environment of each

atom across all images. By design, the structure types are similar, so overlap of

atoms with identical local environments is expected and desirable for training pur-

poses. It would be insufficient to simply filter all structures with non-unique local

atomic environments. Instead, we produced a third NN with 40 input nodes, 2 hid-

den layers, and 9 nodes for each hidden layer. Such a large NN is almost certainly
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over-characterized for enumeration of a binary alloy slab. This large NN was used

to produce segregation profiles using the same methods discussed in the following

section with nearly identical results. This was taken as sufficient evidence that the

energy differences shown in Figure 7.3 are not subject to mischaracterization due to

over-simplification of the local atomic environments. Therefore, we are confident

that the NN used in this work is accurate for all possible configurations of the local

environment, and at all lattice constants of interest.

7.3.2 Modeling segregation with canonical Monte Carlo simula-

tion

To predict the extent of Au segregation to the surface, multiple MC simulations

were performed in the 700-1000 K temperature range with bulk compositions of

0.1-0.9 Au fraction. At lower temperatures, experimental measurements of the

equilibrium surface composition are not available due to kinetic limitations of dif-

fusion. At temperatures greater than 1000 K, Au desorption has been observed

leading to Pd dominated surface compositions.142 MC simulations were performed

in increments of 100 K and 0.1 Au fraction for a total of 36 independent MC sim-

ulations. A demonstration of the surface composition for the top three layers is

shown in Figure 7.4 at 800 K and a 50:50 composition of AuPd.

In all 36 cases, Au segregation to the top-most surface layer is predicted. This

is consistent with the experimentally measured surface energy of Au (1.626 J/m2)

being lower than that of Pd (2.043 J/m2),143 and with Au being the larger atom.

For all bulk compositions the 2nd layer is observed to be Pd enriched, while the 3rd

layer is always similar to the bulk composition. The black dashed lines in Figure

7.4 depict ± 1 standard deviation around the mean surface composition.

This type of decaying oscillation of composition with layer depth is character-

istic of metals with negative enthalpy of mixing.20 Although the composition of the
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Figure 7.4: Canonical MC of 10 × 10 × 15 unit cell of 50:50 AuPd over 20,000

successful iterations at 800 K. Averages of the 1st, 2nd, and 3rd layers of each side

of the slab are shown.
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second layer has not been directly measured experimentally, XPS studies measure

lower levels of Au segregation. This is consistent with a sub-surface region which

is Pd enriched, since the XPS measurements will also incorporate some signal from

sub-surface atoms.142 In Figure 7.5 we compare our results to experimental segre-

gation profiles which utilize LEIS.142, 144 These measurements are considered to be

highly selective to the top surface composition only, which is ideal for comparison

with computational results.

Figure 7.5: Segregation profile of computational results (red) at 800 K as compared

to previous experimental work. Experimental studies are performed using LEIS

from C.-W. Yi et al. (Ref. 142, black circles) at 800 K and D.G. Swartzfager et al.

(Ref. 144, black sqares) at 875 K.

Experimental segregation energies from C.-W. Yi et al. (Ref. 142) are measured

at 800 K while those by D.G. Swartzfager et al. (Ref. 144) are measured at 875 K.

The computational segregation profile shown is for 800 K. Based on experimental
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temperature dependence studies, the segregation profile is not expected to change

significantly from 800 to 875 K. In particular, an ≈ 1% reduction in composition is

measured from 800 to 900 K at 50:50 AuPd bulk composition.142 Thus, deviations

between the two sets of experimental results are qualitatively descriptive of the ex-

perimental reproducibility. Based on visual comparison, the computational results

agree extremely well with the experiments. At Au bulk fractions lower than 0.6

the computational results are bounded by the expected experimental uncertainty.

At bulk compositions greater than 0.6, the computational results only slightly over-

predict the experimental results.

The Langmuir-McLean Gibbs-isotherm model (Equation 7.1) is used to analyze

experimental data to estimate the segregation energy:

y

1− y = x

1− xe
(−∆G

RT ) (7.1)

where y and x are the surface and bulk fraction of Au, respectively. ∆G can

be further broken down into its enthalpy (∆H) and entropy (∆S) components as

∆G = ∆H − T∆S. Due to the nature of the Langmuir-McLean equation, the ∆S

is an excess entropy term which includes only the vibrational and electronic entropy

components. The entropy of mixing is accounted for implicitly within the equation

itself. Since no excess entropy is incorporated into the MC simulations, this term

is omitted from the fit. Using this model for the equilibrium surface composition,

the enthalpy of segregation for Au can be obtained as a function of bulk composi-

tion and temperature for the alloys stable range (700-1000 K). Figure 7.6 shows the

resulting trends from fitting to the computational results.

In Figure 7.6, the fitted enthalpies are shown in blue. The shaded regions repre-

sent one standard deviation of uncertainty to the mean fitted values. The uncertainty

shown includes contributions from both the fitting error as well as the standard de-

viation of the mean surface composition resultant from the MC simulations. As
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Figure 7.6: Enthalpy (blue) contributions to the Langmuir-McLean fitted segrega-

tion profile. Mean values fit to temperature dependent MC data are shown as solid

dots. The shaded regions represent a single standard deviation which incorporates

fitting error and uncertainty from the MC mean surface compositions. Best fits to

the data are shown as dashed lines. Dilute limit segregation energies with lattice

constants fixed at the corresponding bulk Au fractions are shown in red.

can be seen from Figure 7.5, the standard deviation of the MC-predicted surface

composition is highest in the region of x ≤ 0.6. Despite these larger standard devi-

ations, the majority of the uncertainty seen in Figure 7.6 is the result of the fitting

uncertainty. This is a product of the fact that the Langmuir-McLean predictions are

highly sensitive to variance in the surface composition at high Au fractions.

In the Pd rich region, the enthalpy of segregation is predicted to be relatively

constant (≈ -10 kJ/mol), with the highest point at 50:50 composition. As the Au

fraction increases, the segregation enthalpy begins to drop rapidly, approaching the
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DFT calculations of segregation in the dilute limit. This is theoretically consistent,

since we expect to recover the dilute limit segregation enthalpy as we approach

either limit in composition. However, this recovery of dilute limit segregation is not

as apparent at the Pd rich composition end.

To see if this difference could be explained by the 10% change in bulk compo-

sition, we performed additional dilute limit calculations with lattice constants fixed

at a corresponding bulk composition as dictated by Vegard’s law.68 The results are

shown in Figure 7.6 as the red dots which extend between the Au fractions of zero

and one. Expansion of the nearly-pure Pd lattice does indeed decrease the surface

stability of dilute Au atoms, but this effect is small suggesting that Au-Au interac-

tions likely play a significant role in the rapid deviation from dilute limit segregation

predictions.

On the Au-rich end, contraction of the lattice at the nearly-pure Au lattice in-

creases the favorability of Au replacing the lone Pd atom at the surface. This can be

explained by the relatively strong energy penalty associated with moving a Pd atom

to an under-coordinated surface site. When compressed, the Pd impurity increases

the stability of the bulk relative to the pure Au bulk. Based on the MC analysis

comparison to the dilute limit, the strain component plays a minor role compared

to ensemble contributions. Also, it is clear that it would be nearly impossible to

reproduce the observed trend in the segregation enthalpy from the dilute limit cal-

culations alone.

Taking the uncertainties into consideration as weights, we have produced a 3rd

order polynomial fit to the segregation enthalpy data. After performing an analysis

of the parameters of higher-order models, a 3rd order polynomial was found to

best represent the trend with the fewest number of parameters. The equation has

the form: ∆H = −60.5x3 + 27.5x − 15.5. The second order term is set to zero

since it does not contribute significantly to the fit. Further discussion of the fitted
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polynomial can be found in the SI file.7 Validation of the fitted model against the

computational and experimental results is shown in Figure 7.7.

Figure 7.7: Langmuir-McLean fits to the computational segregation profile for

AuPd. The computational results (red circles), C.-W. Yi et al. (Ref. 142), and D.G.

Swartzfager et al. (Ref. 144) experimental results are shown from left to right.

The computational results (red circles), C.-W. Yi et al. (Ref. 142), and D.G.

Swartzfager et al. (Ref. 144) experimental results are shown from left to right. Fits

to the segregation profile show good experimental agreement at 875 K, with a max-

imum over-prediction of about 0.04 Au fraction, consistent with the computational

results. The first data set is also fairly well represented with a maximum under-

prediction of about 0.07 Au fraction. The data from C.-W. Yi et al. can be more

accurately captured with a constant -11 kJ/mol enthalpy of segregation, however

this results in substantially poorer fits to the Swartzfager et al. data. This inabil-

ity for one model to capture the aspects of both experimental results is not entirely
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unexpected. This is most likely explained by the fact that all experimental results

shown are performed on polycrystalline surfaces.

7.3.3 Site distributions

In previous work we have utilized the distribution of sites at the surface for calculat-

ing the mean adsorption energy of H on CuPd.4 In the limit of infinite temperature,

the surface distribution of any set of metal atoms will become random. In this limit,

the probability of finding any given three-atom site around an fcc position (Pr) can

be directly related to the surface composition (y) of the alloy as shown in Equation

7.2.

Pr(y) = D · yn · (1− y)(3−n) (7.2)

In this equation, D is the degeneracy of a configuration and n is the number of

Au atoms in that three-atom site. The third term in Equation 7.2 is related to the

probability of finding a Pd atom in the 3-atom site which can be put in terms of Au

surface fraction since the total composition of all metals must sum to unity. Figure

7.8 shows a snap-shot of the AuPd MC simulation performed at x = 0.2 and 800

K. The surface Au fraction in this instance is 0.6. Example three-atom fcc sites are

outlined for reference.

A profile of random adsorption sites can be weighted by the segregation pro-

file to obtain site probabilities as a function of bulk composition. However, this

does not account for the possibility of short-range ordering (SRO). These SRO ef-

fects change the distribution of sites, typically towards interactions between unlike

atoms for binary transition metal alloys.145, 146 Using the MC data we can charac-

terize these distributions by looking at the expected composition of three-atom fcc

adsorption sites. Mean values for the probability of all four possible site configu-
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Figure 7.8: AuPd surface from MC simulation performed at x = 0.2 and 800 K.

The Au surface fraction in this instance is 0.6. Example three-atom fcc sites are

outlined for reference.

rations are shown in Figure 7.9. These configurations are sampled from the 800 K

MC simulations.

For our canonical ensemble MC simulations, the surface Au fraction is not held

fixed. However, as shown in Equation 7.2, the site distributions are a function of the

surface composition, not the bulk composition. Thus, each equilibrated surface was

sorted by surface composition across all bulk compositions at 800 K. This method

results in a more precise representation of the site distributions at any given surface

composition. It also results in uneven sampling of surface compositions such as the

gap in the data below y = 0.4. This gap is a product of the fact that even the lowest

bulk composition sampled at x = 0.1 exhibits strong Au segregation.

The mixed Pd2Au and PdAu2 sites are clearly favored over the pure Pd3 and

Au3 sites. This indicates that there is SRO which favors Au-Pd interactions over

homogeneous interactions. This is also supported by the observation that the second

layer is Pd enriched which results from negative enthalpy of mixing as well. This is
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Figure 7.9: Three-atom fcc site distributions for all available surface compositions

of equilibrated MC steps at 800 K. Solid lines denote composition of the random

distribution. The circles indicate the mean distributions from the MC simulations.

in good agreement with previous experimental and computational results of AuPd

which show favorable heterogeneous trimer interactions.145

The extent of this favorable heterogeneous SRO can be characterized with Warren-

Cowley parameters (α).146–148 These terms are defined generally as α(r) = 1 −

pAB(r)/yB where pAB(r) is the probability of finding a B atom at nearest-neighbor

distance r from any given atom of typeA and yB is the average surface composition

of B. These parameters can also be determined from multisite correlation functions

in the more specific pair-wise form shown in Equation 7.3.145

α(r) =
∑
i

∑
j(Si − S)(Sj,r − S)

1− S2 (7.3)

In this equation, Si is the occupation variable, for central atom i, of +1 or -1 for

Au or Pd, respectively. Similarly, Sj,r is the occupation variable of nearest-neighbor

atom j, with distance r from central atom i. Finally, S is the mean occupation value

of the surface, related to the surface composition through S = 2y− 1. For negative

α(r), the pAB(r) > yB, indicating favorable heterogeneous interaction; homoge-
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neous interaction is predicted favorable with positive α(r). At α(r) = 0 random

surface order trends are recovered since pAB(r) = yB. Figure 7.10 shows calcu-

lated Warren-Cowley parameters for 1st-5th nearest-neighbor atoms at all available

surface compositions and temperatures.

Figure 7.10: Warren-Cowley short-range order parameters for 1st, 2nd, and 3rd

nearest-neighbors as a function of surface Au fraction at 800 K are shown on the

right. On the left, mean α parameters are shown as a function of nearest-neighbor

distance (r) for all temperatures.

On the right of Figure 7.10, the trends for SRO are shown as a function of sur-

face composition for 1st, 2nd, and 3rd nearest-neighbors at 800 K. The negative α

at 1st nearest-neighbor distances indicates favorable heterogeneous interaction. The

composition of the second nearest-neighbors tends to be identical to the central

atom. This is also indicative of favorable heterogeneous interaction at short dis-

tances since the second nearest-neighbors are adjacent to the 1st nearest-neighbors,
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already identified as heterogeneously enriched. By third nearest-neighbor distance

no discernible ordering effects are observed indicating no long-range interactions

were observed. These findings are consistent with previous experimental and com-

putational result giving α(r) ≈ -0.14, 0.04, and 0.01 for 1st, 2nd, and 3rd nearest-

neighbor distances at y = 0.39.145 SRO effects are also predicted to rapidly diminish

at y >0.8. This is a product of the fact that Equation 7.3 converges to zero as the

surface composition approaches either pure composition.

On the left of Figure 7.10, the mean α parameters (averaged over all surface

compositions) are shown for 700-1000 K as a function of distance from the center

atom. This figure more clearly demonstrates the rapid convergence of SRO effects

to zero at increased distances. We can also see the rate at which the SRO effects

diminish with increasing temperature. SRO effects are predicted at all of the tem-

peratures considered in this work.

7.3.4 Contributions from surface relaxations

Performing surface relaxations between each MC step is too computationally in-

feasible to be performed. Despite the lack of surface relaxation, the NN driven MC

simulations are in excellent agreement with previous computational and experimen-

tal results.142, 144 This agreement suggests that surface relaxations do not contribute

significantly to segregation or surface order for AuPd. This has not been directly

studied up until this point. Previous ab-initio predictions of the dilute limit segre-

gation have focused on calculations made in the dilute limit to fit parameters used

in an effective Ising-model.38 Each of the terms in the effective model incorporate

energies from fully relaxed DFT calculations, so there is no clear way to separate

out the contribution from surface relaxation alone.

To determine why surface relaxations appear to be unimportant in determining

the surface composition, we return to DFT calculations. First, we set up a unit cell
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of a unique 2 × 2 × 5 fcc(111) slab with 12 Å of vacuum separation. A relatively

small unit cell size was chosen to keep the computational expense low. Increasing

the size of the unit cell allows access to increasingly disordered configurations,

which are not as likely to be energetically stable. From MC simulations performed

in this work, the composition of the third layer and lower is consistently predicted

to be converged to that of the bulk. Based on this, the bottom three layers of the slab

are held fixed at the bulk lattice constant of a 50:50 mixture of AuPd determined by

linear interpolation between the bulk lattice constants of the two pure components

(4.044 Å). The lattice positions of these bottom three layers were then fixed to be

that of the ground-state configuration of fcc AuPd.

Using this fixed basis, we use EMT to enumerate all of the unique configura-

tions of the remaining eight atoms in the top two slab layers, as described for the

NN training set in the methods section. Full relaxations of all 100 energy-unique

configurations found were performed. The energies of the perfect lattice configu-

rations were then compared to the relaxed energies. These results are summarized

in Figure 7.11. Formation energy calculations from the perfect lattice (blue), are

representative of the energies calculated by the NN (unrelaxed). Energies for the

fully relaxed systems are shown in red and the differences in the relaxed and unre-

laxed energies are shown in black. The individual columns represent all 100 images

separated by first layer, second layer, and total Au fraction.

The general trend in segregation for the unrelaxed lattice calculations reflects

what is seen in the MC results predicted from the NN. Pure Au compositions of the

top layer are most energetically favorable. Based on second layer compositions, the

static calculations predict a more even distribution of possible stable compositions

centered around x = 0.5. Compared to the relaxed calculations, these trends are

mostly conserved. The biggest differences are observed in the stable configurations

of the second layer compositions slightly shifting towards higher Au bulk fractions.
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This is also reflected in the energy differences. Most of the relaxation energies

are very small in magnitude compared to the relative energy differences between

compositions of the first layer. Furthermore, the relaxation energies are also very

uniform, especially close to the bulk composition of the system.

The greatest relaxation energy difference occurs at the extreme ends, with the

maximum occurring at a pure composition of Au in the top two layers. This is likely

due to the fact that these extreme configurations prefer spacing very different from

that of the predicted mixed lattice constant at 50:50 AuPd. However, even with

this larger contribution in stability from relaxation, the relaxed energies are still not

representative of the must stable configurations, and thus would still not be likely to

be selected by MC sampling. This trend holds for all of the configurations with the

greatest relaxation contributions from the perspective of the first layer composition.

The influence of relaxation on the second layer composition is more ambiguous.

Although higher Au compositions become increasingly stable in this case, we are

also limited to considering a fixed composition of the third layer. This is likely to

have a significant impact on the second layer composition which the NN driven MC

is not subject to.

Overall, we observe that surface relaxations energies are relatively uniform, es-

pecially at surface compositions close to that of the bulk. Since the acceptance

probability in MC simulations depend on energy differences between similar struc-

tures, this similarity in relaxation energies is expected to have little impact on the

simulations. This trend breaks down for extreme differences in surface composi-

tion, but this essentially results in over-predictions in the energy of configurations

which are still not energetically favorable after relaxation. Since MC is a step-wise

process, energies for such extreme configurations are not expected to be sampled

as frequently, if at all. Thus, it is reasonable to conclude that surface relaxations do

not play a significant role for AuPd.
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7.4 Conclusions

We have trained a NN to 3,914 DFT calculations of seven layer AuPd slabs with

one to three atoms per layer. Each of these slabs represent a different configuration

of Au and Pd. The initial configurations were chosen with effective medium theory

based on energy uniqueness. Subsequent calculations were added through an itera-

tive process involving NN self-validation until a suitably high level of accuracy was

obtained for all possible configurations of AuPd. Production of this NN allows for

extensive sampling using MC which would not be feasible with DFT alone. Even

with this increased computational efficiency, surface relaxation was not feasible,

however it is not observed to play a significant role in this work.

Using the NN we predicted segregation profiles across composition space from

700-1000 K in 100 K intervals using canonical MC simulation. Segregation profiles

predicted moderate segregation of Au to the top layer which is in excellent agree-

ment with previous low-energy ion scattering spectroscopy measurements. Using

the bulk composition and temperature dependent data we then derived the enthalpy

of segregation using the Langmuir-McLean formulation of the Gibbs-isotherm. The

enthalpy is well fit to a constrained third order polynomial with behavior that would

be difficult to characterize from the dilute limit segregation energies alone. Finally,

short-range ordering was observed due to favorable interactions between dissimilar

atoms. This was quantified using Warren-Cowley parameters which are in good

agreement with previous experimental results.
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Figure 7.11: DFT energies of the symmetrically unique 2 × 2 × 5 slab of AuPd.

Only the top two layers are allowed to vary in composition. Single point calcula-

tions (blue) are reflective of NN predictions, while relaxed energies (red) are those

of fully converged DFT calculations. Differences between the two are shown in

black.
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8. Conclusions

The main objective of this dissertation has been to outline methods for the pre-

diction of high-level reaction characteristics from, the more easily controlled, bulk

composition of an alloy. In order to perform these predictions entirely from sim-

ulation, we have demonstrated that methods from multiple time scales are needed.

In Chapter 3, we demonstrated a how a course-grained thermodynamic model can

be constructed which utilizes very few DFT calculations to construct bounds on

the predicted adsorption energies of a single atom species at all bulk compositions.

While useful for screening purposes, the accuracy of these results still requires im-

provement for reliable prediction of the chemistry of more complex adsorbates.

In Chapters 5 - 7, we address these concerns by developing significantly more

accurate atomic potentials for transition metals alloys than were previously avail-

able. First, these NN based potentials were shown to out-perform existing physical

potentials for the prediction of Au in numerous different configurations. We then

demonstrated how these NN potentials can be used to accurately represent dynamic

properties of adsorbates at varying coverages, and predict segregation under vac-

uum conditions.

In the following section, we discuss potential future improvements to the inputs

used in the course-grained approach. Many of the advancements made surround-

ing the NN potentials in the later chapters of this dissertation were completed with

these improvements in mind. In the final section, an alternative route of advance-

ment is discussed. This future research is based on promising integration of general
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machine-learning techniques for the acceleration and improvement of the methods

introduced in Chapter 2. Even beyond potential energy surface (PES) modeling,

the potential for integration of machine learning techniques to assist scientists is

staggering and most certainly play an increasingly important role in the future of

computational catalysis.

8.1 Future research for machine-learning in the sim-

ulation of alloy based reactions

The nature of course-grained models requires that they are often constructed from

a long list of assumptions. These assumptions often leave the model fragile and

difficult to extend to more complex chemical interactions. This can often be wholly

unsatisfying, as it is often the more complex chemical reactions which we are inter-

ested in. However, until such a time that computational resources are not a concern,

there will always be a need for these models. The path forward then is to consider

these assumptions carefully and to find ways of eliminating those that do not scale

to the problems of interest.

The model developed in Chapter 3, represents a significant step forward in this

regard. Before this point, it was not possible to directly predict an integral surface

property from the bulk composition under reaction conditions. However, many of

the assumptions made in the model limit its ability to scale easily to more complex

reactions. Furthermore, not all of these assumptions are compatible with simula-

tion, leaving the method incapable of being performed without experimental data.

For example, it was not possible to accurately simulate the segregation profile of

CuPd under vacuum conditions. Thanks to the developments in Chapter 7, method-

ologies for the accurate prediction of segregation across bulk composition is now

possible. However, there is still a need for more rapid techniques which are able
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to produce these segregation profiles accurately enough for screening many alloy

compositions quickly. This can potentially be achieved using undirected machine-

learning techniques for identifying the key parameters which will predict these

trends across various transition metals. This will require an abundance of segre-

gation data across multiple alloy combinations.

Another route for development is the progression towards ternary metal sys-

tems. No studies currently exist for anything other than binary metal systems at

DFT levels of accuracy. This problem is largely the same as that of binary metal

atoms, only the addition of a third metal adds significantly more possible config-

urations to be considered. Still, the process could remain largely the same as was

outlined for a binary metal system in Chapter 7. Beyond ternary metal systems,

the Behler-Parrinello fingerprinting method will become increasingly expensive.

Development of fingerprinting schemes which scale more readily with increasing

numbers of chemical components will be required. Another promising option could

be to bypass the fingerprint all together through the use of deep learning.

Along similar lines, using NN frameworks to accurately simulate single atom

adsorbates on top of alloy systems is the next logical progression of the adsorbate

interaction work of Chapter 6 combined with the alloy work in Chapter 7. Again,

the enumeration complexity scales as a third chemical species is added to the sys-

tem. For adsorbate interactions with an alloy surface, relaxation is more likely to

play an important role. As such, new techniques will need to be implemented which

can account for this energy difference without needing to perform the relaxations

directly. Similar concepts already exist within the cluster expansion techniques

which should be adapted to machine-learning potentials for this purpose.

Finally, more advanced chemistry will require the simulation of multiple adsor-

bate species on the surface of an alloy slab. In this scenario, the number of possible

enumerations and configurations for the system will be overwhelming. Assuming
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that a fingerprinting scheme capable of operating with a machine-learning potential

is developed, the size of the PES would still likely be too large to bound in any

systematic way. Instead, such a method would likely need to begin with previously

determined sites of interest for a particular reaction. From these starting points,

efficient methods for the exploration of the most relevant aspects of the PES can

be implemented. Although molecular dynamics trajectories would be suitable for

this purpose, the process would be terribly slow due to the current limitations of

the iterative training process. Instead, intelligently designed searching algorithms,

biased to avoid over sampling of already well predicted regions will be required.

Once all of these steps have been completed, it will be possible to generate high-

level inputs at the atomic scale for any chemical reaction of interest on a multitude

of alloy surfaces.

8.2 Future directions of machine-learning in compu-

tational catalysis

To support the advancement of machine-learning techniques, more effective databas-

ing for ab-initio calculations is required. Nearly all machine-learning algorithms

rely upon large input databases to perform optimally. As such, it is critically im-

portant to the users work flow that these numerous calculations not only be safely

stored, but also easy to access later. It should also be designed with the intent to

be useful to all computationalists in the field of surface science, as there is great

potential for meta-studies in a collective database. Fortunately, all of these require-

ments can be easily fulfilled with existing databasing tools. It is now only a matter

of taking the time to develop more convenient and novel methods for searching, and

deciding upon the desired design aspects.

In the previous section, multiple potential advancements to PES implementa-
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tions of machine-learning were proposed. However, the field of machine-learning

has far more to offer computational catalysis than just PES representations. Unsu-

pervised machine-learning is a category in which huge amounts of information are

refined into their most important components. These techniques require the large

amount of data that improved databasing techniques can help furnish. The basic

concept common to these methods is that for each data point provided to the al-

gorithm, there are many possible input variable which could describe the output

variable of interest. Then, by analyzing the changes across all of the input variables

along with changes in the output, the algorithm is able to infer which of the inputs

are most descriptive to the selected output. The possible applications for these algo-

rithms are quite numerous, and they are already beginning to be used for catalysis

now.149

Through integration of unsupervised machine-learning techniques with super-

vised techniques, there is also nearly limitless potential for automation of all of

the methods outlined in this dissertation; especially those of the lower time-scales

where there are fewer assumptions. It is conceivable that codes could be developed

in which, simply by specifying a design space of interest, a suit of machine-learning

algorithms connected to an existing database would have all the tools required to

self-complete any PES of interest. And of course, the possible implementations for

automation and stream-lining of monotonous research tasks extends beyond PESs

alone. While this is still a long way from becoming a reality, the path ahead is clear,

and the future of computational catalysis, bright.
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