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Abstract

Despite a large volume of research on the prognosis, diagnosis and overall burden of multimor-

bidity, very little is known about socio-demographic characteristics of multimorbid patients.

This thesis aims to analyze the socio-demographic characteristics of patients with multiple

chronic conditions (multimorbidity), focusing on patient groups sharing the same combination

of diseases. Several methods were explored to analyze the co-occurrence of multiple chronic

diseases as well as the associations between socio-demographics and chronic conditions. These

methods include disease pair distributions over gender, age groups and income level quintiles,

Multimorbidity Coefficients for measuring the concurrence of disease pairs and triples, and

k−modes clustering to examine the demographics of patients with the same chronic condition.

The experiments suggest that patient income quintile is not associated with multimorbidity

rates, although gender and age group may play an important role in prevalence of multimor-

bidity and diagnosis of certain disease combinations.

Keywords: multimorbidity, pairwise disease association, multimorbidity coefficients, k−modes

clustering, data mining
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Chapter 1

Introduction

Multimorbidity occurs ten to fifteen years earlier in people living in areas with socioeconomic

deprivation [4]. Research also suggests that the number of people with multiple chronic condi-

tions will increase in coming years [3]. Additionally, patients with more than one disease are

not only more likely to be diagnosed with new diseases and mental health disorders, they also

have higher levels of psychological distress, significant loss of function, higher utilization of

overall health-care, poorer mental health and quality of life, and limited physical functioning

and limited ability to work [4, 45, 52, 106, 108, 126]. However, not all combinations of chronic

conditions have the same effect on functional status of the patient. Specific combinations of

chronic conditions may lead to a greater risk of disability for patients [47].

This chapter provides an overview of and basic definition of chronic diseases, comorbidity,

multimorbidity, and the possibilities due to which two diseases may co-occur. It also defines

the research goals and plans for this thesis, as well as the anticipated strengths and challenges.

The outline of this dissertation is presented in the final section of this chapter.

1.1 What Happens When Chronic Diseases Co-occur

This section provides the definition of the basic concepts associated with chronic diseases, their

co-occurrences and effects.

1
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1.1.1 Definition of Chronic Disease

A disease is defined as chronic if it lasts for a relatively long period of time and is irreversible

without any complete recovery [92]. The complete list of chronic diseases can be found at

International Classification of Diseases (ICD), which is a clinical cataloging system to classify

and code all diseases [81]. The ICD was developed to identify trends and statistics of health.

It is a classification standard for clinical and research purposes to identify diseases, disorders,

injuries and other related health conditions [93].

The diagnosis of a disease starts by indication of symptoms, risk factors and relevant anal-

ysis obtained by physical examinations. The treatment process is a stepwise approach with

regular control of patients’ laboratory analysis results, symptoms and signs [76]. Currently,

most of the medical knowledge is available for a single condition, and it may not be fully

applicable and acceptable for patients with multimorbidity1. Therefore, during the treatment

process of one disease, the efficiency of treatment of other disease(s) might be affected.

Characteristics of chronic conditions

Chronic conditions have nine characteristics: etiology, duration, onset, recurrence/pattern,

prognosis, sequelae, diagnosis, severity and prevalence [92].

Etiology: Sometimes it is not easy to define the etiology of a chronic condition. In some

cases, the presence of confounding factors may lead to a non-linear relationship between the

exposure to a pathogen and the presence of disease. These confounding factors may include

exposure to behavioral risk factors, such as smoking, poor nutrition and excessive alcohol con-

sumption, as well as genetic and environmental factors [75, 82].

Duration: Duration of a chronic disease is one of the characteristics of chronic conditions

widely used for defining the recovery time of conditions. There are three main time durations

1The term “Multimorbidity” is defined in section 1.1.2
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when defining chronic conditions: 3 months, 6 months and 12 months. Some studies rely on 3

months duration and reject 12 months when categorizing chronic conditions [94], while others

reject 3 months duration for classifying a disease as chronic condition, as they believe that

some acute conditions with lengthy recovery times will be classified chronic by mistake [110].

In the majority of studies, the duration of a chronic condition is defined to be at least 6 months,

as in [24, 65]. However, it is suggested that no standard duration can be applied to a chronic

condition, because the actual duration of a chronic condition is unique. It depends on the con-

dition itself and the person experiencing the condition [22].

Diagnosis: Although the diagnosis can be a defining characteristic of a chronic condition,

it is not the only indicative of all perspectives of a chronic condition and basing the definition

of chronic conditions on diagnosis might under-represent the prevalence of chronic conditions,

as some patients might have conditions that meet the criteria for diagnosis, but are not given a

chronic label [111]. However, in this research, the two terms of being diagnosed with a disease

and having a chronic condition will be used interchangeably.

Onset: The onset of chronic conditions is insidious and gradual. Patient’s age can be one

of the relevant aspects to onset of chronic conditions [110, 111].

Recurrence/pattern: The patterns of chronic conditions have wide variation both between

and within conditions. Some conditions have a deteriorating course, while some others are

episodic [22, 110].

Prognosis: While the main focus of prognosis is placed on the management of the condi-

tion and quality of life [30], lack of certainty for cure, incurability and poor prognosis are also

concerns discussed in studies regarding chronic conditions [22, 94].

Sequelae: According to “Dorland’s Illustrated Medical Dictionary”, the term “sequelae”

stands for physical or mental consequences that are caused by, or follow the course of a con-

dition [117]. Sequelae affects patients’ quality of life by adding physical disabilities, limita-
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tions of activity, reliance on medication or technical devices, or an increased need for medical

care [55, 94, 110].

Severity: The severity of a chronic condition may change continuously over the course of

the condition, and it depends on the stage of the condition [30]. Studies claim that conditions

where the severity of a disease, is not keeping the patient from daily functioning, and has a little

effect on patients’ physical or mental well-being, should not be included in the classification of

chronic conditions [94].

Prevalence: According to a study in general practice, a disease is classified as chronic only

when its prevalence is relatively high in the population being studied. However, this approach

has been disputed by some other studies where the chronic conditions are classified as chronic

if their prevalence is relatively low. In this case, the overall prevalence of chronic conditions is

the purpose of study [94].

1.1.2 Defining Comorbidity and Multimorbidity

In the medical literature there are several definitions and interpretations for the two terms co-

morbidity and multimorbidity. These two terms were used interchangeably by many authors for

a long time [44]. Researchers have compared the definitions of these terms in a large number

of relevant papers and their results show that the definition of comorbidity and multimorbidity

are ambiguous [119]. According to some definitions, coexistence of several diseases is called

comorbidity, while some other definitions claim that coexistence of other conditions with re-

spect to an index disease is called comorbidity [119]. In our work we rely on the classical

definition for these terms. The term comorbidity was introduced in 1970 by Feinstein and is

defined as “co-occurrence of other medical conditions additional to an index disease”. In other

words, comorbidity refers to any distinct additional entity that has existed or may occur during

the clinical course of a patient who has the index disease under study [39]. In this definition,

index disease refers to the primary disease or disorder under study. The additional clinical

entities (diseases or disorders) may occur or exist during the clinical course of index disease.
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Figure 1.1 shows the conceptual diagrams of comorbidity and multimorbidity [13].

Figure 1.1: Conceptual diagram of comorbidity and multimorbidity

Multimorbidity is a more recently introduced term in chronic disease epidemiology and is

defined as “co-occurrence of two or more medical conditions within a person, where one is not

necessarily more central than the others” [119].

There are two major considerations in the chronological analysis of comorbidity and multi-

morbidity: time span and sequence. The former discusses the span of the time across which the

patient has been diagnosed with two or more conditions. There has been less interest in con-

ditions which happened at the same point in time than conditions co-occurring across a period

of time [12]. The latter addresses the sequence in which comorbidities appear. The order of

diseases a patient is being diagnosed with plays a very important role in patient characteristics,

although from a cross-sectional perspective two patients may have the two exact same chronic

conditions. For instance, a patient diagnosed with hypertension who develops diabetes may be

very different from a patient with diabetes who is later diagnosed with hypertension.

1.1.3 Morbidity Burden and Patient’s Complexity

Morbidity burden is defined as the overall impact of the different diseases on an individual, tak-

ing into account disease severity. Patient’s complexity is a more broad perspective, considering

the morbidity burden while taking into account other health-related attributes. To make these
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definitions more explicit, consider the following example:

A 60-year old woman suffering from hypertension, depression and heart failure, who is

from an immigrant family living in Canada with limited skills in English, and who is also

taking care of a son with multiple sclerosis. Her cardiologist, focusing on her heart failure,

would consider her depression and hypertension as comorbidities to the index disease heart

failure. Her primary care physician will treat her hypertension, depression and heart failure

equally and will describe them as multimorbidity. Her morbidity burden would be shaped by

the presence of all chronic conditions the patient is diagnosed with, taking their relative severity

into account. Her complexity would be determined considering her health condition, i.e. her

chronic diseases, her immigration background, English language skills and fluency and her role

as a caretaker for her son (Figure 1.2) [118].

Figure 1.2: Comorbidity Constructs

There are three main areas where comorbidity and multimorbidity constructs are being

measured; clinical care research, epidemiology and public health, and health services and fi-

nancing. In each criteria, certain morbidity constructs are the area of interest for research and

computational purposes.

From a clinical research perspective, patient’s complexity is relevant to individual’s con-
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struct of comorbidity, where the index disease gets the highest priority. Patient’s complexity is

a newly emerging comorbidity construct, which acknowledges the influence of morbidity bur-

den not only by health-related construct, but also by patient behavioural characteristics [99].

In this perspective, although the focus is explicitly on the patient as a whole, the morbidity

burden becomes the more reliable construct to be considered. In this context, all conditions of

a patient are being given the same privilege.

From an epidemiological and public health perspective, the major focus is on the causes

of concurrent diseases. Therefore, both comorbidity and multimorbidity approaches will be of

interest in this context.

From a health services and financing perspective, estimation of costs for patient treatment

will not be calculated as sum of the costs for every single condition the patient has. Depending

on a patient’s condition and outcomes of interactions among co-occurring diseases, this cost

can be either greater or less than the sum of separate costs. Therefore, patient complexity plays

an important role in cost estimation in this area [118].

1.1.4 How Do Diseases Co-occur?

Diseases can be observed to co-occur due to three main reasons: chance, selection bias, or one

or more types of causal association.

Disease co-occurrence by chance

When diseases co-occur by chance, there is no etiological association between them. If we

assume x% of individuals in a population are affected with disease A and y% of them are af-

fected with disease B, then (x/100) · (y/100) of individual will have both x and y. There are

two assumptions made in this context: probability can be assigned to any disease, and the prob-

abilities of disease occurrences are independent in an individual who is suffering from more

than one disease. This factor of measurement only applies to diseases that have no associations

between their risk factors. In other words the rAB = 0 where rAB is the risk factor of A and risk

factor of B. Another name for referring to disease co-occurrence by chance, is coincidental

comorbidity, or random comorbidity.
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Disease co-occurrence by selection bias

Assume that a hospital wants to conduct a study where the goal is to estimate the association

between the occurrence of two diseases D1 and D2. For doing so, a control-case study is

conducted 2. In the study, hospitalized patients are considered as cases if they have D2 and

controls if they have D3. The prevalence of disease associations then will be calculated by

comparing the prevalence between D1 with cases D2 and with controls D3. The results show

that although there is an association between D1-D2 and D1-D3 in hospitalized individuals, the

association were null in source population.

As a conclusion, two diseases that are independent in the general population may become

“seriously associated” in hospital-based case-control studies, and the reason is higher hospi-

talization probability for patients with more than one disease - even if the diseases have no

association [7, 107]. In other words, clinical samples are not random samples from all people

in the general population. Individuals in clinical databases have more severe and greater num-

bers of symptoms than the ones in general population [97]. Although, this bias can be avoided

by using community samples rather than clinical databases [118].

Disease co-occurrence by causal association

According to Neale and Kendler [87], comorbidity can be categorized into thirteen models.

Table 1.1 provides a brief description for each of these models. One of the categories among

the thirteen models is “co-occurring by chance”, which was covered in previous sub-section.

The twelve remaining categories will be described in this subsection.

In Alternate Forms (AF), the co-occurring disorders are alternate manifestation of a single

liability. In Random Multiformity (RM) model, the risk factors for disorders are not associated,

but each one of them can increase the probability of the other disorder to increase. Extreme

Multiformity (EM) is a specific form of Random Multiformity, where the effect of risk factors of

each disorder is extremely high; if the individual has one of the disorders, probability of having

the other disorder is almost equal to one. In multiformity models the hypothesis is the idea

2Control-case study is a study which compares patients who have a disease or outcome of interest (cases)
with patients who do not have the disease or outcome (controls), and looks back retrospectively to compare how
frequently the exposure to a risk factor is present in each group to determine the relationship between the risk
factor and the disease [77].
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that comorbidity between two disorders occurs because being affected by one disorder directly

increases the risk for having the other disorder [87, 97]. In Three Independence Disorders (TD)

the presence of the diagnostic features of each disorder is actually due to its specific risk factors.

Correlated Liabilities (CL) refers to a group of disorders where the risk factors for each disorder

are associated while Reciprocal Causation (RC) refers to a group of disorders where one of

the disorders may cause the others. The difference between Reciprocal Causation (RC) and

Correlated Liabilities (CL) models is that, in RC models genetic and environmental risk factors

are united into a common latent phenotype before causation, whereas in CL model, no such

combination between the genetic and environmental risk factors has occurred before causation

[97]. Figure 1.3 shows a simple diagram of main causal association models described by Neale

and Kendler:

Figure 1.3: Major models of comorbidity between disorders A, B and C. A=disorder A;
B=disorder B; C=disorder C; RF stands for Risk Factor

According to Neale and Kendler’s comorbidity models, existence of a certain disease or

condition, does not necessarily cause the other. That is, “association does not necessarily

imply causation” [20].
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Name Description
Alternate Forms (AF) The disorders are comorbid because they are alternate

manifestation of a single liability. In this category in-
dividuals have disorder A with probability p(A), disor-
der B with probability p(B) and both disorders A and
B with probability p(A)p(B)

Random Multiformity (RM) Individuals who have disorder A, have the risk of dis-
order B increased by pA. Individuals having disorder
B, have the risk of disorder A increased by pB.

Random Multiformity of A (RMA) Submodel of RM where pB = 0.
Random Multiformity of B (RMB) Submodel of RM where pA = 0.
Extreme Multiformity (EM) Individuals who have disorder A, will have disorder B

and individuals who have disorder B, will have disor-
der A.

Extreme Multiformity of A (EMA) Submodel of EM in which only individuals who have
disorder A, will have disorder B and not the other way
around.

Extreme Multiformity of B (EMB) Submodel of EM in which only individuals who have
disorder B, will have disorder A and not the other way
around.

Three Independent Disorders (TD) The comorbid disorders are separate from either dis-
order occurring alone.

Correlated Liabilities (CL) Two disorders are comorbid because their risk factors
are associated. The relationship between risk factors
of disorder A and risk factors of disorder B is greater
than zero (rAB > 0).

Reciprocal Causation (RC) Comorbidity between two disorders occur because
two disorders cause each other. In other words, dis-
order A and disorder B cause each other in a feedback
loop.

A Causes B (ACB) Submodel of RC where disorder A cases disorder B
but not the other way around.

B Causes A (BCA) Submodel of RC where disorder B cases disorder A
but not the other way around.

Table 1.1: Alternate models of comorbidity between disorders A and B. rAB = the association
between risk factor of disorder A and risk factor of disorder B.

1.2 Problem Definition

Given disease combinations in patients, one question that arises is what might be similar among

people who are sharing same diseases? Are they of the same gender? Do they belong to the

same age group? Are they from the same ethnic group? Are they coming from a similar socio-
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demographic background? What similarities or differences can be found in their life style and

quality of life?

To the most part research is focused on identifying causes and effects of a single disease,

and as there is very little known about differences and similarities among patients who have

more than one disease. Although fully realizing this goal still has a long way to go, in this

research we are taking a step forward by exploring and identifying methods that may be used

to shed light on socio-demographic characteristics of patients with multiple chronic conditions.

This includes investigating various statistical and clustering methods which can efficiently be

applied for examining patients’ socio-demographic characteristics in terms of their similarities

and differences, as well as approaches to visualize the data of multimorbid patients and their

relationships.

Starting from identifying patients in our database with multimorbidity, we also need to

identify socio-demographic information associated with those patients. Besides performing

statistical measurements such as total disease counts and pairwise disease associations, we will

apply clustering algorithms to identify the similarities among patients who share same chronic

diseases and determine whether or not the factors we have extracted as socio-demographic

information are related to multimorbidity in terms of affecting multimorbidity.

There are three anticipated challenges for this research: (1) Limited availability of so-

cioeconomic variables for patients data; (2) Limited generalizability of the research results

to national population; and (3) Limited patient data over a long time span. The first antic-

ipated challenge means that we must contend with incomplete/missing variables for patient

data which limits the project scope because it limits the availability of correct/accurate data to

work with. Collected data becomes smaller in size with selection of complete and free of error

instances to increase the level of accuracy of the research, and on the other hand the availabil-

ity of sociodemographic information, such as patient ethnicity, languages they speak, income

level, education level, etc., is very limited. Specifically, in the DELPHI database3, which is the

source of data used in this research, these variables were absent for almost all patients existing

in the database. For this research, patient age, gender and residential codes will be used for

analysis purposes; the lack of all other socio-demographic variables represents a significant

3The definition and detailed information about DELPHI database can be found in Chapter 3.
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limitation on the scope of the project. The second anticipated challenge impacts the generaliz-

ability of research outcomes to a national population, as the DELPHI database does not contain

data from health care providers nationally. The third challenge means that the work must con-

tend with a lack of data for each patient over time. Information such as when a patient was

first diagnosed with a certain disease, what is the order of diseases the patient got diagnosed

with over time, how long was the time period between the diagnosis of diseases, what was the

patient’s socioeconomic status when the diseases appeared for first time, would allow us to do

more in-depth analyses. This would also allow the research to identify potential factors that

might impact diseases and which ones are being affected due to diagnosis of multiple chronic

illnesses.

The initial basis for this research is data on frequently occurring combinations of multi-

ple chronic diseases from a different research project [90], where disease combination counts

have been derived from a larger data source (the CPCSSN database4). Having access to this

information derived from a greater population size ensures the reliability of results to some

extent, and allows us to do further research on patient characteristics of those diagnosed with

commonly occurring disease combinations.

1.3 Outline of This Thesis

In this research we will elaborate on measurement and analysis approaches of multimorbid-

ity. To do so, we review the available methods for measuring and analyzing the burden of

multimorbidity and its relationship with a patient’s socioeconomic status in life.

Chapter 2 consists of three main sections. The first section describes how to measure mul-

timorbidity by applying existing statistical and clustering methods. It mainly focuses on most

frequently used pairwise association measurement methods and commonly used clustering

methods for clustering chronic diseases; describing how each one is calculated, and the ad-

vantages and weaknesses of them. The second section of Chapter 2 is dedicated to illustration

of multimorbidity indices (which are scoring tools for existing diseases within a person along

4The definition and detailed information about CPCSSN database can be found in Chapter 3. This data source
contains a total of 600265 electronic patient records as of data extraction period (September 30, 2013).
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with their severity degree) and challenges associated with them. This section concludes with a

brief introduction to four most commonly used indices developed for measuring outcomes like

subsequent risk of mortality, prediction of hospital re-admissions after getting a prescription

and health-related quality of life. The final section of Chapter 2 focuses on the influence of

socio-economic factors on the burden of multimorbidity among patients, and its association

with a patient’s age, gender, race and ethnicity.

Chapter 3 introduces the database used for analysis in this research. This Chapter describes

when and how the database was created, how often it gets updated, the number of records it

holds, the features and the coding strategies used for de-identification of existing records. The

Chapter also includes the description of the data extraction process, including identification of

missing values, data cleaning and strategies applied for dealing with missing data. It concludes

with the representation of a data table created from the database after data extraction and pre-

processing steps.

Chapter 4 describes the data analysis. It presents the results of statistical and clustering

techniques used for analyzing the relationships between socioeconomic status and two/three

coexisting diseases among patients sharing the same chronic diseases. The first section of

this Chapter focuses on analytical results of statistical multimorbidity measurement methods

explained in Chapter 2 for two coexisting chronic diseases. The second section describes the

clustering method used for clustering patients with two coexisting diseases. The clustering

algorithm was performed separately on all patients who share the same pair of diseases and for

most commonly occurring disease pairs. Some modification have been made to the algorithm

in order to adjust it for the data set, as well as the outputs and results of the algorithm, which is

also described in this section. The third and final section of this Chapter describes the results

for analysis of three coexisting diseases. As the counts for combination of three coexisting

diseases were far less than counts of two coexisting diseases, not all measurement methods

applied on diseases pairs were applicable for three coexisting diseases. Therefore, this section

only includes statistical distribution results.

The final Chapter summarizes and concludes the research and its final results. Research

strengths, limitations and recommendations for future investigations in the area of multimor-

bidity are also represented in this Chapter.



Chapter 2

Approaches to Measurement and Analysis

of Multimorbidity

2.1 How to Measure Multimorbidity

Determining the prevalence of co-occurring diseases in certain population groups has always

been a research need. The most straightforward approach for measuring multimorbidity is

counting the co-occurring diseases among individuals, which is discussed in the first part of this

section. More complex approaches try to find some kind of association among diseases. The

second part of this section, is mainly focused on measuring the association of disease pairs. The

methods described in this part are odds ratios, risk ratios, multimorbidity coefficients, Kappa

statistics and concordance statistics.

2.1.1 Total Disease Counts

The most straightforward way to measure multimorbidity is to count the number of diseases

for each individual in a group and then calculate the average number of diseases per person by

age. This approach can be used in research to determine the prevalence of multimorbidity in a

certain age group. For instance,Van den Akker et al.[120] have used this method to determine

the prevalence of multimorbidity in the elderly for the Dutch population. Due to the exponen-

14
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tial nature1 and discrete values derived from disease counts, any regression method works for

calculating the total burden of multimorbidity. Lappenschaar [76] found that there was approx-

imately one disease at age 40 and five at age 80 in the Netherlands. However, this method is

very coarse and does not provide much information about the distribution of diseases and their

association with factors other than age. Therefore, in order to gain more insight, other metrics

are used.

2.1.2 Pairwise Association

When diseases are to be compared in pairs, there are several ways to express their association.

Some of the measurement methods for pairwise association are described in the following.

Odds Ratios

One of the most widely used methods is using odds ratios to figure out the association between

two disorders. Odds ratios are commonly used in case control studies, however, they can

also be used in cross-sectional and cohort studies [102]. Their popularity is due to ease of

calculation and good estimation of relative risks [5].

Disorder 1 (D1)
Presence Absence Total

Disorder 2 (D2)
Present a b a + b = R1

Absent c d c + d = R2

Total a + c = C1 b + d = C2 a + b + c + d = N

Table 2.1: All possible observations for two arbitrary disorders occurring in an individual

For disorder D1 and disorder D2 the odds ratios is a quantitative measurement method

defined as the odds of being exposed to disorder D2 if one has D1, divided by the odds of

being diagnosed with D2 if one does not have D1. Table 2.1 shows all possible combinations of

two arbitrary disorders D1 and D2, where every cell shows the prevalence of occurring (or not
1The results of disease counts from several researches show that the number of co-occurring chronic diseases

within an individual drops very fast, as the number of diseases increase. That is the reason why the term expo-
nential nature for chronic disease count is being used. Due to the exponential nature of co-occurring diseases, it
is very challenging to figure out the association between diseases among patients diagnosed with more than three
or four diseases, as the available data for them is negligible, regardless of the collected database.
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occurring) of the corresponding disorders. According to Table 2.1, the odds of being exposed

to D2 if one has D1 is
a
c

, and the odds of being exposed to D2 if one does not have D1 is
b
d

.

Therefore, the odds ratios (OR) of D1 and D2 is calculated as follows:

OR =

a
c
b
d

=
ad
bc

(2.1)

This means that if a patient is exposed to D2, he is OR times more likely to have D1 than

if he is not exposed to D2. Odds ratios are used to determine whether a particular exposure is

a risk factor for a particular outcome [102]. Many major studies on psychiatric comorbidity,

such as National Comorbidity Survey of United States [70], the National Psychiatric Morbidity

Survey of Great Britain [62], and The Netherlands Mental Health Survey [8], are using odds ra-

tios for quantifying comorbidity. The association of narcolepsy (a neurological disorder) with

many psychiatric disorders has also been discovered using odds ratios [34, 46].

Odds ratios can also be modified to accommodate other patient demographics, such as

their gender, age, education level and other factors, using logistic regression. An example of

using odds ratios with additional patient demographics can be found in a study identifying

multimorbidity patterns in elderly performed in Stockholm [80].

Risk Ratios

Risk ratios (also called as rate ratios or relative risks) is another popular method for quantifying

association among two disorders, which calculates the ratio of the risk of occurrence of a

disease among exposed group of people to that among the unexposed [11]. Risk ratios are

not symmetric, therefore they can be defined for both diseases. According to Table 2.1, the

relative risk of D2 associated with D1 (RRD1), is defined as the risk of occurrence of D2 among

individuals who are exposed to D1, divided by the risk of occurrence of D2 among individuals

who are not exposed to D1. So, the risk ratio will be calculated as following:
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RRD1 =

a
a + c

b
b + d

=
a(b + d)
b(a + c)

=
aC2

bC1
(2.2)

Similarly, the risk ratio of D1 associated with D2 will be defined as:

RRD2 =

a
a + b

c
c + d

=
a(c + d)
c(a + b)

=
aR2

cR1

Risk ratios are used in assessing the likelihood that an association represents a causal rela-

tionship [11]. Risk ratios are widely used in psychiatric epidemiology [5].

Odds ratios are very similar to risk ratios, particularly in less prevalent diseases. Accord-

ing to Table 2.1, if a disease is rare, it will occur among very few individuals in a population,

therefore, b + d ≈ d and a + c ≈ c. This results that, OR ≈ RR in rare disease cases.

Multimorbidity Coefficients

Another commonly used method for measuring pairwise association is the use of a multimor-

bidity coefficient (also known as cluster coefficient or CC), which is defined as the division of

observed rate of co-morbidity (multimorbidity) by the rate which is expected under the null-

hypothesis of no substantive association between the separate disorders [5]. According to Table

2.1, the observed rate of comorbidity/multimorbidity, is
a
N

, and the expected rate of association

is
a + c

N
·

a + b
N

. Therefore the multimorbidity coefficients (MC) will be calculated as follows:

MC =
a/N

[(a + c)/N] · [(a + b)/N]
=

aN
(a + c) · (a + b)

=
aN

C1R1
(2.3)

Odds and risk ratios can calculate the overall association among two diseases, but they can-

not separate non-random comorbidity (disease co-occurrences by causal association) from co-

incidental(random) comorbidity, neither can they measure directly the amount of co-occurrence
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among pairs [5]. According to the example explained in Quantifying psychiatric comorbid-

ity [5], all three measures of OR, RR, and MC are equal to one if the association between

disorders is only coincidental, which indicates that the two disorders are not associated and

cannot be clustered in the same cluster. However, when there is an association among diseases,

MC shows a relatively smaller value compared to other two measures. Also, the more the

prevalence among two disorders increases, the difference between MC and the two other mea-

sures grows bigger, and the odds ratios value becomes progressively larger than the risk ratio.

The fact that measures of association diverge increasingly in OR and RR when the prevalence

of disorders rises, makes the two measures not appropriate to be used for sicker populations or

large populations. Because in sicker (or large) populations, the average number of disorders

within a person is higher compared to a relatively healthier population, and as long as the two

measures of associations are calculating the prevalence according to the population, they will

show a very high prevalence among majority of disease pairs. For more details, refer to the

original paper [5].

Odds ratios and risk ratios can only show the association between pairs of disorders, while

multimorbidity coefficients can express association among any number of diseases by dividing

the actual rate of multimorbidity by expected numbers of cases. Although calculating the

expected rate is a tedious process due to the very large number of combinations which should

be considered. To be more specific, if there are n disorders in a population, each with a different

prevalence (aka p1, p2, ..., pn), and the goal is to find the association of any k disorders (k ≤ n),

the number of combinations for expected rate of associations will be the combination of n and

k:

C(n, k) =

(
n
k

)
=

n!
k!

(n − k)!

And the expected probability (Pe) for each combination will be the product of probabilities

of k disorders that occur, multiplied by the product of probabilities of the rest of disorders, if

they do not occur. If we arrange the n disorders the way that k disorders expected to occur are
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in first k spots, the expected probability of an individual combination will be:

Pe =

k∏
i=1

pi ∗

n∏
j=k+1

(1 − p j)

As it is shown above [120], it is possible, but laborious to calculate the association between

many diseases using multimorbidity coefficients.

Kappa statistic

Kappa is a statistical measure primarily used for assessing the degree of interobserver2 agree-

ment in the form of binary ratings (in our case, presence or absence of diseases), which can be

used for finding pairwise disease association. The advantage of statistical methods over other

pairwise association methods is that they can be adjusted to measure expected coincidental

(random) co-morbidity [89]. Kappa is defined based on the difference between actual observed

association and expected association by chance [121]. It is calculated as follows:

κ =
p0 − pe

1 − pe
(2.4)

where, according to Table 2.1, p0 = (a + d)/N which relates to the observed proportion of

association of diseases, and pe = (C1R1 + C2R2)/N2, which relates to the expected proportion

of association by chance3. Kappa is standardized to lie between -1 and 1. If p0 = 1, its value

will be equal to one4, which is interpreted as complete association among diseases. A zero

2Interobserver: occurring between individuals performing the same and especially a visual task [85]. Studies
that measure the level of agreement between two (or more) observers should also consider that an agreement (or
disagreement) can simply occur by chance [121] among observers.

3As mentioned above, pe is the probability of both diseases occurring together. To calculate it, having the
prevalence of occurrence (and non-occurrence) of each disease, pe will be calculated as the sum of probabilities
of both diseases occurring together, and probability of neither of diseases occurring. According to Table 2.1 the
probability of occurrence of D1 and D2 is (a + c)/N and (c + d)/N respectively. Similarly, the probability of
non-occurrence of D1 and D2 is (a + b)/N and (c + d)/N respectively. Therefore pe will be calculated as follows:

pe =
(a + c)

N
.
(a + b)

N
+

(b + d)
N

.
(c + d)

N
=

C1R1 + C2R2
N2

4The value of p0 will be equal to 1, if and only if a + d = N. This implies that b + c = 0, and as long as b and
c can be zero or positive, they both have to be zero, to meet the requirements for p0 to be 1.
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value for Kappa, implies that p0 = pe, which means that the observed association is equal

to the expected association by chance. In other words, the co-occurrence among diseases is

exactly what would be expected by chance. A negative value for Kappa implies that there

might not be any association among disorders because the observed association rate is less

than expected association by chance [121].

Kappa Association level
<0 Less than chance

0.01–0.20 Slight association
0.21–0.40 Fair association
0.41–0.60 Moderate association
0.61–0.80 Substantial association
0.81–0.99 Almost perfect association

Table 2.2: Interpretation of Kappa

For judging any value between 0 (association based on chance) and 1(perfect association),

Table 2.2 can be used, which is a commonly cited scale that divides the interval into five groups

and assigns an interpretation to each group.

The main drawback with the Kappa coefficient is that it strongly depends on the prevalence

of diseases. In some cases the value for actual association of disease pairs and the value for

Kappa coefficient lead to paradoxical results5. The Kappa coefficient is not a reliable measure-

ment method for observations where either the two conditions have very high (or very low)

prevalence rates, or when the conditions have very different prevalence rates (one very high

and the other very low). However, Feinstein and Cicchetti have developed methods to resolve

the paradoxical behavior of Kappa [19, 40].

Concordance statistics measurement methods

For finding the association between two disorders, these methods compare every possible pair

of individuals in a medical data-set; for a population of N persons, it will be N(N − 1)/2 com-

5Assume that among 100 patients, 84 of them have disorders D1 and D2, 6 of them have D1 but do not have
D2, 9 have D2 but not D1, and 1 has neither of the disorders. In this case the actual association among disorders
(p0) is 85/100 which is considered high, whereas κ = 0.04, which according to Table 2.2 is interpreted as slight
association.
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parisons. In order to calculate concordance statistics, concordant pairs and discordant pairs

need to be calculated. For doing so, assume that p1 and p2 are a pair of arbitrary individuals

(patients) in a study population. This pair is concordant if diseases D1 and D2 are both found

exclusively in p1 or p2 (but not both). The number of concordant pairs in population is cal-

culated as P = ad (a and d are values specified in Table 2.1). A discordant pair is a pair of

patients who both have only one, but not the same disease. The number of discordant pairs

is calculated as Q = bc (b and c are variables from Table 2.1). The remaining pairs in the

population, which are not concordant or discordant, are called ties, which refers to pairs where

p1 and p2 both have at least one concurrent disorder, i.e. they both have either D1, or D2, or

both disorders. Tc, Tr represent the number of ties in column variables only, and row variables

only, respectively.

Somers’ D, Kendall’s Tau-b and Gamma are concordance statistics methods which can be

used for measurement of pairwise disease association.

S omers′D =
P − Q

min(Wr,Wc)
(2.5)

Kendall′sTaub =
P − Q
√

WrWc
(2.6)

Gamma =
P − Q
P + Q

(2.7)

where Wr = P+Q+Tr and Wc = P+Q+Tc. The Gamma statistic ignores the tied pairs in cal-

culating the association which overestimates the strength of association when many tied pairs

are present in the study population [10]. In a study performed to identify co-morbidity patterns,

the four methods of Kappa coefficient, Somers’ D, Kendall’s Tau-b and Gamma have been

compared, and the study concluded that the Somers’ D and Kendall’s Tau-b have the best per-

formance among other measurement methods for identifying non-random co-morbidity [89].
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2.1.3 Clustering of Diseases

Clustering techniques are common approaches used to study aspects of multimorbidity, partic-

ularly to link psychiatric phenotypes to clinical measurements [76]. Some of the methods for

clustering individuals or variables in health-care projects are described in this section.

K-means Clustering

Clustering methods aim to partition data points into clusters such that data points in the same

cluster are more similar to each other than data points in different clusters according to some

defined criteria. The K−means clustering algorithm (first introduced by MacQueen in 1967) is

a vector quantization method which aims to partition data points based on Euclidean distance.

For a data set (x1, x2, ..., xn), where each data point xi for (1 ≤ i ≤ n) is a multi-dimensional

vector, k−means aims to partition n points into k, (k ≤ n) clusters or sets, in which each data

point belongs to the cluster with the nearest mean distance. The objective of k−means is to

minimize within cluster sum of squares defined as:

J =

k∑
j=1

n∑
i=1

‖x( j)
i − c j‖

2 (2.8)

Where J calculates within-cluster sum of squares for all clusters, and ‖x( j)
i − c j‖ provides the

distance between a data point and it’s cluster’s centroid.

The algorithm is composed of the following steps:

1. Initialization: Define and place k data points in data space.

2. Assigning data points to clusters.

3. Recalculation of positions of the K centroids.

4. Repeat steps 2 and 3 until the number of data points moving between clusters falls bellow

a predefined threshold.

Two commonly used methods for initializing k points are Forgy method and random parti-

tion method [54]. The Forgy method randomly picks k points from data set and uses them as
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initial centroids6. In contrast to Forgy method, the random partition method starts from step 2

and assigns a cluster to each data point. Once the initial assignment is over, the centroids for

clusters are defined by computing the means of data vectors in each cluster.

After initializing the centroids, the algorithm proceeds to step 2, where every data point

gets assigned to its nearest cluster. To accomplish this, Euclidean distance between every

data point and all centroids is computed, and the data point is assigned to a cluster by the

smallest Euclidean distance. In step 3, the mean vector for every cluster is calculated and the

centroids of clusters are updated to the new mean vector. The algorithm iterates between steps

2 and 3, unless the number of data points which have been moved between clusters is smaller

than a predefined threshold or is zero. However, there is no guarantee that the algorithm will

converge to a global optimum7, the results depend on the initial centroids and how they are

being defined. On the bright side, practically the algorithm usually converges very fast despite

being computationally difficult (NP-hard)8, therefore it is possible to run the algorithm multiple

times with different starting points.

The main drawback of k−means is its cluster model. The concept of this method is based

on spherical clusters, such that the assignment of the nearest cluster is the correct assignment,

and clusters separating factor is their mean value (vector) converging towards the cluster center.

This limitation makes the selection of the optimal number of cluster (k) difficult for any given

dataset. Therefore, an inappropriate initialization of a data point as a centroid, might lead to

poor/inappropriate data space divisions.

One of the other limitations of the K−means clustering algorithm, is the nature of distance

based computations. Due to this, the algorithm is applicable only on numerical data types

and cannot be used for categorical data types. Different approaches have been introduced to

overcome this limitation: One of the traditional solutions is to convert categorical values into

6In mathematics and physics, centroid refers to the arithmetic mean or average position of all the points in the
space. A centroid in clustering algorithms, is a candidate data point in a cluster, which can be used as a measure
of cluster location. Therefore, every cluster carries one centroid as its representative. In k−means algorithm, the
data vectors of centroid c in cluster C for 1 ≤ C ≤ k, are created by computing the means of all data points in that
cluster.

7The global optimum is reached when the assignments of data points to clusters no longer change.
8Finding an optimal solution for k−means clustering problem in d dimensions is NP-hard in d−dimensional

space even for 2 clusters, and also for k clusters even in 2−dimensional space [2, 79]. In worst case, k−means can
be solved in O(ndk+1) [60].
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numeric values, which does not necessarily produce meaningful results [58]. Another approach

is the k−modes algorithm, which is a variation of k−means for clustering data sets of categor-

ical type. This approach is explained in detail in Chapter 4 section 4.1. The K−prototypes

algorithm is another approach which integrates k−means and k−modes and enables clustering

of data sets with mixed data attributes (numeric and categorical) [57].

Factor Analysis Techniques

Factor analysis techniques have been widely used in behavioural sciences. The basic logic of

factor analysis was first developed by Charles Spearman in 1904 [109]. Factor analysis is a

multivariate statistical method which aims to identify the factors or dimensions that underlies

the relations among a set of observed variables [73]. In factor analysis, an observed score for

person i measured at time j is Xi j which is made up of two components:

Xi j = Ti + Ei j

Ti is the true component and Ei j is the error component of Xi j. The error component is random

and unrelated to true component. Therefore, the variances in observed scores can be computed

as following:

σ2
X = σ2

T + σ2
E

where σ2
T and σ2

E are non-overlapping parts and σ2
T is the true variance which consists of com-

mon variance and specific variance. The common variance is shared among a set of indicators

and it appears due to effects of underlying factors. The specific variance is made up of unshared

variance of indicators and measurement error Ei j. Factor analysis methods aim to identify a

smaller number of factors that explain most of the common variance [73].

Factor analysis methods in general are useful for identifying groups of items that are

strongly correlated. There are two broad categories of factor analysis, Exploratory Factor

Analysis (EFA) and Confirmatory Factor Analysis (CFA). Exploratory factor analysis uses la-

tent variables to discover the correspondence of large sets of variables in a data set. In EFA, it

is assumed that any observed variable (indicator) can be associated with any number of factors

(a.k.a. latent variables). EFAs have been commonly used in research to identify clusters of
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chronic diseases (variables of data set) [56, 63, 72, 95]. Confirmatory factor analysis uses the

same approach as EFA, and hypothesizes the number of factors in the model before starting

the analysis. One of the applications of CFA in research is the work of Johnson and Wolin-

sky [63], where CFA was used to explore a model for multiple diseases, disability, functional

limitations, and perceived health amongst elderly.

Latent Class Analysis

The main goal in latent class analysis (LCA) is to find a reduced set of dimensions that explain

the relationship between variables. This method is similar to factor analysis methods (EFA and

CFA) in terms of discovering the structure of variable sets and different from these methods in

assuming that the latent variables are categorical. A latent class analysis defines membership

levels for latent classes and every set of attributes belongs to each latent class to some degree.

A complete overview of LCA can be found at the research of Schüz et al.[101], which aims

to use LCA to measure the subjective well being in later adulthood, and concludes that health

conditions in older adults can be divided into four groups: no disease, cardiovascular disease,

joint problems, and multiple illnesses.

2.2 Comorbidity and Multimorbidity Indices

In this section we define and discuss a research tool to organize, summarize, compare and

measure comorbidity and multimorbidity. This research tool is called an “index”. In most of

these indices, a group of diseases are selected and weighted, either according to their individual

severity [15], or their influence on other factors, such as mortality [18], quality of life [52], or

hospital stays [116]. There is a lack of agreement on the number and type of diseases to be

included in an index. Therefore, there is a large heterogeneity on number of diseases in a

certain index [31]. Some indices consider only a small subset of chronic diseases [83], and

some include up to 185 different diseases [64].

According to the definition of comorbidity and multimorbidity, the indices are designed

based on the research needs. In indices for multimorbidity, no index disease is defined or used.

Whereas, in comorbidity indices, defining an index disease is obligatory. Although, depending
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on the focus of the research (whether it is on measuring the total burden of disease, or the

burden of comorbid disease in addition to the condition of interest), some of the indices can be

used in both types of research. In the second case, the index disease is being treated/weighted

the same way as the other diseases, if the method is being used for multimorbidity [31].

Although there is no gold standard for the measurement of comorbidity or multimorbidity,

and the existing indices are too coarse to be replaced with clinical judgment in clinical decision

making, the numerous measurement methods and indices exist which can be used in health

research [4, 33, 53].

The main focus of this section is to focus on some basics of co/multimorbidity indices,

such as what they are, how are they being measured, when it is best to use them, and how to

measure an index’s validity, reliability, feasibility and generalizability [53]. For simplification

purposes, we refer to comorbidity and multimorbidity indices as co/multimorbidity indices.

2.2.1 Definition of a Co/multimorbidity Index

A co/multimorbidity index is a measurement tool which reduces all existing diseases and

their severity into a numeric score. This score can then be used to compare patients having

co/multimorbidities [53]. In every index, all morbidities that are being included in calculation

are given a weight. For some indices the same disease is given multiple weights based on its

severity. The final score for diseases is then calculated. Some indices assume that the impact

of diseases is additive [78], so their final score is the addition of weights of all existing diseases

within the patient which are included in the index disease list. Some other indices determine

the weight of single most severe index as the prognosis [66]. Therefore, a patient can get two

widely different scores from two different morbidity measurement indices due to three main

reasons: list of available diseases for an index, different weights associated to the same dis-

ease in different indices, different scoring system among indices. For co-morbidity indices the

score can vary for the same patient and same index, only by changing the disease of interest.

These indices are being used wherever it is needed to classify patients into groups with similar

risks [53].

An index is often designed based on researchers’ specific needs. The population for design-
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ing and testing the index is usually a specific group of patients being hospitalized because of

a certain condition. Therefore the development of a co/multimorbidity measure is influenced

by population and outcome used, and as a result, the weights assigned to diseases for an index

might be different if the population of the study was different [37].

Co/multimorbidity indices are predictive indices [53] which contain three main compo-

nents: items (morbidities), severity scales for items (weights), and a scoring system. Any

co/multimorbidity index should be assessed with following principles: content validity, face

validity, reliability, predict ability, feasibility, and generalizability. In following part of this

section, these terms are defined briefly.

Content validity is a term used for assessing the validity and completeness of items, as well

as the relevance of content of items to evaluate what they claim to measure. Content validity ex-

amines whether the items and their severity scales appropriately describe the co/multimorbidity

phenomenon and whether any irrelevant areas are included [53].

Face validity refers to the sensibility of the index and whether it can be used in general

clinical studies. The method used for the generation of items (judgmental, statistical, etc.)

and the weights assignment method (equal or weighted) are examples of two features for face

validity assessment. Most of the indices have not accounted for the validity of the scoring

system when it was developed and tested. Therefore, in a hypothetical index A, a score x for

hypertension, does not necessarily have the same impact as score x for asthma. In most of the

indices, the scoring system is made up based on assumptions. Furthermore, it has not yet been

proven that any index is superior to another one, or if any of them are more appropriate to be

used [53].

Almost all of the co/multimorbidity indices have been developed based on a specific pop-

ulation, in a specific time and place. Reliability refers to the extent to which the results of

the indices will be similar, by changing the population, the time and the place of the experi-

ment [42]. Due to the diversity of indices (i.e. list of items they each accept as input, system

of weighing every morbidity, scoring system differences, and the way they each deal with

common confusing situations such as unstated diagnosis when a person is taking a specific

medication, or uncertainty in diagnosis), it is almost always essential to define a unique set of

rules for every index to measure their reliability [53].
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Co/multimorbidity indices should be simple, easy to understand and use. Therefore the fea-

sibility is defined and it refers to the simplicity, ease of use, availability, training requirements,

and the time of administration of an index [53].

All the indices have been designed and tested on a specific group of patients (population).

It is important to decide whether the results gained from the study group when designing and

testing the index, are generalizable to other groups or not. Therefore, generalizability is an

important feature that should be examined when designing a new index.

2.2.2 Challenges Associated with Co/multimorbidity Indices

Almost all comorbidity and multimorbidity indices use ICD(International Classification of Dis-

eases) to create their list of items, and the different levels of disease abstractions in every index

further increases the variation and number of conditions, thus, the complexity of indices in-

creases when it comes to result comparisons. As an example “heart disease” can be categorized

as one condition referring to all problems and conditions related to heart disease (e.g. [122]), or

it can be categorized in a few different items (conditions), such as hypertensive heart disease,

ischemic heart disease, and rheumatic heart disease(e.g. [48]). Besides all the differences in

types of listing of the conditions, there are a few studies where the list of the items used in the

index is not included in the review (e.g. [64] or [78]). These studies are practically inefficient

either for being applied to different population groups, or further research for modifications

and development.

As mentioned earlier in this section, the heterogeneity in weighting methods among dif-

ferent indices makes it difficult to compare the results. The origin of this heterogeneity is

the different approaches the indices take for weighing the items. In some studies the weights

are used to analyze the effects of multimorbidity on objective outcomes, such as costs [116],

hospitalization [38], and mortality [18]. In some indices, morbidities are weighted according

to predefined criteria such as prescribed medicine [122] or clinical parameters [88]. In an-

other group of studies, weights are applied according to subjective outcomes, such as depres-

sion [27], and health related quality of life [15]. Future work on improving co/multimorbidity

indices would be to find a way to standardize weights for different indices, so that they would
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be easily comparable [33].

The data source used for designing most of indices is extracted from self-reports, and the

studies show that there is a poor agreement on data obtained from self-reports and medical

records [25, 67, 115]. Also, the population considered for designing and testing indices is bi-

ased mostly to older people because those are the ones with higher risk for morbidities. There-

fore, there might be some validity issues when using the indices for general population [33].

All these challenges aside, the question becomes whether it is possible to have an estab-

lished index which can fit to general population is various studies. Multimorbidity in reality is

more complicated than simply addition of a number of diseases; there are so many other fac-

tors affecting the phenomenon such as social, physiological, emotional and cultural factors, as

well as living condition, socioeconomic status and individual preferences in treatment strate-

gies. All these parameters are required to be considered in assessment of multimorbidity, and

it is not very straightforward to aggregate all these factors into a single number. Although, in

studies where morbidities are indicated with their severity, the goal of incorporation of various

factors has been partially achieved. Moreover, in recent studies, a few general questions are

added to the interviews to measure the extent of social, physical, and mental impairments, and

the results can be included in indices [33].

As mentioned earlier in this section, there are numerous indices available for measuring

multimorbidity and comorbidity. In the next subsection, we describe some of the most fre-

quently used indices for multimorbidity. More details on comorbidity indices can be found

in research of Vincent and colleagues in Amsterdam [31] and the research of Stephen Hall at

Queen’s Cancer Research institute in Canada [53].

2.2.3 Examples of Multimorbidity Indices

According to a systematic literature review study upon measurement methods of multiple

chronic diseases (e.g. [33]) performed in 2011, 39 multimorbidity indices have been identified

which analyze the association among multiple chronic diseases. Data sources for assessment

of indices are extracted from self reports, physician reports, medical records and administrative

data. Most of the indices are using hospitalized patients data from health maintenance organi-
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Figure 2.1: Multimorbidity Indices Conceptual Diagram

zations(e.g. [6]) and health insurance centers(e.g. [88]), as study population. However, veterans

and war widows have also been studied as population source in some indices (e.g. [15] or [38]).

Some of the well-known and frequently used indices which have used medical records, physi-

cian reports and administrative data as data sources, are introduced below briefly.

Charlson Index is the best known and most frequently applied method for classifying co-

morbid conditions (diseases) that might alter the risk of mortality [18]. The index calculates

the risk of mortality based on number and seriousness of diseases co-occurring within an in-

dividual. The data source for testing the index’s functionality and predictability is observed

from medical records of 685 patients who were treated for primary breast cancer. There are

18 chronic diseases being studied in this index: They are coded as 1 or 0, based on being or

not being present in an individual, respectively. The severity is coded as an integer number be-

tween 1 and 5, based on how severe the disease is. The unadjusted and adjusted relative risks

(risk ratios) of mortality are calculated. Unadjusted relative risks calculate the mortality risks

of patients having a certain condition, ignoring the other conditions that may coexist within

the individual. For a specific disease, unadjusted relative risk is calculated as the proportion
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of patients with the condition who died, divided by the proportion of patients without the con-

dition who died. The adjusted relative risks take into account the coexisting conditions that

may occur within the individual, as well as the conditions severity. A patients subsequent risk

of mortality is calculated by combining the adjusted relative risks and patients’ age, which is

used to predict the survival rate. The statistical difference between the expected and predicted

mortality rates is examined by chi-square test [18].

Medication-Based Disease Burden Index (MDBI) is a convenient method for quantifying

disease burden and predicting health outcomes using medication records and data on chronic

drug therapy [48]. The results from the analysis of MDBI consist of a table of 20 chronic

diseases, and drug classes corresponding to each one of them. There are weights associated

to each disease. If patient’s medication contains any of the agents listed in MDBI, the corre-

sponding weight will be assigned to patient, and the total score for the patient is the sum of

all weights associated to him. The results of MDBI tested on patients show that the scores

are significantly related to number of medications being taken at a time, and patients’ age, as

well as a decent predictor of death and planned or unplanned re-admissions during 12 week

period [48]. More details on the procedure performed for analysis methods used in the study

are described elsewhere (i.e. [48])

Index of Co-existing Diseases (ICED) is another famous index for multiple chronic disease

measurement. Potential candidates for the study, were patients older than 18 years of age, who

were discharged after having total hip replacement over the period of eighteen months. The

data was collected from four hospitals, and 356 patients were selected randomly among po-

tential candidates [50]. The main goal of examinations in ICED is to measure the impact of

baseline preoperative co-existing diseases on postoperative complications, which was proven

to be significantly high [50]. More details on the disease association measurement methods

and data analysis procedure can be found at the main paper explaining the index (i.e. [50]).

Nottingham Health Profile (NHP) is an estimation for health-related quality of life (HRQL),

where the presence of different symptoms (including physical, emotional and social indicators)
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and lack of ability in various basic activities (i.e. handicap and health-related problems in dif-

ferent life areas) is documented [59]. NHP was applied to patients of only 76 years of age, in

order to estimate their mortality risks. It is evaluating the outcome in two separate parts. The

first part displays the degree of discomfort or distress using six dimensions: lack of energy,

pain, emotional reactions, sleep, social isolation and physical mobility. The overall score for

this part of NHP is 6, and the higher the score, the greater severity the problems. The second

part of NHP contains seven polar questions (i.e. yes/no questions) regarding to occupation,

social and personal lifestyle, interests, holidays and hobbies [51]. The details about statistical

analysis can be found in the main paper (i.e. [59]). A modification of NHP has been used to

analyze HRQL of five hundred sixty five 76 years old citizens of Sweden (i.e. [51]). The results

indicate that older people accept being diagnosed with certain number of diseases and having

some disability as natural consequences of being old. Therefore, the health related quality of

life changes for elderly (in this study for a sub-sample of 76 years olds), such as they consider

themselves to have good HRQL even when they are diagnosed with certain conditions such as

hypertension, cancer, or lung disease.

Incalzi Index is an index used to predict the mortality of geriatric elderly patients with acute

medical illness by measuring the interaction between comorbidity and age of patients. The test

has been performed on 370 patients between 70 and 90 years of age who were consecutively

admitted in hospital in an 18 month period. The index consists of two sub indices: a comorbid-

ity index and an age-comorbidity index. The comorbidity index is based on a scoring system

which quantifies the prognostic weight of individual diseases, while the age-comorbidity index

increases mortality risk by accounting an age-related risk factor. In order to assign a weight to

each disease in the comorbidity index, active illnesses of each one of the 370 patients was listed,

and, according to relative risk of death for each person, the scoring system was developed.[61]

In the age-comorbidity index, an additional score of 0,2,3 and 4 points are added to patients

aged 66-75, 76-85, 86-95 years and over 95 years, respectively. Kappa statistical measure

is used to assess the reliability in computing the index of comorbidity[23]. More details on

complete list of analysis methods used to develop the index can be found in the main paper

(i.e. [61]).
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The indices introduced above are more commonly used measurement methods for predict-

ing health related quality of life or mortality risks. A full reference for all existing multimor-

bidity indices can be found in [33]. Unlike most of the existing multimorbidity indices which

use self reports as their data source, the data source of all indices introduced here are based on

medical records, and physician reports, which is assumed to be more reliable. The outcome of

Charlson index, Incalzi index and MDBI is mortality, while the goal of ICED is prospective

complications and NHP focuses on health related quality of life.

2.3 Impact of Socioeconomic Status on Diagnosis and Treat-

ment of Multimorbidity

As mentioned in previous chapters, various aspects can play an important role on onset of mul-

timorbidity, and socioeconomic status9 of the individual is one of them. Individuals with low

socioeconomic status are more likely to have diseases (chronic and acute), be physically and

mentally impaired and face partial or full loss of function [1, 98]. The influence of socioeco-

nomic status of health-related quality of life is assumed to begin in the prenatal environment

and continues throughout individuals life [14, Chapter 4]. For instance, childhood socioeco-

nomic differences have been shown to play a significantly important role in mortality gaps

later in life between blacks and whites [123]. The research of Dr. Barnett and colleagues

(i.e. [4]) reveal that multimorbidity occurs ten to fifteen years earlier among people with low

socioeconomic status. However, health and socioeconomic status (mainly wealth) have dual

relationships in the way that it is not only poor socioeconomic status which affects health; but

poor health conditions also affect socioeconomic status, as well. If someone is facing health

related problems which causes physical or mental distress, they often cannot be as productive

in their workplace as they would be if they did not have health issues. A self reported study in

9Socioeconomic status (SES) is an economic and sociological combined total measure of a person’s work
experience and their or their family’s economic and social position in relation to others, which can be based on
income level, education, and occupation. When analyzing a family’s socioeconomic status, household income,
earner’s education and occupation are examined. The SES index is a composite of often equally weighted, stan-
dardized components of parent’s education, family income and household items. The terms high, middle, and low
SES refer to ranges of the weighted SES composite index distribution [69].
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1999 shows that those with fair or poor self-reported health had less wealth growth compared

to others over the next ten years [105]. The various factors of socioeconomic status, their im-

pact on health of the individual and prevalence of multimorbidity are discussed in the following

sections of this Chapter.

2.3.1 Socioeconomic Factors and Their Impact on Health

Education, income level, wealth, occupational status, and residential neighbourhood are so-

cioeconomic factors which can affect individual’s health behaviors, diagnosis of diseases, and

health care services [71, 103].

In general, multimorbidity is less common in individuals with higher socioeconomic sta-

tus, and they are more likely to get access to treatments and be able to handle and afford the

treatment if necessary [49]. For instance, having high level of education (which is one of so-

cioeconomic factors) helps individuals to read and research more accurately about the health

conditions that they have or might be exposed to, which will help them to prevent the disease

or start and monitor the treatment in early stages of their diagnosis.

Socioeconomic factors have an affect on early diagnosis of most, but not all, diseases.

Socioeconomic deprivation does not change the prevalence of diagnosis of some chronic con-

ditions, such as cancer, skin diseases and kidney diseases [29]. However, the prevalence of

certain conditions, such as depression, drugs misuse, anxiety, dyspepsia, pain, CHD (coronary

heart disease), and diabetes is higher in people who are living in areas with high socioeco-

nomic deprivation [84]. According to the results of research performed by a group of medical

researchers in 158 general practices in Germany (i.e.[100]), the impact of education and in-

come levels on multimorbidity is as follows: Patients with medium or high education level,

had a mean of 0.3 diagnoses less than individuals with low education level [100], while aller-

gies have proven to be more common among them [29], and patients with higher net income

(or bigger household size), had 0.3 diagnoses less on average [100].
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2.3.2 Associating Multimorbidity with Socioeconomic Factors

One of the complications in measuring socioeconomic factors is that the same results for an

arbitrary socioeconomic factor may possibly signify something different among two different

population groups. For instance, when measuring income level, the absolute amount of income

cannot be interpreted as high if it is not being translated into same purchasing power for two

different communities. As another example, junior year high school students may exhibit dif-

ferent levels of knowledge if they are being trained in different countries, cities, schools, or

even communities [68, 125]. Whenever it is possible in studies, it helps to split the population

into smaller relatively consistent sub-groups and measure the factors separately.

Many studies have shown that socioeconomic factors (education, income, occupational

status, sometimes residential neighbourhood), play an important role in health conditions of

individuals. However, due to the reasons explained here, it is not straightforward to come up

with a standardized and uniform pattern of factors influencing health outcomes10.

Due to the dual relationship of socioeconomic status and health impairment, it is challeng-

ing to decide the lack of which one has caused the impairment of the other. People living in

poor socioeconomic status are more likely to have impaired health conditions, and not being

able to afford to pay off the health costs makes it even worse in the way that they do not get the

required treatments to overcome the condition with which they are diagnosed. For instance,

low income patients are at increased risk not only for developing asthma but also for reduced

access to appropriate care [86]. On the other hand, not being in good health can have a negative

impact on an individual’s career through missed workdays and in some cases work loss [35].

Race and ethnicity are other dominant factors which should be taken into account when

predicting the impact of socioeconomic status on health care. For instance, there is a higher

prevalence of hypertension among black men, and they experience significantly lower life ex-

pectancy compared to whites. Also, Hispanics and black men are more likely to have diabetes.

This ethnic and racial differences are not explained by socioeconomic status [28].

Levels of stress (it could be the work related stress of personal life related stress), differ-

10There are many population subgroups within larger population groups which may be affected by different
factors. For instance, Hispanics are known to have lower age-adjusted mortality rates despite higher poverty,
compared to whites. As another example, among socioeconomically same groups of people, blacks are more
likely to have hypertension, and blacks and Hispanics are more likely to have diabetes [28].
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ences in health care access, and behavioural risk factors (such as smoking, overeating, lack of

exercise, and excessive alcohol consumption) are other factors that need to be considered for

more precise results when studying health impairment factors [14].

2.4 Summary of Multimorbidity Measurement Approaches

Various aspects, causes, effects and measurement and computational approaches for under-

standing multimorbidity have been analyzed throughout this chapter. Multimorbidity has been

defined as the coexistence of multiple diseases within the same individual. Co-occurrence of

diseases can happen due to chance, or it can be due to causal association. In studies conducted

for measuring disease association rates or prevalence, selection bias occurs when clinical sam-

ples are used to conduct the study, and the reason is the relatively sicker source of population

being used for analysis purposes. In order to overcome this effect, the population of the study

should be selected from non-clinical samples.

Some approaches for measuring multimorbidity are: total disease counts, pairwise associa-

tion methods, disease clustering approaches and disease networks. The most common methods

used for pairwise disease association are, odds ratios, risk ratios, multimorbidity coefficients,

kappa statistics and concordance statistics measurement methods. The advantage of statistical

measures compared to non-statistical methods (odds ratio, risk ratio and multimorbidity coef-

ficients), is that they can be adjusted to measure expected coincidental rate of multimorbidity.

Among the three non-statistical methods, multimorbidity coefficients was proven to have linear

behavior when the prevalence of disorders rise, while the other two measures have an expo-

nential raise as the prevalence of multimorbidity rises, which makes them not appropriate to be

used for sicker populations.

Using disease networks to represent diseases and their associations is a relatively more re-

cent approach for visualizing the association among diseases. In disease networks, diseases are

represented as nodes, and their associations are represented by undirected edges [76], where

each edge drawn between a pair of nodes (a pair of diseases), is showing the association be-

tween that pair of diseases. The association rate can be calculated using any of the pairwise

association measurement methods (i.e. multimorbidity coefficients). However, when the asso-
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ciation between two diseases is caused due to a third disease, this approach cannot be used.

The impact of socioeconomic deprivation was another topic discussed in previous chapters.

It was discussed that certain diseases have higher prevalence among individuals living in more

deprived areas with lower socioeconomic status. However, besides socioeconomic factors,

race and ethnicity are many other factors which make differences in prevalence of diseases;

The influence of race, ethnicity, age-adjusted mortality rates, levels of stress, feasibility of

access to health-care centers and many other factors on individuals health, makes it impossible

to conclude a general statement about the importance of particular socioeconomic factors.

This chapter has also introduced multimorbidity indices which are used for measuring mul-

timorbidity. Despite the numerous multimorbidity indices being introduced over time, there is

no gold standard for measuring the complex phenomenon of multimorbidity, because the idea

of summarizing the complex reality of multimorbidity into a single indicator, which is the gen-

eral process for a multimorbidity index calculation, makes the further decision making prone

to external criticism.

As mentioned in section 2.3, socioeconomic status of the individual can play an important

role in diagnosis, prognosis and treatment of chronic diseases. One purpose of the research

addressed in this thesis is to analyze the impact of socioeconomic and socio-demographic fac-

tors on patients diagnosed with multiple chronic diseases. To accomplish this goal, we have

collected the available socio-demographic information of patients from the DELPHI database,

and analyzed them using some of the approaches introduced in this chapter. Disease associ-

ations, their distribution over gender, age group or socioeconomic score, and the impact of

socio-demographic factors on groups of patients sharing the same diseases are analyzed using

three main approaches: (1) statistical analysis methods have been used in order find the dis-

tribution of individual diseases and disease pairs over gender, age groups and socioeconomic

status pf patients, (2) pairwise association methods have been applied for measuring the asso-

ciation of disease pairs in the database and (3) a variation of k−means algorithm introduced

in sub-section 2.1.3 has been implemented in order to find clusters among patients sharing the

same diseases for the most commonly occurring disease pairs.
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Data Collection

3.1 The Database

The DELPHI (Deliver Primary Healthcare Information) project started in 2003 with the goal of

creating a primary health care researchable database derived from electronic medical records

(EMR)1 of ten primary health care practices throughout Southwestern Ontario. The project

is based in the Centre for Studies in Family Medicine (CSFM) in the Department of Family

Medicine, University of Western Ontario. The current version of the database de-identified

data from ten practices and includes around 30,000 patients [113].

The Canadian Primary Care Sentinel Surveillance Network (CPCSSN) project started in

2008 with the goal of developing a network to collect health-related information from patients

with chronic diseases across Canada. It is Canada’s first multi-disease surveillance system

based on primary care EMR data [112]. Initially, the network began amalgamating data nation-

ally from seven existing academic research networks in Calgary, Edmonton, London, Toronto,

Kingston, Montreal and St. John’s. Later the network was also developed in Winnipeg , Hali-

fax and Vancouver. CPCSSN database currently holds the data of ten practice based research

networks and it contains the medical records of over one million patients. Patients’ health in-

formation is being extracted from these networks, cleaned and coded into CPCSSN database

every three months [9].

1The term electronic medical record is used to describe electronic patient’s records that are being kept in one
location and are accessible by only one provider’s site [114]

38
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DELPHI database is one of the several networks included in the CPCSSN project. The

database used for study and analysis purposes in this research, is a version of DELPHI database

which is coded with CPCSSN standards. The database is designed to hold all medical related

information for patients in multiple tables including patients’ characteristics (i.e. gender, birth

year, postal code, etc.), demographic information, billing information, medication history, fam-

ily history, vaccine history, allergy intolerance history, physical examinations, laboratory tests

and health conditions history. The database holds the medical records of 27670 patients, from

which 5720 records have been saved with erroneous diagnostic codes including null, zero or

invalid values (codes). Diagnostic codes in the database are recorded using 9th revision of the

ICD system 2. As the purpose of this thesis is to study patients with multimorbidity, the ICD

codes have been used to identify chronic diseases, which led to the identification of patients

with multimorbidity. Further details about how the data for analysis was collected and cleaned

is described in the following section.

3.2 Data Pre-processing

In order to identify patients with multimorbidity, a list of 20 chronic disease categories (partic-

ularly relevant in clinical and general population in Canada) will be used. This list was created

by a nationally funded research project at the Canadian Institute of Health-Centered Innova-

tions, which aims to improve the quality of patient-centered interventions for patients with

multimorbidity [43]. The age, gender and postal code attributes have been extracted for all the

patients having at least one of the listed chronic conditions. The complete list of the twenty

chronic disease categories along with their corresponding ICD-9 disease codes is available in

Appendix A, Table A.1.

Detailed description of data extraction process and pre-processing of collected data can be

found in the following subsections.

2The International Classification of Diseases (ICD) is a clinical cataloging system for coding diseases. The
latest version of ICD catalogs is ICD-10, which offers more disease classification options compared to ICD-9.
ICD-9 has been used from 1979 to 2015.
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3.2.1 Data Extraction

As of the data extraction period for this research, a total of 15462 de-identified patients who

have at least one of the twenty chronic diseases listed in Table A.1, have been collected. Among

these patients, a total of 8245 have multimorbidity (the rest are diagnosed with only one chronic

disease). Patient characteristics include information on patient’s gender, masked date of birth

(year of birth without mentioning the exact day and month of birth), and masked postal code

(only first three digits of residential postal codes (a.k.a. FSA).3 4

Table 3.1 represents the counts of missing or incorrectly filled attributes for patients with

minimum of one chronic disease. The invalid instances for ‘Gender’ and ‘Birth Year’ in the

database, are the ones set to zero, and the invalid or missing values of ‘FSA’ are either not filled,

or filled with an invalid value (an FSA value is considered to be invalid if it is not included in

list of postal codes in Canada).

Attribute Name
Missing/invalid attribute counts among
patients with at least one disease

Missing/invalid attribute counts among
patients with multimorbidity

‘Gender’ 1 1
‘Birth Year’ 114 9
‘FSA’ 1645 835

Table 3.1: Missing attributes counts for patients with one or more chronic diseases.

To perform a reliable analysis, we removed the instances where the value for either one

of the attributes is missing or is invalid, and the analysis was performed based on instances

which did not have any missing attributes. Therefore, the number of patients with no missing

attributes in the database, shrank down to 13697 for patients with at least one chronic condition,

and 7395 for patients with multimorbidity.

Besides personal information attributes extracted for the patients from the main database,

a socioeconomic score was also computed from external resources for each patient in the
3The first three digits of a Canadian postal code is called Forward Sortation Area (FSA). The first character

which is a letter, identifies the province or territory (Nunavut and Northwest Territories share the letter X). For
Ontario and Quebec, the first character further identifies a particular part of the province. The second character,
which is a numeric character identifies whether the area is urban or rural. A zero indicates the area is rural, while
all other digits indicate urban areas. The third character in combination with the first and second character is a
letter which identifies a more precise geographic district [91].

4The database also includes a table for holding patients’ demographic information, such as their higher ed-
ucation level, languages, ethnicity, occupation, housing status, etc. which could potentially be used to define
socioeconomic status for patients, but unfortunately there were only a handful of non-empty instances for these
attributes, therefore, it was impractical to include them in extracted attributes.
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database. The ‘Gender’, ‘Birth Year’, ‘FSA’ and ‘Socioeconomic Score’ attributes from the

data table used for processing and analyzing. The process of how a socioeconomic score was

computed is explained in detail in the next subsection.

3.2.2 Socioeconomic Score Computation

As discussed in Chapter 2, the income level is assumed to be one of the best indicators of so-

cioeconomic status for families. Research has shown that relatively low-income families have

lower mortality rates and higher rates in health-related complications compared to relatively

high-income individuals [14]. In order to research the impact of income levels on health condi-

tion and investigate the relationship between disease patterns and income level of individuals,

a median family income was assigned to each individual in the data table. This information

was extracted from a separate data source created in 2013, where the median family income

was calculated for every FSA in Canada based on census tract-based income maps [16]. The

data source uses Google’s Fusion Tables mapping tool to map income across the country in

1576 postal areas. The results are visualized into color-coded interactive maps, each color

representing the family income level of a certain FSA. There are six colors representing six in-

come ranges, and each FSA is colored based on where the median family income for that FSA

belongs to, in income ranges. The map can be zoomed and panned to focus on a specific FSA,

and is also click-able. Once and FSA is clicked on, a message pops up showing the population

of that specific area along with its median family income value. Median income values have

been extracted from this data source, and assigned to all patients in the data table according

to individuals’ residential code. The data table was then finalized for processing by assigning

categorical labels for numeric values of ‘Birth Year’ and ‘Income by FSA’.

3.2.3 Labeling the Attributes

In order to perform efficient analysis and draw patterns out of data, two numeric attributes

‘Birth Year’ and ‘Income by FSA’ have transformed into categorical attributes.

For transforming the ‘Birth Year’ into ‘Age Group’, the stages of a person’s life have been

used as categories. To do so, the description of life stages was found in second Chapter of the
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book called It’s your future, make it a good one! [124]. As the book suggests, one’s life can

be divided up into ten stages according to Table 3.2.

Life Stage Age Range Characteristics of Life Stage
Infant 0-2 Dependent, brain developing, learning motor skills

and sensory abilities.
Child 3-9 Growing and mastering motor skills and language,

learning to play and socialize, continued growth,
formal school and organized activities

Adolescent 10-19 Growth spurts, puberty, hormonal changes and
strong emotions may rule decisions. Behavioural
risks.

Young Adult 20-29 Completing education and beginning career and
family. Potential coping and financial pressure.

Adult 30-39 Managing family and career growth. Increasing
numbers of couples are starting families in this
stage. Continued coping pressures.

Middle Age 40-60 First signs of aging and its effects on lifestyle. Ca-
reer peak. Children having their nest, grandchildren
arrive. Aging parents may require care.

Independent Elder 60 onward More signs of aging and lifestyle effects. Eligible
for government retirement and health-care benefits.
Retirement. Some health problems arise, and medi-
cations may be required. Care for others.

Vulnerable Elder 60 onward Beginning of frailty. Cognitive or multiple health
problems. Require some assistance. Not able to
drive. Possible move to Assisted Living.

Dependent Elder 60 onward Requires daily care. Unable to perform all personal
functions. Possible move to a nursing home.

End of life (up to six months) 60 onward Diagnosed with terminal condition(s) or end stage
disease(s). May require hospice care or nursing
home care.

Table 3.2: Life stages and its characteristics.

There are only two infant patients in our data table, therefore the two groups of ‘Infant’ and

‘Child’ have been merged together and labeled as ‘Child’. The four final stages of life have

also been treated the same way and labeled as ‘Elder’ in the database, as there were no further

information about the elderly on how they live or what kind of age related problems they might

be experiencing. The rest of age group categories have been labeled as they appear in the table.

With sensitivity analysis [32] we ensured that the available data for every chronic disease

in every age group is consistent. The analysis can be summarized in following steps:
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1. For every one of the six age groups G∗k,d = [i, j] (1 ≤ k ≤ 6, 1 ≤ d ≤ 20, i < j)

where k represents the age group, d represents the chronic disease code, i and j represent

the minimum and maximum ages in Gk, calculate the counts of patients diagnosed with

every one of the twenty chronic diseases.

2. Compute step 1 for the following age intervals:

G(1)
k,d = [i − 1, j − 1], G(2)

k,d = [i − 2, j − 2], G(3)
k,d = [i + 1, j + 1], G(4)

k,d = [i + 2, j + 2].

3. Compare the results of diseases counts between G∗k and every one of the intervals in step

2. If counts of patients in 0.9 × G∗k,d ≤ G(l)
k,d ≤ 1.1 × G∗k,d (1 ≤ l ≤ 4) for all four age

intervals, the data for disease d and age group k is consistent.

The sensitivity analysis showed the data is consistent for all diseases among all age groups.

The numeric ‘Income by FSA’ attribute has also been labeled to form a categorical attribute.

To do so, income quintiles were used from Census Statistics Canada [17]. As the statistics

suggest, the population of individuals in Census program has been broken down into five equal

sized groups (quintiles), from lowest to highest income and the individuals’ income was labeled

based on the quintile it lies under. In our data table, there were no individuals lying under lowest

or second lowest quintiles.

Based on our considerations, the final data table after pre-processing and data cleaning

stages is as shown in Table 3.3



44 Chapter 3. Data Collection

Data Attribute Name Attribute Type Values Description
Hypertension Boolean {0, 1} 1 if diagnosed, else 0
Obesity Boolean {0, 1} 1 if diagnosed, else 0
Diabetes Boolean {0, 1} 1 if diagnosed, else 0
Bronchitis Boolean {0, 1} 1 if diagnosed, else 0
Hyperlipidemia Boolean {0, 1} 1 if diagnosed, else 0
Cancer Boolean {0, 1} 1 if diagnosed, else 0
Cardiovascular Disease Boolean {0, 1} 1 if diagnosed, else 0
Heart Failure Boolean {0, 1} 1 if diagnosed, else 0
Depression Boolean {0, 1} 1 if diagnosed, else 0
Arthritis Boolean {0, 1} 1 if diagnosed, else 0
Stroke Boolean {0, 1} 1 if diagnosed, else 0
Thyroid Boolean {0, 1} 1 if diagnosed, else 0
Kidney Disease Boolean {0, 1} 1 if diagnosed, else 0
Osteoporosis Boolean {0, 1} 1 if diagnosed, else 0
Dementia Boolean {0, 1} 1 if diagnosed, else 0
Musculoskeletal Problem Boolean {0, 1} 1 if diagnosed, else 0
Stomach Problem Boolean {0, 1} 1 if diagnosed, else 0
Colon Problem Boolean {0, 1} 1 if diagnosed, else 0
Liver Disease Boolean {0, 1} 1 if diagnosed, else 0
Urinary Problem Boolean {0, 1} 1 if diagnosed, else 0
Gender Categorical {Male, Female}
Age Group Ordinal {1, 2, 3, 4, 5, 6} 1: Child 0-9 years

2: Adolescent 10-19 years
3: Young Adult 20-29 years
4: Adult 30-39 years
5: Middle Age 40-60 years
6: Elder 60 onward

Socioeconomic Score Categorical {3, 4, 5} 3: Third income quintile
4: Fourth income quintile
5: Higest income quintile

Table 3.3: The structure of final data table used for processing, analyzing and clustering
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Data Analysis

This chapter presents different approaches taken to analyze the patient data with the aim of

finding similarities in demographic characteristics among patients with multimorbidity and

specifically those with the same combination of diseases.1 As it is shown in Table 4.1, the

total number of patients with multimorbidity decreases as the number of coexisting diseases

grows, and every group of patients with the same number of diseases breaks down into even

smaller groups for each combination of diseases. Therefore, the available data for analysis of

subgroups of patients with same combination of diseases is scarce for more than two coexisting

diseases. Due to this reason, the main cluster analysis in this research has been performed only

on data of most commonly occurring disease combinations among patients with two chronic

diseases.

All statistical and mathematical analysis approaches taken to analyze this data set are di-

vided into three main parts and explained in following three sections. Section 4.1 explains the

overall analysis of the database, it represents patient distribution over gender, age groups and

socioeconomic score without focusing on number of coexisting diseases. Sections 4.2 and 4.3

represent the analysis performed on a subgroup of patients diagnosed with two chronic dis-

eases: Section 4.2 includes the different statistical approaches taken to analyze data for two

coexisting diseases, while Section 4.3 provides detailed description of the clustering approach

for clustering demographic information of patients with specific combinations of two chronic

1According to Table 3.3 the available patient demographics in this research is gender, age group and socioe-
conomic score.
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diseases. Finally, Section 4.4 includes the analytical results of patients diagnosed with three

chronic diseases.

4.1 Disease Frequencies and Distributions

This section provides detailed analysis about the prevalence of diseases among patients. Dis-

ease counts and distributions have been computed for all age groups and socioeconomic scores

separately and the results are represented in form of charts, tables, graphs and other statistical

measurements.

Table 4.1 and Figure 4.1 show that the average number of coexisting diseases grows with

age. This evidence shows that prevalence of multimorbidity increases by age. According to

the Table 4.1, elder and middle aged groups are the most dominant age groups in this dataset in

terms of frequencies, forming 46.4 and 36.1 percent of patients respectively. The distribution

of male and female patients is 44.77 and 55.23 percent respectively, and regardless of number

of coexisting diseases, the counts for female patients is always greater than male patients.

However, this does not imply that females are generally sicker than males, because the limited

sources of data forming the DELPHI database. As it is shown in Figure 4.1 the average number

of diseases per patient among males and females is 2.15 and 2.19 respectively, with standard

deviations of 1.46 and 1.52, respectively.

Figure 4.1: Average number of diseases

Table 4.1 also provides information regarding to percentage of patients according to the

number of diseases they are diagnosed with. As shown in the table, the total counts of patients
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decreases exponentially as the number of coexisting diseases grows. This makes the analy-

sis of patient data with larger numbers of coexisting diseases more challenging or sometimes

impossible due to lack of data. Because of this, the main focus in this research is on statisti-

cal analysis and clustering of patients with two coexisting diseases. However, some statistical

analyses have been done on patients diagnosed with one, two or three diseases.

As presented in Figure 4.2, increasing age can be associated with increasing prevalence

of some chronic diseases. Some conditions tend to appear more with increases in age (e.g.

hypertension, diabetes, hyperlipidemia, cancer, cardiovascular disease, hearth failure, arthritis,

osteoporosis and dementia) [104], while other conditions tend to occur less with growth of age

(such as bronchitis and obesity), and some other conditions tend to appear more among certain

groups and less in other age groups (an example is depression which occurs the most among

young adults and adults, and decreases in older individuals). Hypertension and hyperlipidemia

are the two most commonly occurring diseases, appearing 46% and 34.5% of the elderly, re-

spectively. Liver disease is the least occurring disease among all age groups and, at its peak,

appears 0.4% of middle aged group. There are two charts included in Appendix A illustrating

the disease distributions over all age groups in more detail: Figure A.1 represents the absolute

counts of diseases for every age group in a greater detail, and Figure A.2 represents disease

percentages for all age groups for males and females separately.

Patient distribution and their basic characteristics have also been analyzed for the three

socioeconomic scores separately: The majority (73.66%) of patients in this data set belong to

fourth income quintile, almost about 25.57% of the patients belong to highest income quintile

and the rest belong to third income quintile.2 As shown in Figure 4.1, the average number of

diseases for patients with moderate income level equals 3.14 with a standard deviation of 1.82,

which is greater when compared to the other two groups. This can imply that patients with

relatively lower income levels are more likely to be diagnosed with multiple diseases when

compared to individuals with higher income levels. However, exploring this hypothesis is not

in the scope of this research.

Figure 4.3 is shows the percentages of patients diagnosed with each of the twenty chronic

2Third, fourth and highest income quintiles represent families with moderate, high and highest income levels,
respectively.
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Figure 4.3: Disease percentages for the three income quintiles of individual diseases.

diseases for each income quintile. If the diagnosis of chronic diseases was not associated with

socioeconomic status, the heights of the three bars for every disease were expected to be in

the same range. As shown in the figure, bar heights are in the same range only for some

of the diseases. Some diseases are shown to appear more frequently among individuals with

moderate income level (examples in this data are bronchitis, cardiovascular disease, depression

and musculoskeletal problems). However, caution must be used in drawing any conclusions

about the relationship between socioeconomic status and the prevalence of diseases mentioned

above for two reasons: (1) the factors included for measuring socioeconomic status are limited

to the area the patient lives in and an estimation of their income level, as well as the lack

of many other important parameters such as race, ethnicity, level of education, occupation,

smoking and drinking habits, etc. (2) available instances for every socioeconomic group are

not of equal (or almost equal) size (there are only 105 individuals from third quintile of income

in this database).

However, there has been other research which has specifically focused on the impact of

socioeconomic status on diagnosis, prognosis, and prevalence of a certain chronic disease. For

example Alexis Ferré et al.have researched and confirmed that socioeconomic status influences

both the prevalence (higher in low categories) and rate of diagnosis (lower in high categories) of

bronchitis [41]. Similarly, Alexander M. Clark and colleagues have researched the relationship

between socioeconomic status and cardiovascular disease by associating lower socioeconomic

status to higher prevalence of cardiovascular disease [21]. Other related research analyzed the

influence of socioeconomic status on depression, obesity and diabetes [36], which suggests
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poor socioeconomic status affects physical and mental health and functioning of young adults

and the effects persist across the life time. Some evidence of this is also illustrated in Figure

4.3.

On the other hand, there is research showing no socioeconomic differences is evident for

prevalence of some chronic conditions such as cancer, kidney disease and skin disease [29]. A

detailed survey analyzing the racial and ethnic influences on health can be found in [26].

In this section, we have analyzed the prevalence of chronic diseases individually among

patients belonging to different age groups, gender categories and socioeconomic status, without

concentrating on coexisting diseases in patients. The following section provides similar data

analysis for individuals with two coexisting diseases.

4.2 Analysis of Two Coexisting Chronic Diseases

In order to analyze prevalence of multimorbidity, combinations between two diseases have

been analyzed with statistical measurement methods introduced in Chapter 2 subsections 2.1.1

and 2.1.2.

4.2.1 Total Counts and Pairwise Association of Two Chronic Diseases

As it was discussed in Chapter 2, disease counts is the most preliminary way to determine the

prevalence of multimorbidity. According to Table 4.1, 43.06% of patients with multimorbidity

are diagnosed with two chronic conditions, 87.53% of which are elder or middle aged.

Figure 4.4 shows the total counts of diseases as they appear among patients with two

chronic conditions. Each circle in the plot represents the existence of corresponding disease

combinations. The diameter of each circle refers to the relative percentage of patients diag-

nosed with the corresponding disease combination. As shown in Figure 4.4, hypertension is

the most commonly occurring disease among patients with multimorbidity: It appears among

31.17% of patients diagnosed with two conditions, and 47.96% of patients with multimorbid-

ity. Hypertension and hyperlipidemia is the most occurring disease combination which affects

225 patients in the database. Musculoskeletal problems is the other relatively dominant disease

commonly co-occurring with other conditions.
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Figure 4.4: Disease combination counts for two coexisting diseases. Each circle on the plot
represents the relative percentage of instances in the dataset who have the two chronic condi-
tions as named on x and y coordinates.

Disease associations have also been measured according to pairwise association measure-

ment methods introduced in Chapter 23. Odds ratios, multimorbidity coefficients, and Kappa

statistics 4 suggest the highest rate of pairwise association refers to heart failure and kidney

disease. According to odds ratios (ORHeartFailure,KidneyDisease = 10.927), the chance of having

kidney disease if one has heart failure is 10.927, and with 95% confidence the true odds ratio

lies in the rage of 6.97 and 17.11. Similarly, Kidney disease and hypertension, cardiovascular

disease and heart failure, are defined as other highly associated disease pairs. A complete list

3In order to avoid the inaccuracy of results due to selection bias, all patient records available in DELPHI
database have been included in measuring pairwise association between diseases; this also includes patients who
are not diagnosed with any chronic conditions.

4Computed using equations 2.1, 2.3, 2.4.
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of odds ratios for all disease pairs is available in Appendix A, Table A.2, and the corresponding

95% confidence intervals are presented in Table A.3. Multimorbidity coefficients of all pair-

wise disease combinations is also included in Appendix A, Table A.4: greater multimorbidity

coefficients refer to higher pairwise association levels. Some of the highly associated pairs

have also appeared commonly in disease pair counts (Figure 4.4), such as hypertension and

hyperlipidemia, hypertension and diabetes.

4.2.2 Disease Combinations Based on Gender

The distribution of male and female patients with two chronic conditions is 44.96% and 55.04%,

respectively. Table 4.2 shows percentages of patients who have two chronic diseases in every

age group based on gender. As the distributions suggest, multimorbidity in younger age groups,

according to the data in the DELPHI database, appears to be slightly more prevalent among

females compared to males.

Child Adolescent Young Adult Adult Middle Age Elder Total
Male (%) 0.42 1.12 2.87 6.43 36.55 52.62 44.96
Female (%) 0.17 1.54 4.91 7.19 38.18 48 55.04

Table 4.2: Percentages of patients for all age groups based on gender

According to Figures A.3 and A.4 in Appendix A, the disease pair hypertension and hy-

perlipidemia is most commonly appearing among both males and females. However, some

diseases might be more gender specific. For instance, hypertension and hyperlipidemia tend to

co-occur with a second disease more often among males than females, while depression, thy-

roid problems and osteoporosis are the three diseases which co-occurs with a second disease

relatively more often among females compared to males.

4.2.3 Disease Combinations Based on Age Groups

As mentioned earlier in Section 4.1, the prevalence of some chronic conditions increase in

older population. Therefore, it is expected that multimorbidity is also occurring with a higher

prevalence and more variety among older age groups. We have analyzed the validity of this

hypothesis by performing statistical analysis on patients with multimorbidity among all age
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groups. As shown in Table 4.3, the prevalence of having two chronic conditions grows by age,

such that it is extremely rare among children, and mainly appears among middle age and elder

groups. The table provides the percentage of patients with two chronic conditions among all

age groups.

Child Adolescent Young Adult Adult Middle Age Elder
2 coexisting diseases (%) 0.28 1.35 3.90 6.75 37.17 50.02

Table 4.3: Patient distribution percentages among all age groups for patients with two chronic
conditions.

The variation of disease combinations also grows by age. Almost all possible combinations

of two chronic conditions can be found among elderly. The distribution of disease combina-

tions among every age group is presented in six figures in Appendix A (Figures A.5 to A.10).

Based on the results in these Figures, disease combinations appear with three main trends: (1)

The occurrence between some disease pairs is more dominant among younger age groups and

decreases among older age group. For instance, the occurrence of bronchitis and other diseases

is dominant among younger age groups and diminishes among older age groups. (2) Some dis-

ease pairs tend to appear more with growth of age, including hypertension and other diseases,

which start to appear from age group 3 (young adults) and grows with age and becomes the

most dominant disease among elderly. (3) Some disease combinations seem to be age specific,

which means they seem to peak among certain age groups. An example is the combination be-

tween depression and other diseases: this first appears among adolescents, increases in young

adults, and starts to decrease in later stages of life, such that among elders the combination of

depression with another chronic condition is relatively rare.

4.2.4 Disease Combinations based on Socioeconomic Scores

As Table 4.4 suggests, patients with two chronic conditions mainly belong to families in high

income quintile and form 74.96% percent of the population of patients with two chronic con-

ditions.

The distribution of the prevalence of disease pairs belonging to each one of the socioeco-

nomic groups is illustrated in Figures A.11, A.12 and A.13 in Appendix A. As shown in those
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Child Adolescent YoungAdult Adult MiddleAge Elder Total
Moderate Income 0 0 3 3 9 2 17
High Income 6 35 86 159 920 1180 2386
Highest Income 3 8 38 56 263 412 780

Table 4.4: Patient counts for each age group based on family income quintiles. Only patients
with two chronic condition are listed in this table.

Figures, the distributions of disease pairs among patients belonging to the moderate family in-

come quintile is very different from those belonging to high or highest family income quintiles,

while the high and highest income quintiles suggest a similar distribution among disease pairs.

However, these results do not imply that disease combinations have a different pattern among

patients with two chronic conditions who belong to moderate family income level, compared

to those belonging to high or highest family income levels. The reason for different disease

patterns might be related to insufficient population of patients belonging to the moderate fam-

ily income level in this database. Disease pair combinations among two subgroups of patients

from high and highest income levels are very similar to the combinations for all patients with

two chronic conditions (Figure 4.4). This observation suggests that belonging to different in-

come levels does not necessarily imply a visible change in multimorbidity patterns for patients

with two chronic conditions.

In analyzing disease pair combinations for gender and age groups we were able to see some

patterns which may suggest the presence of clusters. For socioeconomic scores, it is harder to

see whether it is a parameter upon which disease pair combinations can be clustered.5 In the

next section we introduce a clustering algorithm for clustering characteristics of patients diag-

nosed with the same two chronic conditions and explore the presence or absence of possible

clusters.

5It is important to note that there are major assumptions made for calculating the socioeconomic score in
this research, and the socioeconomic score basically takes into account patients FSA and their potential family
income level. Therefore, the results implied from disease combinations among patients belonging to different
socioeconomic levels will possibly not be applicable for the national population of Canada.
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4.3 Clustering of Data for Two Coexisting Diseases

This section is devoted to introducing the clustering algorithm used for clustering most com-

monly appearing disease pairs, as well as associated experimental results. The algorithm used

for this purpose is a variation of k−modes adjusted to fit with the data table used in this re-

search. In this regard, k−modes algorithm is explained in detail; it is compared with the

original k−means in terms of similarities and differences. Following the introduction of the

algorithm and its adjustments, the experimental results are presented in the final sub-section of

this section.

4.3.1 K-means vs. K-modes

As mentioned in section 2.1.3, one of the limitations of the k−means algorithm is its distance

based computational nature, which allows the algorithm to fit only for numerical data sets. To

overcome this limitation, researchers have suggested different approaches6, one of which is the

k−modes algorithm. This approach is a variation of the k−means algorithm used for clustering

data containing only categorical data types by making three main modifications to k−means:

(1) using a simple matching dissimilarity measurement method for categorical data types, (2)

computing modes instead of mean to define cluster centers, and (3) using a frequency-based

method to update centers of clusters.7 The following paragraphs represent the notations and

description of the k−modes algorithm in detail.

Assume that D is a set of n elements noted as D = {X1, ..., Xn}, where each element is

represented by a set of m attributes noted as A1, ..., Am, and each attribute contains a set of

values described as domain of values or Dom(Ai) for 1 ≤ i ≤ m. As noted earlier, the k−modes

6One of these approaches was presented by Ralambondrainy in 1995 [96], where categorical attributes were
converted into binary attributes by using 0 or 1 to show whether the category is absent or present, and the binary
values were treated as numeric attributes in the same k−means algorithm. In this approach, every categorical
attribute with m possible categories(values), will need to be divided into m binary attributes, each indicating
whether or not the value i for 1 ≤ i ≤ m is present. Therefore, it must handle a very large set of attributes for
databases where there are large sets of categorical attributes, because every value of each categorical attribute
will need to become an independent binary attribute. Due to this, the computational and space complexity of the
algorithm can inevitably increase in some cases. Also, clusters means lose their meaning as characteristics of
clusters in this approach because of the presence of binary values which will be real numbers 0.0 and 1.0.

7To discuss the clustering algorithms in this chapter, an assumption has been made that all data types can be
converted into either numerical or categorical data types.



4.3. Clustering of Data for Two Coexisting Diseases 57

algorithm is valid for clustering data-sets containing categorical data types only. Therefore, in

this notation Dom(Ai) is a finite and unordered set. An instance in data-set D is represented by

X j for 1 ≤ j ≤ n, which is an m−dimensional data vector represented as X j = [x j,1, x j,2, ..., x j,m]

where x j,i ∈ Ai, and all attributes of X j are of type categorical. In this notation, it is assumed

that all data instances have exactly m attributes, all attributes are categorical, and there are no

missing values. Consequently, Xi = X j if xi,k = x j,k for 1 ≤ k ≤ m and 1 ≤ i, j ≤ n. However

the equation Xi = X j does not imply that the two instances Xi and X j are pointing to the same

object in real word, it means that the two separate instances have equal values for all attributes

A1, ..., Am [58].8

The main steps of the k−modes algorithm are same as the k−means. Although, the follow-

ing modifications have been made to k−means to make it computable for categorical attributes.

Here are the main computational changes for clustering a categorical data-set using k−modes:

Data points’ dissimilarity measure: In k−means the Euclidean distance is used to define

the dissimilarity between two data points, while it is not generally applicable to categorical data

types. Therefore, in k−modes, the dissimilarity measure is the total number of mismatches of

all attributes for two instances. In other words, the dissimilarities between two data points X

and Y is the Hamming distance of the two instances, which is calculated as follows:

η(X,Y) =

m∑
j=1

δ(x j, y j) (4.1)

where

δ(x j, y j) =

{
0 (x j = y j)

1 (x j , y j)
(4.2)

Using modes instead of means: As noted in definition of k−means, after assignment of all

data points to cluster groups based on the distance measure, all clusters’ centroids are updated

8In our database, Xi = X j if gender, age group and socioeconomic score are equal in two patients who have
the same diseases.
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by computing the mean vector for every one of the clusters. Due to the nature of categorical

attributes, computing means is not useful for this attribute type. Therefore, a different but

similar measure has been used in k−modes - to find and place a data point in a cluster (e.g. q)

in a way that minimizes the overall Hamming distance between all data points and q. Assuming

that S is a set of n categorical instances defined as S = {s1, s2, ...sn}, a mode of S is a vector

q = {q1, q2, ..., qm} that minimizes the sum of hamming distances between all instances of S

and q. In other words, q is the mode of S if it minimizes the following equation:

d(S , q) =

n∑
i=1

η(si, q) (4.3)

According to the following theorem, the computational metric to minimize equation 4.3 is

proven to be mode of the cluster. The proof of the theorem can be found in Appendix A.

Theorem1. The function d(S,q) is minimised if and only if fr(A j = q j|S ) ≥ fr(A j = ck, j|S ) for

q j , ck, j for all j = 1, ...,m, where fr(A j = ck, j|S ) =
nck, j

n
stands for the relative frequency of

k−th category ck, j in attribute A j from set S .

From Theorem 1 it is implied that the mode of a set S is not unique, and it is not necessarily

an element of S .

Using frequency-based methods for updating centers of clusters: Cluster representa-

tives in both the k−means and k−modes algorithms are vectors containing the same attributes

as all data points in data set. The cluster representative vector may or may not be one of the

data points in data set, and they are used to compute the distance between the data points and

clusters in order to assign every data point to the nearest cluster. In contrast to the k−means

algorithm where cluster representatives are mean vectors for every cluster (also called cen-

troids), in the k−modes algorithm the mode vector is the cluster representative, and it is created

by calculation of modes for all attributes in every cluster.

K−modes algorithm steps: By introducing the main differences between k−means and

k−modes, the main steps of the latter algorithm are provided below:
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1. Initialization: Select k initial modes, one for representing each cluster

2. Data point assignments: Every one of the data points will be allocated to a cluster whose

mode is nearest to it based on equation 4.1. Update the mode for the cluster every time a

new instance is assigned to it.

3. Reassigning instances: Once all data points have been allocated to clusters, retest the

Hamming distances between every data point in all the clusters. If a data point is nearer to

a different cluster mode according to equation 4.1, reallocate the instance to that cluster,

then update the mode for both clusters.

4. Repeat step 3 until the number of data points moving between clusters is zero.

Similar to the k−means algorithm, the results of the k−modes algorithm are dependent on

the initial modes and the order of objects in the dataset [58]. There are two main methods for

selecting initial modes: (1) Randomly selecting k instances from the data set and use them as k

modes. (2) Distribute most frequently occurring categories of attributes equally among initial

modes. The second method needs more processing power, and is explained in full detail in

subsection 4.3.2

One of the limitations of k−modes algorithm is its applicability on data containing only

categorical data types. In order to overcome this limitation, a more generalized algorithm

named k−prototypes has been introduced by Huang in 1997 [57], which integrates k−means

and k−modes to allow data clustering for databases containing mixed numerical and categorical

attributes.9 Detailed description of the algorithm can be found in [57].

The attribute types of all features in the data table used in this research are categorical.

Therefore, the k−modes algorithm is well suited to be used for clustering the data. The al-

gorithm has been adjusted for the database and implemented in order to find clusters among

patients sharing the same diseases.

9The clustering process of the k−prototypes algorithm is similar to k−means, except that it uses the k−modes
algorithm approach to update the categorical attribute values in centroids. Assuming sr is dissimilarity measure
for numeric attributes (which was defined by Euclidean distance in k−means) and sc is dissimilarity measure for
categorical attributes, defined by counting the matches and mismatches of categorical attributes, the dissimilarity
measure for two data instances having mixed categorical and numeric values in the k−prototypes algorithm will
be sr + γsc, where γ is a coefficient (weight) to balance the effect of either type of attribute when computing
distance between two data points.
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4.3.2 K-modes Adjustments and Implementation

In this research the k−modes algorithm has been implemented for finding clusters among pa-

tients who share same pair of diseases. However, an adjustment has been made to distance

measurement method of the algorithm, in order to make the clustering results more reliable.

This sub-section explains the alternative measurement method and the implementation of the

algorithm in full detail.

Alternative distance measurement method: The socio-demographic attributes of data

points in our data are the following:

Gender = {Male, Female}
AgeGroup = {Child, Adolescent,YoungAdult, Adult,MiddleAge, Elder}
S ocioeconomicS core = {Moderate,High,Highest}

Even though these attributes are categorical, the categories of the latter two attributes can

be ordered from lowest/youngest to highest/oldest. Using Hamming distance to calculate the

distance between two data points in this case, will show dissimilarities to some extent, but it

will fail to recognize the level of dissimilarity in many cases. For instance, assume that there

are three patients with following attributes:

p1 = [Male,Child,Highest] p2 = [Male, Elder,Moderate] p3 = [Female,Child,High]

According to distance measure in k−modes (i.e. equation 4.1), the distance between the two

pairs (p1, p2) and (p1, p3) will be η(p1, p2) = η(p1, p3) = 2, while the pair (p1, p3) appears to be

sharing more similar socio-demographic information compared to pair (p1, p2). Dissimilarity

of data points can be measured more accurately by using the Manhattan distance10[74].

Manhattan distance: For two m−dimensional vectors X = [x1, ..., xm] and Y = [y1, ..., ym],

the Manhattan distance is defined as the sum of absolute differences for every attribute in these

vectors. More formally,

dµ(X,Y) =

m∑
j=1

|x j − y j| (4.4)

10The Manhattan distance is also known as rectilinear distance, L1 distance, snake distance or city block dis-
tance.
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More specifically, if we associate the three attributes Gender, AgeGroup, Socioeconomic-

Score as attribute 1, 2 and 3 respectively, the Manhattan distance of two patients pi and p j in

our database can be defined as following:

dµ(pi, p j) = |pi,1 − p j,1| + |pi,2 − p j,2| + |pi,3, p j,3| (4.5)

Methods for generating k initial mode vectors11: The k−modes algorithm can be ini-

tialized either by randomly selecting and associating k data points as initial cluster centers, or

by generating initial k modes by distributing most frequently occurring categories for each at-

tribute. In random selection of k initial mode vectors, k data points are randomly selected from

the main data set and placed as initial cluster representatives. However, the second approach

for generating initial mode vectors requires more programming effort, and there is more than a

unique method for implementing it. The strategy applied in this research for generating initial

mode vectors is explained in the following steps:

1. Calculating frequencies: The frequencies of all categories for all attributes are calculated

and stored in a category array.

2. Sorting frequencies: The frequencies for every attribute is sorted in descending order

such that f (ci, j) ≥ f (ci+1, j) where f (ci, j) is the frequency of category i for attribute j.

There is an example of a category array holding categories of m (in this case 5) attributes

in equation 4.6. For every attribute a j where 1 ≤ j ≤ m, n(a j) represents the number of

categories of a j. For instance, in this example n(a2) = 5.

11A mode vector for cluster C is a data vector v = {v1, v2, ..., vm}where vi ∈ Dom(ai) represents the one category
in attribute ai with most occurrences among all data points of cluster C.



62 Chapter 4. Data Analysis

Carray =



c1,1 c1,2 c1,3 c1,4 c1,5

c2,1 c2,2 c2,3 c2,4 c2,5

c3,2 c3,3 c3,4 c3,5

c4,2 c4,4 c4,5

c5,2 c5,4

c6,4


(4.6)

Column j for 1 ≤ j ≤ 5 in equation 4.6 represents the frequencies of all categories of

attribute j in descending order, and ci, j stands for category i of attribute j.

3. Shifting the category array: In order to distribute most frequently occurring categories

equally among the k initial modes (in this example k = 3), every attribute needs to be

shifted circularly in a vertical manner in the category array such that x−th attribute will

have x− 1 vertical shifts from bottom to top. With every shift, the category positioned as

the last item of the column, will become the first item, and all the other items (categories),

will shift down one row. According to the descriptions, the category array in equation

4.6 will become as in equation 4.7 after all shifts :

Carray =



c1,1 c5,2 c2,3 c4,4 c1,5

c2,1 c1,2 c3,3 c5,4 c2,5

c2,2 c1,3 c6,4 c3,5

c3,2 c1,4 c4,5

c4,2 c2,4

c3,4


(4.7)

As shown in equation 4.7, there are no shifts for a1, 1 shift for a2, 2 shifts for a3, 3 shifts

for a4 and 4 shifts for a5.

4. Initializing k modes: After shifting the elements of attribute array, the empty spots of
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the array will be filled with categories in the same order, for each attribute. For instance,

as attribute a1 has two categories, it has four less categories compared to a4 which con-

tains the maximum number of categories. Therefore, empty spots in first column (i.e.

in attribute 1) in 4.7 will be filled with categories of a1 with the same order as they ap-

peared after shifting the array. The category array after filling the empty spots will be as

following:

Carray =



c1,1 c5,2 c2,3 c4,4 c1,5

c2,1 c1,2 c3,3 c5,4 c2,5

c1,1 c2,2 c1,3 c6,4 c3,5

c2,1 c3,2 c2,3 c1,4 c4,5

c1,1 c4,2 c3,3 c2,4 c1,5

c2,1 c5,2 c1,3 c3,4 c2,5


(4.8)

Initial modes can be created once the array is filled. In this example every row of cat-

egory array in 4.8 represents one initial mode, where the categories have been equally

distributed among modes. For k = 3, the initial modes according to 4.8 will be:

q1 = [c1,1, c5,2, c2,3, c4,4, c1,5]

q2 = [c2,1, c1,2, c3,3, c5,4, c2,5]

q3 = [c1,1, c2,2, c1,3, c6,4, c3,5]

In order to avoid repetitive modes for k > n(amax) where amax stands for the maximum

number of categories among all attributes (in this case n(amax) = n(a4)), repeat step 3

after every n(amax) generations of modes. For instance, if k = 14 and n(amax = 6), step

3 is required to be repeated twice: once after generating 6th initial mode, and once after

generating 12th initial mode.

Modified k−modes Algorithm: After introducing the modification to distance measurement
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method of the k−modes algorithm, here we provide the complete pseudocode of the algorithm

which is adjusted for creating clusters of patients diagnosed with same pair of chronic diseases

in our data table. The purpose of this algorithm is to find clusters over age group, gender and

socioeconomic score of the patients who are diagnosed with same two diseases, and analyze

whether or not they are also sharing the same or similar demographics. The name (or code) of

the two chronic diseases is passed to the algorithm as input parameters, and the initialization

step, extracts all patients diagnosed with the same two diseases are from the data table and

stored in a temporary memory for further analysis.12

The following subsection, provides the experimental results for clustering of commonly

occurring disease pairs.

4.3.3 Experimental Results

The number of possible combinations for two diseases to co-occur from a list of 20 diseases

equals to 20 × 19 = 380. However all of these combinations do not occur among patients in

DELPHI database: there are certain combinations of diseases which occur more frequently.

In order to perform further research and find the similarities in characteristics of patients

with same combination of diseases, a list of most frequently occurring combinations of multi-

ple chronic diseases was collected from a different research [90], where disease combination

counts have been derived from the CPCSSN database which is a relatively greater data source

compared to the one used in this research. Having access to information derived from a greater

population size ensures the reliability of results to some extent. This list contains most fre-

quently occurring disease combinations for two coexisting diseases. These combinations are

used for further analysis and clustering of patients in our dataset. Table 4.5 shows the common

combinations of diseases for two coexisting conditions according to CPCSSN database.

The individuals with same pair of chronic conditions have been clustered according to the

modified version of the k−modes algorithm (Algorithm 1). The metric for determining the

number of clusters for each pair of disease is minimization of within-cluster sum of squared

12It is important to note that for extracting patients with two chronic disease d1 and d2, the patients with only
two diseases are considered for searching in the main data table. In other words if a patient is diagnosed with
three diseases d1,d2 and d3, they will not be included in the list of patients diagnosed with d1 and d2.
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Algorithm 1 Modified k−modes algorithm for clustering demographic information of patients
diagnosed with most commonly occurring pairs of chronic diseases: Part 1

1: procedure Modified-k-modes(k,Dss1,Dss2,DataS et, InitializeMethod)
// k : number of clusters
// Dss1 and Dss2 : the two diseases existing among all patients in DataS et
// DataS et : The data array holding the records of patients having Dss1 and Dss2.

// Deciding which method to use for initializing the centroids (initial mode vectors)
2: if InitializeMethod == “Random” then
3: centroids← Select K random patients’ from DataS et
4: else // Generate K initial modes
5: centroids←GenerateCentroids(k,DataS et)
6: end if

// Continue data point assignments until no data points move between clusters
7: repeat

// assign data points to clusters
8: for every data point pi in DataS et do
9: Compute Manhattan distance of pi with all centroids

10: find j such that dµ(pi, centroids( j)) is minimized
11: cluster(pi)← j
12: centroids( j)←UpdateCluster( j,DataS et)
13: end for

// Checking for any potential data points that can be switched between clusters
14: for every cluster j do
15: if pi in cluster j exists such that dµ(pi, centroids(x)) < dµ(pi, centroids( j)) then
16: cluster(pi)← x
17: centroids( j)←UpdateCluster( j,DataS et)
18: centroids(x)←UpdateCluster(x,DataS et)
19: end if
20: end for
21: until no data points in DataS et switch between clusters (i.e. convergence)
22: end procedure

errors (computed according to equation 2.8). Both methods of centroid initialization (random

selection and creation of centroids based on attribute modes) were tested on all commonly

occurring disease pairs: Number of clusters and their distribution was not affected by the ini-

tialization method for all disease pairs. Therefore, the results presented in this section stand for

both initialization methods.

Figure 4.5 represents clusters appeared for individuals diagnosed with hypertension and

hyperlipidemia. In the DELPHI database this disease pair appears most frequently among
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Algorithm 2 Modified k−modes algorithm: Part 2
23: function GenerateCentroids(k,DataS et)
24: Calculate and sort the frequency of each category for every attribute
25: [g1, g2]← frequencies of Male and Female categories in gender attribute
26: [a1, a2, a3, a4, a5, a6]← frequencies of age group categories
27: [s1, s2, s3]← frequencies of socioeconomic score categories
28: Carray ←Sort each column of Carray based on frequency in decreasing order
29: Carray ←Apply 1 and 2 circular shifts to column 2 and 3 in Carray respectively
30: for i = 1 : k do // Generate i− centroid and store in i − th row of centroids
31: if mod(i, 6) == 0 then
32: Carray ←Apply 1 and 2 circular shifts to column 2 and 3 in Carray respectively
33: end if
34: centroids(i)← Carray[i, :]
35: end for
36: return centroids
37: end function

38: function UpdateCluster( j,DataS et) // update mode vector of cluster j
39: Count frequency of every category in all attributes of data points which belong to

cluster j
40: [g1, g2]← frequencies of Male and Female categories in gender attribute
41: [a1, a2, a3, a4, a5, a6]← frequencies of age group categories
42: [s1, s2, s3]← frequencies of socioeconomic score categories
43: g∗ ← max(g1, g2), a∗ ← max(a1, a2, a3, a4, a5, a6), s∗ ← max(s1, s2, s3)
44: centroids( j)← [g∗, a∗, s∗]
45: return centroids( j)
46: end function

patients diagnosed with two chronic illnesses. As the figure suggests, the two dimensions of

the plot represent socioeconomic score and age group of individuals. Clusters are distinguished

with different colors: the lighter luminance of a color represents the male individuals, and the

darker luminance stands for the female individuals in a cluster. Each pie on every block of the

graph represents the cluster appeared for corresponding socioeconomic score and age group.

The radius of every pie shows the relative number of instances (patients) belonging to that

cluster. Every pie is partitioned into two slices, showing the proportion of male and female

patients in the cluster. Two clusters overlap if they appear in the same block and correspond

to the same gender attribute. For instance, in Figure 4.5 clusters 2 and 3 would overlap if

they both belonged to whether male or female patients. The legend of the graph shows every

cluster’s corresponding colors for both male and female patients. For each cluster, one of the
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Diseases Combination Patient Counts in DELPHI
1 Depression and Musculoskeletal Problem 49
2 Hypertension and Musculoskeletal Problem 50
3 Hypertension and Hyperlipidemia 225
4 Hypertension and Diabetes 132
5 Cancer and Musculoskeletal Problem 37
6 Cancer and Depression 20
7 Hypertension and Depression 30
8 Hypertension and Cancer 58
9 Hyperlipidemia and Musculoskeletal Problem 36
10 Bronchitis and Musculoskeletal Problem 82

Table 4.5: 10 most frequently occurring disease combinations derived from CPCSSN
database [90]. Disease combinations are sorted by frequency of occurrence among patients
in CPCSSN database. The column Patient Counts in DELPHI represents the number of indi-
viduals with corresponding diseases combination in DELPHI database which was used for this
research.

squares in the legend is marked with a cross: this refers to the gender attribute of the centroid of

corresponding cluster. For instance, in Figure 4.5, the gender attribute of centroids for clusters

1 and 3 is male and for cluster 2 is female. Finally, the pie on the right side of the plot represents

patients distributions for every cluster. The distribution of weights on all attributes is equal for

measuring the distance between two data points.

As the clustering results for hypertension and hyperlipidemia suggest, partitioning the data

over three clusters minimizes within-cluster sum of squared errors. The clusters do not have

any overlap and they partition the data over gender and age group. According to Figure 4.5,

the population of the elder age group with hypertension and hyperlipidemia is almost twice as

much as middle aged group: therefore the clusters split the data over the two main age groups

(middle age and elder) and then divide males and females in elder age group.

Table 4.6 summarizes the distribution of patients diagnosed with one of the commonly oc-

curring chronic disease pairs over all age group and socioeconomic categories. As the table

suggests, there are two common disease pairs widely spread among almost all age group (ex-

cluding child age group) and all socioeconomic groups. The rest of the disease pairs mainly

occur among older age groups and socioeconomic scores 4 and 5. Musculoskeletal problem

and hypertension appear among 5 of this disease pair as one of the two diseases.

Clustering results for the other nine commonly occurring disease pairs (listed in Table 4.5)
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Figure 4.5: Clusters of patients with hypertension and hyperlipidemia. Each pie with color c
on block [x, y] represents the patients with socioeconomic score x, age group y who belong to
cluster c. The radius of the pie represents the relative number of patients existing in correspond-
ing block in graph. Color shade represents gender. As the clusters suggest, patients belonging
to the fourth and fifth age group have been divided from patients of age group 6. Cluster 1
belongs to male and female patients from age group four and five. The other two clusters be-
long to elder patients and each one holds patients of one gender attribute. The clusters for this
disease pair do not separate the patients over their socioeconomic score.

are included in Appendix B Figures B.1 to B.9. According to this results, the number of

clusters dividing patients in each disease pair is ranging between 3 and 5. For all ten disease

pairs, some of the clustered are divided based on gender and most of them are also divided

based on age group. Patients partitioning over socioeconomic score has also happened among

4 disease pairs, and interestingly musculoskeletal problem appeared among 3 of these 4 pairs.

The summary of the results of clusters is presented in Table 4.7. There were no clear patterns

observed in relation to patients characteristics and the attributes the data was clustered over.
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Diseases Combination
Age Group Socioeconomic Score

2 3 4 5 6 3 4 5
{Depression,Musculoskeletal Problem} X X X X X X X X
{Hypertension, Musculoskeletal Problem} - - X X X - X X
{Hypertension, Hyperlipidemia} - - X X X - X X
{Hypertension, Diabetes} - X X X X - X X
{Cancer, Musculoskeletal Problem} - X X X X - X X
{Cancer, Depression} - X X X X - X X
{Hypertension, Depression} - - X X X - X X
{Hypertension, Cancer} - - X X X - X X
{Hyperlipidemia, Musculoskeletal Problem} - - X X X X X X
{Bronchitis, Musculoskeletal Problem} X X X X X X X X

Table 4.6: The distribution of patient characteristics for individuals diagnosed with commonly
co-occurring disease pairs.

Clustering results rely on:
Diseases Combination Clusters Gender Age

Group
Socioeco-

nomic
Score

{Depression, Musculoskeletal Problem} 5 X
{Hypertension, Musculoskeletal Problem} 3 X X X
{Hypertension, Hyperlipidemia} 3 X X
{Hypertension, Diabetes} 4 X X
{Cancer, Musculoskeletal Problem} 3 X X
{Cancer, Depression} 4 X X
{Hypertension, Depression} 3 X X
{Hypertension, Cancer} 3 X X
{Hyperlipidemia, Musculoskeletal Problem} 3 X X X
{Bronchitis, Musculoskeletal Problem} 5 X X

Table 4.7: The summary of clustering results for 10 commonly curring disease pars. Every row
represents the summary of clustering results for one disease pair. The number of clusters which
minimize the within-cluster sum of squares are included in second column. The attributes upon
which the clustering has occurred are indicated with check marks.

4.4 Statistical Analysis of Three Coexisting Chronic Diseases

The chart in Figure 4.6 shows the percentage of middle aged or elder patients with any number

of chronic conditions. As the chart suggests, the distribution of patients with multimorbidity fo-

cuses more on older population as the number of coexisting chronic conditions grow. Accord-

ing to the chart, 91.53 percent of the patients who are defined as multimorbid by having three

chronic conditions are elder or middle aged. On the other hand, the absolute patient counts
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with multimorbidity decreases exponentially as the number of coexisting diseases per patient

grows. In the database of this research, there are 1926 patients in total from all age groups who

have three coexisting diseases. The limited number of instances who have many coexisting

chronic conditions, restricts the opportunity of further research. However, this section provides

some insight on demographic characteristics of patients with three chronic illnesses.

Figure 4.6: Multimorbidity occurs mostly among middle aged or elder patients, and it affects a
greater proportion of these two age groups as the number of coexisting diseases grows. 87.53%
of patients diagnosed with two chronic conditions are either middle aged or elder, and this
percentage grows with number of coexisting diseases, such that co-occurrence of 8 or more
diseases happens only among middle aged and elder patients.

The distribution of patients with three chronic diseases among males and females is 45.43%

and 54.57%, respectively. The variety of combinations for three co-occurring conditions among

patients is 493 based on the data in the DELPHI database. The most commonly occurring dis-

ease triples are listed in Table 4.8 and sorted based on patient counts.

The characteristics of patients diagnosed with common disease triples is represented in Ta-

ble 4.9. As the table suggests some of the disease triples (for instance 1st and 3rd combination)

occur among a greater variety of age groups and all socioeconomic score categories, whereas

the other combinations are more specific to older age groups and higher socioeconomic scores.
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Disease Combination Patient Counts
1 Hypertension, Diabetes and Hyperlipidemia 116
2 Hypertension, Hyperlipidemia and Cardiovascular Disease 75
3 Bronchitis, Depression and Musculoskeletal Problem 59
4 Hypertension, Diabetes and Cardiovascular Disease 28
5 Hypertension, Hyperlipidemia and Arthritis 24
6 Hypertension, Diabetes and Thyroid 22
7 Hypertension, Hyperlipidemia and Cancer 21

Table 4.8: The list shows most frequently occurring disease combinations derived from DEL-
PHI database. All disease combinations occurring among more than 20 patients are listed in
this table. Disease combinations are sorted by frequency of occurrence among patients. The
column Patient Counts represents the number of individuals with corresponding disease com-
bination in the DELPHI database.

Some of the combinations are more prevalent among males (such as 2nd combination), some

are more prevalent among female population (i.e. 6th disease combination), and there are com-

binations which are not specific to males or females, and occur among both genders almost

equally (3rd combination is an example). Almost 61.21% of the patients with one of these

disease combinations are male and the rest are female.

Diseases Combination
Age Group Socioeconomic Score Gender Counts

3 4 5 6 3 4 5 M F
1 {HT, DB, HL} X X X X X X X 71 45
2 {HT, HL, CD} - X X X - X X 54 21
3 {BC, DP, MP} X X X X X X X 31 28
4 {HT, DB, CD} - - X X - X X 17 11
5 {HT, HL, AT} - - X X - X X 10 14
6 {HT, DB, TD} - - X X - X X 4 18
7 {HT, HL, CC} - - X X - X X 16 5

Table 4.9: The distribution of patients characteristics for individuals diagnosed with commonly
co-occurring chronic disease triples. Abbreviations: M=Male, F=Female, HT=Hypertension,
DB=Diabetes, BC=Bronchitis, HL=Hyperlipidemia, CC=Cancer, CD=Cardiovascular Dis-
ease, DP=Depression, AT=Arthritis, TD=Thyroid, MP=Musculoskeletal Problem.

As the Risk Ratios suggest, patients are 4.9 times more likely to develop a third chronic

condition if they are diagnosed with any one of the commonly occurring disease pairs. On

the other hand, every one of the commonly occurring disease pairs is a subset of at least one

of the commonly co-occurring disease triples. In order to measure the association between

commonly occurring disease pairs and commonly occurring disease triples, we have calculated
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the multimorbidity coefficients for commonly occurring disease pairs and all twenty chronic

conditions to find out how likely it is for a patient to be diagnosed with any of the twenty

chronic conditions if they are already diagnosed with any one of the common disease pairs. The

results are presented in Table 4.10. According to the results, multimorbidity coefficients show

a high association between three of the common disease triples and disease pairs. For instance,

patients with hypertension and hyperlipidemia (one of the common disease pairs) are most

likely to be diagnosed with diabetes compared to all other diseases, and these three diseases

are one of the commonly occurring combinations among patients with three chronic illnesses.

The same association can be found among depression, musculoskeletal problem and bronchitis.

However, not all of the commonly occurring disease triples were shown to be highly associated

according to multimorbidity coefficients, and not all highly associated diseases according to

multimorbidity coefficients are among common combinations of three co-occurring diseases.

The rates of multimorbidity coefficients show the likelihood of diagnosis with a third chronic

disease for a patient with any one of the disease pairs to be diagnosed with a third chronic

condition: the higher the rate, the more is the prevalence of the corresponding disease triples

to occur.

According to disease association rates computed by multimorbidity coefficients, the com-

mon disease triples among patients in DELPHI database which do not appear to be highly asso-

ciated in the table, have appeared either due to coincidental multimorbidity, or lack of enough

data for examination, or any other medical related reasons which multimorbidity coefficients

are not taking into account.

The reason for choosing multimorbidity coefficients over the other pairwise association

measurement methods for measuring disease associations, is its ability to separate coincidental

multimorbidity (random multimorbidity) from disease co-occurrences by causal association

(non-random multimorbidity). The other pairwise disease association methods (such as odds

ratios or risk ratios) do not separate between random and non-random multimorbidity.
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Chapter 5

Conclusion

The main goal of the research underlying this thesis was to investigate, explore and identify

different approaches for analyzing socio-demographic characteristics of patients with multiple

chronic conditions, with a specific focus on patients sharing same chronic disease combina-

tions. This chapter provides an overview on approaches taken to analyze the burden of multi-

morbidity according to patients demographic characteristics. It summarizes potential similari-

ties and differences identified among patients diagnosed with same number of diseases focus-

ing on patient groups sharing the same combination of diseases, and concludes by providing

strengths and limitations of the research, as well as potential areas for future work.

5.1 Main Contributions

In this research, we demonstrated the applicability of analytical and clustering methods to

data about patients with multiple chronic diseases. The dataset used for analysis purposes

contains 13697 records of patients with one or more chronic conditions. Socio-demographic

information extracted for every patient are gender, age group, and socioeconomic score. The

methods explored include disease counts, pairwise association measurement approaches (e.g.

odds ratios, risk ratios and multimorbidity coefficients), and clustering algorithms (k−modes

was the primary algorithm used for analysis in this research). Besides exploring analytical

methods, we have also suggested different visualization approaches for representing the data

of patients with multimorbidity, which includes representation of patients socio-demographic
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characteristics and their relationships.

In order to explore relationships between certain chronic conditions and patient demo-

graphic characteristics, prevalence and distribution of diseases were analyzed for every chronic

disease separately over gender, six age groups and three socioeconomic scores among patients

diagnosed with one or more chronic conditions. The results suggest that age is important in

the prevalence of occurrences of multimorbidity: Older age groups had more occurrences of

multiple chronic conditions compared to younger groups. Some diseases appeared to be age-

associated, whereas some others did not.

Pairwise co-occurrence rates of chronic diseases was computed using multimorbidity co-

efficients (MC), and it was shown that certain combinations (disease pairs) are very likely to

co-occur compared to others. Disease pair counts showed that some of the highly associated

disease pairs according to MC were frequently occurring among patients; an example of this

is the pair hypertension and hyperlipidemia. Disease pair distributions were also computed

for males and females, all age groups and all socioeconomic score levels separately. The re-

sults suggest that some diseases occur more often with a second disease among males (e.g.

hypertension) and some among females (e.g. thyroid). The variation of disease combinations

grows by age, and for every age group there are certain disease combinations which tend to

occur more compared to other age groups. Disease pair distribution results for patients from

socioeconomic score 3 were less varying compared to scores 4 and 5, and the latter two scores

suggested a similar distribution to total disease pair distributions, with no visible dissimilarities.

To further explore patient characteristics with same diseases, we clustered patients with

certain disease pair combinations. The observations suggest that gender plays a role in dividing

patients into clusters in every disease pair, and age group in most of them, while socioeconomic

score plays a role in division of clusters mostly among pairs where musculoskeletal problems

are one of the two diseases.

Finally, patients’ socio-demographic characteristics were analyzed for individuals diag-

nosed with three chronic conditions. The overall analysis of this group showed that diagnosis

of three chronic conditions mainly appears among middle aged and elder population. Accord-

ing to disease counts, the most frequently co-occurring diseases are hypertension, diabetes and

hyperlipidemia. Multimorbidity coefficients measured the concurrence between commonly co-



76 Chapter 5. Conclusion

occurring disease pairs and all eighteen other diseases, and it was shown that some of the highly

associated triples (according to MC) were also commonly occurring in patients of this dataset

(according to disease counts), were a subset of commonly co-occurring disease pairs.

One of the secondary contributions of this research was to identify socio-demographic score

for patients from a different data source and tie it to each patient in main database given the

lack of these attributes in original data-set. This approach can be applied to similar data-sets

(which are greater in size) to investigate the burden of multimorbidity, although the socioe-

conomic score (as measured) did not appear to be directly associated with co-occurrence of

multiple chronic condition according to our dataset due to following reasons: (1) high level

of abstraction in defining socioeconomic score; (2)lack of availability of socio-demographic

attributes; (3) lack of data.

5.2 Strengths, Limitations and Implications of the Research

Despite numerous past and ongoing research about the prognosis, diagnosis and overall burden

of multimorbidity, there is very little known about characteristics of patients with multimorbid-

ity. This research is among the first of its kind exploring methods for analyzing multimorbidity

data, focusing on patient groups sharing the same combination of diseases. There were chal-

lenges and limitations during the course of this research, which will be pointed out in the

following, along with assumptions, estimations and strategies used to overcome them.

Small dataset: In order to get reliable results from analyzing patient data, the main re-

quirement is having access to data with sufficient numbers of patients with multimorbidity.

The DELPHI database contained 7394 patients with multimorbidity at the time of extraction.

However, the available amount of data drops dramatically when extracting the information of

patients with a certain number and certain combination of diseases. This was a limitation for

further exploration of dataset. Due to the small number of available data we were only able to

explore the demographic characteristics of patients with certain and most occurring combina-

tions of diseases.

Lack of availability of socioeconomic attributes: It is commonly seen that regardless

of the source of medical data, socioeconomic variables usually contain incomplete or miss-
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ing attributes that cannot be used in statistical analysis. Although, each patient’s gender, age,

and residential area were collected from the database, these attributes do not account for so-

cioeconomic factors that impact or are affected by health. As we needed a metric identifying

the economic status of patients along side the other variables, we have extracted median fam-

ily income levels of individuals for all FSAs from a different source and matched it with the

residential area of patients in our dataset. The final socioeconomic score was computed by

matching the FSA-based median family income to the FSA of individuals in DELPHI database

which contains a high level of abstraction and makes the results prone to external criticism.

Complex reality of multimorbidity: As discussed in Chapter 2, the phenomenon of mul-

timorbidity is very complex. There are many aspects that can play a role in patients health out-

comes. Patients’ educational background, current and past occupations, smoking and drinking

habits, distress levels, ethnic background, cultural and environmental effects are some exam-

ples of factors that can affect or be affected by the prevalence of multimorbidity. Collecting this

information for patients in a database is a tedious and challening process. However, assuming

all these variables are accessible, the question become how to aggregate these factors into sin-

gle attributes/variables and how to summarize them to compute the socioeconomic score? The

other question is how to identify whether a socioeconomic factor is impacting health outcomes

or being affected by health-related complications? Although the scoring system can enable

the opportunity to perform computational research on multimorbidity, the research in this area

has still a long way to go to create a reliable scoring system for computing the socioeconomic

burden of multimorbidity.

5.3 Future Research

There are many opportunities for improving this research as well as further analysis of multi-

morbid patient data, some of which are provided in this section.

Usage of a larger dataset: Some of the limitations in this research were due to lack of data

for multimorbid patients. For instance, we have overgeneralized the metric used in computation

of socioeconomic score due to lack of availability of socioeconomic variables. Furthermore,

lack of sufficient records for patients with more than three diseases, restricted the opportunity to
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perform further exploration on demographic characteristics of patients with a greater number

of diseases. With a larger dataset, it is possible to do further and more precise analysis on

characteristics of multimorbid patients.

Applying multimorbidity measurement approaches on time series data: It is also im-

portant to have access to information on patients over a duration of time. Analysis of sequential

data on patients’ diagnosis and socioeconomic status over periods of time can also help under-

stand the complexity of multimorbidity by helping to identify key factors and life changes that

may affect the occurrence of multimorbidity and to understand the effects multimorbidity have

on quality of life.

Exploring co-occurring disease combinations among patients with same socio-demo-

graphic characteristics: Beside exploring the distribution of diseases (or disease pairs) for all

age groups, socioeconomic scores, and the gender separately, we have analyzed and clustered

socio-demographic characteristics of patients with same number (as well as same combina-

tion) of chronic conditions. However, analyzing and clustering the distribution of different

disease counts and combinations for all patients belonging to the same gender, age group and

socioeconomic status would be another interesting approach in analyzing multimorbid patient

data.

Replacing disease counts with pairwise associations measurement methods: In order

to define highly associated disease pairs, we have used absolute disease pair counts, and ten of

the most commonly occurring pairs were used for clustering. Although, it is also possible to

derive highly associated diseases using the pairwise association measurement methods, such

as risk ratios, multimorbidity coefficients or Kappa statistics methods. These measurement

methods provide a more precise notion on disease associations compared to absolute counts.

However, the reason for choosing counts over these methods was insufficient available data for

most of the highly associated disease pairs defined by pairwise association methods.

Applying other clustering methods: Our approach for clustering patients with common

disease pair using modified version of k−modes may benefit from further exploration and com-

parison with results of other clustering approaches. By using Factor Analysis methods it is also

possible to identify the type of disease associations and their corresponding risk factors (the

causation models for two diseases and their risk factors are presented in Figure 1.3).
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Appendix A

Additional Material and Results

The extra figures and tables belonging to the analysis in this research are provided here. The
tables and figures included in this appendix represent the distribution of chronic diseases over
socio-demographic attributes with different aspects. Figures A.1 A.2 refer to patients diagnosed
with one of more chronic conditions, while Figures A.3 to A.13 represent the characteristics of
patients with two chronic conditions.

Theorem 1. The function d(S,q) is minimised if and only if fr(A j = q j|S ) ≥ fr(A j = ck, j|S ) for

q j , ck, j for all j = 1, ...,m, where fr(A j = ck, j|S ) =
nck, j

n
stands for the relative frequency of

k−th category ck, j in attribute A j from set S .

Proof. Assume that n is the total number of instances and m is the number of attributes for
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each instance in set S . According to , we have:

d(S , q) =

n∑
i=1

η(si, q)

=

n∑
i=1

m∑
j=1

η(si, j, q j)

=

m∑
j=1

n∑
i=1

η(si, j, q j)

=

m∑
j=1

[η(s1, j, q j) + η(s2, j, q j) + ... + η(sn, j, q j)]

=

m∑
j=1

fr(A j = q j|S )

=

m∑
j=1

(n − nq j)

=

m∑
j=1

n(1 −
nq j

n
)

=

m∑
j=1

n(1 − fr(A j = q j|S ))

As we know
nq j

n
is a positive number lying between zero and one, as a results n(1 − fr(A j =

q j)|S ) ≥ 0 for 1 ≤ j ≤ m. Therefore d(S , q) is minimized if and only if n(1 − fr(A j = q j)|S ) is
minimal. For achieving this, fr(A j = q j|S ) must be maximal1. �

1Proof of Theorem 1 was derived from [58].
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Figure
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Figure A.3: Disease correlations of two coexisting diseases for female patients. The diameter
of each circle represents the relative percentage of occurrence of the corresponding disease pair
among females population.
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Figure A.4: Disease correlations of two coexisting diseases for male patients. The diameter of
each circle represents the relative percentage of occurrence of the corresponding disease pair
among males population.
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Figure A.5: Disease correlations of two coexisting diseases among children. The diameter of
each circle represents the relative percentage of occurrence of the corresponding disease pair
among children’s population. There are nine patients in the database under child age group
who are diagnosed with two diseases. Obesity, bronchitis and colon problem form the majority
of disease combinations among children. The disease combination of bronchitis and colon
problem is most commonly occurring disease pair affecting 3 children. The family income
level of all patients in this age group belongs to high or highest income quintiles.
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Figure A.6: Disease correlations of two coexisting diseases for adolescent. The diameter of
each circle represents the relative percentage of occurrence of the corresponding disease pair
among adolescent. Bronchitis is the dominant disease which coexists with many other chronic
conditions among adolescent, and it correlates with a wider variety of diseases in adolescent
compared to children. The family income level of all patients in this age group belongs to high
or highest income quintiles.
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Figure A.7: Disease correlations of two coexisting diseases for young adults. The diameter of
each circle represents the relative percentage of occurrence of the corresponding disease pair
among young adults. Coexistence of hypertension with other chronic conditions starts to ap-
pear among patients from this age group. Bronchitis is still one of the dominant diseases mostly
co-occurring with depression and musculoskeletal problem among young adults. Depression
and obesity become the two other dominant diseases coexisting with a variety of chronic con-
ditions. Correlation of thyroid problem with some chronic diseases starts to appear from this
age group.
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Figure A.8: Disease correlations of two coexisting diseases for adult patients. The diameter of
each circle represents the relative percentage of occurrence of the corresponding disease pair
among adults population. Bronchitis is still on the list of dominant diseases for this age group,
coexisting with eleven other chronic conditions. Musculoskeletal problem becomes another
dominant disease coexisting with ten chronic conditions. Hypertension correlates with many
other chronic conditions in this age group and depression becomes less dominant compared to
young adults age group.
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Figure A.9: Disease correlations of two coexisting diseases for middle age patients. The diam-
eter of each circle represents the relative percentage of occurrence of the corresponding disease
pair among middle aged patients. The variety of disease correlations become relatively larger
compared to adults. Hypertension and musculoskeletal problem become two dominant dis-
eases, coexisting with seventeen and eleven other chronic conditions respectively. Prevalence
of coexistence of cancer with other conditions is greater compared to adults.
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Figure A.10: Disease correlations of two coexisting diseases for elder patients. The diameter
of each circle represents the relative percentage of occurrence of the corresponding disease pair
among elder population. Hypertension becomes the most prevalent disease and co-occurs with
all other chronic conditions.
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Figure A.11: Disease correlations of two coexisting diseases for patients belonging to moderate
income quintile. The diameter of each circle represents the relative percentage of occurrence
of the corresponding disease pairs. The most dominant disease correlation belongs to the pair
of musculoskeletal problem and bronchitis. The pattern of disease correlations among patients
with socioeconomic score 3, is different from those who belong to group of socioeconomic
score 4 or 5, and the reason is small population of patients belonging to socioeconomic score
3.
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Figure A.12: Disease correlations of two coexisting diseases for patients belonging to high
income quintile. The diameter of each circle represents the relative percentage of occurrence
of the corresponding disease pairs.
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Figure A.13: Disease correlations of two coexisting diseases for patients belonging to highest
income quintile. The diameter of each circle represents the relative percentage of occurrence
of the corresponding disease pairs.



Appendix B

Modified K-modes Clustering Results

This appendix includes the clustering results of patient socio-demographic characteristics for
patients who are diagnosed with the same two chronic conditions.

Figure B.1: Clusters of patients with depression and musculoskeletal problem. The clusters
have appeared based on gender split. Every clusters represents the patients belonging to a
few consecutive age groups and socioeconomic scores, which are mainly male or female. The
second clusters holds the most patients who belong to all socioeconomic groups, are between
age group 3 and 6, and are mainly male, while forth cluster specifies middle aged patients who
belong to highest income quintile and are mainly female.
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Figure B.2: Clusters of patients with hypertension and musculoskeletal problem. The data
split occurs according to the three attributes age, gender and socioeconomic score. The second
cluster refers to female patients who belong to socioeconomic score 4, while the third cluster
refers to elder male patients of the same socioeconomic score.
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Figure B.3: Clusters of patients with hypertension and diabetes. The clusters split the data over
age group and gender. Cluster 1 belongs to patients of socioeconomic score 4 and 5, who are
either adult or middle aged, while clusters 2 and 3 belong to elder female and male patients
respectively.
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Figure B.4: Clusters of patients with cancer and musculoskeletal problem. Clusters mainly
appear over socioeconomic score and gender. Cluster 1 belongs to female patients of 4 age
groups who belong to highest income quintile, while clusters 2 and 3 refer to patients with
high socioeconomic quintile and split males from females.
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Figure B.5: Clusters of patients with cancer and depression. This disease pair mainly affects
females according to out dataset. Clusters divide patients of different age groups and males of
elder age group from elder females.
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Figure B.6: Clusters of patients with hypertension and depression. Clusters divide the patients
over gender and age group. Females of age group 5 and 6 are clustered in clusters 3 and 2
respectively, while most of the male patients who have this disease combination are clustered
in cluster 1.
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Figure B.7: Clusters of patients with hypertension and cancer. Clusters clearly appear over
gender and socioeconomic score split. Patients from highest income quintiles are clustered
separately from patients from high income quintile. Male and females who belong to socioe-
conomic score 4, have been divided into two clusters.
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Figure B.8: Clusters of patients with hyperlipidemia and musculoskeletal problem. Clusters
mainly divide the patients by gender and age group. However, this is not a perfect split of
patients based on demographic characteristics.
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Figure B.9: Clusters of patients with bronchitis and musculoskeletal problem. Patients distri-
bution over age groups and socioeconomic scores is similar to patients with depression and
musculoskeletal problem. The division of patients into clusters is also similar in these two
disease pairs. There are five clusters dividing the data: other than cluster 2 which mainly di-
vides males from females, the other clusters belong to patients of one to three consecutive age
groups.
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