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ABSTRACT

Economic integration agreements — also called prefal trade agreements or
regional trade agreements — have dramatically edgzhin scope since World War 1.
While the proximate goal of economic integratiomoisncrease commercial exchange
between member states, there are strong reasbeti¢oe agreements affect security
relations as well. In particular, by increasintendependence between member states
through trade and investment, economic agreemeatsase the opportunity cost of
coercion. However, they simultaneously marginatiaemmercial ties between agreement
members and the outside world and exacerbatewelgéiins concerns through trade
diversion. Hence | argue that while conflict beéweagreement members likely abates, it
may become more likely between members and non-resnb

Furthermore, in considering the impact of econoagicements on security
relations, | take a broad view of the interstatefiict process that includes multiple
coercive strategies. Specifically, | consider hagweements influence the use of
economic sanctions and military force as substitetaoercive strategies in disputes.
Using the logic of policy substitution, | develofamal bargaining model capturing a
state’s decision between sanctions and militargefort draw several implications from
the formal model. First, asymmetric trade relagibetween agreement members results
in the use of military force by dependent states@onomic sanctions by autonomous

ones. Second, symmetric trade relations betwesreagnt members result in economic

Vii



sanctions. Finally, members and non-members @emgents are more likely to use
military force in disputes.

| evaluate these arguments using statistical fedyad years from 1970 to 2001.
Ultimately, | find the influence of agreements ighly contextual and based on
economic relationships between states. Conditismgport is found for the idea that
economic agreements reduce conflict between menalnersncrease it with non-
members provided certain economic conditions exiiwever, other economic
relationships can actually increase conflict betwstates in the same agreement.
Furthermore, | do not find support for the arguntéat economic agreement members
substitute economic sanctions for military forcestrategies in disputes. Conditional

support does exist for a substitution effect betweembers and non-members, however.
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CHAPTER1
INTRODUCTION

Economic integration agreements — also called prefal trade agreements or
regional trade agreements — are powerful foreidicyptools for many states. By
lowering commercial barriers, agreements incre@sietand investment among member
states. As a consequence, the number of extaee@gnts now numbers over two-
hundred individual arrangements with many moreanous stages of negotiation. The
proliferation of agreements is accompanied by iasireg complexity. Many economic
agreements now incorporate external trade policgnbaization and factor mobility in
addition to standard trade liberalization. In &idi to increasing commercial exchange,
states also gain from agreements by increasinglthegaining power in multilateral
negotiations and signaling political commitmenpgaticular policies. Economic
integration, therefore, appears to be a cornerstbnemmercial policy for states.

Rhetoric from scholars and politicians alike furteeggests that commercial
integration is as valuable for peace and secusity ia for economic prosperity. In the
late nineteenth century, Vilfredo Pareto advocategtoms unions as pacifying
mechanisms in Europe (Machlup 1992, 146). Johnndead/Keynes echoed this
sentiment after World War |, believing that integya had the potential to tie European
states together politically and prevent the devastaf war (Keynes 1920, 249). French
minister Robert Schuman, when advocating for thepgean Coal and Steel Community,

firmly believed in economic cooperation as a mdargeace:



“By pooling basic production and by instituting emHigh Authority, whose
decisions will bind France, Germany and other memmbentries, this proposal
will lead to the realization of the first concrét@indation of a European
federation indispensable to the preservation of@édSchuman 1950)

Yet economic agreements do not exist in a vacudoenomic integration can
profoundly affect the welfare of non-member stdtgsltering trade patterns and
investment decisions. Regional economic agreemehysnecessity — are discriminatory
institutions that incorporate a discrete numbestafes to maximize economic gains. By
doing so, economic agreements may implicitly cordffrareas of the global economy
and foster acrimonious commercial relations. pracess called trade diversion, for
example, trade shifts from more- to less-efficigrdducers due to the unequal removal of
trade barriers and tariffs (Viner 1950, 43; Krugni®93, 384-385). Indeed, the concern
over the trend in regional trade agreements proanghien Director General of the World
Trade Organization (WTO) Supachai Panitchpakdotmment:

"[Regional integration] threatens the primacy & WTO, and foreshadows a

world of greater fragmentation, conflict, and maatdization, particularly of the
weakest and poorest countries.”" (Panitchpakdi 2002)

Furthermore, economic integration involves strate@gicisions about which states
are included and excluded from membership. Otiesd decisions are made based on
security goals. Many states integrate economicalhgsist aggressive states or
particularly strong threats they may face. Fomeple, the Gulf Cooperation Council
(GCC), with a stated goal of developing a commonkeiawas created in part due to
concern over the Iran-lraq war. As Saudi Arablatsrior Minister Prince Nayif ibn
Abd al-Aziz indicated during one of the organizasaneetings in 1982:

“Undoubtedly, the GCC has made great progresh fielas in a short period of

time. Undoubtedly, the security field which allyafu represent here is of

paramount importance in the cooperation of GCC negmatates.” (Ramazani
1988)



Given that economic agreements are both a compohamt overall security
strategy for some states and impact the econonwerpof states, it is prudent to consider
the overall impact they have on conflict betweetiams. This project, in turn, examines
the relationship between economic institutions iatelstate conflict in order to evaluate
their ability to generate peace. Specificallygdk to inform the following question: Do
formal economic integration agreements influentergtate conflict?

While informed by a broad literature on trade aadflict, many issues
concerning the broader security implications ofresuic agreements have yet to be
addressed. In particular, | consider three impragpects of economic agreements and
commercial relations in general that receive comapagly little attention. First, where
contemporary studies of economic interdependendeanflict assume the gains from
trade are valued equally, | attempt to contexteagizonomic relations between states by
considering more carefully the structure of comraerEconomic agreements vary in
terms of scope and depth, for example, in wayslikelly influence their pacifying
effects. Likewise, asymmetrical relations betwagreement members (or non-
members) may further color their interactions. @k | consider the seemingly
contrasting effect economic agreements have oa-agreement and extra-agreement
relations. While the economic effects of agreemmemty increase interdependence
between members, thereby potentially pacifyingti@te, it may simultaneously reduce
it with states excluded from the agreement. Comsety, states forming economic
agreements may face a tradeoff between intra-agneigpeace (i.e., between member

states) and extra-agreement conflict (i.e., betweembers and non-members).



Finally, | consider more carefully the causal metsias behind the influence of
commerce on conflict. In particular, | evaluate thelief that economic sanctions can
substitute for military force as coercive policida.many ways economic agreements
provide a natural test for this oft-held belietat®s in an economic agreement implicitly
signal their economic interdependence and thersaief trade relations with other
member states. Given this, if economic sanctianyg substitute for military conflict,
agreement members are theoretically the best poedito substitute sanctions for
military force.

In this project, | specifically argue that econoragreements influence the
relative utility of coercive policies among thogates both included in and excluded
from membership. Economic agreements foster greataragreement interdependence
by increasing trade, promoting investment, and iginog intangible benefits to members.
This, in turn, likely encourages the use of ecommosanctions to address conflicts
between members instead of military force. Onatier hand, the process of economic
integration likely reduces or limits interdependehetween members and non-members
of agreements. Economic sanctions are likelyéffext, promoting the use of military
force to address conflicts. Consequently, whilmsaelationships reduce overall conflict
and violence, others may actually increase it imjting the effective use of alternatives
like economic sanctions.

1.1 Layout of the Dissertation

My dissertation proceeds as follows. Chapter 2tmgizes the commercial and
institutional effects of economic agreements wihthirt political implications per the

extant literature. In Chapter 3, | develop a tygmireconomic agreements and interstate



conflict. My argument is relatively straightforvear Economic agreements increase
economic interdependence between member states svimultaneously reducing
relative interdependence with non-member statdéss drocess has different implications
for intra- and extra-agreement relations. Inteethglence between agreement members,
first, is likely a facilitator of peaceful intra-eement relations. The marginalization of
ties between members and non-members, howevds, ékacerbates tensions and
increases extra-agreement conflict.

The implications of my theory, however, go beyomdmy the initiation of
conflict and extend to the means by which statesymiconflict. To this end, | develop a
formal bargaining model considering a state’s chdietween economic sanctions and
military force to coerce adversaries. The modeifsewith a challenger demanding
concession from a defender, who then either acagptgects. Given the defender
rejects the demand, the challenger then decidethesh® use economic sanctions or
military force to compel the defender to acquieskly. analysis of the model indicates,
somewhat intuitively, that states select the pohath which they are best suited to
compel the defender. States in a dominant econpasition are more likely to use
economic sanctions while more dependent statesiare likely to use military force. In
terms of my argument concerning economic agreemgrsmplications once again are
different for intra- or extra-agreement relatiomsterdependence between members of
the same agreement likely increases both the aféaess of economic sanctions and
cost of military force, encouraging the use offitener. When members engage in

conflict with non-members, however, economic samdiare less likely to be effective



given the lower degree of interdependence. Thdtresuld be elevating military force
to a first-best option when conflicts arise.

| test the implications of my theory and formal rebdsing a multi-method
approach. Chapter 4 describes in detail a resemsign which allows me to
appropriately capture the complex details of ecan@greements and their influence on
both conflict and the strategies states employCHapter 5, | examine the effect of
economic agreements and the trade relationshigdnfisence on the onset of both
economic sanctions and military force between ttates in the same economic
agreement. | also offer an extended illustratibsomne plausible causal mechanisms in
my analysis using the relationship between Ugamdiakeenya, both members of the East
African Community. | conduct a second large-n gsialin Chapter 6 testing my
argument that economic agreements exacerbate cdrgiween members and non-
members as interdependence is limited. | evalii@®nset of economic sanctions and
military force based on economic agreements arml#® trelationships between two states
where either only one is in an agreement or baitestare in separate agreements. In the
concluding chapter, | summarize my argument angiden the policy implications of
my analysis.
1.2 Defining Formal Economic Agreements

Before proceeding with my analysis, however, aflatédinition and discussion of
formal economic agreements is warranted. A forecahomic agreement as | use it
refers to any institution removing barriers to coemamal exchange with discrete
membership. In general, this is broadly similath® conventional use of regional trade

agreements. The World Trade Organization defimeg@nal trade agreement as a



territory that maintains separate tariffs or regafes for a “substantial part of the trade of
such territory” (WTO 1994, Article XXIV). In praitte, the concept is stretched
somewhat by the states that employ such arrangerseah that a “substantial part” of
trade is not in fact covered by agreements (areissldress empirically). Two key
factors therefore define my use of economic agre¢sne~irst, the arrangement must in
some way reduce barriers to commerce between s@at&s to increase economic
interactions between members. Second, memberstiye iagreement must be discrete
and non-universal. That is, global institutiokelthe WTO and its predecessor the
General Agreement on Tariffs and Trade (GATT) aeaonsidered in my theory or
analysis. While the GATT and WTO reduce barrieredmmerce, their nearly universal
membership provides a baseline of economic opennegke world. My use of
economic agreements, to this end, captures instittithat go beyond global standards to
capture unique, discrete relationships betweenpgrofi states.

Economic integration agreements also vary in sgatescope. Balassa (1962)
first developed a comprehensive economic theorgtefjration as @arocess He
identifies five stages of integration in increasarder from free trade agreements to
customs unions, common markets, economic uniomstaal political integration.
Subsequent authors have modified Balassa'’s taxofionparticular nuanced purposes
(see Crowley 2001 for a summary of taxonomy). Haehl is differentiated by
additional layers of policy convergence and deptimtegration. In the most basic, the
distinction between levels is the mix of negatine @ositive integration initiatives,
where negative integration is simply the removabafriers and not the creation of new

mechanisms. Shallow agreements, such as freeatadements, focus largely on



negative integration by removing impediments tdétaDeep agreements, in contrast,
remove barriers as well as creating common indggti Customs unions, for example,

incorporate free tradendthe harmonization of external trade policies. Samuently, the
taxonomy | adopt in my analysis takes into accdbi@tincremental depth of economic

integration. A summary of the levels of integratend the policies they imply | use in

my analysis, based largely on Balassa’s originanamy, are included in Table 1.1.

1.3 The Political Salience of Economic Agreements

Understanding how economic agreements influenc#icobetween states is
important given trends in the global economy todAg.noted, economic agreements are
incredibly popular tools of commercial policy fdages in the contemporary world
economy. Starting from a base of almost zero ¥ahg World War II, the number of
extant integration agreements grew to include o two-hundred unique
arrangements. It is not an exaggeration to saywhth only a few exceptions, every
state in the world today is party to at least oc@nemic agreement. Agreements are now
also more diverse in membership, broader in scapejncreasingly deep. While most
early agreements were restricted to European statgroliferation of new states
following decolonization encouraged participatiarthe developing world. Figure 1.1
illustrates the popularity of economic agreementplbtting the cumulative number of
economic agreements in force from 1950 to 201liddnt in Figure 1.1 is the
exponential growth of agreements since the entdeofCold War. Between 1992 and
2011, states formed between ten and eleven agréemm@mually on average. The fifteen
agreements added in 2011 indicate the popularigcohomic agreements is unlikely to

wane in the coming years.



The quantitative increase in economic agreemergslsa complicated
commercial relations between states. Crisscrosswdgoverlapping agreements create a
more complex system of trade regulations for bissas to navigate. As Bhagwati
(1995, 2008) famously noted, there now exists aghetti bowl” of trade deals that
subject the same commodities to different tardisptas, and rules of origins. The
ultimate result of such dynamics may, on one hardand commerce given the lower
barriers to trade. On the other hand, the compyl@thagwati notes may stymie global
trade by creating a chaotic system of competinfepeaces that increases uncertainty
and suboptimal outcomes. Indeed, Baldwin (1998)es that the mere creation of a
trade agreement between a discrete number of giatesirages the formation of other
agreements. States concerned about competitiontire new agreement may seek to
form agreements to compensate for this implicitketdiscrimination. Hence,
agreements have a domino effect where agreementsraned in defensive fashion.
Consequently, given their popularity and poternbahfluence global commerce,
economic agreements are an important topic of denaiion in international relations
today.

In addition to the economic consequences of agretanié is important to
understand their influence as part of state’s dveegurity strategies. While the direct
economic benefits of economic integration agreemard the most obvious motivation
for their popularity, a number of political incergs underlie most arrangements. Indeed,
some go as far as to state the fundamental mainabfall economic agreements to be

political. In the words of Ali EI-Agraa:



In reality, almost all existing cases of economiegration were either proposed
or formed for political reasons even though theuargnts put forward in their
favor were expressed in terms of possible econgaits. (El-Agraa 1997, 34)

Perhaps the most basic political motivation to f@ameconomic agreement is to
underpin a broader security arrangement. Schdf\&imters (1998), notably, identify
several security-based motivations for regionagnation. First, states may seek
economic integration to politically bind membertega As the anecdotal quotes at the
beginning of this paper indicate, policymakers offiern to economic agreements to
achieve security goals. European integrationoésdy was pursued largely for security
goals. Likewise, Argentina and Brazil sought ecuiwintegration to quell tensions
between the two countries and focus on democratisaidation (Schiff and Winters
1998). Former U.S. Secretary of State Cordell ldlgb advocated economic integration
as a means to pacify interstate relations (HullB)946econd, although the main goals of
agreements are economic in nature, many also iecduwwbmponent addressing external
security and foreign policy threats. The Southigsin Development Coordination
Conference (SADCC) was formed in 1980 specificdlyeduce states’ material
dependence on South Africa. By doing delinkingrteeonomies from South Africa,
member states (Angola, Botswana, Lesotho, Mozamnebi§waziland, Tanzania and
Zambia) sought to both resist pressure from Sodititaand actively combat the
Apartheid regime by economically isolating the coyn The Association of Southeast
Asian Nations (ASEAN) likewise was formed in 1967 ¢sist external powers. Of
particular concern to ASEAN founders was the faticegional economy that opened
them to manipulation by the competition betweenUhéed States and Soviet Union.
Consequently, one of ASEAN'’s core objectives is [to] ensure [states] stability and

security from external interference in any forrmmanifestation...” (ASEAN 1967). It
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is important to subject the beliefs of policymakerempirical evaluation given the

relatively common belief economic agreements asguments of peace between states.
1.4 Contributions

My research makes several noteworthy contributtorisoth the scholarly study
of political science and potential public polickirst, | contribute to and expand the body
of literature on economic interdependence and mnfln some ways my analysis is a
critique or refinement of the mainstream beliet interdependence has a linearly
pacifying effect on interstate conflict. The asgtion made by most studies linking
interdependence with peace is that trade exclysreshlts in positive gains. That is, the
only way interdependence can increase conflidtlitle interdependence exists. Such
an assumption may not be warranted, however,cpttures only the vulnerability of
states to disruptions in trade. While both stateg be vulnerable, one may be more
sensitive to disruptions such that it is less abladapt policies to minimize damage from
the disruption (Keohane and Nye 1977; Richardsahkagley 1980). Indeed, if the
terms of trade decidedly favor one state in theéenalationship, it is unlikely they view
interdependence similarly.

My argument lends support, most importantly, tolibkef held by Barbieri
(1996, 2002), Grieco (1988, 1993), and othersttiastructure of trade relations is an
important determinant of their influence on cortflidhat is, | consider more sdhen
and in what ways economic relations influence aonéind not simplyf they do so. This
line of inquiry has implications for policymakers well. On one hand it directly informs
decisions to pursue close economic relations betwtses as a pillar of or compliment

to security policy. This is particularly usefurfeconomic agreements primarily pursued
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for security goals (e.g., the European Coal andl®emmunity). It is also helpful for
security agreements that contain an economic coergorWhile the military alliance
may intend to draw states closer together, it &sfimde economic frictions brought on by
openness and competition could drive them apantth® other hand, it broadly informs
trade and economic policy by highlighting the paiarmpolitical consequences of
economic policy decisions. That is, economic ages#s that do not specifically touch
on security goals may nonetheless impact foreidicypdecisions.

Second, my analysis addresses a generally neglactadf international
relations. Specifically, how might the existenoel @peration of limited-membership
international institutions influence states exclilifféem membership? While copious
research explores integration and conflict betweaembers, relatively little considers
how institutions affect non-members. State densito seek integration are strategic
choices that necessarily exclude certain partie®llows, therefore, that institutions
may have as profound consequences for non-membdneydo members. | provide a
piece of this puzzle in my analysis.

Third, | consider the empirical validity of polisubstitution in conflict scenarios.
Sanctions have long been posited as means to préeadly conflict. Woodrow Wilson
firmly believed in the power of economic presswavoid conflicts like World War I:

“A nation boycotted is a nation that is in sight afender. Apply this economic,

peaceful, silent, deadly remedy and there will baneed for force. Itis a terrible

remedy. It does not cost a life outside the nabioycotted, but it brings pressure
upon the nation that, in my judgment, no moderionatould resist.” (Hufbauer,

Schott, and Elliot 1990).

His sentiment is carried out in practice by notabky United States, which uses sanctions

more often than any other country as a tool ofifprg@olicy. However, while economic

sanctions have long been posited as alternativesitofew studies bring empirical
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results to bear. While sanctions may be altereatte war, it is equally valid that they
are utilized in different foreign policy roles thdd not warrant the use of military force.
Furthermore, the majority of sanctions literatwgeightly focused on their effectiveness
and consequences. Understanding the consequdrsasctions, however, requires an
understanding of the circumstances in which stt@sloy sanctions. That is, the
effectiveness of sanctions may be conditioned ertythe of engagement. Sanctions may
be more or less effective depending on whether éineyised to avoid conflict or not. If
they are indeed substitutable policies, economieeagent members are the most likely
group to do so given their formal interdependenmkraady-made institutional
mechanisms. This contribution has important conseges for policy in particular,
given the popularity of economic sanctions as ¢oinfésolution tools today. | consider
in this analysis some of the conditions under wigcbnomic sanctions are more or less
likely to be adopted by states.

Overall, my research addresses the political raatifons of one of the most
noteworthy trends in international political econpaver the past fifty years. Economic
agreements have expanded in scope and scale suctethly every economy in the
world is now formally linked to at least one othé&telatively little scholarly attention has
been paid, however, to the broad security consemsenf agreements. Through my
dissertation, | address this gap and help infoeddrand economic policy by considering
how the structure of economic relations influenoasflict behavior. If it is the case, as |
argue, that economic agreements reduce conflichngmeembers but increase it with
non-members, states entering into economic agresrfeae a tradeoff between intra-

and extra-agreement security. Understanding tadedff will ultimately help states
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determine the linkages between economic and sgquaiicy, thereby helping improve

efforts in both arenas.
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Table 1.1: Levels of Economic Integration

Partial Scope Free Trade Customs Common Economic
Agreement Area Union Market Union
(PSA) (FTA) (CU) (CM) (EV)
Reduction in Trade Barriers X X X X X
Elimination of Trade Barriers X X X X
Creation of a Common Externpl
Trade Policy X X X
Free Movement of Labor and X X
Capital
Coordination of Domestic X
Economic Policies
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CHAPTER 2

ASSESSMENT ORRELEVANT LITERATURE. INTERDEPENDENCE CONFLICT, AND
THE FOUNDATIONS OFECONOMIC AGREEMENTS

The research question | put forward is firmly grded in the literature on
economic interdependence and conflict, but alsludes other research areas, given the
formal nature of economic agreements. That isp@eoc agreements are international
organizations that carry a temporal aspect relatede codified nature of association
between member states. | proceed in this chaptiilaws. First, | review and
synthesis the extant literature on economic infgeddence and conflict. Second,
stemming from the interdependence and conflict tigbb@valuate the use of economic
sanctions as a tool to achieve foreign policy gaals their substitutability with military
force as coercive options for states. Third, Istder the political motivations and
consequences of economic agreements from primanko-functionalist perspective.
Fourth, given the literature on economic interdejggte and conflict, | explore the
economic and political consequences of economieeayents for member states. Fifth,
given the discussion of prior research, | contditadhe extant literature on economic
agreements and interstate conflict. Finally, Issdar gaps in this extant literature as it
relates to my particular research question.

2.1 Economic Interdependence and Conflict

Economic agreements are naturally institutionsgiesi to increase commercial

interaction between member states. As such, ith@iience on conflict is primarily
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informed by the broad literature on economic int@ehdence and conflict. Connections
between commerce and conflict span centuries anthast often associated with
enlightenment philosophers. In particular, Immandant believed economic
interdependence reinforced legal systems and soailadtates to prefer cooperation
rather than conflict (1991 [1795]). Empirical ass@ents of Kant's general claims,
however, assume more varied causal mechanismslinEhef inquiry most in line with
Kant’s original thoughts holds that trade may pastates through a socialization process
that encourages the acquisition of resources tlirexghange rather than conquest
(Keohane and Nye 1977; Rosecrance 1986; Hegre 2@i®nomic interdependence,
furthermore, improves communication and conflicdm@on mechanisms such that
conflicts between interdependent states are redggacefully (Mitrany 1965; Haas
1964; Stein 1993; Doyle 1997). War is, therefow, required between interdependent
states, as they have alternative means of acquesmurces and resolving disputes.

The most developed branch of the liberal peaceshiblat trade between nations
confers tangible, material gains that provide itiees to avoid conflict. Eliminating the
flow of goods and services between states potgnsactrifices gains in aggregate
welfare. Trade therefore reduces conflict throagportunity costs insomuch as trade is
disrupted by war (Polachek 1980, 1992; Dorusse®;1B8ssett and Oneal 1997; 1999a;
1999b; 2001; Benson 2004). The opportunity cagtirment is criticized on several
grounds, however. Gartzke, Li, and Boehmer (2@dd)e that opportunity costs are
insufficient to deter conflict. Using a bargainimgpdel, the authors demonstrate that
opportunity costs simply increase the demand dexingér makes. That is, if the

defender derives benefits from its economic retetiwith the challenger — and the
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challenger is aware — it simply demands more inymebargaining. Interdependence,
therefore, is subsumed in the bargaining proceasz{(@, Li, and Boehmer 2001, 400).

Second, Barbieri and Levy (1999, 2004) challengeftinédamental assumption of
studies linking trade and conflict by testing wheathonflict actually does disrupt trade.
Although data availability limits their sample teven dyads, the authors find little
evidence to support the notion that war interrtade flows. There is ambiguous
evidence that trade drops initially in response&n and no evidence to suggest that war
inhibits future trade. In a later work the authdescribe more fully the logic of trading
with enemies in times of war, including systemiatige gains concerns, the alienation
of neutrals in warring states, and dependencyauettaxes for war efforts (Barbieri and
Levy 2004). Anderton and Carter (2001) presemtoattal to Barbieri and Levy,
however, by focusing on the impact of major powarswon trade. They find evidence
that major power wars — and non-major power waes|ess extent — do reduce trade
between combatants. Studies considering the ingbacar on trade suffer from several
problems, however, including data availability, ii@d sample size, and selection bias
(Barbieri and Levy 2001). Consequently, the exagiact of military conflict on trade is
ambiguous at best.

Two additional veins of research explore economthange beyond trade
relationships. One specifically considers cagital's between states as inhibitors of
conflict. Foreign direct investment (FDI) provid@sgible benefits to states by
increasing physical and human capital stocks whictyrn, are jeopardized through
interstate conflict (Souva 2002; Souva and Prir@62Gartzke 2007). Furthermore, FDI

provides private information that reduces uncetyaim the bargaining stages of war-
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initiation (Gartzke, Li, and Boehmer 2001). Theeatade by interdependent states are
more credible given the potential losses they mauyn. A final strain of research by
Brooks (1999) argues that the geographic diffusioproduction, expansion of
multinational corporations, and shift to knowledgéented economies renders conquest
ineffective in capitalizing on economic assetsm@y put, states cannot utilize what they
conguer because of fractious production chainsintiaagible nature of economic value
based in knowledge, and disciplining role of cogtmns.

While the preponderance of studies conclude that@mic interactions reduce
conflict, a dissenting body of research finds thpasite effect of trade on conflict. The
counter-argument to the liberal peace holds thahasetric patterns of exchange
encourage states to view commercial flows in teofrglative gains. A state achieving
greater wealth or increased productivity from aoneenic agreement may translate its
new-found advantage into military power to be uagdinst the other (Barbieri 1996,
2002; Gilpin 1981; Gowa 1994; Grieco 1988; Grie®83). Furthermore, a state may
simply develop concern about the extent to whidy tthepend on a rival for economic
viability. Reliance on another state for goods/ancharkets is in and of itself a form of
dependence exogenous to relative gains concerltisouiyh levels of trade may be
relatively equal, each state is still vulnerable@igruptions in the relationship. Rather
than interdependence, economic integration magfastnple dependence or the
perception thereof in both states (Barbieri 19982 Mansfield and Pollins 2001, 836;
McMillan 1997, 41). Consequently, vulnerabilitiesplied by dependency may
encourage more aggressive actions in the secuehadao compensate for strategic

imbalances (Gilpin 1981; Liberman 1996; Mearsheir®30; Mearsheimer 1994).
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Alternatively, Crescenzi (2003a, 2003b) argues ttmatconstraining influence of
interdependence depends on each state’s the exst cBtates that have many alternative
options for import or export are not truly interéepent, as they can easily avoid the cost
of conflict as it manifests in lost trade. Asymmeexit costs tend to yield limited

conflict, as the weaker state lacks bargainingrieye. Symmetrically low exit costs are
most likely to escalate to militarized conflict.

Empirically, Barbieri (1996; 2002) argues that sadience of bilateral trade
relationships and the symmetrical nature of depecele these relationships are
important determinates of conflict. Salience irdsd as the importance of a bilateral
trading relationship relative to others for twotetain a dyadic relationship. Symmetry is
the equality of dependence for states in a dydek ffads through a large-n study that
high interdependence, measured by the interactisal@nce and symmetry, actually
increases the likelihood of interstate conflictainh, Mayer, and Thoenig (2008) argue
that countries more open to global trade are moyeegoto conflict due to the lower
opportunity costs of any one trade relationshipe Tore numerous and diversely
distributed the trade ties of a given state , &8 laluable any one connection is relative
to the others. Consequently, states with open etsiikcur less pain from the severing of
any one trade tie. The reduced opportunity cosbaflict both decreases the pain of war
and reduces the effectiveness of economic san¢sornse states may easily adopt by
shifting from one trade partner to another.

2.2 Foreign Policy Substitution and Sanctions asr€ive Tools

The third and somewhat underdeveloped mechaniswhiph economic

interdependence promotes peace is the possiltihtyetconomic interdependence
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increases the effectiveness of alternative conisblution mechanisms. In other words,
policies short of war may be substituted as a ¢eemmeans to achieve foreign policy
goals as economic interdependence can increasedineffectiveness, thereby obviating
the need for war. The essence of policy substitus that states may pursue foreign
policy goals using several different means. Statssess a menu of options with which
they may address foreign policy issues (Most aadr 3984 and 1989; Starr 2000).
Different situations (causes) will often tend teuk in different policy responses
(outcomes) across both nations and time despitéasifareign policy objectives. For
example, responses to a perceived security thyeatshate range from increased defense
spending, to securing allies, or preemptive wargmathers. The exact policy option
adopted is determined by various factors both mateand external to the state. Cioffi-
Revilla and Starr (2002) further refine policy stitogability and its application to theory
and empirical testing in compliment to opporturatyd willingness. Specifically, policy
substitutability is a second-order causal mechandsthe larger framework of
opportunity and willingness (Cioffi-Revilla and 82002, 232). In other words, policy
substitutability is a decision-making process stemgnfrom the ability and desire of a
state to act. A critical component of foreign pglsubstitutability, furthermore, is in the
relative comparison of instruments to one anothtrst and Starr 1984; Baldwin 1985,
121-122; Most and Starr 1989). Within the univesbpotential responses to conflict,
particular alternatives are more attractive comghémeothers based on the ability of states
to inflict harm and withstand retaliation (Stari0BQ 132; Cioffi-Revilla and Starr 2002,
232; Gartzke, Li, and Boehmer 2001, 400; Stein 2228). Consequently, policy

substitution can shed light on the process of anflithin the context of cost/benefit
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analyses. Foreign policy substitution is alsotegi@ in nature. States will implement
particular policies in part influenced by their exped outcome and chances of success
(Clark and Reed 2005).

Of particular interest in the economic interdeper@eand conflict debate is the
potential use of economic sanctions as substifatasilitary force. Economic sanctions
may be used to selectively harm the economy ofreendtate if interdependence is
sufficiently high. In this way, economic sanctiaran be tools of coercion in which the
sender state disrupts the flow of trade or capitah effort to change an undesirable
policy in the target state (Wallensteen 1968; Batdi®85; Hufbauer, Schott, and Elliot
1990; Drezner 2003). Likewise, sanctions can sybplused as tools to punish the
target for an action or policy (Nossal 1989, Drezt#99). The success for failure of
economic sanctions, given this motivation, is diserelated to the structure of economic
relations between contending parties (Baldwin 1989-195; Baldwin 1993; Whalley
1996; Mastanduno 2003, 176; Morrow 2003, 91; S2€B3). Sanctions are particularly
likely to succeed when used by relatively stroragest against the relatively weak, as the
latter is more dependent on the former for econonaibility (Hirschman 1981).

Economic sanctions may also substitute for milifarge insofar as
interdependence enhances states’ ability to sesttiygnals. In particular, Garzke, Li
and Boemer (2001) argue that severing mutuallyaldkicommercial ties enables
interdependent dyads to credibly signal resolveoinflict. Private information is
therefore revealed concerning the disputant’s mghiess to fight. Similarly, Verdier
(2004) argues that sanctions are important pungegbprivate information from the

sender state to the target state. They may sagsahder state’s disapproval and/or its
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resolve to see an offensive policy of the targatiesteversed, preferably without the use
of military force (Drezner 2003; Garzke, Li and Buer 2001; Morgan and Schwebach
1997). Economic sanctions and military threats mlag generate audience costs insofar
as leaders are punished for backing down fromniateynal confrontations (Fearon 1997,
Schwebach 2000; Gartzke, Li, and Boehmer 2001; Bloand Schwebach 1997,
Lektzian and Sprecher 2007). Sending an econoanicti®n, in other words, may force
leaders to pursue an aggressive policy vis-a-@gdlget or risk being punished.

Despite their relative popularity, the abilitfezonomic sanctions to generate
meaningful costs through these mechanisms, andftirersucceed as signals of policy, is
guestionable. First, the ability of states toaiadanctions to specific dimensions reduces
their overall impact and weight. Indeed, Lektzaard Sprecher (2007) argue that
sanctions are designed in such a ways as to miaithe cost imposed on senders. The
result, which they demonstrate empirically, is thatctions often carry relatively little
sunk or audience costs and result in a higher fibtyaof military conflict overall.

Second, when the field of available policy optimexpanded to include military force,
the audience cost value of sanctions is tenuausofar as the potential cost of military
confrontation (i.e., casualties) exceeds the p@tetst of economic sanctions, the sunk
and audience costs generated will typically be ldfeesanctions than military force. As
Fearon (1997) notes, “signaling anything less tiogad commitment leads to the
inference that the defender will surely not figtits). Taking these two points together,
sanctions may be seen by defending states as sigiidle challenger’'s weakness simply

because they are not military threats (HufbaueB8)l9%anctions may therefore be
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viewed as foreign policy “on the cheap,” when raifjt force is too expensive and
diplomacy too frail (Hufbauer 1998; Schott 1998h®&ebach 2000).

This is not to say that economic sanctions are ¢etely devoid of an ability to
signal resolve to defending states. The true siggpaower of economic sanctions may
lay in the ability of the challenger to demonstride harm it can inflict on an opponent.
That is, by imposing costs on a defending statechallenger communicates its ability to
disrupt political or economic systems in the targdéence, the signal is not necessarily
one of intention or resolve, but of ability and aapy. Jervis (1970) argues that signals
(or what he calls indices) are more successful wheristatements or actions ...carry
some inherent evidence that the image projectedriect because they are believed to be
inextricably linked to the actor’s capabilitiesiotentions” (18). Consequently,
economic sanctions can be effective signals othiaienger’s capabilities in two ways.
First, strong economic sanctions can demonstrateelree to which the challenger is
able to disrupt the defender’'s economy and govenhimgsevering commercial ties.
Second, the strength of sanction can signal theedeaf resolve and domestic support for
coercive actions (Lektzian and Sprecher 2007).inljylication, weak sanctions can
signal the opposite effects — namely the inabibithharm and a lack of domestic support.
The mechanism behind the signaling value in thig,mawever, is identical to the
compellence or punishment argument. Specificaipctions are successful to the
degree the challenger can harm the defender. Udeess or failure of economic
sanctions, therefore, likely rests on their abildynflict some degree of economic

damage on the target state.

2.3 Evaluating the Effectiveness of Economic Sanst
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Turning to the actually effectiveness of sanctionis, important to understand
that success rates are strongly influenced by tladsgstates attempt to achieve and how
success is defined. First, it is possible leatteasimpose sanctions are primarily
motivated by domestic political gain. Sanctions/rha a mechanism by which
governments demonstrate strong leadership or sympaidomestic constituencies to
gain political support in elections or for partiaupolicies (Drury 1998; Kaempfer and
Lowenberg 1988 and 1992; Mundo 1999; Whang 20EValuating whether sanctions
compelled a target to change policy, in these ntss, is likely of little use given it was
not their primary goal. Beyond this, however, $ams may fulfill two objectives for
states. First, sanctions may be a punitive measgamst a target for actions or policies
of which the sender disapproves (Nossal 1998).itiRarsanctions also serve a deterrent
function, as they are in part meant to demonstreggotential cost of objectionable
policies in an effort to dissuade future transgresgHufbauer, Schott, and Elliot 2007).
Second, sanctions may be used to compel statémtme particular policies or
behaviors.

The effectiveness of punitive and compellent sanstis a topic of heated debate.
The canonical empirical work on sanctions — HuflbaBehott, and Elliot (1990; 2007) —
finds that they are successful in approximately-threl of cases (158). Once again,
however, success is dependent on the sender’s, gsatser one-half of sanctions
succeed when they require only a modest policy ghdny the target. Likewise, Petrescu
(2010) finds that sanctions may be an effectiverent to future actions. In her
analysis, she considers the likelihood that a gtatgcipates in a future military dispute

given they were sanctioned in a previous militagpdte. Using statistical analysis, she
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finds that a state is indeed less likely to becamelved in military disputes if they are
sanctioned in a previous dispute. In contrasteRap97) reevaluated the original work
of Hufbauer, Schott, and Elliot (1990) using a mstrengent definition of success.
Ultimately, he argues that sanctions are only sssfoéin compelling policy change 5%
of the time once military actions and ambiguity ogencessions are taken into account.

Drezner (2003), however points out that previousctgsions about the
effectiveness of economic sanctions were drawnowitbaking the threat of sanctions
into consideration. Using a game theoretic mdueljlustrates that target states are
more likely to acquiesce to the sender state’s adelsihefore sanctions are actually
imposed. Citing a previous study by Elliott anati&rdson (1997), he notes that in
economic sanctions dealing with U.S. trade polibygats were successful about 56% of
the time as compared to implemented sanctions whalke only successful about 33% of
the time. It could be argued that the threat oheenic sanctions is a more useful policy
tool than actual implementation; however, impleragah is a necessary procedure
without which the threat loses credibility (Lindsa986).

The sanctions debate now generally rests on igemgithe conditions under
which sanctions can and do work. Tsebelis (1996)etfs a two player game in which
the sender has the choice to sanction or not anththet is given the choice to continue
its policy or comply with the sender state’s densandisebelis provides six scenarios in
which he considers different assumptions, all oiclltonverge to the same equilibrium.
Tsebelis finds that strategies of target and sedeeend on the payoff of the opponent
rather than their own payoff. This suggests thatlérs in the sending state are interested

in punishing the target even at their own costtaiadl the target is interested in violating
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even at its own cost. Eaton and Engers (1993)esighat the resolve of the sender and
target should be the determining factor in whetfagrctions are successful. They create
two models, one in which the sanction demand relsedow of the future, and one in
which the demand is a onetime event. They fintidhactions and threats are more
likely to be successful when expectation of futiateraction exists. Smith (1995) builds
upon Eaton and Engers’ work by specifically incagtimg the threat of sanctions into
the model. He finds that the success of sancaffests whether or not a nation chooses
to sanction, suggesting that sanctions are indeshtrio succeed despite their seeming
ineffectiveness. Drezner (1999) attempts to mduekffects of conflict expectation on
economic statecraft. He finds that as concerns @lative gains and reputation
increase, a state’s decision to utilize sanctioneeiases as well. Drezner also shows that
as opportunity costs rise for the target and dedim the sender, the more economic
sanctions will be used and the more effective treylikely to be.

Game theoretic models of this nature are complietehy numerous empirical
studies. One set of studies considers the chaisitts of the sending and receiving
states in determining sanctions success. Ovemltions are more likely to succeed
when utilized against close trading partners, filgmations, and democracies due
largely to the vulnerability of these states tots@gllen 2008; Jing, Kaempfer &
Lowenberg 2003). Other studies focus on the claratics of the sanction itself in
compelling policy change in targets. Hufbauer,d@tchnd Elliott (2007) argue that a
combination of international cooperation and hights to the target should bolster a
sanctioning state’s success rate, although otiredsafjainst this claim (Martin 1992;

Kaempfer and Lowenberg 1998; Miers and Morgan 2@8@®at and Morgan 2009).
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Beyond this, targeting ruling elites or employingltiple strong sanctions at the dispute
outset over incremental increases over time ineréaes probability of success (Morgan
and Schwebach 1996; Allen 2008). Finally, Ang Be#tsen (2007) focus on the nature
of the dispute itself by arguing that states’ pptmms of the issues involved affect
sanction outcomes. In particular, the greatedifference in salience between the
sender and the target, the more likely a sancepmsode will end in success for the
sender. To a certain degree, this backs up a ¢faneetic model by Hovi, Huseby and
Sprinz (2005) in which they, “demonstrate thatrgeacountry will yield to imposed
sanctions only if it initially underestimated thmepact of sanctions, miscalculated the
sender's determination to impose them, or wronglieted that sanctions would be
imposed and maintained whether it yielded or n@dnsequently, given the extant
literature, the effectiveness of sanctions is anasof strategic conditions as much as

economic circumstances.
2.4  Economic Institutions in Integration Theory

The second related body of literature on the comralgpeace focuses upon the
institutional aspects of organizations. Integmatmd regime theory argue that
international institutions accrue benefits to mendtates that justify their creation and
maintenance. As a consequence, individual stétesse to become members of
international organizations by adhering to forndmicumented guidelines of association.
In many ways, this is what distinguishes the paateffects of economic integration
agreements from simple economic interdependencasi@er first the motivations
behind the creation of international institutioris.the most basic sense, international

institutions are responses to problems beyond ragpgof individual states (Mitrany
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1965). Common problems create demands for techtiocesponses that should provide
better overall outcomes for members. In this vilstgrnational institutions are highly
pragmatic tools at the outset (Haas 1958; 1964k likelihood that organizations will
benefit member states is largely a function oflitieages between them. Both Deutsch
(1957; 1968) and Nye (1971), in particular, ardus tntegration must be preceded by an
increase in overall transactions between potentexhbers of economic unions.
International organizations may both reflect argtéointeractions and interdependence
between member states.

A second body of integration literature look#o the state to find motivations for
cooperation. Domestic constituencies in favomeégration may facilitate greater
international cooperation through several mechasisin particular, elites play critical
roles in the integration process. The socializatibelites — particularly within the
bureaucracy — in the integration area enablesthethealization of mutual gains and
transmission of common values (Haas 1958; Deut86B;1Nye 1971; Wolf 1973;
Moravcsik 1991; Sandholtz and Stone Sweet 19981eSktigstein, Sandholtz, and Stone
Sweet 2001). Likewise, shared values and idedlaglitate integration between states.
Strong ideological systems, in particular, insutAi integration process from potential
detractors and enable states to take short-tersedaqiNye 1971). Institutional
mechanisms are also important in primarily a pragnsense. Mansfield, Milner, and
Pevehouse (2007) specifically apply their analisisconomic agreement formation and
find that a greater number of “veto players” witle opportunity to derail trade
negotiations reduce the likelihood of agreemennfdron. Hence, domestic politics can

profoundly influence economic integration.
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Overall, the creation and maintenance of intermatiastitutions is dependent in
large part on their ability to bestow benefits oamier states. Indeed, Keohane (1984)
argues that institutions reduce transaction ctsig,uncertainty, and provide
information that reduces the chances of membeegieg on commitments. All of these
elements provide incentive to joint and sustairrimational cooperation through a
codified framework. Such benefits are particuldikgly to be realized in economic
regimes owing to the potential for mutual gaingp@an 1984; Axelrod and Keohane
1985). Ultimately, cooperation in one area of @ph such as trade — “spill-over” into
new functional areas that require expanded buraay@nd integration (Haas 1964).
Consequently, integration tends to beget integnatidhe neofunctionalist perspective.

The success or failure of integration is not guaed by extent of
interdependence or interaction between membersstabgvever. Indeedlisintegration
can occur under several circumstances. Perhapsdbeintuitive reason for stagnation
or disintegration is the inability of some instituts to address the distribution of gains.
To some extent, states are concerned with theluistyn of gains from both national
power (Mearsheimer 1994; Grieco 1988; Grieco 12@@) economic equality
perspectives (Nye 1971). Symmetrical gains, tloeegfiincrease the likelihood
integration will succeed. Domestically, DeutscBgG&) in particular identifies some of
the conditions under which disintegration occurbese include the rise of new political
groups, recalcitrant elites or the failure of valte mesh, lack of domestic reform, and
failure by domestic elites to adjust to the newtpmall climate.

Also informative in the success or failure of irmagpn, with particular respect to

economic institutions, is the literature explorpitical power and commercial
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exchange. In particular, several works expounthainternal integrative process as it
relates to commercial exchange by linking the thistional effects of trade to political
power shifts. Following Stolper-Samuelson’s clagseorem, industries in which a state
is abundantly endowed will gain from external tradele poorly endowed industries

will suffer. The political effects of this redigiution in economic power resonate
through class cleavages. Those controlling thedat factor will tend to gain over
those with the less abundant factor (Rogowski 188dford 1993). Broadly based class
or industry cleavages may emerge depending on tlity of factors, with high

mobility across industry leading to class cleavaayas low mobility to industry cleavages
(Hiscox 2001). In turn, those gaining from tradé lwok to capitalize, while those hurt

by trade will tend to lobby for exclusions and baltks.
2.5 Commercial and Political Consequences of Exonégreements

In the most basic sense, economic agreements relpaoriers to exchange
between member states which, in turn, increasa-agreement welfare. By removing
barriers to trade, economic integration agreemieane been shown to increase trade
between members. Using gravity models to estimédt®rmal” level of trade in absence
of agreements, a robust economic literature hasislioat economic integration
agreements do indeed increase exchange betweenarse(Glarerre 2006; Egger et al
2008). In particular, Baier and Bergstrang (2008)ng sophisticated statistical
instrumental variable models accounting for endeggnfind that economic agreements
more thardoubletrade between two member states after ten y&asond, the
integration of markets and lowering of barriersiftated by economic agreements

implicitly broadens the markets of member stafBisis is analogous to an exogenous
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increase in the size of domestic markets that mayige significant economies-of-scale.
Larger markets created by economic agreements meagase foreign direct investment
(FDI) into member states as corporations look fgd@knewly realized economics of
scale (Joumotte 2004). Corporations seeking tadahede factodiscrimination of a
limited economic integration agreement may find EDlattractive alternative.
Consequently, economic agreements also tend exattultinational corporations (Chen
2009). Third, economic agreements encourage indliiation in developing states
when shared by either developed or large develogtmigs (Puga and Venables 1998).
Economic agreements may also confer several palitenefits on member
states. First, economic agreements may facildateestic reform and lock-in policy
commitments. Insofar as economic integration agesas are “sticky” or difficult to
undo, accessing to a group binds domestic policgaMgy 1996). Furthermore,
successive governments face constrains when comgjdsurprise” policies to the
detriment of externally oriented actors in thees{@&ernandez and Portes 1998; Schiff
and Winters 1998). In this way agreements carrédifule signals of policy intentions.
Second, the larger market conferred by an integraigreement may afford member
states more bargaining weight in multilateral negmins. Whalley (1996), for example,
contends that newly independent Eastern Europ@aesdbllowing the Cold War
pursued as series of limited economic agreemertiargsining leverage vis-a-vis the EU
(72). Third, economic integration agreements mnayerpin broader security
arrangements. Schiff and Winters (1998), notaldmtify three security-based
motivations for regional integration — quelling destic unrest, binding member states

together politically, and creating institutionsitalance against external threats.
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Finally, states seek economic agreements to lo@ccess to important export or
investment markets. Market-access motivationganerally defensively oriented with
the aim of preventing exclusion or responding teeotregional trade agreements. States
excluded from one agreement may seek inclusiomeation of an alternative
arrangement to ensure alternative markets (Bald®98, 1997, 2006; Fernandez and
Portes 1998). During the interwar years, for edam@ermany scrambled to secure
exclusive resources through regional agreementssjponse to English trade
arrangements (Eichengreen and Frankle 1995, 96¢. ullimate effecinaybe a
“‘domino” effect where constituencies in excludeates seek defensive regional
arrangements in responsedi® factomarket discrimination and fears of trade diversion
(Baldwin 1993). Broader multilateral liberalizationay be detrimentally effected
insomuch as states have less incentive to addiadalitnembers to a regional grouping
(Krugman 1993; Bhagwati and Panagariya 1999). rAdtvely, regionalism may be a
stepping stone on the way to broader agreementstareregion cooperation. The
reduced number of units in multilateral negotiasi@md information conveyed by
regional openness may encourage broader liberalz@aldwin 1993; Baldwin 2006).

That economic integration agreements are univgrdabirable, however, is a
topic of debate in economics scholarship. Inigidimited economic integration was
unequivocally encouraged as a stepping-stone @derdiberalization (El-Agraa 1997).
Viner (1950), however, identified the potential atge externalities of regional
economic integration. While he notes that agre¢snetluce internal barriers to trade
and increase the implicit size of the domestic re@aroth of which tend to benefit the

member state, Viner also identifies the possiboiftagreements tlimit international
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trade (Viner 1950). States joining an agreement imalicitly gain from protection if
the RTA-wide tariff is higher than the state ta(Miner 1950, 48). Indeed, economic
agreements are inherently discriminatory in thaytliberalize only specific geographic
areas, thereby disadvantaging excluded statesne $ashion (Bhagwati 1993). Indeed,
agreements may create strong incentives to raisenat trade barriers to maximize
internal welfare gains (Krugman 1991, 1993; Finddlag Panagariya 1994; Pomfret
1997, 200-201; Schiff and Winters 1998).

Because of the tendency for many RTAs to accomneadé&grnal trade and
restrict external trade simultaneously, trade flomasy shift from non-members to
members of an agreement. Trade diversion, agdlied, occurs in the context of an
agreement when exchanges of goods are shiftedrfrora- to less-efficient producers
due to the unequal removal of trade restrictionsad€¥1950; Krugman 1991; 1999;
Findlay and Panagariya 1994; Pomfret 2001). Thatliminating trade barriers to select
states (i.e,. agreement members) may reduce daicost of goods compared to states
who do not receive the same reduction in tradddyarr This process was first identified
by Viner (1950) and subsequently expanded uporubyenous authors (Krugman 1991;
1999; Findlay and Panagariya 1994; Pomfret 20@igure 2.1 depicts a hypothetical
process of trade diversion according to Viner ()93fhagine three countries called
Alpha, Bravo, and Charlie. Assume Alpha importseatfrom Bravo and Charlie based
exclusively on price. Furthermore, it has a 20%éftan both countries. Bravo and
Charlie export wheat for $1.10 and $1.00 a bustspectively. With the tariff applied to
both states, it is easy to see that Alpha impohteat/from Charlie given its lower price

($1.20 compared to $1.32). Suppose now that AfptthBravo sign an agreement that
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eliminates barriers to the wheat trade. As a teBuhvo can export to Alpha at a total
cost of $1.10. Charlie, however, is still assesséatiff of 20% maintaining its total
export cost at $1.20. Consequently, Alpha shiftsriade from Charlie to Bravo despite
its relative inefficiency.

Consequently, members of an RTA may achieve wetfanes at the expense of
the external world as intra-RTA trade displacesoetgpfrom non-member states (Schiff
and Winters 2003, 189). Empirically, numerous ssi@ither using gravity models to
predict baseline levels of trade or case studiestify trade diversion across several trade
agreements (see Schiff and Winters 2003, 190 feviaw, as well as Bayoumi and
Eichengreen 1995; Eichengreen and Frankel 199%tvwial Forslid, and Haaland 1996;
Yeats 1997; Gupta and Schiff 1997; Chang and W&r2802; Magee 2008; Martinez-
Zarzoso, Felicitas, and Horsewood 2009).

Trade agreements also incentivize protectionismrgnagreement members vis-
a-vis the external world which potentially compoaride issue of trade diversion. First,
depending on the agreement type, barriers betwesmb@rs and non-members may
actually increase once agreements are signed (YB&0). Furthermore, both Krugman
(1991; 1993) and Schiff and Winters (1998) showrfalty that agreement members have
strong incentives to raise external barriers amcegde trade diversion as a welfare-
maximizing strategy. As an example, Brazil lobbimeévily for the inclusion of
extensive information technology trade liberaliaatin Mercosur negotiations, but
subsequently opposed a similar potential multidteagreement (Schiff and Winters
2003, 72). Higher external barriers may be pa# sfate-led strategy of insulating infant

industries to build industrial capacity by speatflg limiting external trade (Pomfret
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2001, 352; Foroutan 2000). Despite the fact thiathad economic theory, trade
diversion may be good politics. Constituenciedimiagreement members that benefit
from trade diversion have strong incentives to @mand accelerate the process
(Winters 1996; Olarreaga and Soloaga 1998). Furtbes, independent of observed
trade effects, diversion worsens the terms of tfadaon-members as they are forced to
lower prices to remain competitive (Schiff and Veénst 2003; Chang and Winters 2002).
A similar process occurs with respect to investméttonomic integration can also
divert investment from non-members to members foydiseeking access to the
relatively larger market created by the agreem@&atidwin, Forslid, and Haaland (1996),
in particular, find that the European Single MarRebgram diverted investment from
European Free Trade Area countries.

Economic agreements may also affect the distribudicgpower between domestic
constituencies. In particular, economic integratgreements may formalize and
institutionalize many of the mechanisms advantaghegrade-endorsing class.
Insomuch as the formation of an economic integnasigreement reflects a bargaining
process between two states, the negotiated arrargeikely solidifies those parties on
which domestic political support rests (Grossmash ldalpman 1995). In other words,
many agreementsy designcater to (at least potentially) powerful constitcies. This
effect is reinforced if members can secure exchssfoom the removal of barriers, as in
relatively shallow agreements, or protection wiim§ external barriers, as in customs
unions (Olarreaga and Soloaga 1998). Commercrakagents then create binding
policies for states that, if violated, risk retéibam from other members of the agreement

and punishments by market forces (Whalley 199t &matez 1996; Schiff and Winters
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1998). Consequently, many agreements have stovogd that discourage their easy
recall. Power tends to shift from the “losers’liberalization, or those in import-
competing industries facing more competition, t® ‘twinners” created by liberalization,
which generally include competitive export indussti

2.6 The Commercial Institutional Peace

The first theoretical connections between formalneenic integration and
conflict were made by turn-of-the-century Europsaholars. Vilfredo Pareto, speaking
at European Peace conferences in both 1889 and 4@@0cated customs unions as a
means to achieve peace on the continent (Machl@g,11916). John Maynard Keynes
echoed this sentiment after World War I, believimghe ability of integration to
politically bind European states (Keynes 1920, 242)ropean politicians also believed
firmly in the ability of economic integration togrent the wars witnessed in the first half
of the twentieth century.

Empirically, research indicates trade agreementsesd in reducing conflict.
Mansfield and Pevehouse (2000) first explored tmnection between preferential trade
agreements (PTAs) and conflict. The authors atigaepreferential trade agreements
(PTAs), which encompass the entire range of passibbnomic arrangements, reduce
militarized interstate disputes between states\bseasing trade, facilitating investment,
and providing forums for conflict resolution. Ugia large-N analysis with an interaction
between PTA membership and absolute bilateral itdad@asfield and Pevehouse
ultimately find that PTAs reduce conflict only aade between member states increases.
Subsequent works have expanded the theoreticaéfvank to account for more

particular causal mechanisms. Bearce (2003) aadcBeand Omori (2005) test three
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potential causal mechanisms behind the pacifyifigence of economic integration —
trade interdependence, elite interactions, andliiconésolution forums. Ultimately, they
find a stronger role for the latter two in reduccanflict.

Several additional works disaggregate the categbBT A to account for
institutional variation. First, Haftel (2007) sjfezally addresses how institutional
variation across economic integration agreemeifliseinces conflict. He argues that
institutions incorporating broader scopes of attignd more regular meetings of elite
politicians reduce conflict. Ultimately, he findapport for his argument using a limited
sampling of agreements existing during the 198@s1890s. Second, Vicard (2011) also
considers the heterogeneity of trade agreemethiss ianalysis. He argues that shallow
agreements that do not require political coordorafi.e., partial scope or free trade
agreements) do not constrain conflict. He doesanobunt, however, for the extent of
economic interaction between members created bgdbeomic agreement itself.
Finally, Gartzke, Li, and Boehmer (2001) explore #ffect of monetary and capital
interdependence on conflict between states. Spaktyf, common currency
arrangements, including pegged exchange ratesoariccrrency areas, are posited to
reduce conflict by signaling policy intentions andreasing the cost of conflict.
Through statistical analysis, the authors find fbatdt currency arrangements pacify
while pegged arrangements, which represent a defiesymmetry in commercial
relationship, tend to increase the possibility ariftict between states.

2.7 Opportunities in the Extant Literature

The current literature exploring the commerciatitnonal peace, while

important first steps, do not fully address theeptial influence of economic integration
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on conflict tendencies. First, the majority of therent literature places all economic
agreements into the “black box” of preferentiatitaagreements (PTAS). In reality,
economic agreements differ greatly in scale angecd here is a vast difference, for
example, between NAFTA and the European Union th Btated and realized goals.
Furthermore, those works that do account for imtinal design make linear
assumptions such that an increase in the deptlgsifogmn agreement yields more peace.
There is na priori reason, however, to believe that the influencagséements is
uniform or even linear across all types. In thizeare, some agreement types may
encourage peace while others conflict. This isigaarly important given the noted
potential of international commercial exchangenftuence domestic power dynamics
(Hiscox 2001). For example, asymmetrical agreememvitich are more common in
shallow institutions (Fernandez 1996, 8), may enage domestic forces to look on such
arrangements as detrimental in the short- or lengt

Second, the current literature considers primdmilgteral trade and its influence
of conflict. Consequently, empirical studies toedimteract the presence of an agreement
with bilateral trade as the primary driver of cactfwithin commercial agreements (with
the exception of Vicard, who does not use any augon terms). However, the utility of
economic agreements is not necessarily limitedl&doal interactions. Greece, for
example, may not trade as much with Portugal ds katy. They still may be dissuaded
from engaging in conflict with Portugal, howevdritirisks expulsion from the EU and
losing preferential trading rights with Italy. @i the diverse influences integration, a

more comprehensive analysis of costs is warranted.
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A third potential contribution to the literature enonomic integration and
conflict is less a criticism than an extensionxisgng works. Much of the integration
literature to date rightfully addresses intra-grolypamics, or how member states
interact with one another. Formal economic integna however, impacts not only intra-
member relations, but also relations with the exdkeworld. Trade diversion and the
incentives agreement members have to raise exteanaérs likely influence the
decision-making calculus of states excluded froenareement. In short, looking only
at trade diversion, conflict may actually be makelly between agreement members and
nonmembers owing to the reduced importance of exgraement trade. In other words,
formal economic integration marginalizes the exaémorld. This is likely to be
exacerbated to the extent that regionalism beggismalism in a “falling domino”
fashion. That being said, while barriers may redinade, they provide strong incentives
to invest in an agreement area to avoid impligtdmination. Consequently, while it is
likely that agreements influence relations betwe®mbers and non-members, the exact
nature is difficult to determine.

A fourth and final shortcoming of the commerciadtitutional peace literature is a
broader criticism of conflict literature and a paial area of improvement. Conflict
studies are extraordinarily well versed at predgrtivhen war does not take place.
Democracies, highly developed states, economiaatydependent states, and allies tend
not to engage each other militarily. While thi;jigsdoubt an important avenue of
research, such studies say little about what statesllydo. “War” and “not war” are

generally explored without consideration given lteraative means of conflict
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resolution. If states have a strong motivatioawoid war, by what means do they
resolve interstate conflicts?

Economic integration agreements provide a uniqaéuial experiment” of sorts
whereby alternative conflict resolution mechanigam effectiveness. In other words,
policies short of militarized conflict can be suhged to achieve foreign policy goals
(Most and Starr 1984, 1989). In particular, samgi— either positive or negative —
should be more effective, and therefore employeterotien, between economic
agreement members. First, economic interdependssteeeen member states, realized
or otherwise, may increase the effectiveness ofwaolent coercion. Second,
institutional structures are more likely to survlwauts of sanctioning given the ability of
such tools to be tailored to specific situatiofi$ird, the formal organization offered by
an economic agreement may allow for coordinateidmctFinally, the bargaining power
and market potential of an economic agreement mengase the appeal of positive
sanctions. The observable outcome of this dynamaig be increased sanctions usage,
both positive and negative, by agreement memberssmmonding to decreases usage of
militarized conflict.

Questions about the effect of agreements on couilid the substitutability of
foreign policies — either separately or jointlyanhaot be addressed without carefully
considering the relationship between economic acdrgty relations. In this project, |
pursue a framework that carefully considers theall/anpact economic agreements
have on international relations. Economic agregmean have impacts well beyond the
states immediately involved in it. Consequentiypclude not only intra-agreement

dynamics in my analysis, but also the extent tactvlsigreements impact the broader
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regional and global economy. Likewise, the multé@wf foreign policy options available
to states requires a careful analysis of altereatand their strategic interplay. Itis
important to appropriately model the relationshgvieen economic sanctions and
military force — both theoretically and empiricatyin order to truly understand how
states pursue the conflict process. In the folhgnahapter, | present a framework that
addresses these factors. Conflict between swtagiart a consequence of their
economic relationship. Specifically, formal economgreements influence the salience
of trade ties in ways that affect the relativelyjitytof economic sanctions and military
force in resolving disputes. Ultimately, therefacenflict behavior is in part a
consequence of the policy options made availabledoypomic circumstances and

relations between states.
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CHAPTER 3

ECONOMIC AGREEMENTS ANDINTERSTATECONFLICT:
DISPUTEINITIATION AND POLICY SUBSTITUTION

While the extant literature on interdependence sstgga strong role for
commercial institutions in reducing conflict, theoeomic processes they promote are
multifaceted and complex. This complexity in teuggests a more nuanced and
comprehensive view of economic agreements in shegiate behavior. First, economic
agreements are highly heterogeneous in depth ape sdifferent levels of economic
integration incorporate policies that may exhilitque and non-linear influence on
interstate conflict. Second, economic agreememtsad exist in a vacuum and, indeed,
may have strong influences on commerce beyond-agraement ties. There are
important reasons to believe the formation of amemic agreement influences strategic
relationships with non-member states. Finally, ohtihe posited causal mechanisms
behind the pacifying effect of economic interdepamzk is the substitutability of
economic sanctions for military force. Only a hiahaf studies, none of which address
economic agreements specifically, consider theiogiship between war and economic
sanctions as policy options (see Clark and Ree8 #if0a noteworthy exception). In
principle, economic agreements provide the ideabonstances with which to observe
the use of militarized and economic conflict. Mersof economic agreements establish
clear or formal commitments to increase interdepand and exchange. Within this

context, sanctions are more likely to convey megiinnformation to dispute
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participants that should obviate the need for amjitconflict. Agreements, therefore,
provide an opportunity to evaluate these claims.

Below, | develop a theory that embraces the conifgsxof economic agreements
and how they influence conflict between membersraordmembers. Economic
agreements confer material benefits on membersstiadg, in turn, alter their relationship
with those within and outside the agreement. Tdtene and extent of material benefits,
furthermore, are dependent upon the structureai@uic relations between states in the
agreement. This is determined by the institutionathanisms present in the agreement
and the natural trade patterns between statesasrdieed by geography, population,
development, and other factors. Furthermore, dieoto evaluate the ability of economic
agreements to engender peace, the complete ramgeraictions between states must be
taken into account. While agreements may redut®das between members, the
economic forces it sets in motion may stimulatexacerbate tensions between members
and non-members.

| examine the relationship between economic agre&srend interstate relations
(or conflict) by using a combination of verbal aodmal theory. First, | consider a
variety of theoretical arguments about the impaetconomic agreements on the
initiation of conflict. 1 use the term “conflicit this section to refer to policy
disagreements between states that are sufficienigento compel some degree of
coercive action. Following the theoretical revidwievelop a formal bargaining model
using the logic of policy substitution to explohetmeans by which states engage in
conflict. While agreements influence whether gtatéiate conflict, they also influence

the tools states use as coercive instruments. ggoesitly, in discussing the bargaining
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model, | frequently refer to coercive policies las phenomenon being explained. | draw
hypotheses from both a non-formal model of conflietl a formal bargaining model for
empirical testing in subsequent chapters aboutédmwmomic agreements influence

conflict.
3.1 Economic Agreements and Interdependence

In the most basic sense, economic agreements fostegutional ties that promote
economic interdependence between member statet, é6onomic agreements tend to
increase trade between members by virtue of lowwardsys to trade (Carerre 2006; Baier
and Bergstrang 2007; Egger et al 2008). Secoednthgration of markets facilitated by
economic agreements provides significant econowfisgale that may attract foreign
direct investment (FDI) into member states (Joue2@04; Chen 2009). Third,
integration agreements foster informal trade netedetween members that increase the
salience of all ties in the agreement. In otherdspwhile a particular bilateral trade
relationship may be unaffected by an economic ageee, states may still derive utility
from the agreement by trading with other membéisurth, in a formal sense, economic
integration creates joint economic institutions dnaws states into coordinated economic
management. Fifth, agreements are often “stickydifficult to rescind without
suffering consequences from members states ancetearkgeneral. In this way
commercial agreements act as constraints on daaisakers and bind domestic policies
to more open orientations and remove uncertaintyg\#y 1996). Consequently, we
might expect members of economic agreements tolatfiieater salience and weight to

intra-agreement connections given the potentiaébisn
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As such, the extensive benefits and linkages stiege from membership in an
economic agreement foster greater economic intercdgnce between members.
Interdependence, in turn, is more than simply tihra ef exchange between two states
(Baldwin 1980; Keohane and Nye 1977; Crecenzi 206&ohane and Nye (1977) are
noteworthy in their development of the conceptéidependence in international
relations. In particular, the authors further defthe power aspect of interdependence as
a function of how quickly states respond to changeke relationship (sensitivity) and
the extent to which a state is affected by the ghdmulnerability). As tariffs, quotas,
and regulations within agreements fall, the totabant of bilateral trade between
members likely increases as states realize connpai@dvantages, economies of scale,
and increased efficiency from production (Viner Q93ohnson 1999). States in
agreements may also attract more foreign dire@stment owing to the relatively larger
market area the agreement creates. Investmeriaesiby businesses are highly
sensitive to the uncertainty and political risk gexted by conflict (Chan and Mason
1992; Kobrin 1982). Increased investment resultingh membership can thus link
states to agreement members. This holds trueiétiainvestment flows from a third-
party, non- member to an agreement member, aststment may be to gain access to
the preferential trade area.

States in economic agreements, by virtue of greatermercial exchange and
reliance on intra-agreement ties, are likely tortwe vulnerable to disruptions stemming
from conflict between member states. It may alsthe case that members of
agreements are more sensitive to disruptions,easatlified trade network facilitated by

the formal agreement enables states to more ragisgminate losses from a particular
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bilateral conflict over the intra-agreement traéénork. Likewise, foreign direct
investment can generate vulnerability interdepeondéhat is costly to break in the case
of interstate conflict (Rosecrance and Thompsor820&conomic integration also
implies expectations about future commercial reteghips and benefit (Mansfield and
Pevehouse 2000). Hence, interdependence betwaabanstates is a combination of
realized and anticipated commercial gains.

While economic agreements likely increase interddpace between members, it
may also influence relationships between membetsxan-members. In particular,
lowering barriers between members may unilateraiiuce the salience of a member
state’s trade ties with the external world. Coasity a member state’s aggregate trade
flows, agreements may have two distinct influend®s. the one hand, the total amount
of trade a particular state conducts may increaserasult of exchanging more with
fellow agreement partners. Lower barriers, in ptherds, may simply increase the
amount of trade already taking place between tweeagent members. On the other
hand, flows may actually shift such that membersdoat more trade with others in the
agreement and less with non-members without neglgsisareasing the total value of its
trade portfolio. In the former case, the membemgr more reliant on international trade,
in general, and on member states, in particulaergthe localized increase with
agreement partners. In the latter case, membmdighce on international trade (i.e., its
total level of national trade) remains unchanged dependence on agreement members
as a whole increases given the shifting trade pette

Consider the first scenario where an agreement raespade with other

members increases without affecting its ties widh-members. The overall implication
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is likely the reduced salience of trade outsidedipeement area. Increased trade among
all members within an agreement dilutes the regativportance of each tie with non-
member states.Shifting or expanding sources of imports and retor export from
non-members to members necessarily decreases ploetance of those ties. As
agreement members rely on each other for a grpatéon of their overall trade
portfolio, they rely less on states outside theeagrent. Furthermore, the mere
expectation of greater exchange among member sfabesd reduce interdependence
between members and non-members. States thaagigements signal both the
importance of their commercial relationship anddksire to see it develop further. In
other words, states seek economic agreementskari@nd enhance access to markets
they view as important and critical for future deyement (Whalley 1996; Fernandez and
Portes 1998; Schiff and Winters 1998). The maaigestlook to the agreement for future
commercial relations, the less important non-mesibecome. Reductions in the
salience of trade relationships applies to non-nme¥sbas well. While members are
drawn to their agreement partners, non-memberiskatg to identify their long-term
commercial interest with other states given thelicitpbarriers they face to exchange
with the agreement. The salience of non-membsmtith agreement members,
therefore, is similarly impacted by the process@ainomic integration.

Consider now the second scenario where increasedagreement trade comes at

the expense of trade with the external world. Phccess, known as “trade diversion,”

! It also follows that agreements with many memioitgte the relative importance of each trade tie
betweeragreement members. As more states are incorpdrdtethe group, the relative importance of
each bilateral partnership may decrease. Howegeeements carry institutional ties (i.e., formal
membership) that links between members and non-raento not possess. To the extent these links can
be leverage by the group to punish or coerce amithéal member, even non-salient trade ties between
agreement members can be considered “important.”
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exacerbates the marginalization of trade relatipsshetween members and non-
members. Economic agreements are inherently chg@tory in that they liberalize
specific geographic areas and exclude others (Batg®w93). Furthermore, economic
agreements may simply shift trade flows from nonvbers to members without
increasing aggregate trade flows. This proceasétdiversion) was first identified by
Viner (1950) and subsequently expanded upon by rumseuthors (Krugman 1991;
1999; Findlay and Panagariya 1994; Pomfret 20Gigure 3.1 depicts a hypothetical
process of trade diversion according to Viner ()93fhagine three countries called
Alpha, Bravo, and Charlie. Assume Alpha importseatfrom Bravo and Charlie based
exclusively on price. Furthermore, Alpha has a 2@##f on both countries. Bravo and
Charlie export wheat for $1.10 and $1.00 a bustspectively. With the tariff applied to
both states, we expect that all else being egtddha would import more wheat from
Charlie given its lower price ($1.20 compared ta38L Suppose now that Alpha and
Bravo sign an agreement that eliminates the tdo@frier on wheat. Now, Bravo can
export to Alpha at a total cost of $1.10. If Chais still assessed a tariff of 20%, with a
total export cost at $1.20, Alpha is likely to $hi$ trade from Charlie to Bravo despite
Bravo's relative inefficiency.

Trade agreements also incentivize protectionismrgnagreement members vis-
a-vis the external world, which potentially compdarthe issue of trade diversion. First,
depending on the agreement type, barriers betwesnbers and non-members may
actually increase once agreements are signed (YB&0). Furthermore, both Krugman
(1991; 1993) and Schiff and Winters (1998) shovmially that agreement members have

strong incentives to raise external barriers amgbgde trade diversion as a welfare-

51



maximizing strategy. As an example, Brazil lobbimeévily for the inclusion of
extensive liberalization in information technolodiyring negotiations on Mercosur, but
subsequently opposed a similar multilateral agreerf&chiff and Winters 2003, 72).
Higher external barriers may be part of a statestestegy of insulating infant industries
to build industrial capacity by specifically linmiy external trade (Pomfret 2001, 352;
Foroutan 2000). Despite the fact that it is baashemic theory, trade diversion may be
good politics. Constituencies within agreement riners that benefit from trade
diversion have strong incentives to maintain aralecate the process (Winters 1996;
Olarreaga and Soloaga 1998). Furthermore, indegmerod observed trade effects,
diversion worsens the terms of trade for non-memhsithey are forced to lower prices
to remain competitive (Schiff and Winters 2003; G@ipand Winters 2002).

A similar process occurs with respect to investimé&tonomic integration can
divert investment from non-members to members toydiseeking access to the
relatively larger market created by the agreem@méeferential trade agreements are
particularly attractive to investors because theyie businesses admission to the entire
area. By investing in Ireland, for example, Indgdroducts gained access to the entirety
of Europe through the European Economic Area. @maithat do not enjoy such
access, like some Eastern European and Balkars stiaé¢ otherwise would have been
competitive with Ireland may have been disadvarddgetheir lack of access. Indeed,
Baldwin, Forslid, and Haaland (1996) find that Exeopean Single Market Program
diverted investment from European Free Trade Acemicties. Consequently,

agreements can disrupt investment flows in a simpidtern to trade.
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The overall implication of trade diversion or timedat thereof is likely, all else
being equal, to produce sharp reductions in infegddence between members and non-
members of agreements. The material shift in tfexdes away from non-members to
members affects bilateral interdependence in twgswéirst, less trade occurs between
members and non-members, thereby reducing theteofteommercial exchange.
Second, non-members constitute an even smalldopat their trade portfolio. In the
first scenario, trade between members and non-menideanchanged and
marginalization is due largely to growth in the demnator (the member’s overall trade
portfolio). In the second scenario, trade divarsitarginalizes member and non-member
ties by reducing the numerator (the member’s twaitle the non-member) and holding
the denominator constant. Consequently, memberikaty less vulnerabile to
disruptions in trade with non-members, given tlduoed salience of those ties.
Economic agreements influence both short- and teng-commercial relationships,
thereby influencing interdependence by potentighucing the long-run gains available
to both business and government.

3.2 Implications for the Initiation of Intersta@onflict

By altering interdependence between states, ecanagneements likely
influence their propensity to engage in conflithe net effect of these influences,
however, differs depending on whether the agreemmrampasses one or both states in
a political conflict. Increased interdependenetnugen two states in the same agreement
likely reduces the onset of violent interstate donhf Conflict between members and
non-members, however, is likely exacerbated tedient interdependence is limited or

diminished by the agreement.
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3.2.1 Conflict Between Agreement Members

Conflict between members of the same agreementeth@hthrough economic or
military means — is likely to be relatively costhsofar as it jeopardizes commercial
exchange and the future of the agreement. Inssfatates materially gain from the trade
fostered by membership in the agreement, any paliéiction that aims to sever or limit
the resultant ties reduces the welfare of agentsived in trade. The opportunity cost of
conflict is born by several actors in this scenaf@vernments incur a cost in terms of
lost revenue. While agreements are likely to litind tariff revenue states gain from
commerce with other members, states still gaimréaenue from increased economic
activity. Sanctions, which are specifically degdrto disrupt commerce between states
as a means of compellence, and war may suspernidnanage bilateral flows of goods
and capitaf. Industries or firms dependent on external sabesirn, risk substantial
losses from conflict that ultimately limits the gagmment’s ability to extract revenue.
FDI flows may also be affected by conflict, as tis& generated by disputes may
discourage investment or promote in divestmenateStlose overall economic activity
and tax revenue as a result, thereby reducingkékhlood of conflict (Souva 2002;
Souva and Prins 2006; Bussmann 2010). Potensisékin tax revenue, therefore, may
encourage states to avoid conflict with particyl@amportant economic partners.

Perhaps more important, however, are the actiotiseoéxternally-oriented
businesses themselves. Insofar as they depenthenagreement members’ markets for

sales, businesses face substantial risk from tfedeptions with said member. In the

2 Barbieri and Levy (1999) challenge this assumpkiprshowing that the effects of war are temporany a
less severe than typically assumed. While usisgnaple of six individual cases, their findings are
potentially problematic for conflict studies. Mwpalysis, while potentially affected by this, coresislithe
cost of conflict beyond the opportunity cost arguatrend takes a broader view of interdependence.
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most basic sense, conflict can be viewed as adodoritrade that threatens the welfare of
exporters in an economy (Mansfield and Pollins 20QIList as an increase in tariffs
jeopardizes the gains of exporters (through reétalyeaariffs), conflict between
agreement members risks harming the extant trddgoreship. Industries or
constituencies facing this challenge are moreyikelpress leaders to maintain openness
(Magee 1980; Rogowski 1989; Grossman and Helpm8&n)19n particular, export-
oriented entities faced with such losses are likelgither lobby politicians to avoid
conflict or withdraw support for those that do eggan conflict. In either circumstance,
politicians dependent on the support of business Irecentives to avoid disruptions to
the trade relationship (Magee, Brock, and Youngdl@dossman and Helpman 1994).

Economic agreements are particularly likely to eldbo domestic constituencies
given their institutionalized nature. First, agremts are more likely to encourage
domestic businesses to export more goods by log/éanriers between member states.
Agreements are by definition arrangements that pteraconomic openness between a
discrete set of states. The openness they fasteueages the accumulation of economic
and political power by actors invested in interoaéil commerce (Schiff and Winters
1998). In general, relatively more competitiveustties will benefit from expanded
export markets while relatively less competitivdustries will suffer from increased
competition (Viner 1950). Competitive export-otiet firms will tend to thrive, while
import-competing firms will tend to suffer. Resoes tend to shift from the “losers” who
suffer from liberalization to the “winners” (Rogski 1987; Midford 1993).Such

policies expand the range and number of businetg@ndent on other agreement
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members’ markets for commercial viability, in tuncreasing the potential pressure on
politicians to avoid conflict.

In addition, agreements are by definition arrangasithat promote economic
openness between a discrete set of states. Tiitatingal structures of economic
agreements are likely to be affected by confliebr example, the 1969 Football War
between El Salvador and Honduras brought a premana to the Central American
Common Market. Likewise, security tensions betwi€enya, Uganda, and Tanzania
exacerbated economic tensions that resulted iteth@nation of the East African
Community. Consequently, conflict between two agrent members may put at risk the
entire arrangement, including ties with third-pasti On the one hand, agreements may
be unsustainable after conflict due to the distitustay generate. On the other, fellow
agreement members may sanction the aggressor aotifiect, thereby denying it further
access to the special economic area.

Economic integration, as far as it generates ief@eddence or the perception of
it, makes conflict in any form more costly. Govaents sacrifice tax revenue from
externally-dependent firms. Exporters suffer lsfsem conflict that encourages them to
pressure politicians for peaceful relations. Lgstbnflict between two agreement
members may end the entire agreement or otheressdt in the sanctioning of the
aggressor, thereby denying it access to the gmtaferential trade area. My first
hypothesis is thus stated as:

Hi: Economic agreements decrease the likelihood wofiico between member

states.

3.2.2 Conflict Between Members and Non-Members
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As | have argued, economic agreements decreasalibace of members’
external trade ties. Increased trade between nrsmbiin an agreement dilutes the
relative importance of each tie with non-membetesta Furthermore, shifting sources of
imports and markets for exports from non-memberag¢mbers necessarily decreases the
importance of those ties. As agreement membeyorepartner states for greater
portions of their trade portfolio, they correspargly rely less on outside states for
commercial viability and overall trade. Econommterdependence between members
and non-members is likely reduced as a resultiftiracommercial relationships. The
more states look to agreement members for futurenzercial relations, the less
important non-members become. Reductions in saiemhile not necessarily uniform
in magnitude, apply to both members and non-membkees long-run gains from trade
are considered. While the former obviously areviréo their agreement partners, the
latter are expected or must find ways to identiigit long-term commercial interests
with other states given the implicit barriers ttiage to exchange with the agreement.
Indeed, trade agreements tend to spur additiondé tagreements by states looking to
“lock in” preferential markets (Baldwin 1993). Thalience of non-member ties with
agreement members, therefore, is similarly impabtethe process of economic
integration.

The marginalization of economic ties between ecan@greement members and
non-members influences conflict behavior by redgdhre opportunity cost of both
sanctions and military force. One of the importaasons interdependence reduces
conflict is the forgone benefits states incur bgaging in combat (Polachek, 1980;

Doyle 1997). By diversifying trade partners, oeremphasizing certain ties over
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others, states necessarily decrease dependencg on@asource. Agreement members
therefore suffer less by initiating conflict witlkm-members by virtue of their more
salient ties with other agreement partners. Th®nahat trade deters conflict is also in
part based on a long-term expectation that furaetrelations will be hurt by war
(Doyle, 1997; Oneal & Russett, 1997). By erecamgmplicit barrier between members
and non-members, economic agreements marginakzetire utility of trading
relationships in ways that similarly impede thestetrent effect. This holds for both
members and non-members as the agreement sigtadions of future trading
relations.

Economic agreements may also lower the cost oflicobly providing member
states alternative markets for products. Cresq@@fi3a; 2003b) argues that states
facing lower “exit” costs — or a greater abilityreplace lost trade — are less constrained
in conflict. Economic agreements, in turn, maydowhe exit costs for member states by
providing established trade networks. When engagednflict with a non-member
state, members of an economic agreement may bécaleleerage intra-agreement trade
ties to replace trade lost due to conflict. LikesyiMartin, Mayer, and Thoenig (2008)
argue that decreases in systemic trade costspfpattich is associated with barriers,
reduce the multilateral impact of bilateral cortflid@hat is, lower systemic trade costs
allow states to shift trade to other nations, tteaiicing the negative externalities of
conflict. Consequently, as economic agreementsceettade costs for members, the
ability of members to leverage intra-agreementtbesbsorb excess trade affected by

hostilities with non-members reduces the overalt ob those conflicts. Given the
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overall marginalization of ties between members @oatmembers, the deterrent effect
of integration is likely restricted.

The marginalization of salient trade ties betwe@miners and non-members,
while limiting the deterrent effect of interdepende, does not in and of itself indicate
the start of acrimonious relations or an increassonflict. However, economic
agreements may also produce security externalitegsexacerbate relative gains
concerns and strategic vulnerabilities between negsénd non-members. First,
economic agreement members benefit from their &gsme with an exclusive
commercial area. Members gain wealth and prodeici@apacity stemming from
increases in intra-agreement trade that generallyad privilege the excluded state.
Trade increases domestic economic efficiency iratigregate, as producers are able to
acquire materials at lower cost and export at hightes. Increases in domestic
efficiency, in turn, free resources for use in tarly applications (Baldwin 1985;
Hirschman 1981; McKeown 1984; Root 1984; Gowa arah$field 1993). That is,
states that achieve greater wealth and productipadity from trade may, in turn,
convert their commercial advantages into militaoyvpr to be used against excluded
states (Gowa 1995). Trade can therefore altedigtabution of power and capabilities
between partners, allies, and rivals (Gowa and Kkeldsl993; Mansfield and Pollins
2001). By extension, economic agreements that pt@fneer trade increase the
efficiency with which domestic resources can bbzatil by member states, thereby
adding to their potential military capabilities aagigregate power.

Second, the process of trade diversion may acttralhgfer gains from non-

member states to member states. Trade in thicitgpaay be viewed as a zero-sum
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game where members gain at the explicit expensemimembers. While trade
diversion has clear welfare consequences in theogo@ sense for all states involved,
the more important dynamic for conflict behaviothe material shift in trade. Consider
again the relationship depicted in Figure 3.1 lagfore and after an economic agreement
is formed. Once an agreement is formed, the tiakage between Alpha and Charlie is
severed and results in a clear loss for Charlieergit no longer exports to Alpha.
However, while it clearly suboptimizes trade, ihist clear that Alpha suffers any
absolute losses from trade diversion. Indeed, Alpiitains goods at a lower cost with
liberalization that may result in aggregate gamestincreased efficiency. Agreement
members, therefore, likely experience increaseggregate economic activity while
states excluded from economic agreements are nkelg 1o experience absolute
declines in trade or terms of trade. Consequetndye diversion may imply relative
losses for excluded states and corresponding f@ireggreement members. Given the
strong incentives agreement members have to ireteade barriers to the external world
(Viner 1950; Krugman 1991; Krugman 1993; Schiff &uthters 2003), the simple
possibility of diversion may influence state belwaviln other words, the fear of trade
diversion, marginalization, and associated reldtdgses may be as compelling as the
realization of loss. The codified nature of ecormmtegration signals that losses will
continue for those outside the agreement.

Increased efficiency and the effects of trade dingr stemming from economic
agreements can therefore foster asymmetrical ecometationships between members
and non-members in ways that encourage conflicmbler states gain strategic

advantages through increased economic efficiendyiresulation from the cost of
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conflict with non-member states. As economic agra@s are inherently discriminatory
(Bhagwati 1993), the strategic gains member s&igs/ do not extend beyond the
borders of the agreement. Security externalitiag therefore manifest such that non-
member states are more strategically vulnerabkdatiRRe losses resulting from trade
diversion compound this effect, as it represemntsect relative gain for member states
and loss for non-member states. Vulnerabilitiescampounded if agreements exclude
states from particularly important or strategic keds or resources. For example, both
Britain and Germany pursued economic agreemeriteeimterwar period to lock-in
strategic markets and exclude the other from ggifontholds which ultimately fueled
distrust and aggression (Eichengreen and Franldg,15). Indeed, after German
victories in Europe, Bidwell and Upgren (1941) eegsed concern over German
economic power from the United States’s perspective
“By exercising coordinated control over Europe'styaurchases, Germany might
monopolize the foreign trade of certain of the tdms, by bilateral agreements
and bulk purchases, so as practically to excludéedistates' goods. Further, we
may expect that German economic power would beedilto influence to our

disadvantage unstable political situations when#dwey appeared.” (Bidwell and
Upgren 1941, 285)

Strategic imbalances may in turn encourage bothleesrand non-members to
take more antagonistic stances. Acute vulneraslinay compel non-member states to
adopt more aggressive policies in the securityatercounteract perceived weaknesses
and strategic imbalances (Hirschman 1981; Gilpi®11%rieco 1988; Grieco 1993;
Gowa 1995; Mearsheimer 1990; Mearsheimer 1994;iBarl996; Liberman 1996).
Furthermore, relative losses experienced by non{meesrmay outweigh the potential
gains from trade for excluded states. That is;m&mbers may view whatever

economic linkages they have with member states@aass of vulnerability or
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dependency rather than ones of mutual gain. Ih sases, the pacifying effect of
economic exchange may short-circuit such that adné less costly overall. On the
other hand, member states may press their new-fecmgomic advantages on non-
member states. Being less vulnerable, membergma&g bolder demands of non-
members in conflict scenarios knowing the lattsksimore through conflict.
Paradoxically, however, greater demands impligilyrow the range of acceptable
solutions to both parties which, in turn, increatbeslikelihood of violent conflict
(Morrow 2003). This dynamic between members andmembers leads me to my
second hypothesis:

H,: Economic agreements increase the likelihood oflat between members

and non-members of the agreement.
3.3 A Policy Substitution Model of Coercion

In addition to simply increasing the occurrencearfflict, however, economic
agreements and the processes they set in motiorcla@smge the nature of conflict
between states. One of the posited causal mechasigpporting the liberal peace holds
that economic interdependence enables the usenefintent conflict resolution
mechanisms — particularly economic sanctions -tbsttute for war (Drezner 2003;
Garzke, Li and Boemer 2001; Morgan and Schweba®fi;1dorgan, Palmer, and Miers
2000; Verdier 2004). Insofar as economic agreesngrmote commerce and
interdependence between member states, implicatemalso be drawn about the type
or conduct of conflict between states. Indeed, e 10f economic agreements appear
(on the surface) to be better suited to substiguticonomic sanctions for violent conflict

given the formal nature of their agreement.

62



In evaluating the influence of economic agreementsonflict, | adopt a policy
substitution framework in the spirit of Most an&®t(1984; 1989; 2000) and specifically
applied to interdependence by Gartzke, Li, and Bowah(2001). The essence of policy
substitution is that states may pursue foreigncgalioals using several different means.
States possess a menu of options with which theyaddress foreign policy issues.
Economic interdependence expands the options fdticoresolution by enabling the
effective use of economic sanctions as either bdjpunishment or as a costly signal
(Gartzke, Li, and Boehmer 2001, 400).

Economic integration agreements are structuraladtaristics shaping the menu
of conflict management options available to statghis framework. Overall, states that
enter into agreements expect increases in interaatid revisions in bilateral economic
salience. Agreements not only serve as vehiclpsamote commercial exchange, but
also signal commitments to particular policies patterns of exchange. Consequently, a
degree of sensitivity and vulnerability is inheramthin the agreement itself, but also
increases as economic interdependence is reakamhéane and Nye 1977). Material
benefits conferred by such relationships, or threggion thereof, fundamentally alter
the decision-making calculus within states. Witthia universe of potential responses to
conflict, particular alternatives are more attraettompared to others based on the ability
of states to inflict harm and withstand retaliat{&@barr 2000, 132; Cioffi-Revilla and
Starr 2002, 232; Gartzke, Li, and Boehmer 2001; &@in 2003, 118). Using this
approach, I develop a bargaining model approxingdtie decision-making process as a
challenger state chooses between economic sanetmahsnilitarized conflict to coerce

others. While alternative gradations of coerciom@ossible, this simplified framework
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models two of the more prevalent and costly medmasiused by states to influences
others.

The general model representing the escalation@fcose tactics, depicted in
Figure 3.2, employs two nations — “Challenger” &y “Defender” (D). Nature first
selects the Defender’s type from a distributionhstinat it is weak with probability or
strong with probability(1 — p). Weak Defenders acquiesce to all the Challenger’s
demands while strong Defenders acquiesce only &k\demands. While the Defender
is fully aware of its type, the Challenger has amlyelief based on nature’s probability
draw. Strength in this general model simply referthe ability of the defender to resist
the coercive tactics of the initiator. The ordéplay is depicted in Figure 3.2 and begins
with the Challenger determining exactly the sizeaicession to demand from the
Defender by selecting € [0,1]. Following this, the Defender either resists or
acquiesces. If the Defender acquiesces, the gadsevdth the Challenger receiving
and the Defender &- Should the Defender resist, however, the Challengest decide
to use either sanctions or war as a coercive tthohe Challenger attacks the Defender

with military force, the target collapses with padiility g if weak andy if strong, where
g < q. Furthermore, both states incur a non-zero €oandé, respectively reflecting

forgone trade, investment, and economic activispemted with warfare. If the
Defender collapses, the Challenger receives theegnof the good less the cost of war
(1—-6,) while the Defender receives nothing, but sufteescost of war-€6,). If the
Defender does not collapse, however, it wins theesi and the payoffs are reversed
such that the Challenger incurs the cost8.j with no positive payoffs and the Defender

retains the good in question<#&,).
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Likewise, economic sanctions carry a non-zero faydboth Challenger and
Defender ofy, and y, respectively reflecting the forgone gains frond&ainvestment,
and other economic activity. | assume the costgasfare strictly more severe than

sanctions{. > y. and6,; > y,). Defenders fold under the weight of sanctionwi
probability@ if weak andgA if strong, wherel € [0,1] is a constant reflecting that
economic force is strictly less likely to resulitive Defender’s collapse than military
force. Consequentlyq_ﬂ <q andgl < g. If the Defenders collapses, the Challenger

receives the whole payoff less the cost of sanst{@ry,.). The Defender, in turn,
receives the cost of sanctiong and no payoffs. Successful Defenders, howevenotio
collapse and receive (}3) and the Challenger only the negative cost ofstection (-
v.). Regardless of target type or mechanism emplaedgame ends once the
Challenger employs any form of coercion.

Given this setup, in the advent of economic coerdilee Challenger’s generic
payoff isAq(1) + (1 — 1¢q)(0) — y, = Aq — vy, and the Defender’sq(0) +
(1-29)(1) —y;=1-2q —y,4. The corresponding utilities for the use of raitit
force for Challenger and Defender age- 6, and1 — q — 6, respectively. Being
uncertain of the Defender’s strength, howeverGhallenger must base its decisions on
the expected utilities of both outcomes. The etqubatilities for the Challenger are
EU.(sanctions) = pAq + (1 —p)Aq — ¥, andEU (military) = pq + (1 —p)q — 6_.
3.3.1 Equilibria

| solve the preceding model using perfect Bayesarilibriathat assumes all
players are sequentially rational based on thédieftse¢hroughout the game (Morrow

1994). Using this process, the critical decis®mthe Challenger’s choice between using
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military force and economic sanctions. Given ttikties identified in the prior section,
the Challenger chooses economic sanctions wheifoltbe/ing condition (labeled for

convenience) hold$:

(Hc _7c) + (C_]—/IC_])
(q-3)A-4)

£=ps<

If £ is satisfied, the Challenger prefers to use ecansanctions rather than
military force to coerce the Defender.&lis not met, meaning breaches the threshold
value, the Challenger prefers military force.

Two properties of are particularly important in understanding the ok
economic sanctions or military force. First, tldue of¢ decreases a5 — 6.. In other
words, if the cost of economic sanctions approatesost of military force, there are
fewer values op that warrant the Challenger using economic sanstid his makes
intuitive sense, as situations in which sanctiaeshéghly costly to the Challenger
without improving the odds of success are unlikelyield economic coercion. Second,
if A if sufficiently low — meaning the Defender is vemylikely to collapse from
economic sanctions — fewer valuegpdatisfyé. This once again makes intuitive sense.
If sanctions are very unlikely to compel policy oga in the Defender, there is no value
of p for which the Challenger will impose sanctions.

Figure 3.3 graphically illustrates these two praoipsrby plotting the threshold
below which the Challenger opts for sanctiof)sagainst the sanctions effectiveness
expressed as a percentage of the effectivenessitirynforce (). The four lines in the
graph are four cases afeach expressed as percentagek.ofAs the figure indicates,

sanctions must be at least as effective as thegomtéy in order to render them viable

% Proofs all of calculations are contained in thpealix.
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policy alternatives for the Challenger. As migbktdxpected, sanctions that are generally
ineffective (between 20% and 40%) can still be Mgimlicy options for a Challenger if
inexpensive (20% the cost of military force). Ag tost of sanctions grows, however,
the Challenger is less willing to choose them githeat they are less effective than
military force. If sanctions are highly costly @Qhe cost of military force), the
Challenger demands sanctions be relatively likelgdllapse the Defender.

There are a finite number of proposals the Cha#ergnsiders depending on the
value of&. First, if p < ¢ indicating economic sanctions are preferred, thallenger
proposes either a relatively large valuexptlenoted,, or a relatively small value
denotedx, wherex, = /11 +yp and x, = Aq + yp respectively. Overall, the Defender
acquiesces t® with certainty and ta only when it is sufficiently weak. g > ¢ f,
indicating the Challenger prefers military fordee torresponding values »f, andx,,
arex,, = q+6p andx,, = q + 0, respectivley.

If the Challenger proposes eitheror x,,,, the Defender acquiesces regardless of
type, as it can do no better by resisting. Thdlehger may gamble and make a bold
demand%, orx,,), however, if it believes the defender sufficignileak. Specifically,
the Challenger issues the bold demapanly if it believes the Defender weak, signified

by the equation below (labelg@dfor convenience):

A 7c+7d
P.=P= —
A=)+ 7.+ 74

Likewise, the Challenger issues the bold demgjpdn conjunction with military

force when the following (labelegl,) holds:
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B = p< 0, + 0,
m q-gq+6,+0,

The equations fop,and p,,indicate an item of particular interest concerrting

Challenger’s choice regarding which demand to mdath equations indicate that the

higher the cost of conflict, the lower the valuéspgand p,,. In other words, if
04,6.,v4, 0r V. increase (holding — g constant), fewer values of either equation justify

the Challenger gambling by issuing a bold demafiiis makes intuitive sense, as the

more costly the choice to coerce, the less likeéyChallenger is to do so.
Given this setup, four equilibria follow given cométions of& and p,andp,, .

Table 3.1 summarizes the equilibria as a functiothe® Defender’s strength and
associated threshold conditions. In the first iopiuim, the Challenger prefers economic
sanctions to military force. This preference mefject several possible situations.
Defenders may be particularly vulnerable to ecormoganctions such thag — q,

meaning sanctions can be employed effectivelyerAltively,y. may be particularly
costly, in turn encouraging the use of militarydemas a policy strictly more likely to
compel the Defender to acquiescence. The choisaraftions in this model may also
indicate a combination of these two factors. Lilsmythe Challenger is sufficiently
convinced of the Defender’s strength to warranti¢sser demangl,. As with the

choice between sanctions and military force, thésy tme due to several factors, the most
straightforward of which is a relatively high likkebod that the Defender is strong and
will resist economic sanctions. The cost of samdj alternatively, may be relatively low
such that the Defender is likely to resist the &majer's demand. That is, if sanctions do

not inflict sufficient harm on the Defender (or @aager), they are unlikely to compel
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the Defender to submit. As per the setup of thdehdoth Defender types acquiesce if
the Challenger issues a weak demand. The Chatllamgpeopts for economic sanctions
in the second equilibrium for similar reasons.this situation, however, the Challenger
believes the Defender is weak enough to issuedltedemandc,. The second
equilibrium can result from relatively high costs either the Challenger or Defender
(v. and y4). Again, per the Defender’s type, it acquiescagafk and resists if strong in
the second equilibrium.

The next two equilibria reflect situations where tbhallenger prefers military
force to economic sanctions. This may be becaasetions are either too costly or
unlikely to succeed in collapsing the Defender.yAs> 6., the Challenger is more likely

to view military force as the utility maximizingrategy given the relative cost and
increased likelihood of collapsing the Defenddrp K p,,, indicating the Challenger
believes the Defender relatively strong, it makesweaker demand to which both types
acquiesce. Ip > p,,, however, the bold demand is issued that onlywbak Defender

accepts. The intuition behind the choice of demaardllels the prior discussion on
economic sanctions. Relatively high costs forezithallenger or Defendéf,. and 6,)
reduce the incentive for the latter to resist.

The equilibria discussed above reveal severalastarg relationships relevant for
evaluating the influence of economic agreementsit@nstate conflict. First, higher costs
of sanctionor military force for either a Challenger or Defendecreases the likelihood
that either policy comes to fruition. That is, there costly a coercive action is the less
likely the Defender is to resist demands and felneeChallenger to impose sanctions or

to use military force. Second, the Challengeessllikely to use economic sanctions as
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Ye — 0.. Consequently, as the cost of sanctions apprgableecost of war — as might be
expected in highly interdependent relationshipdhalléngers prefer military force.
Third, Challengers are more likely to use econagaitctions as they increase in
effectiveness (i.e., @sincreases).

Understanding the empirical implications of the melad therefore directly related
to the cost of sanctions, their effectiveness,tardelationship between the two
parameters. The cost and effectiveness of sas¢tionurn, is a direct reflection of a
state’s ability to meaningfully disrupt trade flowsth others while limiting self-imposed
damage (Hirschman 1981; Wallensteen 1968; Bald@851Drezner 1999; Drezner
2003; Allen 2008; Jing, Kaempfer & Lowenberg 2003his suggests important aspects
of the relationship between the cost and effecegsrof sanctions — or the relative
relationship betweeh, y,; andy,.. The cost of sanctions is directly related to the
economic harm the Challenger can inflict upon tieéeldder. In order for harm to befall
the Defender, however, a meaningful trade relakignsiust exist between the states
such that both will be hurt if action is taken. tumn, it may be possible (or likely) thgj
andy, vary in tandem. However, whilg; andy,. may move in the same direction, it
does not follow logically that the rate of movemenidentical between the two. While
the cost of sanctions may increase between Chaltergl Defender with the degree of
trade, either party may be more vulnerable to gison. One state may be more
vulnerable if it is more reliant on the other forgorts or exports as a proportion of their
total economy or has relatively few trade altenwesti(Hirschman 1981; Crescenzi 2003a;
Crescenzi 2003b). Such may be the case when sasetre imposed by large economies

on relatively small one, as the former is bettde &b reorient production and trade to
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account for losses (Hufbauer, Schott and Elliot730Q.ikewise, trade in sensitive
products may result in asymmetrical vulnerabilifyespite having a larger economy, it
can be argued the United States was more vulnet@blisruptions levied by the 1973 oil
embargo that other developed countries.

The same logic suggests the effectiveness of ecorganctions is directly
related to the Defender’s cost of sanctions. Thawvhiley,; andy, may not move in
lockstep, it is likely that the probability of ti¥xefender collapsing from economic
sanctions is closely related to the cost of sanstguch thal increases (decreases)yas
increases (decreases). Sanctions that are hightlydo the Defender are also likely to
be highly effective in compelling policy change (¢éthman 1981; Baldwin 1985).
Indeed, it is often the case that states involmezhinction episodes — both Challenger and
Defender — weight the opponent’s potential costsayoffs relatively heavily (Tsebelis
1990).

Given the relationships between the cost of cantitidoth parties and the
effectiveness of sanctiong, y., 84, 6.. and}), the influence of economic
interdependence and agreements on the type ofctomilnessed between agreement
members is likely conditioned on the relative eaaioposition of states involved in the
dispute. To help interpret these effects, FigudepBots the simulated probability of
particular actions by the Challenger given the ecoio (inter)dependence of Challenger

and Defendef. Each panel plots the thresholds associated \aitticplar strategies by

* These graphs were generated using simulated @atst paramete;andé, are drawn from a uniform
distribution between 0 and 0.5 and a mean of G:2&ndy, are derived by multiplying,and,
respectively by a parameter drawn from a uniforstritiution, thereby creating two variables with
exponential distributions between 0 and 0.5 wittangeof 0.125. This ensurggandy, and correlated
with but distinct fromf, andé,. A is derive in a similar fashion by multiplying by another uniformly
distributed variable, again ensuring correlatigimally,
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the Challenger according to the particular pararsettinterest in calculating , p, and
p,- The y-axis the probability of the Challenger jaiilog particular strategies, i.e.

economic or military coercion and the associatezisttens to make bold or weak
demands.

Consider first the top panel of Figure 3.4 thatplbe use of economic sanctions
or military force by the Challenger. In this figuthe areabovethe line reflects the

values ofp for which the Challenger uses military coerciorgagn by&. The area

below the line, in turn, indicates valuespdhat lead to the use of economic coercion.
The two key concepts necessary to understandisg#htulation — the effectiveness of
sanctionsX) and the difference between the Challenger’s abstar @,.) and sanctions
(v.). Note first that the effectiveness of sanctiondias a relatively mild, but
nonetheless significant effect on the Challengeesision between economic and
military coercion. Challengers are more likelyuse economic coercion as the
effectiveness of economic sanctions increases giesitive influence ok. Differences

in the cost of military and economic coercion, heere have a much stronger influence
on the Challenger’s choice. As — vy, increases, the area underneath the line expands
indicating the Challenger is more likely to preé@onomic sanctions over military force.
Intuitively, this condition could be fulfilled ifither the cost of military coercion is
sufficiently high or the cost of sanctions suffitlly low. If military coercion is too

costly, in other words, the Challenger may atteffgoeign policy on the cheap” by using

q andq are drawn from uniform distributions with mean€0d?5 and 0.75 respectively (standard

deviations of 0.05).& , p,andp,, are then calculated according to their respedtimaulas.
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economic sanctions. Likewise, if economic sandtiare inexpensive, Challengers may
utilize them more frequently.

The bottom left panel depicts the Challenger’s slenito make the weak or bold
demand once it has decided to use economic coer&lenall that all Defenders
acquiesce to the weak demang)while only weak Defenders acquiesce to the bold
demandx%,.). Consequently, the Challenger’s decision to nithkebold demand results
in the possibility it will impose economic sanctsoifi a strong Defender resists. The area
abovethe lines in this panel reflect the rangeafalues for which the Challenger issues
the bold demand,. First, increases in the effectiveness of sanstnand their cost to
the Defender),;) increases probability the Challenger issues thé demand — and
therefore risks imposing economic sanctions. @$¢htwo parametersappears to be
the stronger influence on the Challenger’s decisatthough both exhibit noteworthy
pressure on the bold/weak demand dynamic. The lmghind both elements is relatively
straightforward. If sanctions are either highlgttyto the defender or effective relative
to military force, the Challenger is more confiddm Defender is weak and will
acquiesce. Second, as the Challenger’s cost ofisan ) increases, the probability
the Challenger issues the bold demand decreasesly Economic sanctions encourage
weak demands while inexpensive sanctions encolralgedemands. Taking these three
elements together, the most likely scenario whesamgtions are used is between a
Challenger insulated from costs and a Defendernyggnsitive to the cost of sanctions.
Likewise, sanctions are least likely to be obsetveveen an insulated Defender and

vulnerable Challenger.
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Finally, the bottom right panel plots the Challengeéecision to make the weak
or bold demand once it has decided to use milfiaige. Again, all Defenders acquiesce
to the weak deman(;,,,) while only weak Defenders acquiesce to the botdatel
(xm)- The areabovethe lines in this panel reflect the rangepafalues for which the
Challenger issues the bold demanydand risks having to use military force. The efffec
of both the Challenger and Defender’s céstgndd, respectively) have nearly identical
influences on the decision between bold and weakades. As the cost of military force
increases for either Challenger or Defender, tlobaility of the Challenger making the
bold demand decreases. This is to be expectedegfiect to the Challenger’s costs, as
more costly actions are likely to encourage moreseovative behavior.

The impact of the Defender’s costs, however, iseshat counterintuitive, as we
might expect increases in cost to encourage aarpries. However, consider the

bargaining scenario | lay out. Challengers sed b@imands equal tg,, = q+6p and

weak demands equal 19, = q + 8. The Defender’s cost of conflict, therefore, esite
equally into both demands. Differentiating the wheamands is the probability the

Defender will collapse given military force givey&;p if weak andy if strong (where
q < g). Consequently, when the Defender faces highsaafstonflict (and therefore

vulnerable to coercion given my setup), the Chagigrcan gain nearly as much by
making the weak as the bold demand without riskisg in conflict. In other words,
vulnerable Defenders who stand to suffer in conflan be effectively leveraged without
making bold demands.

To further develop the implications of my modelgiliie 3.5 considers the

interplay of the model’s parameters by displayingvleconomic relationships and

74



interdependence influence the Challenger’s chdia®ercive policies. The vertical
axis represents the Challenger’s level of econatapendence (the main driver of
Y. and 68,) while the horizontal axis represents the Defersléependence (the main
driver ofyp and 6.). Four quadrants indicate the economic relatignbkiween the two
parties and the coercive strategies that are ligedferable. Note first that
interdependence is insufficient to determine whethe Challenger prefers economic or
military coercion. Rather, the choice of econouonmienilitary coercion is instead
primarily a function of the difference in cost: (— y,) as discussed previously.

Important implications regarding the likelihoodaddserving military or economic
coercion (i.e., the likelihood of the Challengesuimg bold demands) can be gleaned
from the model, however. Quadrant I in the topietharacterized by a relatively
dependent Challenger and independent Defendehisliscenario, the Challenger lacks
the economic leverage to make sanctions effectveia commercially dependent on the
Defender. Consequently, economic sanctions agt lialy in this case while military
force is possible. Contrast this with quadrantri\the bottom right. Here the Defender
is dependent on the Challenger and possesses adsgbf conflict. The Challenger,
however, is relatively autonomous with a low cdstanflict. Given the disparity in
cost, sanctions are likely more effective and reddy less costly for the Challenger,
overall increasing the likelihood they will be eropéd. Military force, however, is still
possible in this dynamic.

Quadrant Il reflects two states that are econottyideierdependent. As such,
both experience high costs from conflict. As Feg8r5 demonstrates, increases in both

the Challenger and Defender’s cost of war discaeithg use of military force. Hence, if

® The implications in Figure 6 are based off the s@aiculations that derived Figure 5.

75



both states are economically vulnerable, militamgé is least likely between
interdependent states. Economic sanctions, wbssiple, are no more or less likely to
be imposed than in other scenarios. Finally, caratdill compliments quadrant 1l by
considering two states with little economic intgreledence. Military force is more
likely to be used in this scenario given the relaindependence of states. Defenders
cannot be economically leveraged given their ingada Challengers, on the other hand,
suffer relatively little from engaging in militaigoercion. Again, sanctions are no more
nor less likely to be imposed per the results efftrmal model.
3.3.2 Implications

In applying this to economic agreements, consiust the relationship between
two states in the same agreement. Economic agrésitead to promote trade and
investment between members, signal long-term comenits to liberal economic
policies, and otherwise draw member states togstar that economic interdependence
increases. ltis likely the case, as a result,libth economic sanctiong)@nd military
force @) prove more costly for Challengers and Defendés a result, disputes between
agreement members are likely to result in acqureseby the Defender given the
potential cost to both parties. Or putting thisha language of my model, increased

interdependence reduces the range of valugs, for p, for which the Challenger is

willing to gamble by issuing a bold demand. Tleisds additional weight to Hypothesis
1 discussed in the previous section.

That said, this suggests a more nuanced approaacmnftlict by the parties
involved rather than a wholesale rejection of dehfietween members of economic

agreements. The economic interactions fosterestbgomic agreements may promote
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eitherinterdependencer simpledependencbetween member states. Dependence and
asymmetrical commercial relations can manifestughoseveral possible mechanisms.
First, some agreements (notably shallow ones) féea particularistic in the sense they
do not fully liberalize trade relations. Partiabpe agreements in particular may not be
reciprocal in that they often require more opemmgasures by a subset of states in the
agreement. Very often these agreements are desigm@prove market access for less
developed countries. For example, the Africanjiibaan, Pacific — European
Community agreement (APC-EC) signed in 1963 andwedpd in 1975 provides
seventy-nine developing states with market acae&sitopean Community states for
certain goods. The United States and Australid Bmhilar agreements within their
respective spheres of influence (Whalley 1996,.5-6)

Second, even if agreements are reciprocal in naaiggenmetries may develop as
certain states accrue a disproportionate sharergdflis. Relatively economically strong
states in agreements are often able to leveragefaence to the perceived detriment
of the other members (Fernandez 1996). For exardpl@ya proved the dominant state
in the East African Community (which also contaitgghnda and Tanzania) for most of
its history. Given its port access and relativagyeloped infrastructure, Kenya was able
to shift community policies to advantage its owm through foreign direct investment
and preferential trade terms (Nye 1963; Stock 2@@8,; Shilling 2005). Consequently,
economic agreements can entrench the commerceilyat state and augment its
economic leverage.

If economic agreements promote asymmetrical comalerdations, the

implication for the type of conflict initiated bija¢ dominant state is a tendency towards
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sanctions. Asymmetrical relations between agreémembers push the dominant and
peripheral states in opposite directions in Figsile The dominant state tends towards
guadrant 1V, where the cost of sanctions is red¢dyilow but the potential effectiveness
high. Consequently, economically dominant agre¢nmambers are better positioned to
use economic sanctions as a first-best coercivieypdeading to a third hypothesis:

Hs: Less economically dependent agreement membersame likely to use economic

sanctions against other members as a tool of coarci

More economically dependent agreement members,yesware pushed towards
guadrant I. Sanctions are both costly and inaffediven their weaker commercial
position. The cost of sanctions encourages depestites to pursue other tactics as a
first-best option. This is likely for two reasonBirst, the more dependent state in the
dyad cannot credibly use sanctions to compel tt&dependent one due to its vulnerable
position. Any economic punishment the dependexté stisits on the less dependent state
can be trumped by more forceful sanctions fromldkter. Sanctions, therefore, are less
likely to succeed when used by the more dependatat. sThis effect is likely
compounded by the less dependent state’s grealgy tbuse the trade network fostered
by the agreement to divert trade lost through samstto other agreement members. As a
result, dependent states may pursue military fasca first-best — or only — option to
coerce other agreement members.
Second, the relative economic vulnerability ofestan agreements may

encourage them to frame exchange in terms of velgtins. Any relative gains that the
dominant state accrues, furthermore, may be usadsighe dependent state in the form

of military power. The codified nature of agreertsetcompounds this problem by
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signaling the persistence of relative losses. Mim@endent states, therefore, may view
trade with less dependent states in a more nedaeand attach less significance to it
if sacrificed. Vulnerable states, therefore, faoeh higher costs from imposing sanctions
given their relative dependency while simultanepp&rceiving reduced costs of military
action given relative gains concerns. Likewisectians employed against more
dependent members by those less dependent magsbékdy to succeed given the
negative influence of relative gains. Consequeiitg relative difference in cost
between military and economic coercidty & y,) is likely lower for dependent
agreement members vis-a-vis less dependent onea. rédsult, dependent agreement
members are more likely to use military force asercive tool:

H4: More economically dependent agreement membermare likely to use military

force against other members as a tool of coercion.

Agreements that promote symmetric commercial i@hagtbetween members
likely reside in quadrant Il in Figure 3.5. Comiial exchange between member states
increases interdependence in that both statesedeenefits from their relationship. Itis,
therefore, more likely that any form of coerciorcastly for both states. The effect of
interdependence between symmetric agreement mem&sonomic sanctions is
ambiguous, as the Challenger and Defender’s casdraftionsy(_ and y,,) work in
opposition. With respect to military force, howeuacreases in the cost of military
force @, and6d,) both reduce the likelihood of observing militdoyce. Given this, an
additional hypothesis is stated as:

Hs: Symmetrically dependent agreement members asdikety to use military force

against other members as a tool of coerdiwman asymmetrically dependent members.
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Consider now relations between members and non-mena economic
agreements. Recall that economic agreements nadimgirihe salience of member state
ties with the external world as they tend to retyimtra-agreement trade for higher
potions of their trade portfolio and economic aitgiv This is compounded to the extent
trade diversion takes place, as it representseatdand material shift in trade patterns
away from non-members. Membership in an econogrieeament is a signal of intent to
pursue closer ties with particular states, whictuim may reduce the long-term salience
of member/non-member relations. Consequentlyesidely grow less interdependent
as a result of economic agreements.

The broad implication of marginalization is to pusembers and non-members
towards quadrant Ill in Figure 3.5. Interdependeisaeduced to the extent trade ties are
marginalized by the economic agreement. Econogrieeanents may also give risk to
relative gains concerns and strategic vulneragdibetween members and non-members
in ways that encourage states to view extant ttiadenegatively, thereby reducing the
overall cost of conflict further. While sanctioae likely low-cost, a lack of
interdependence between Challenger and Defendies line ability of economic
sanctions to compel policy change. Economic agee¢sn by either materially affecting
trade or altering the context within which it ocgulimits interdependence between
members and non-members of agreements. Econonutiass, when used between
members and non-members of agreements, may fedlneey either the punishment or
costly signal required to be successful. When gingain conflict, therefore, the more
effective option for states on opposing sides oé@@nomic agreement may be the use of

military force. Given this dynamic, my final hyasis is stated as:
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He: Economic agreements increase the likelihood dfarized conflict between
members and non-members.

The hypotheses | have discussed in this chapteecoioth the initiation of
conflict and the method by which states engage ifMhile initiation and means of
conflict are not codetermined, they are certaielgted phenomenon that requires careful
treatment. In the remaining chapters, | presedtimaplement a research design that
attempts to account for the strategic interactibimitiation and type of conflict, as well

as several other empirical necessities.
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Table 3.1: Summary of Equilibria

Conditions Challenger Strategy | Weak Defender Strateg Strong Defender Strategy

p<é Economic Sanctions Acquiesce Acquiesce

P <Pe Setsx = Xe

p<¢& Economic Sanctions : Resist

" — Acquiesce :

p > De Setsx =X, (Sanctions Imposed)
Military Force . :

p >v€ y Acquiesce Acquiesce

P < Dnm Setsx = x,,
Military For . i

p >v€ ilitary (ice Acquiesce - Resist

D > Pm Setsx = x,, (Military Force Employed)

Note:p is the Challenger’s belief the Defender is wegis, the threshold value gfabove which the Challenger uses military
force, and P, and P, are threshold values above which the Defender gréderesist the actions of the Challengére

Defender’s strategies are determined by its typkasa presented in this table for reference.




Wheat Prices Without Economic AgreementsWheat Prices

$1.32 $1.10 Bravo

$1.20 $1.00

20% Tariff

Wheat Prices With Alpha-Bravo Economic AgreementWheat

S1.10 Bravo

$1.20 $1.00

20% Tariff

Figure 3.1: An lllustration of Trade Diversion
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I. Challenger dependent,
lacks economic leverage

Economic Sanctions less Likely,
Military Force Possible

Defender’s

[I. High interdependence,
High Cost of Conflict

Military Force Less Likely,
Economic Sanctions Possible

Economic
Dependence

(Yo, 6b)

[ll. Limited interdependence,
Low Cost of Conflict

Military Force More Likely,
Economic Sanctions Possible

IV. Defender dependent,
Challenger has economic
leverage

Economic Sanctions More
Likely,
Military Force Possible

Challenger’s
Economic
Dependence

(Ver Oc)

Figure 3.5: Interdependence and Coercive Instrusnent
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CHAPTER 4

RESEARCHDESIGN. MODELING THEINFLUENCE OF
AGREEMENTS ONINTERSTATECONFLICT

My argument as outlined in the previous chapteuireg a modeling strategy that
addresses not only the onset of conflict, but Hieaype of strategy used by states in
conflict. Furthermore, my formal model makes esiplihe strategic interplay between
the onset and strategies used in conflict. Hemgegempirical strategy involves a series
of large-N statistical tests of all non-directecddyyears from 1970 to 2001 evaluating
the relationship between economic agreements atctie onset and strategies of
conflict in a multifaceted approach. In particuligpropose to evaluate my hypotheses
using military force and economic sanctions as prindependent variables. To be sure,
other types of conflict are possible between stateg., diplomatic disputes, economic
inducements, and covert actions. The prevalendassumed substitutability of military
force and sanctions, however, make them ideal dates for a first-cut study.

In this chapter | first outline the dependent Valea | use in my analysis.
Following this, | describe in detail my primary éapatory variables, including economic
agreements, measures of trade (inter)dependentéaae diversion. | then briefly
discuss additional control variables necessargdond statistical analysis. After
discussing the variables, | outline my estimatitvategies and consider how they capture

the concept of foreign policy substitutability. thre final section | consider factors that
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may potentially confound my empirical analysis,lurnitng missing data and spatial

dependence, and how | address these issues.
4.1 Dependent Variables: Military Force and Ecoimmo&anctions

In the most general sense, my analysis is concemtbdhe initiation and method
of resolving conflicts between states. While numnerstrategies are possible between
states, it is often posited that economic sanctag be substituted from military force
as a means of coercing states (Hufbauer 1998; St&@8; Schwebach 2000; Garzke, Li
and Boemer 2001). Consequently, | focus my emgdiaoalysis on these two concepts
as the primary mechanisms of interstate confli¢tope to address additional forms of
conflict and coercion in future work.

There are two key variables necessary for my aigaly&rst, | am generally
concerned with both the occurrence of contlieti the strategies use by states when it
does take place. As such, | consider a broad goioceof military force that include
threats as well as the use of force. It is compractice in conflict literature to limit the
operationalization of military force to incidenthere fatalities occur, as participants in
many low-level disputes never intend their escafato actual violence. My analysis is
as much concerned with tkhoiceof coercive instrument as the use of said instnime
however. While states may never intend for disptideescalate beyond the threat of
military force stage, | contend that a choice iplinit in the threat of using military force
instead of economic sanctions. Alternatively statestricting my dependent variable to
disputes where force is used eliminates usefurmébdion about the decision-making
process that led to the threat of military insteddconomic force. Consequently, |

operationalize military force using participationa militarized interstate dispute (MID)
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within the dyad to include the threat, displayuse of force. | code this variable 1 if
dispute occurs between states in the dyad yea0 atiderwise. | obtain data for this
variable from the Maoz dyadic MID dataset (Maoz 200

Second, | consider economic sanctions in a sirkanner by including both
threats and imposition. My conceptualization adremmic sanctions falls in line with
Drezner’'s (2003, 643), who defines it as “the thoraact by a sender government or
governments to disrupt economic exchange withdhget state, unless the target
acquiesces to an articulated demand.” Becauseihi@nested in the substitutability of
military force and sanctions, | only include palélly motivated sanctions in our
analysis. The rational of this decision is simhlsgtt economic issues exclusively are
unlikely to escalate to military force. | codeariable 1 if economic sanctions are
threatened or imposed for political reasons inaddy a given year and 0 otherwise
using the Threats and Imposition of Sanctions (}l&8aset (spanning from 1970 to
2001) (Morgan, Krustev, and Bapat 2009).

Hypotheses 1 and 2, in particular, cite “conflig€nerally without reference to a
particular instrument of coercion. Evaluating théso hypotheses, therefore, requires an
approach to the conflict process general enouglapture incidents beyond militarized
disputes. | conceptualize this broader variabtaled “conflict initiation” — as the use of
eithersanctions or military force. Consequently, | codeflict initiation 1 if either a
sanction or a MID occurs in a given year and 0 otise.

4.2 Explanatory Variables: Agreements, Interdepeand, and Diversion

My argument makes reference to many economic ictierss between states.

While economic agreements is my primary variablentdrest, my theory also considers
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the material relationships between states as aartant component of their overall
conflict behavior. Indeed, economic agreemenis@nice these material relationships by
affecting trade and investment decisions betwestiest As such, | specify a series of
explanatory variables capturing the complex ecooariationships between states.
4.2.1 Economic Integration Agreements

The unifying element across all aspects of my aslg the conceptualization
and operationalization of economic agreementgyehreral, the concept is broadly
similar to the conventional use of regional trageeaments. The World Trade
Organization defines a regional trade agreemeattagitory that maintains separate
tariffs or regulations for a “substantial part béttrade of such territory” (WTO 1994,
Article XXIV). In short, economic integration agmments are formal arrangements
between states designed to lower barriers to traueractice, however, the concept is
stretched somewhat by the states that employ syreleiments. Furthermore, some
degree of difference often exists between thedigoal of integration that is formally
reported to the WTO and the realized degree ofmateon experienced by the agreement.
This leads to a number of conceptual difficultiathwespect to the level of economic
integration between states. First, | expand thaedflald and Pevehouse (2000) dataset
by dividing agreements from 1950-2001 into fiveib@goups according to the specific
policy measures associated with each level basgdl{aon Bela Balassa’s (1962)
taxonomy. Balassa divides agreements into fivelgev free trade areas, customs unions,
common markets, economic unions, and total econartegration in order from least to
most integration. In creating my taxonomy, | mgdiko aspects of this scale. First, |

add a category capturing “partial scope agreenfamtsch cut trade barriers between
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states but fail to do so on a “substantial patheftrade of such territory.” Second, |
collapse the economic union and total economigrnation categories, as it is highly
debatable whether any agreement achieves the higbgiee of integration on Balassa’s
scale. The five levels of integration are briafgscribed below while Table 4.1 provides
a simple graphic illustration of the relationshgtween the types of agreements:

Partial Scope AgreementsRSA) Marginal reductions in tariffs for certain goods.
Free Trade Area FTA): Elimination of tariff barriers on a majority obgds.

Customs Union CU): Elimination of tariffs and adoption of common ewtal tariffs.
Common Markets (CM): A customs union and the free movement of labadrcapital.
Economic Unions EU): A common market and harmonization of domesticpgs and
currency.

| also make informed judgments as to the effedgvel and timing of integration
achieved by agreements vis-a-vis the stated gaaldf agreements based on historical
analysis of individual institutions. For exampdespite the initial goal creating an
economic union, the Commonwealth of IndependerteSt@&mains largely a partial
scope agreement (CIS 2013; WTO 2013). Judgmentsasuthis concerning the
effective level and timing of implementation werade following extensive research on
agreements by the author using national, WTO, ahdlarly sources.

It is also important to note that my conceptual@matnd operationalization of
economic agreements does not include the WTO alichagreement type. The WTO
requires reciprocity in trade policy for all memlstates. Economic agreements,
however, are an exception to this rule. ArticleX>f the General Agreement on

Tariffs and Trade permits states to form regioredé agreements (or simply economic
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agreements) provided they do not raise barriecomomerce with non-agreement
members after creation. Consequently, economigesgents more extensively liberalize
trade between members when compared to the WT@rnakively a stated, economic
agreement in my analysis refers to arrangementgthbeyond the WTO in liberalizing
trade between states.

Hypotheses 1, 3, 4, and 5 evaluate intra-agreeowoafiict dynamics.
Consequently, | code a series of variables cagjuha shared agreement relationship
between states. | specify three separate variahlgtsiring economic agreement status.
The first variable is an ordinal measure of agregs&om 0 (no agreement) to 5
(economic union) according to this taxonomy. Thgtriwo variables divide agreements
into “shallow” (PSA and FTA) and “deep” (CU, CM, &E&U) arrangements.
Differentiation between shallow and deep is basethe degree of cooperation required.
While trade PSAs and FTAs simply require the elaion of barriers, custom unions
and beyond require states to change trade polgg-viisall states, and hence require
more political capital. Alternatively stated, dbal agreements require the “negative”
cooperation where barriers to commerce are remolbegp agreements, on the other
hand, require “positive” cooperation where statestnereate common policies vis-a-vis
third parties. PSAs and FTAs only remove barnenge customs unions and beyond
require coordinated action by definition. Consetlye differentiating shallow and deep
by the agreement level is a useful and appropciatese of action.

Hypotheses 2 and 6 evaluate extra-agreement codgyiamics between
agreement members and non-members. Consequéetlyritnary explanatory variable

in these cases is the presence of an economicragnésvithin the dyad. Because | am

® | also test my hypotheses using a pure five-l@ssification system.
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interested in how economic agreement members relaten-members, two dyadic
relationships are important. First, only one state dyad may be a member of an
agreement — which | will refer to asrfe agreement dyadsSecond, both states may be
members of separate economic agreements — whighdall “ opposing agreement
dyads” | code a dichotomous variable for each of thgisrips separately. In this way,
dyads without agreements serve as a baseline, cmmpgroup.

Two items are important to note in the coding @i variables. First, dyads
where both states are in the same agreementlieeUnited States and Canada in
NAFTA) are coded 0 for both one agreement and dpgagreement variables.
Consequently, states that share are agreemenisbutave other agreements they do not
share in common are not considered one or oppagjregment dyads. Second, not all
agreements are threats to every state. An agredmatreen Paraguay and Uruguay is
more salient to Argentina than Thailand. Consetiyelhonly consider “economically
relevant” agreements where the non-member is etthr@rguous to or a top 10 trade
partner of an agreement member.

Figure 4.1 illustrates the two types of dyadic tielaships between members and
non-members. Consider first one agreement dyadsisted in the top half of the
figure. Argentina and Brazil are both members @rébsur. Peru, however, is not a
member of any economic agreement. In this instavath the Argentina-Peru and
Brazil-Peru dyads are coded as one agreement dysdsly one state in each dyad is a
member of any agreement. The bottom half of theré illustrates opposing agreement
dyads. Here again Argentina and Brazil are membiekéercosur. Peru, however, has

joined the Andean Community with Columbia and salether states. Because they are
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in different, non-overlapping agreements, bothAhgentina-Peru and Brazil-Peru dyads
are coded as opposing agreement dyads.
4.2.2 Trade Interdependence and Asymmetry

My theory hinges not only on agreements properalsd the economic
relationships that exist between states. In otfggds, economic agreements structure
both the material relationships between memberd f@n-members) and how they are
viewed by each. Three additional concepts are itapbin this regard. First, trade
interdependence captures the extent to which statbe dyad interact, which is
important for traditional notions of opportunitysto Interdependence in terms of
conceptualization is more than simply interactibaveen two states. It instead implies
a complex association between states where bogt'tastly effects,” in the words of
Keohane and Nye (1977), and consequences are mietbeir relationship. Key to
understanding the role of economic interdependenceerstate conflict are capturing
these implicit consequences for policymakers aniigad institutions. The value states
place on economic interactions, however, is unsadde, which in turn leads to a
multitude of possible operationalizations that Viayyresearch design and individual
preference.

Two major approaches exist for measuring interdépece as a concept. The
most popular operationalization in the literatuoenes from Russett and Oneal (1997;
1999; 2001). The authors consider trade interddgee a function of how important a

bilateral trade link is to the overall economy loé tstate, given by:

Imports;j+Exports;; Trade;;
Dependenge= = .
GDP; GDP;
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Trade interdependence in this fashion represeatsxtent to which states in a
dyad rely on each other for overall economic astiviStates with higher interdependence
scores obtain higher amounts of goods and serfrieeseach other, thereby implying the
trade relationship is more salient. In subseqaerirical analysis, the authors create a
dyadic measure of interdependence by using theksek’ assumption, where only the
lowest score for the dyad is utilized. The ratiertzehind this approach is simply that the
constraining effect of interdependence is a fumctibthe least interdependent partner.

The second major approach is from Barbieri (199961 1998). Barbieri differs
from Russett and Oneal by considering trade infgddence a function of how
important a bilateral trade link is to the ovetedide portfolio of a state. This
conceptualization is more in line with Hirschma®§1), who considered vulnerability a
function of how reliant a state was on particubaeenal partners for resources.

Barbieri’'s measures are further differentiated fl@assett and Oneal’s by their dyadic
construction. She creates three measures to eapeieconomic relationship between

states — salience, symmetry, and interdependeives gs follows:

Imports;j+Exports;; Trade;;
Trade Share= = :
Imports;+Exports; Trade;

Saliencg = \/Trade Share; * Trade Share;
Symmetry =1 — |Trade Share; — Trade Share;|
Interdependenge= Trade Salience;; * Trade Symmetry;;

In this way, Barbieri’'s measures take into accdoth states’ reliance on their
trade relationship. Salience captures the relatnmrtance of the relationship (using the
geometric mean) in a way that effectively captunggortunity costs. Symmetry

acknowledges the relative gains arguments of readisd subsequent perceptions of
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vulnerability. Finally, her interdependence meastonsiders both opportunity and
relative costs essential to understanding a corpieterdependent relationship between
states.

Debate in the literature over which measures apeagpiate in empirical analyses
is heated and largely unresolvedn reality, both approaches have strengths,
weaknesses, and appropriate applications. Twddagrs distinguish the measures as
they relate to my analysis. First, the Russett@ndal measures excel at capturing
sensitivity interdependence, but a more tenuouspgoa vulnerability interdependence
(Mansfield and Pollins 2001). That is, bilateralde as a share of GDP implies the
connectedness of states’ economies, but saysdlitiet the costliness of severing the
link. If the goods exchanged are highly substlilgdy other trade partners or domestic
sources, little vulnerability exists. Trade ashare of GDP, therefore, may not
appropriately capture the cost of conflict betwstates. Second, Russett and Oneal’s
approach utilizes the weak link assumption thatalest level of interdependence is
sufficient for identifying dyadic costs. This istra dyadic measure, however, and cannot
speak to the more complex relationship betweemdeteendence and conflict (Barbieri
and Peters 2003). In particular, the weak linkuag#tion prevents insight into the
influence of asymmetry, relative gains, and striatgglnerabilities.

In my analysis | adopt a hybrid of the Russett @méal and Barbieri measures
suited for my particular hypotheses and questigdsnerally, | measure trade
relationships using total dyadic, bilateral tradeasshare of GDP (titled “trade

dependence” for convenience) in accordance witts&tiand Oneal, given by:

" For a thorough discussion of the debate, see kaazd Li 2003a and subsequent replies by Baraieti
Peters 2003, Oneal 2003, and their rebuttal inZBarand Li 2003b.
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Imports;j+Exports;; Trade;;
Dependencge= = .
GDP; GDP;

This approach has the advantage of capturing tingtseaty aspects of
interdependence in a more complete way by consigérade’s impact on state
economies. To captuteade interdependencepecifically, | use a dyadic measure in
accordance with Barbieri’s approach achieved byegding geometric means of trade
dependence:

Interdependenge=

\/Trade Dependence; * Trade Dependence;

This represents interdependence in the dyad bgdakio account both states’
opportunity cost of conflict. Higher scores orsthariable indicate greater
interdependence. To address asymmetry and relgdins, which | argue increases
conflict between certain states, | include a measfitrade asymmetrthat once again
combines the two approaches by using the absoiffikeethce in trade dependence
scores:

Asymmetry = |[Trade Dependence; — Trade Dependence;|

Higher scores reflect greater asymmetry. Using lio¢ trade interdependence
and trade asymmetry measures allows me to monredyplain the influence of
interdependence on conflict. All trade data cofmas the Correlates of War (CoW)
(Barbieri, Keshk, and Pollins 2008) and GDP dadanfthe World Bank (2012). |
interact each of these variables with the aforerapatl agreement variables to capture

their influence within the context of economic agreents.
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4.2.3 Intra-Agreement Trade

As my operationalization of economic agreemendgcates, they are a highly
heterogeneous group of arrangements. While agresrdéfer in the scope of coverage
and depth of liberalization, they also differ i tbxtent of membership. That is, some
agreements are only bilateral treaties while othezanultilateral arrangements. The
benefit states derive from bilateral agreemengsfismction of commerce between the
two members and any intangible gains associatddtivdir bilateral relationship (i.e.,
increased investment from non-member parties).n&ecac relationships and
interdependence between states in a multilaterakagent, however, are more complex.
Members of multilateral economic agreements befreim reduced barriers with
multiple states. That is, economic agreements aexies of interconnected
relationships. While a member may not trade extehswith one particular partner, it is
still connected through the structure of the agrem

In turn, the institutional structures of economgreements may be affected by
conflict. Disputes between two agreement membengen if they do not trade
extensively — may threaten the existence of theesajreement. The multilateral
Central American Common Market, for example, digsdlbecause of disputes between
El Salvador and Honduras. Consequently, tradedstvagreement members is in part
ascribed to the agreement. In other words, anrbypity cost or degree of
interdependence exists between members of an ecoagneement attributable to trade
with third-party members of the agreement. To eagthis influence, | specify a
variable capturing the total trade a state condutsall agreement partners less

bilateral trade as a share of GDP, given by:
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(27(1:1 importsjg+exports;)—(imports;j+exports;j)
GDP;

Intra-agreement Trage

Where allk are members of the economic agreement amthe dyadic partner of In

this way the variable captures the influence aléravith other agreement members net of
the dyadic trade influence. To capture the dyadloence of intra-agreement trade, |
calculate the geometric mean of these scores:

Intra-agreeement Dependepee

\/Intra — agreement Trade; » Intra — agreement Trade;

4.2.4 Foreign Direct Investment

Economic agreements are most often associatededtiting trade barriers
between members. Lower barriers to trade, howdner an important impact on
corporate investment strategies as well. Loweridararin an economic agreement
effectively increases the available market for gopwbduced in that region. Expanding
markets, in turn, creates opportunities for firmgapitalize on economies-of-scale by
investing in economic agreement areas (Joumotté;Z0i@en 2009). Foreign direct
investment is one alternative business may empl@yoid thede factodiscrimination of
a limited economic integration agreement. Hentzes in an economic agreement
might be expected to benefit from increased FObws. It is important to account for
FDI in my analysis as it may provide another bdrtefagreement members that
influences conflict behavior.

Capturing this effect is somewhat difficult gividre complexity of the concept |
posit. Specifically, | am interested in investmatitibutable to the lower barriers of the
economic agreement. Of course, this is inheramtbbservable and beyond the reach of

available data or reliable approximation techniquesrthermore, this investment is non-
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directional in that it need not come from anothgneement member to influence conflict
behavior. Hence, bilateral flows are inapproprfatemy analysis. Given these factors,
the most appropriate conceptualizations and messififeDI for my analysis is a net FDI
inflow at the country-year level. While not all Fibflow is attributable to an economic
agreement, it is likely accurate to say all FDlomfs benefit from the agreement.
Consequently, while not all inflows are agreemenmiesh, they are all agreement-
benefiting, meaning they may influence conflict &ebr. | operationaliz&DI

dependencesing total new inflows as a share of GDP, given b

Inflows;j—Outflows; Net FDI;

FDI dependenge =
GDP; GDP;

As with trade interdependence, | generate dyadisomes using the geometric mean of

FDI dependence given by:

FDI Interdependenge= ,/FDI Dependence; * FDI Dependence;

Because FDI flows can be negative, | rescale thiaba by adding 1 to all observations.
The FDI interdependence variable is also interaaii#il the agreement variables. |
obtain FDI data from the United Nations Confereanelrade and Development
(UNCTAD) (2013).
4.2.5 Trade Diversion

A final primary explanatory variable captures trailersion. A broad literature
in economics explores the effects of agreementsilateral trade flows using gravity
models as a base (see Frankel 1997; Glick and BatxE Rose and Wincoop 2001,
Baier and Bergstrand 2007; Carerre 2006 for reeeamples). Differences between
gravity model estimates, which provide a theoréteeel of trade, and observed trade

flows are attributed to the presence of an econ@amieement (and therefore trade
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diversion). | therefore estimated a gravity maafdrade that estimates the (logged)
bilateral trade between states in a dyafo account for zero trade flows, | use a
Heckman selection model with the simple presendeadk in a dyad (coded 1 if trade
occurs, 0 otherwise) as the selection criteriad€ar2006). Trade diversion due to
economic agreements is calculated as the differeatveeen the natural log of observed
trade and logged predicted values of the gravitdehoHigher values therefore indicate
greater levels of trade diversion caused by merhieis economic agreemerits.

| use three groups of variables to estimate theityrenodel. Table 4.2 briefly
outlines each variable and its source. Firstelaigraditional set of variables to account
for the economic and geographic relationships efstiates. These variables include GDP
(high and low), population (high and low), distancentiguity, whether the two states
are in the same geographic region (as definedéWtbrld Bank), individual variables
for each state’s region, and whether the two s&tase a common language. Second, |
expand on the gravity model by including a serigsatitical variables. In this way |
better approximate the influence of economic agexgmby accounting for other
potentially confounding influences on trade. Theseables include regime type (high
and low), political affinity, alliances, major powstatus (total number in the dyad), and
WTO membership. Finally, a third set of variakdesounts for conflict between states.
Conflict variables include militarized interstatispltes (cumulative total initiated since

1950), fatal militarized disputes (cumulative tatatiated since 1950), a spatial lag of

8| add $100 to all observations of trade to avaisbfems with taking the log of zero.

° While | am interested in trade diversion, | do lwit this variable toonly diversion (positive values in
my variable). In this way, | permit economic agremts tocreatetrade for excluded states. This may
theoretically occur if economic agreements increfesaand for materials with the agreement which are
then sourced by neighboring states. Consequatigrved values on this variable run from negative
(trade creation) to positive (trade diversion).

102



disputes using alliances to connect (detail praVidea later section), a spatial lag of
disputes using contiguity to connect, and yearsesthe last militarized dispute.

Table 4.3 contains the results of the gravity mas¢imation. Rather than
discuss the results of individual variables, whihot the focus of my analysis, | focus
on the trade amounts predicted by the gravity maddlsubsequent estimation of trade
diversion. Figure 4.2 compares the gravity modéhgations with actual trade values.
Overall, the gravity model tends to predict lowegre uniform trade values than actually
occur. The gravity model also underestimates waxte values noticeably. Accuracy
with respect to actual trade values is not the gb#le gravity model, however, as the
presence of trade diversion is dependent on thetgmraodel being unable to explain
100% of trade values.

Turning to the actual measure, the manufacturektdiversion variable is
roughly normally distributed with very long tail§.o provide a useful depiction of the
variable, | rescaled the variable to eliminate mtiegasalues by adding the lowest
observed value to all observations. This transé&tion is only to display the variable
and will not be used in subsequent analysis. Eigus plots the distribution of trade
diversion between thé"sand 9%' percentile (to, once again, aid in displaying\agable
by eliminating very long tails). The majority oyads witness relatively small amounts
of trade diversion given the cluster around theiwarline referencing “zero trade
diversion.” The area to the right of this line icates dyads for which trade diversion

occurs. The area to the left, in contrast, indisatyads with trade creation. Overall,
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approximately 47.8% of dyads experience trade digar 41.1% experience trade
creation, and 11.1% experience neither creatiordiversion™®
To more fully capture the impact of trade diversibreference with respect to

GDP. The foundation of my trade diversimariable is thus given by,

Predicted Trade;j—ACtual Trade;;

Trade Diversiop= “DP =
i

Diversion;;
GDP;

As with my other economic variables, | generatadily measures using the
geometric mean of trade diversion given by:

Dyadic Trade Diversiogn=

\/Trade Diversion; * Trade Diversion;

My statistical tests and subsequent diagnosticyarsain Chapter 6 revealed a
polynomial relationship between trade diversion eoflict. Consequently, | include a
squared dyadic trade diversion term in Chapterd&pfwopriately evaluate the influence
of this variable.

4.2.6 Control Variables

| also use a number of control variables to accéamtompeting explanations of
conflict between states. Four control variable®rgruity, major powers, alliances, and
capabilities — control for realist arguments offtich Contiguous states and major
powers are more likely to fight due to greater apyaties for conflict (Most and Starr
1989). Allies, on the other hand, engage in contdsat frequently given shared security

goals (Bremer 1992). | code these variables darhously if states are contiguous (or

1 Those experiencing neither trade creation norrdiva are dyads that have zero trade in a given yea
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separated by 150 miles of water or less), if eithiate is a major power, or if allied
respectively. My control for capabilities is aatve measure using composite index of
national capabilities (CINC) scores from the Cate$ of War dataset. The measure is
calculated as a (logged) dyadic ratio of the sm&IC score over the larger. | obtain
data for all three of these measures from the Adks and Direct Contiguity datasets
housed at the Correlates of War Project (Singe1&ibler 2009; Stinnett et al 2002).

Four additional controls — democracy, GDP, IGOs, WATO membership—
account for liberal theories of interstate confli€irst, in accordance with the democratic
peace literature, | control for regime type usiogposite scores from the Polity IV
dataset scaled -10 to 10 from authoritarian to deatw (Marshall, Jaggers, and Gurr
2007)! | use the geometric mean of scores in the dyaule®msure democracy. Second,
the sizes of states’ economies are likely to infeeeboth the degree to which they are
involved in international affairs and their ability use certain policy instruments. To
this end, | control for GDP using the aforementm&deditsch figures. Because GDP is
highly skewed, it is logged for statistical anasysiAdditionally, | use the geometric
mean of scores in the dyad. Third, since many @oanintegration agreements are also
international organizations proper, it is importenensure the various integration
variables are not simply reflecting the broadeifyag effect of IGO membership
(Russett and Oneal 2001). Iinclude a variabldrotimg for joint organization

membership to control for this possibility. Datanmges from the International

| use the Polity 2 variable from this dataset.e Polity 2 variable differs from the basic Poligriable in
the authors’ dataset by adjusting several problematiables for using statistical analysis. Foample,
the authors code periods of anarchy -77 on theéyPariable. To facilitate time-series analysig t
authors of the POLITY IV dataset recoded anarchy teutral score of 0, which they believe the
appropriate classification for these cases. Faerdormation, see the POLITY IV Project codingrmal
(Marshall, Jaggers, and Gurr 2011).
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Governmental Organization dataset housed at theslates of War Project (Pevehouse,
Nordstrom, and Warnke 2004). Finally, in a simiay it is important to control for
membership in the WTO as the most all-encompasstogomic institution in the world.
| code this variable 1 if both states are membéteeoWTO and 0 otherwise.
4.2.7 Descriptive Statistics

Tables 4.4, 4.5, and 4.6 include descriptive stesior all the variables used in
my analysis. Recall that my unit of analysis istiirected country dyad years from
1970 to 2001. In total, approximately 16% of dyadare membership in a shallow or
deep economic agreement. Likewise, 20% of all olasi®ns are either one agreement
or opposing agreement dyads. Consider first stifor my dependent variables, which
| have broken down by economic agreement typest,Fiote the relative rarity of both
dependent variables. Militarized disputes and enoa sanctions generally occur in less
than 1% of dyads. Second, on the whole, militargé is more often observed than
economic sanctions. While the relative populasitgconomic sanctions is not
necessarily within the scope of this paper, themparative unpopularity may reflect the
difficulty of using sanctions, the inability of senstates to effectively employ them, or
different data collection procedures. Third, nibke extreme infrequence of economic
sanctions between shallow and deep agreement memineleed, no two states in a deep
economic agreement (customs union, common marketanomic union) have
threatened or imposed sanctions on each otheeitethporal scope of my study. | will
return to this point in the next chapter when dsstng intra-agreement conflict.

Turning to my primary explanatory variables in T@aBl5, | have once again

broken the variables down by dyadic agreement tyate first the relationship between
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shallow and deep agreement types in terms of ecien@tationships. Overall, deep
agreements tend to foster more interdependenca;agteement trade, FDI dependence,
andasymmetry between members. Several of these $actight be expected, save for
the asymmetry. This may reflect on forces creatiognomic agreements as much as the
impact of agreements, however, as strong state§ongg agreements to solidify trade
blocs to their advantadé. The second item of interest in Table 4.5 is tis&ribution of

the trade diversion variables. Overall, dyads wjthosing agreements — i.e., where both
states are in different economic agreements — app@&xperience more erratic patterns
of trade diversion given the mean and maximum ofeskvalues. For brevity, | omit
discussion of Table 4.6 regarding control variables

4.3 Estimation Techniques

| specifically argue that the initiation of contliand the tactics states use are
connected. That is, the use of sanctions andamjlforce are both possible outcomes of
the same decision-making process. Accountinghigrrhay be important to properly
assay the influence of economic agreements onaiiict process broadly. To this end
| employ several estimation strategies to addtessonnected nature of conflict and the
tactics utilized by state. First, | specify two logit models treating sanat and
military force as separate dependent variables thiglrsame set of explanatory variables.
This approach treats both events as outcomes epertient processes. Second, |
estimate a bivariate probit model that addressepdtential connection between

sanctions and military force as joint outcomeshef sgame process. Again, because | am

12| employ several robustness checks accountinthéopotentially endogenous nature of economic
agreement creation and interstate conflict. Resuk reported in subsequent chapters.

13 also conducted several robustness checks onfiteslfor space. These include rare events legigd to account
for dependent variables coded 1 less than 1% afreagons, multinomial logit using imputed datangde sets limited
to politically relevant dyads, and simultaneousatiuns accounting for endogeneity using a variétystruments.
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using a derived predictor for trade diversion,d@mt for uncertainty in these estimates
using Murphy-Topel corrections in my statisticalaets (Murphy and Topel 1985;
Hardin 2000; Hole 2006).

While the logit and bivariate probit models arealele and easily interpreted
estimation techniques, they are not well-suiteeMaluating the strategic nature of
hypotheses derived from my formal model. It isgdole the decision to initiate any form
of conflict — sanction or military force — is redgf to the effectiveness of using either
coercive instrument, hence my use of a formal bangg model. In other words, states
are unlikely to initiate conflict if they cannotfettively employ either sanctions or
military force. Likewise, a defending state maynbere likely to give in to demands if it
anticipates the use of one or the other. To addhes, | specify a strategic probit model
(using STRAT software (Signorino 2001)), that aléotlie decision to initiate conflict in
part to derive from the expectation of either raijt force or economic sanctions being
used. The potential outcomes of interest in theesgic model are T)o conflict
initiation (either a sanction or a MID) 2) the wfeeconomic sanctions and 3) the use of
military force. Exact specifications for the segic probit models will be provided in
subsequent empirical chapters. Given the chalkemgestimating this complex model, |
limit my sample to dyads that are contiguous, mpgawers, or where at least one state is
a top ten trade partner of the other (and henddyharonomically salient) and eliminate
the major powers and WTO membership variabfes

For comparison and simplicity, | subset my analgsisagreement type in all
models. For intra-agreement conflict, | separatdlew and deep agreements into two

separate regressions with “no agreement” dyadsngeas the comparison category.

14 imiting the logit and bivariate probit models tig subset of dyads does not change the results.
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This allows me to evaluate the impact of econorgre@ments as an institution. For
extra-agreement conflict between members and nanbess, | separate the one
agreement and opposing agreement dyads into seatahations with “no agreement”
dyads again serving as the comparison categdag dll independent variables one year
to help control for endogeneity and protect thegeral integrity of the analysi$iven

the rarity of conflict and the possibility eventg aot truly temporally independent, |
include a cubic polynomial variable capturing thenber of years between either a
sanction or MID to account for potential temporapdndence (Beck, Katz, and Tucker
1998; Carter and Signiorino 2010).

4.4  Threats to Internal Validity

No statistical analysis is without complicationsmsiming from the structure of
data or other potential problems with causal infeee In my analysis, | am particularly
aware of two potentially confounding factors. Eimy dataset contains a relatively large
proportion of missing data on important variabl@srhy analysis. Second, observations
in my dataset may not be temporally or spatialyejpendent, thus potentially biasing my
results. | address these two issues statistiaallyg imputations and temporal/spatial
lags.

4.4.1 Missing Data and Multiple Imputation

The total number of dyad-years in my analysis 18,230 running from 1970 to
2001. In total, however, approximately 60% of dyaars are missing values on at least
one independent variable. This reduces the anafurgable observations to 173,618.
While more than enough for conventional statistarslysis, missingness of this

magnitude is a potential problem in my analysibe Thost common means of handling
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missing data is simply omitting the observatiomsfrstatistical analysis. Excluding
observations for which a portion of the relevartada missing, however, poses several
potential problems. The least obtrusive problesingly the loss of potentially useful
information. In extreme cases, however, omittingsimg data can result in severe
selection bias (King et al 2001). Consequenth\gsimgness is a statistical issue to be
taken seriously in my analysis.

The source of most missing observations in my @aiadrade. Approximately
27% of my observations do not possess valid tradleeg. Missing trade data is
compounded by the numerous dyadic measures cresitgglobserved trade values. In
total, approximately 37% of dyads are missing trdala for at least one state, resulting
in more missing values for my constructed measof@gerdependence and asymmetry.
Second to trade in missingness is FDI, for whic#%3¥# observations are missing data.
Two additional variables are particularly notewgriih his regard. Democracy values are
missing for approximately 23% of data and GDP issimig for 16% of observations.

Of particular concern for my analysis is trade daten its position in my
theoretical argument and the subsequent concepdtial and operationalization of
variables using trade. Furthermore, missingnessde data is problematic given the
nature of politics in the global economy. The mius of trade data from national
statistics is often not an issue of oversight sotgces, but of political conditions and
influence (Barbieri, and Keshk 2009; 2011). Inestlvords, rather than a random
process, trade data is often missing because nicpbfactors included in my statistical

analysis (Barbieri 1995; Barbieri, Keshk, and PallR009; Gleditsch 2010). As trade is
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also one of my primary explanatory variables, imgortant to address potential bias
stemming from missing data.

Several studies have used multiple imputation tiregs missing trade data.
First, Gleditsch (2002) creates a trade datasagusseries of procedures, including
using either export or import figures for one cawrift the other is missing, using a series
of lags or leads to cover gaps in data, some iatatipn, and coding observations O if
trade between states is unlikely. These methddw &leditsch to eliminate missing
values in his dataset. Gelpi and Grieco (2008)nugkiple imputation to fill in missing
trade values and evaluate the connection betweerdapendence and conflict. The
authors use both the Russett and Oneal and Badaisets in their analysis.
Unfortunately, the authors do not offer a systeaxatialuation of their dataset in order to
evaluate the potential appropriateness of imputdtotrade data. Finally, Boehmer,
Jungblut, and Stoll (2011) evaluate the use of troated data in the analysis of
interdependence and conflict. The authors re@ifatssett and Oneal (2001) using
Gleditsch (2002) and Barbieri, Keshk, and Polli2800) data by considering first only
observations with actual trade data. They thenimddputed for missing data at 5%
intervals to evaluate the effect on the interdepeaid-conflict dynamic. Ultimately the
authors find imputed data tends to inflate theatféd trade in conflict models. Again,
the authors do not systematically evaluate thetoacted data in reference to observed
data.

While these studies use statistical techniquesl io fnissing trade data, Barbieri,
Keshk, and Pollins (2009), identify potential pratols in deriving trade data outside of

official government reports. Several assumptioes@quired to derive data, many of
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which are tenuous or unfounded. Assuming zerceetkedween states based on various
dyadic characteristics is generally unsound in éngsof globalization. Furthermore,
missing data is often missing for political reasobmta may be misreported to over or
understate trade relationships, for example. Likewconflict can impact trade between
states. Given this inherent difficulty in imputitrgde data, | first tested the quality of
imputed trade values against available data. Adidcription of the procedures and
analysis of the results is available in AppendixIA.short, | evaluate the quality of trade
values imputed using the procedure and softwaree{fanil) developed by King et al
(2001) by randomly voiding 20% of known, non-miggtrade values. | then evaluate
the real versus imputed trade statistics for acyuaad potential problems.

Based on this analysis, two factors are importathé determination of accurate
trade statistics. The first is whether the obsonas missing a GDP score for either
state in the dyad. This is relatively innocuousybver, as only 6.1% of dyads are
missing both trade and GDP. Inaccuracy on 6.1%beérvations, while certainly not
optimal, is unlikely to drastically harm my analysiFurthermore, | can perform two
different statistical analyses that include andwke the imputed values for observations
missing GDP to evaluate the influence of the 6.1P%e second, however, is the imputed
model’s inaccuracy with respect to predicting zaodle relationships. This is slightly
more problematic given approximately 30% of recdrigateral trade relationships are
zero. Assuming an identical proportion of dyadsgimg trade data are in fact zero,
approximately 8% of my total dataset will be aféztt My strategy here is to perform

two statistical analyses — one excluding obsermattbat are missing trade data and one
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using the imputed trade values. If results diffevjll explore more carefully the imputed
values and their validity in my statistical anasysi
4.4.2 Temporal and Spatial Dependence

My statistical analysis also requires adjustmemigccount for potential
dependencies in the data. First, given the rafigonflict and the possibility events are
not truly temporally independent, | include a cupatynomial variable capturing the
number of years between either a sanction or MIBctmunt for the recurrence of
conflict over time (Beck, Katz, and Tucker 1998rt€rnand Signorino 2010).

Second, the policies and actions of states omtieenational stage are in part
dependent on the policies and actions of otheestaith which they share a connection.
As | have noted in a previous chapter, the pratien of economic agreements is in part
fueled by states observing agreements betweenghittes and subsequently forming
agreements of their own. Likewise, incidents afftot may exhibit some degree of
spatial dependence if wars are prone to spillimgsscborders or drawing in third parties.
| take into account potential spatial dependendwéen dyads involved in conflict using
two spatial lag variables capturing an aggregdsemjed value of the dependent variable
(Neumayer and Plumper 2010). The first variabegyhted by geographic continuity
under the assumption a state is more likely to eegpee conflict when a neighbor is
already embroiled in conflict. The second variablereighted by alliance ties, as a state
may be more likely to act when an ally is experieg@ conflict. | construct spatial lags
for both militarized interstate disputes and samgi Summary statistics for these

constructed variables are available in Table 4.6.
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Table 4.1: Levels of Economic Integration

Partial Scope Free Trade Customs Common Economic
Agreement Area Union Market Union
(PSA) (FTA) (CU) (CM) (EV)

Reduction in Trade Barriers X X X X X
Elimination of Trade Barriers X X X X
Creation of a Common Externgl
Trade Policy X X X
Free Movement of Labor and X X
Capital

Coordination of Domestic
Economic Policies




Tl

Table 4.2: Gravity Model Variables

Variable Measure Source

Dependent Variable

Total Bilateral Trade | Imports + exports in a dyaaigiven year (logged) Barbieri, Keshk, and PsIRO08
Traditional Gravity Model

GDPigh Highest GDP score in the dyad (logged) Penn Whaloles 2012
GDPow Lowest GDP score in the dyad (logged) Penn Woddlds 2012

Populationow
Populatiomgh
Distance

Contiguity

Region

Common Language
Political Variables
Democracyign
Democracyow
Affinity

Allies

Major Powegym
WTO Membership
Militarized Disputesuym
Fatal Militarized
Disputesyy

Spatial Lagiances
Spatial Lagontiguity
Peace Years

Penn Waddles 2012
Penn Waiddhles 2012

Highest population in the dyad (logged)
Lowest population in the dyad (logged)

Distance between capitals in miles Gledi012
Coded 1 if states share a border ortleas 150 miles of water Small and Singer (1982)
Dichotomous, coded 1 if states in a dyadr@esame region Author

Dichotomous, coded 1 if stateeshaommon language Mayer and Zignago 2011

POLITY IV

POLITY IV
Gartzke 2008

Highest POLITY IV score in the dyad (using PoRtyariable)

Lowest POLITY IV score in the dyad (using Polity&riable)

Reflects similarity in policies according UN voting behavior

Dichotomous, coded 1 if states in a dyadadlies Gibler and Sarkees 2004

Sum of major powers in the dyad (0, 1, or 2 vaglues Small and Singer 1982
Dichotomous, coded 1 if states ate members of the WTO  Author

Sum of all militarized disputes in a dyad from @96 2001 Maoz 2004
gggi of all fatal militarized disputes in a dyadnrd950 to Maoz 2004
Spatial lag for MID initiation using alliances esnnector Author
Spatial lag for MID initiation using contiguity @nnector Author
Years since a militarized dispute ltwtates in a dyad Author




Table 4.3: Gravity Model Estimates

Extant Trade Total Bilateral Trade
Relationship (Selection) (Outcome)
Standard Standard
Coefficient Error Coefficient Error

Traditional Gravity Model
GDPxigh 0.270*** 0.003| 0.735*** 0.004
GDPLow 0.261*** 0.004| 0.800*** 0.004
Populatiomgn -0.029*** 0.006| 0.068*** 0.005
Populationoy -0.057 0.031 0.099* 0.005
Distance -0.000*** 0.000| -0.0071*** 0.000
Contiguity 0.809*** 0.028| 1.399*** 0.025
Region 0.283*** 0.014| 0.057*** 0.018
Common Language 0.243*** 0.012| 0.548*** 0.016
Political Variables
Democracyign 0.014*** 0.000| 0.008*** 0.001
Democracyow 0.005*** 0.000| 0.007*** 0.000
Affinity -0.065*** 0.013| -0.639*** 0.015
Allies 0.370*** 0.018| 0.553*** 0.020
Major Powegyn 0.312*** 0.023| 0.586*** 0.017
WTO Membership 0.296*** 0.007| 0.208*** 0.010
Conflict Variables
Militarized Disputesyn -0.132*** 0.009| -0.143*** 0.007
Fatal Militarized Disputes -0.044 0.032 0.104 0.034
Spatial Lagiances -0.910 0.76Q 9.369*** 0.848
Spatial Lagontiguit 7.285%** 0.712| 14.395*** 0.926
Peace Years -0.005*** 0.000| -0.024*** 0.000
Constant
Constant -12.114%** 0.113]| -20.248*** 0.155
N 261,981

Censored 71,183

Uncensored 190,798
A2 206,576.89***
Log Pseudolikelihood -491,020.00

p

0.073***
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Table 4.4: Descriptive Statistics - Dependent Varlaes

All and No Agreeme

nt Dyads

All Dyads No Agreement
0 1
(None) | (Initiated) | 0 (None) | 1 (Initiated
MIDs Frequency| 182,126 631 153,382 431
Percentage 99.65% 0.35% 99.72% 0.28%
All Dyads No Agreement
0 1
(None) | (Initiated) | O (None) | 1 (Initiated
: .| Frequency| 182,533 224 153,628 185
Economic Sanctions
Percentage 99.88% 0.12% 99.88% 0.12%
Intra-Agreement Conflict
Shallow Agreements Deep Agreements
0 1
(None) | (Initiated) | 0 (None) | 1 (Initiated
MIDs Frequency| 26,112 168 2,632 32
Percentage 99.36% 0.64% 98.80% 1.20%
Shallow Agreements Deep Agreements
0 1
(None) | (Initiated) | O (None) | 1 (Initiated
: .| Frequency| 26,241 39 2,664 0
Economic Sanctions
Percentage 99.85% 0.15% 100.00% 0.00%
Exra-Agreement Conflict
One Agreement Opposing Agreements
0 1
(None) | (Initiated) | O (None) | 1 (Initiated
MIDs Frequency| 15,725 143 20,056 194
Percentage 99.10% 0.90% 99.04% 0.96%
One Agreement Opposing Agreements
0 1
(None) | (Initiated) | 0 (None) | 1 (Initiated
: .| Frequency| 15,807 61 20,163 87
Economic Sanctions
Percentage 99.62% 0.38% 99.57% 0.43%
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Table 4.5: Descriptive Statistics - Primary Explangory Variables

Mean | Std. Dev.| Minimum | Maximum
All Dyads
Asymmetry 0.008 0.032 0.000 0.907
Interdependence 0.0( 0.006 0.000 0.197
FDI Dependence* 1.01 0.033 0.395 1.616
No Agreement Dyads
Asymmetry 0.006 0.027 0.0000 0.907
Interdependence 0.0( 0.004 0.0000 0.197
FDI Dependence* 1.01 0.033 0.395 1.616
Shallow Agreements
Asymmetry 0.020 0.048 0.000 0.700
Interdependence 0.0( 0.008 0.000 0.163
Intra-Agreement Trade 0.00 0.018 0.000 0.363
FDI Dependence* 1.01 0.038 0.414 1.426
Deep Agreements
Asymmetry 0.025 0.047 0.000 0.461
Interdependence 0.01 0.017 0.000 0.112
Intra-Agreement Trade 0.05 0.075 0.000 0.408
FDI Dependence* 1.02 0.032 0.837 1.418
One Agreement Dyads
Asymmetry 0.022 0.048 0.000 0.851
Interdependence 0.0( 0.007 0.000 0.151
Trade Diversiofigh 0.003 0.023 -0.059 0.526
Trade Diversionw -0.016 0.040 -0.855 0.037
Opposing Agreement Dyads
Asymmetry 0.018 0.044 0.000 0.998
Interdependence 0.0( 0.006 0.000 0.171
Trade Diversiopign 0.003 0.016 -0.077 0.318
Trade Diversionw -0.012 0.039 -0.964 0.195

*In order to generate geometric means, | rescdled=DI dependence variable to eliminate negative

values by adding 1 to all observations.
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Table 4.6: Descriptive Statistics - Control Variabés

Mean Std. Dev. | Minimum | Maximum
Continuous Variables
Capabilities (logged) -2.02p 1.503 -9.654 -0.001
Democracy 8.94% 6.144 0 20
GDP (logged) 23.358 1.479 18.453 29.552
IGO 28.735 11.254 0 107
Spatial MID Lagiiances 0.003 0.004 0 0.127
Spatial MID La@ontiguit 0.003 0.004 0 0.091
Spatial Sanctions Lagance: 0.001 0.003 0 0.109
Spatial Sanctions Laghtiquity 0.001 0.003 0 0.074
Peace Years 24.212 12.361 0 50
Dichotomous Variables
Frequency | Percentage
Allies 164,869 90.17%
17,977 9.83%
Contiguity 176,281 96.41%
6,565 3.59%
Major Power 165,190 90.34%
17,656 9.66%
WTO Membership 91,338 49.95%
91,508 50.05%
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Figure 4.1: Types of Member/Non-Member Dyads
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CHAPTER 5

INTRA-AGREEMENTCONFLICT

In Chapter 3, | argued that economic agreementiectangible benefits on
member states by increasing commerce and fosteingst trade networks. The benefits
members gain from economic agreement in turn presiotterdependence between
states. Increased exchange between members egesuediance on intra-agreement ties
for resources and markets. Overall, members ai@oa agreements are likely more
vulnerable and sensitive to disruptions in tradénwther agreements members. Conflict
behavior between members of the same economicragreeshould also be affected by
increased commercial exchange and interdependdhics, the opportunity cost of
conflict increases in tandem with economic exchar@enflict between agreement
members likely sacrifices tariff revenue for goveents, increases risk for business, and
jeopardizes profits for externally oriented acto®onsequently, economic agreements
should decrease the likelihood of conflict betwesmber states. Second, the strategies
used by agreement members in disputes should l#ifé@s a result of increased
interdependence. The less economically depentetia the dyad, given its relatively
more autonomous position, is better poised to aeaanic sanctions as a tool of
coercion. More dependent states, in contrast,atagffectively use sanctions, and
thereby are more likely to use military force isplites.

This chapter tests this argument with non-direcigabls from 1970 to 2001 using
the procedures and data outlined in the previoapteh. In the first section | revisit the
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relationship between economic agreements and sasdti light of my deductive theory.
In short, and in spite of my theory, economic agreet members appear less likely to
use economic sanctions than those without an agneenirollowing this, | statistically
evaluate the influence of economic agreements ditanied interstate disputes (MIDs).
Ultimately I find that agreements can decreasethbability of militarized conflict if
trade relations are asymmetric and intra-agreetnaae is high. Shallow agreements,
however, can increase conflict if trade interdeggneg and FDI dependence are high.
The next section discusses these results and assbanplications for my theory. The
fourth section of this chapter presents an altereatatistical test that considers the
potentially endogenous relationship between agragsvand conflict. Finally, | provide
a short illustration of my theory and empiricalukes by analyzing relations between
Uganda and Kenya since achieving independence.

5.1 Revisiting Economic Agreements and Conflictvigeen Members

One of the key insights from the formal model dethin Chapter 3 is the
substitution of economic sanctions for militaryderin conflict scenarios. Given the
setup of my model, sanctions are possible regardiemterdependence and the cost of
conflict. They are particularly likely, howevef the challenger is relatively autonomous
and the defender relatively dependent. Sanctioneas likely if the challenger is
dependent and the defender autonomous. Asymntietde relations are therefore the
most likely to result in economic sanctions. Miti force is possible in all scenarios, but
more likely in dyads with relatively little interdendence. Highly interdependent dyads

are less likely to use military force against eatifer.
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The results of my formal model translate to ecormagreements in a relatively
straightforward fashion. Given economic agreemssrtd to generate commercial
exchange between states and serve as commitmdntar® interaction, interdependence
between members is relatively high. Conflict skidog less likely overall, but if it does
occur, different strategies should be discernibl=oeding to the relative economic
position of members. Relatively dependent agreémembers are predisposed to
military force while relatively autonomous membare prone to using economic
sanctions per the implications of my formal modekewise, symmetrical economic
relations are less likely to encourage militaryceogiven the interdependence of
members and presumably muted concerns about elgaivs.

A preliminary look at the data, however, suggestiasanteresting patterns
between members of the same economic agreemetiastrategies they employ when
engage in disputes. Figure 5.1 displays the frequeiith which states employ any
coercive strategy (sanctions or military force)pmamic sanctions, and military force
distributed by agreement type. Consider firstathelyads sample in the left panel of
Figure 5.1. Looking at coercion, which is the ogeithera sanction or a MID,
agreement members appear if anytinmayelikely to coerce other agreement members
than dyads without an economic agreement. Appratety 0.40% of dyad years without
an agreement experienced either a MID or econoamcten between 1970 and 2001.
In contrast, 0.79% of dyads with a shallow agredmaed 1.20% of deep agreement
dyads experienced a MID or sanction.

The disparities between dyads with and withoutgre@ment apply to the

strategies used in conflict as well. Dyads withaoutconomic agreement tend to use
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military force 2.3 times the rate of economic samg. Approximately 0.28% of no
agreement dyads experienced a MID while 0.12% éxpezd an economic sanction.
The corresponding rate for shallow agreements, tiewés approximately 4.3 MIDs for
every economic sanction. MIDs have occurred irr &@4% of shallow agreement
dyads while only 0.15% have experienced sancti@fsthe 39 sanctions used by
shallow agreement members, 32 are between partipesagreement members at the
lowest levels of integration. Hence, military fers more frequently used by economic
agreement members compared to states that do a@t stembership in the same
agreement. Likewise, while agreement membersarsetions at about the same rate as
those without an agreement (0.15% versus 0.12%césply), they use military force at
much higher rates (0.64% versus 0.28%).

An analysis of deep economic integration revealeam more lopsided
comparison. Indeed, between 1970 and 2001 —rieegeriod of the TIES dataset — no
state in a customs union, common market, or econamion have used economic
sanctions against a fellow member. Agreement mesnbhewever, are not so
constrained vis-a-vis the use of military forceadeed, if anything, agreement members
aremorelikely to use military force against fellow memb¢@s28% for dyads without
agreements and 1.20% for deep agreements). Carggquleep agreement members
appear more prone to both the overall use of adrdhd military force as a strategy in
conflict.

To be sure, the states most likely to engage iflicoare also the most likely to
engage in cooperation as both require internatimt@tests and/or geographic proximity.

| take this into account by comparing coercion ageing only politically relevant
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dyads. The right panel of Figure 5.1 shows fregie=nfor politically relevant dyads
(where one state is a major power or the statesargguous). First, shallow agreement
members are still more likely to engage in confticinpared to no agreement dyads
(4.18% of dyads and 2.83% of dyads respectiveBgcond, the ratio of military force to
economic sanctions for shallow agreement membdrs.8Buses of military force for
every sanction. The corresponding rate for noeageat dyads is 2.3. Third, while the
overall incidence of conflict between deep agredmembers is more muted in the
politically relevant dyads sample (2.35% of dyaxiseziencing conflict compared to
2.83% for no agreement dyads), it remains wholljtanized in nature.

This analysis brings evidence to bear on severalyohypotheses. First,
Hypothesis 1 states economic agreements decreasikelhood of conflict between
member states. This does not appear to be thegoasethe use of coercion (particularly
military force) between shallow and deep agreemmearnbers?® Moreover, this effect
appears to grow stronger as the level of integnadeepens. Consequently, I find
evidence against my first hypothesis. It is notaosive, however, as it does not identify
the conditions under which militarized conflict acs. Second, the results are also
suggestive for Hypothesis 5 concerning the symnateconomic relations and use of
sanctions or militarized force. The relative imfuency with which agreement members
use economic sanctions indicates agreements, tihiagy strongly bias members to use
military force. Hence, | find evidence against Ildipesis 5 stating that symmetrically

dependent agreement members are less likely tmilisgry force against other members

1 T0 evaluate this statement more fully, | condudestds pooling sanctions and MIDs as the dependent
variable (coded 1 if either a sanction or a MIDwced, 0 otherwise). As might be expected given th
paucity of sanctions, the results are nearly idahto the reported statistical tests using onlypos1l This
suggests economic agreements can either decreasmease conflict under certain economic condgtion
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as a tool of coercion than asymmetrically dependethbers. Despite these findings, it
is still important to evaluate the structure ofi'|an economic agreement members’
decision to use military force, which is the subjgicHypotheses 3 and 4. Given the
paucity of sanctions episodes between members,Jemwerestrict my statistical

analysis to evaluating agreement member’s tendenaiese military force.

5.2 Statistical Results

Chapter 4 describes in detail the procedure | osstétistically analyzing intra-
agreement conflict. To briefly recap, howeversthection uses data covering the period
1970 to 2001 for all non-directed dyads. My demsmdariable is the onset of a
militarized interstate dispute (MID) in a given yed employ several primary
explanatory variables capturing agreement strustanel associated economic
relationships. The two agreement types | modethatiow and deep agreements. The
former comprise partial scope agreements and fagle tagreements. The latter include
customs unions, common markets, and economic unidadully capture bilateral
economic relationships between states | interadetinterdependence and trade
asymmetry with the agreement variable. | alsonagm®nal FDI dependence (interacted
with the agreement variable) and intra-agreemewet{the sum of all trade a state
conducts with other agreement members besidedkiadic partner) to capture economic
relationships more fully. | then use logistic reggion to analyze both simple and

imputed data®

18| also performed several robustness checks afethdts presented here. These include rare-elagits
account for the rarity of observed sanctions/MIDedels with transformations of primary variables,
alternative specifications of the primary variable®dels pooling sanctions and MIDs into one depahd
variable, simultaneous equation models accountingtfidogeneity, models with only politically relexa
dyads, and the use of only fatal MIDs. The resatésidentical to those presented here with thetia@n
of fatal MIDs, which are discussed in the appendix.
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5.2.1 Basic Logit Results

Table 5.1 contains the results of the logit moéstemating the influence of
shallow agreements on conflict between memberssta@@nsider first the basic logit
model that only uses observed data (i.e., no intpusdues). Overall, the results for the
shallow agreement model suggest a strong rolerekagents in militarized disputes
conditioned by the structure of economic relatibasveen member states. The shallow
agreement variable, indicating two states share leeship in this type of agreement, is
negative and statistically significant. Two stdtest share membership in a partial scope
agreement or free trade area are therefore lesdy il engage in conflict simply due to
the existence of the institution and not necessdsleconomic consequences. The
pacifying influence of the institution itself magflect intangible benefits accruing to
member states, such as increased internationaibarg power in multilateral
negotiations, the value of signaling commitmentsdonomic openness, or even the
anticipation of future economic gains. This finglis in line with my argument that
economic agreement members tend to engage indefigctthan those without joint
economic agreement membership.

Beyond the agreement variable, two key additiomahs are also negative and
statistically significant. First, the intra-agreemh trade variable is negative and
statistically significant. Consequently, the metates benefit from membership in the
agreement by trading with all agreement partnées|dss likely they are to engage in
military disputes. This result is in line with myerall theory arguing that economic
agreements reduce the occurrence of conflict. I8kdbe interaction between

asymmetry and shallow agreements indicates dispeshince on bilateral trade tends to
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reduce the occurrence of militarized conflict. Dyavhere one state is relatively more
dependent on the other for trade as a share oté@sall economy are less likely to
engage in militarized conflict. By implication, mosymmetric trade relations between
agreement members are relatively more conflict @rophis is a somewhat puzzling
finding given my theory argues asymmetric tradatiehs are more likely to result in
militarized disputes. The results of the standaJamon-interacted asymmetry variable —
which is positive and statistically significant -ake these results all the more puzzling.
Dyads without an economic agreement and asymntedde relations are therefore more
likely to engage in military conflict. Hence, whihsymmetry increases conflict between
states without an agreement, it may reduce it amcagreement is introduced. This
brings evidence to bear against Hypothesis 5.

Some aspects of shallow economic agreements ateaege conflict. First, the
interaction between shallow agreements and intertgnce is positive and statistically
significant. States sharing joint membership shallow economic agreement are more
prone to militarized conflict the more they rely @ach other for trade. This is again
somewhat of a puzzling finding given the bulk ¢étature of interdependence and
conflict. Indeed, it contradicts my theory arguihgt interdependence between
agreement members should both decrease the likelibboverall disputes and shift
strategies away from militarized conflict. It mportant to note that the standalone, non-
interacted interdependence variable is negativesggmificant, indicating dyads without
an economic agreement are indeed less likely taga@ militarized conflict as
interdependence increases. Second, the interawftiéDl dependence and shallow

agreements is also positive with confidence boumdispendent of zero. Shallow
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economic agreement members who rely on FDI foeasingly large shares of their
economy are more likely to engage in conflict thawse with less FDI reliance. Once
again, the non-interacted FDI dependence variaghhegative and statistically significant.
In absence of a shallow economic agreement, FDfipastate relations. This suggests
some aspect of shallow agreements alters the ndumetioning of FDI with respect of
conflict. Both findings suggest certain econonalationships encourage conflict,
thereby highlighting the conditional nature of Hyipesis 1.

Before discussing the imputed logit results, coastte results of the deep
agreement model. Table 5.2 contains the resuliseotogit models estimating the
influence of deep agreements on conflict betweembeg states. Only two primary
variables achieve statistical significance in teemlagreement model. First, intra-
agreement trade is negative and statistically Bagmt. As with the shallow agreement
model, a greater proportion of trade occurring whiind-party agreement members tends
to pacify bilateral relations. Second, the intéacbetween asymmetry and deep
agreements is negative and statistically signiticarhis result for deep agreements is in
line with those for shallow agreements. Consedyeasymmetric trade relations reduce
the probability of conflict between economic agreetmmembers regardless of the depth
or scope of integration. Unlike the shallow agreatrmodel, however, the non-
interacted asymmetry variable does not achievessita significance in the deep

agreement modél. The interactions between deep agreements arididnally,

7 To test the baseline impact of interdependengenaetry, and FDI without economic agreements, |
specified a model using only dyads that do noteshambership in the same economic agreement. The
results indicate that interdependence and FDI digrere reduce conflict between states (i.e., negain
statistically significant coefficients). Asymmetncreases conflict (a positive and statisticaityngficant
coefficient). This is identical to the resultstbé shallow agreement model, which in subsequent
discussions | will refer to when making comparisbesveen dyads with and without joint membership in
an agreement.
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interdependence and FDI dependence do not achigvstisal significance, thereby
suggesting they do not impact militarized confiicthis context.

The remaining variables in the shallow and deepegent models exhibit
relatively similar patterns. Many variables acleiestatistical significance across all
model specifications. The two variables captunpgortunities for conflict — contiguity
and major power status — are positive and sigmfieaross all models (basic and
imputed logit, shallow and deep agreements). Twates sharing a border or with at least
one major power are more likely to engage in milieed disputes. This is likely due to
the increased opportunities for conflict preseritedeighbors and highly involved major
powers. Likewise, power parity appears to inaedhas probability of conflict between
states given the positive and significant capaédivariable. The intuition behind this
finding is straightforward. States only engagenihitarized conflict if there is a
possibility of prevailing, which in turn is giverylelatively similar capabilities.

Larger economies, indicated by the GDP variabke aéso more likely to engage
in conflict, once again owing to the opportunityga states have to project military
power. Interestingly, the more IGOs states shambership in, the more likely they are
to engage in conflict. This may suggest the prejgfor IGOs to raise issues of
disagreement between member states or highliglareifces in policy. In line with the
robust literature on the democratic peace, demiocsttes are less likely to experience
conflict. Finally, the spatial lag variable forrtguity is positive and significant across
all models. States with conflicts on their bordars therefore more likely to be
embroiled in conflicts as well. Of the remainimgde variables, only alliances achieve

statistical significance in any of the models. iddlare more likely to engage in
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militarized conflict, but only in the basic logitadels without imputed data. Neither
joint WTO membership nor the spatial lag basedllanaes achieves statistical
significance in any of the models.

5.2.2 Imputed Data Statistical Results and Digouass

The results of the logit model using imputed deatatained in the right two
columns of Table 5.1 and Table 5.2, present lesa cksults concerning economic
agreements and conflict. Of my primary explanat@syables in the shallow agreement
model, only the interaction between shallow agregmand asymmetry achieves
statistical significance. It enters into the equanegatively, suggesting once again that
asymmetric trade relations reduce conflict whilengyetric relations are more conflict
prone. Inthe deep agreement model, only intreexgent trade is statistically
significant. It is also negative such that higtlegrees of trade with third-party
agreement members reduce dyadic conflict. Theirengavariables in both models fail
to achieve statistical significance.

Differences in the basic and imputed logit speatiens warrant here a more
detailed discussion. Overall, the basic and imgbldgit models differ in statistical
significance on a number of my key explanatoryafalgs. All of my primary
explanatory variables achieve statistical signifaain the basic logit shallow agreement
model. While the corresponding variables for ti@uted logit model are of similar
signage, only one achieves statistical significaricethe deep agreements model, two
primary explanatory variables are statisticallyngigant in the basic logit compared to
one in the imputed logit. Perhaps more disconuglgtj however, is that none of the

economic variables — interdependence, asymmetfyDbdependence — achieve
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statistical significance in either model. Indeta, economic variables do not gain
statistical significance in tests where agreemantsall interaction variables are
removed. Economic relations, therefore, haveslittldo with conflict according to my
imputed dataset.

There are several possible explanations for thadenfys. First, and perhaps
most basically, is that economic relations do ndythave an effect on interstate conflict.
In other words, the imputed data may be the mocarate reflection of reality. While
this may be the case, several other studies usipgted data find economic relations do
indeed influence conflict (Gelpi and Grieco 200&eBmer, Jungblut, and Stoll 2011).
My analysis incorporates more economic variablas fprevious studies, but that does
not explaina prior the lack of statistical significance on all vateg Second, the sheer
amount of missingness in my dataset — most of wisiehconsequence of the economic
variables mentioned — may complicate statisticalymis. Using imputed data allows me
to increase the number of observations by 90% frpproximately 183,000 to 347,000.
This amount of constructed data may unduly biagnagéinding results on my primary
explanatory variables. Indeed, Boehmer, Jungbhd, Stoll (2011) use Monte Carlo
simulations to find that statistical analysis @de data is meaningfully impacted as the
proportion of missing data increases. Given thalgel:1 ratio of observed to missing
data, it is not unreasonable to think my resulés®d by the scale of missingness.

Third, to return to a point Barbieri, Keshk, andlife (2009) have made, missing
data is often missing for political reasons. Rasiof conflict or tense relations may
result in missing trade data, for example. Certgnes of states are also less likely to

supply trade statistics. Boehmer, Jungblut, antl &011) find that states with missing
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trade data are less democratic, less developednatetially weaker than those that
supply statistics. | replicated and expanded thealysis with my dataset to analyze
missing data, as well. In addition to the aforetioened factors, geographic distance,
lack of participation in international organizatso@and conflicts in neighboring countries
also increase missingness of both trade and F@l dathile | have taken care to model
these factors into generating my imputed datard¢belts may still be inaccurate. In
particular, as Appendix A illustrates, the imputatmodel does poorly at predicting zero
trade values. Several of the factors predictingsmgness also predict zero trade flows,
including distance, power disparities, and corslict neighboring countries. Itis
reasonable to believe inaccuracies in the imputetktdata stems from the tendency of
statistical models (and researchers) to specitletkalues where none may exist. Hence,
the nature of missingness in trade data may stymyiefforts to develop accurately
imputed data.

As for its overall impact on my analysis, the réswoff the imputed logit model are
to be taken seriously. | am less confident in thieawever, the validity and usefulness
of imputed trade data based on the factors | memtiohis section. | believe it important
to report this alternative finding, however, in theerest of those who may look upon the
basic logic results skeptically because of missiata. | believe it also important to
provide more rather than less analysis in the ttestemy suspicious of imputed trade
data are warranted. Consequently, my empiricdlyaes in Chapters 5 and 6 will favor
the basic over the imputed logit for purposes tdrpretation and discussion.
Furthermore, this can be observed as the more o@ise route from the perspective of

the literature and policy. | doubt many scholai dismiss the findings of the trade and
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conflict literature based on the imputed dataggbpose. Likewise, the riskier route for
policymakers is to dismiss the impact of trade onflict given | find it can both assuage
and exacerbate tensions. Consequently, | bellevessults of the basic logit model are
worth reporting and interpreting.
5.2.3 Substantive Interpretation

Before discussing the theoretical implications gfmsults, it is important to
consider the substantive impact of my variablemiarest. First, recall the shallow
agreement variable is negative and statisticagigiBcant. Given this is a simple
dichotomous variable, | estimate the change imptledicted probability of a MID by
shifting the shallow agreement variable from 0 totiile holding all other variables at
their mean or modal values using Clarify (Tomz, téfiberg, and King 2003). The
baseline probability of a MID given all variablegdeld at their mean or modal values is
0.071%. Two states sharing membership in a shadlmmomic agreement have a MID
probability of 0.064% for a total decrease of 8.88B% way of comparison, this is
roughly equivalent to an increase of two unitslmmdyadic democracy score generated
using Polity IV. Forming a shallow economic agreetherefore results in a small, but
noteworthy, decline in the probability of militagi@ conflict.

| use a series of graphs to interpret my remaipmgary explanatory variables.
Figure 5.2 plots the out-of-sample predicted prdliegs for the primary explanatory
variables in the shallow agreements model. Albpiulities were calculated by
manipulating the variable of interest while holdaiyother variables at their mean or
modal values. The solid line indicates probaleitior shallow agreements while the

dashed line plots dyads without any agreementdorparison. The band and spike plots
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around the lines are the 95% confidence intenalstiallow and no agreement dyads
respectively. Finally, note also the differentlsgabetween the top and bottom two
quadrants. This is done for convenience of presiemt given the disparities in predicted
probabilities and directionality of the variables.

The two top plots of Figure 5.2 are for trade aswtignand intra-agreement
trade, both of which reduce the probability of tatlized conflict. The baseline
probability of a MID is approximately 0.07% for satin a shallow agreement. As one
shallow agreement member in the dyad develops a dependent economic
relationship, meaning it relies on its dyadic partfor a relatively larger portion of trade
and economic activity, the probability of a MID deases. At relatively asymmetry
levels approaching 8% of GDP, the probability &filD is only approximately 0.03%.
This contrasts with dyads that do not share merigens an agreement. The probability
of a MID increases from approximately 0.06% to @& asymmetry rises from 0% to
8% of GDP. lItis also important to note that aacldistinction between shallow and no
agreement dyads cannot be made until approximé#lpf GDP, where the two
confidence intervals diverge. This is a relativieigh threshold with values that only
approximately 25% of politically relevant dyadsalea Consequently, the majority of
shallow agreement dyads exhibit similar behaviard@agreement dyads vis-a-vis trade
asymmetry. Intra-agreement trade exhibits a sirpiddtern. As the states in the dyad
rely more on other agreement partners for trade tla@refore experience relatively
higher costs of conflict, the probability of cowtlideclines from 0.07% when no third-
party trade occurs (as with bilateral trade agrega)@o 0.01% if the geometric mean of

intra-agreement trade approaches 20%.

137



The bottom two panels of Figure 5.2 plot FDI depemad and interdependence,
both of which increase the probability of militax@ conflict between shallow agreement
members. In absence of a shallow agreement, RiErdkence reduces the probability of
a MID between states from approximately 0.07% 62% at geometric mean values of
10%. In contrast, shallow agreement members dgteigberience an increase in conflict
due to FDI dependence. This probability increasegpproximately 0.2% at 10% FDP
dependence. Note two additional points concerthiegcomparison of shallow and no
agreement dyads. First, if FDI dependence is nggandicating a net outflow of
capital, the probability of a MID is lower for shal agreement members compared to
no agreement dyads. Second, the confidence imgeivashallow and no agreement
dyads again diverge at approximately 5% of GDPnsequently, if FDI dependence is
between approximately 0% and 5%, its effect fotlelnaand no agreement members is
almost indistinguishable. FDI dependence greaian 5%, however, results in a higher
probability of MID initiation for shallow agreemedyads than no agreement dyads.
Overall, approximately 10% of shallow agreementdsyaxperience FDI dependence
above this threshold.

Trade interdependence, show in the bottom rightgfiigure 5.2, also increases
the probability of conflict. As shallow agreememémbers rely more on each other for
trade, the probability of experiencing a MID incsea from 0.07% with 0% trade to
approximately 0.15% probability at geometric meatugs of 4%. Dyads without an
agreement, in contrast, experience less conflittaa® interdependence increases.
Furthermore, the confidence intervals between giadind no agreement dyads begin to

diverge around approximately 2%, after which tHfeafof shallow agreements is
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statistically discernible from states without amesggnent. Again, approximately 10% of
shallow agreement members breech this threshold.

Turning to the deep agreement model, considenfinstt might be considered a
typical case. When holding all variables constanhean or modal values, dyads without
an agreement have a 0.064% chance of a MID. Kigpraables again at mean or
modal values, but shifting the deep agreement bigriaom 0 to 1, the probability of a
MID decreases approximately 70% to 0.019%. Giveatvimight be considered the most
typical case, consequently, deep agreements rexdundkct. Figure 5.3 plots predicted
probabilities to evaluate the influence of specificiables. Both trade asymmetry and
intra-agreement trade reduce conflict between dgepement members. First, as trade
asymmetry increases, the probability of a MID dases from approximately 0.06% to
0.01% if asymmetry reaches a geometric mean ofdféa dyad. Unlike asymmetry’s
effect in shallow agreements, however, deep agreemembers are more sensitive to
asymmetry. Confidence intervals for deep and meeaagent dyads diverge at
approximately 1.2%, a value over 50% of deep agee¢miyads achieve. Consequently,
asymmetry tends to pacify the majority of deep agrent members. The effect of intra-
agreement trade is more muted for deep agreemenbears. While the effect is
statistically significant, it is relatively mildMID probability decreases from 0.03% to
approximately 0.01% at geometric mean values of, 2@#ies approximately 22% of
deep agreement members achieve.

5.3 Discussion of Statistical Results

The results of my statistical analysis provide mdiegidence for my hypotheses

concerning intra-agreement conflict. Hypothesstates that economic agreements
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decrease the likelihood of conflict between mendtates. The cross-tabulations
presented at the outset of this chapter indicatea@uic agreements may actually be
more conflict prone than dyads without agreemehliswever, statistical analysis
indicates that economic agreements can reduceicaniider certain circumstancesn
particular, dyads with asymmetric trade relationg high levels of trade with third-party
agreement members experience less overall coffflithis holds true for both shallow
and deep agreements. High levels of dyadic tnaid