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ABSTRACT

The basolateral amygdala (BL) receives a densangigic innervation from the
basal forebrain. Despite the importance of mus@agoetylcholine receptors (MAChRS)
in fear learning, consolidation, and extinctionerth have been no studies that have
systematically investigated the functional role mAChRs in regulating emotional
processing in the BL. To address this critical klealge gap we combined brain slice
whole-cell recording, optogenetics, and immunoltiseémistry to determine how
muscarine, acting on mAChRs, regulates neuronallatgmns, synaptic transmission and

plasticity in the BL.

Neurons in the BL oscillate rhythmically during etiooal processing, which are
thought to be important to integrate sensory inpali®w binding of information from
different brain areas and facilitate synaptic pdatgtin target downstream structures. We
found that muscarine induced theta frequency rhighinhibitory postsynaptic potentials
(IPSPs) in BL pyramidal neuron (PN). These IPSRwclssonized PN firing at theta
frequencies. Recordings from neurochemically-idetti interneurons revealed that
muscarine selectively depolarized parvalbumin (Bdftaining, fast firing, but not PV,
regular firing or somatostatin (SOM)-containingeimteurons. This depolarization was

mediated by M3 mAChRs. Dual cell recordings frormmected interneuron-PN pair

Vi



indicated that action potentials in fast firing,tlnot regular firing interneurons were
strongly correlated with large IPSCs in BL PNs.tRarmore, selective blockade of M3,
but not M1 mAChRs suppressed the rhythmic IPS@BLIfPNs. These findings suggest
that muscarine induces rhythmic IPSCs in PNs bycsiekly depolarizing PV, fast firing

interneurons through M3 mAChRs. Furthermore, wenébthat rhythmic IPSCs were

highly synchronized between PNs throughout the BL.

The BL receives extensive glutamatergic inputs fromtiple brain regions and
recurrent collaterals as well. They are importamtféar learning and extinction, which
are tightly regulated by local GABAergic inhibitioVe found that mAChRs activation
suppressed external glutamatergic inputs in a &equy dependent and pathway specific
manner but kept recurrent glutamatergic transmissigact. In addition, muscarine
disinhibited BL PNs by attenuating feedforward @#@BAergic inhibition. In agreement
with these observations, long term potentiationK).ihduction was facilitated in the BL

by mAChRs activation.

Taken together, we provided mechanisms for chajinenduction of theta

oscillations and facilitation of LTP in the BL.

Vii
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CHAPTER1

GENERAL INTRODUCTION

1.1 SIGNIFICANCE

Anxiety disorders, including posttraumatic stressodder (PTSD), are the most
prevalent mental disorders in the US, which aftgétcting 40 million American adults
each year. Amygdala is a brain region thought tahge center of emotion (LeDoux,
2000). Dysfunction of amygdala causes emotionaudiances. Basolateral nucleus of
amygdala (BL) receives the densest cholinergic rivateons from the basal forebrain
(Svendsen and Bird, 1985, Hellendall et al., 198@ye et al., 1993, Azouz and Gray,
2000), indicating cholinergic signaling plays a ongant role in regulating BL functions.
In line with this idea clinical evidence found thaizheimer's patients are more likely to
have PTSD (Childress et al., 2013). Moreover onth@fmost common commobilities of
Alzheimer's disease is emotional disturbances aganxiety (Mori et al., 1999, Gauthier
et al., 2002). One of the hallmarks of Alzheimessdisrupted cholinergic system
(Mesulam, 2013a). mAChRs-mediated mechanismsdarBthare primary mediators of
the neuromodulation involved in memory consolidatiof emotionally arousing
experiences by the amygdala (McGaugh, 2004), and h#so been implicated in the
consolidation and extinction of contextual fear ditioning memory (Vazdarjanova and

McGaugh, 1999, Boccia et al., 2009). These findiolgzarly suggest that therapeutic



modulation of mMAChRs-mediated mechanisms in thenBtleus could be important for
treating a number of major neuropsychiatric diseaseolving impairments in emotional
learning, including anxiety disorders, drug addietiand Alzheimer’s disease (Salinas et
al., 1997, Mcintyre et al., 2002). For exampleye¢his a 40% reduction in the cholinergic
innervation of the BL nucleus in Alzheimer's diseagEmre et al., 1993), and
impairments of emotional event memory in Alzheiragratients are correlated with the
extent of amygdalar involvement (Mori et al., 199@)fact, AChE inhibitors (AChEISs),
such as donepezil, the current gold standardsyfoptomatic treatment of Alzheimer's
disease, is effective for improving mood and redg@nxiety in AD patients (Gauthier et
al., 2002). However, there has been no study exaimits effects in the amygdala or
physiological mechanisms by which it may affectiat Despite the remarkably dense
cholinergic innervation of BL, and its critical immgance for learning and memory,
surprisingly little is known about cholinergic mddtion of BL circuits. Most previous
studies have investigated cholinergic modulationpofassium channels in pyramidal
projection neurons (Washburn and Moises, 19928ydmble and Moises, 1992, 1993,

Yajeya et al., 1997, Yajeya et al., 1999, Power Sal, 2008)

It is the first step towards developing a comprehen understanding of the
muscarinic cholinergic modulation of BL circuitghich should lead to the development
of novel pharmacological treatments for disease®lung the amygdala, including

anxiety disorders, drug addiction, and Alzheimeéisease.



1.2AMYGDALA FUNCTION

The amygdala is brain structure which is locatedpd® the temporal lobe. The
amygdala function was first revealed from lesiomdsts in both animals and humans.
Monkeys with amygdala lesions exhibited a loss edrfand anger as well as other
phenotypes including increased exploration, hyperaiity, hyperrorality, and etc.
(Weiskrantz, 1956, Zola-Morgan et al., 1991). Theenotype produced by amygdala
lesions has also been seen in many other animelesp@soddard, 1964). Clinical cases
showed that patients had focal bilateral amygdedéohs due to Urbach-Wiethe disease
had emotional deficits, especially not being ablexhibit fear-related behaviors, which
was called Kluver-Bucy syndrome (Feinstein et a011). With the development of
optogenetics in the last decade, which providespteal, spatial, and genetic precise
manipulation of neuronal activities, investigattiadve further demonstrated the role of
the amygdala in emotion and emotion-related metsalrders. For example, optogenetic
activation and inhibition of central amygdala iresed and reduced, respectively, anxiety
in mice (Tye et al., 2011). All of these studiesgmint that the amygdala is an essential
brain area that is responsible for generation ofotean and producing adaptable

behaviors to salient external cues or stimuli.

The progress of our understanding of the amygdaiation was hampered at the

early stage of the field due to the abstract coriplef emotion itself. The difficulty of

measuring emotion made it extremely uneasy toystiuel amygdala function. Pavlovian

fear conditioning is a simple task in which a nautonditioned stimulus (CS), such as a



tone, is paired with an unconditioned stimulus (Ustich as a foot shock. By repeating
such pairing for several times, animals can learassociate the CS to the US. Thus CS
is able to produce the fearful behaviors. The tddoehaviors including freezing and
startle response which can be directly measure®dqu®, 2000). Later when CS is
repeatedly presented alone animals learn to desodcCS from US. CS no longer
produces fear, a phenomenon called fear extinckear extinction is not simply erasure
of previously learned fear memory trace but ratherew learning process (Rescorla,
2001, Bouton et al., 2006, Myers and Davis, 208@ar extinction is context dependent,
meaning that fear memory emerges once the CS semed in a different context rather
than the one where fear extinction was performedr@d et al., 2013). Fear extinction
memory is very labile in that fear memory can sporbusly recover over time and can
show reinstatement when exposed to aversive stiMyers and Davis, 2007). These
simple behavioral tasks are clinically relevantai~eonditioning is a good model for
studies of the genesis of anxiety disorders (Da892, Rosen and Schulkin, 1998, Davis
and Whalen, 2001). PTSD is considered as a deaficiear extinction. Studies of fear
conditioning and extinction clearly implicated tbhentral role of the amygdala and its

afferent and efferent projections in fear proceg$Adolphs et al., 1998, LeDoux, 2000).

In addition to generating emotional behaviors, #mygdala is important to
modulate emotional memory. When memory traces aggetd with salient stimuli and
contexts, they are always remembered faster argispenuch longer than neutral ones.
In the perspective of evolution, emotional memoraes the most valuable ones for
animals to remember for the sake of survival. Timygdala is well positioned to play a

pivotal role in the emotional memory modulation.eThmygdala makes reciprocal



connections with many cortical and subcortical treegions, acting as a hub for the
communications between brain structures (Sah g2@03). For example, the amygdala
is reciprocally connected with neuromodulatory eysf, such as basal forebrain
cholinergic system (Carlsen et al., 1985, Zaborsatkgl., 1997, Zaborszky et al., 1999)
and ventral tegmental area (VTA) dopaminergic systeee et al., 2011) both of which
are important in memory modulation (Rosenkranz @ratce, 2002, Bissiere et al., 2003,
Power et al., 2003a, Power et al., 2003b, Boccial.e2009). In lines with this, many
studies have showed the major contribution of theygdala to this process. fMRI
studies showed that the amygdala was lit up dueimgtional encoding (Cabhill et al.,
1996, Nili et al., 2010). Pharmacological manipoias showed that the amygdala
activities during and short after emotional leagwere necessary for the facilitation of
emotional memory (Packard et al., 1994). The amiggdiays a role not only in fear-
related behaviors but also in reward-related belmaEveritt et al., 1999, Di Ciano and
Everitt, 2004). Projections from the amygdala taclaus accumbens mediate reward
reinforcement behaviors (Stuber et al.,, 2011). Huggests that the amygdala is also
involved in drug addiction. It has been furtherriduthat projections from the amygdala
to prelimbic PFC and the NA are part of the critibaig-seeking circuits (McFarland and
Kalivas, 2001, McFarland et al., 2004, LaLumierd &alivas, 2008). Furthermore it has
been proposed that the amygdala encodes the rafatse of state value (Morrison and

Salzman, 2010).

Taken together, the amygdala function can be de=tras responding external
salient stimuli, generating appropriate behavioegaponses, and formation of long lasting

emotional memory.



1.3AMYGDALA ANATOMY

The amygdala comprises multiple nuclei based orcétlietypes and afferent and
efferent connections they make. Amygdala nucleilwamlivided into four groups. These
are cortex-like group, which includes lateral (LAjasolateral (BL), and basomedial
nucleus; superficial cortex-like group: which isngmosed of anterior cortical nucleus,
bed nucleus of the accessory olfactory tract, msclef the lateral olfactory tract,
periamygdaloid cortex, and posterior cortical nuslestriatum-like central medial group,
which includes medial and central nuclei; and icaéated cell nucleus (McDonald, 1998,
Sah et al., 2003). In many literatures LA and Be aften combined and treated as one

nucleus named as BLA.

1.3.1 Afferent and Efferent Connections to the adayg

Each amygdala nucleus has different inputs from tiplal brain regions
(McDonald, 1998). BLA is the major nucleus to reeeiexternal inputs (McDonald,
1998, Sah et al., 2003, Pape and Pare, 2010). filaerat inputs to the BLA can be
grouped into the ones from cortical and thalamiairbrareas and the ones from the
neuromodulatory systems. Cortical and thalamic tepearry different modalities of
sensory information to the amygdala, including alsu auditory, olfactory,
somatosensory, gustatory and visceral modality (Mettd and Mascagni, 1996,
Mcdonald et al., 1996, McDonald, 1998, Sah et 2003). These projections are
glutamatergic and are from layer V pyramidal cefispecific sensory cortex (Ottersen et
al., 1986, Amaral and Insausti, 1992). The corti@atl thalamic inputs form axonal

bundles and enter into the BLA via external capsuld internal capsule, respectively



(McDonald, 1998, Sah et al., 2003). These glutargatenputs are thought to carry CS
information which is critical in fear-related asmdive learning such as fear conditioning
(LeDoux, 2000, Maren and Quirk, 2004). BLA alsoaiges polymodal information from
prefrontal cortex and hippocampus (Maren and Famsell995, McDonald and
Mascagni, 1997, Marek et al.,, 2013). PFC projestiominly target the BL nucleus
(Mcdonald et al., 1996), which is thought to be artpnt in fear extinction (Marek et al.,
2013) (Milad and Quirk, 2002, Herry et al., 201H)ppocampus projections to the BL
nucleus carry context information which is impottdor contextual fear conditioning

(Goosens and Maren, 2001, Maren et al., 2013).

Central medial nucleus is the major output stabbrthe amygdala (Sah et al.,
2003). BLA relays the sensory information to thatca medial nucleus. It then projects
to hypothalamus and brain stem responsible for rgéin@ autonomic changes and
appropriate behaviors (Sah et al., 2003). Origgndale central medial nucleus is
considered as a passive relay station of BLA agtito the downstream fear circuits.
However, evidence from recent studies suggests glaaticity and modulations also
happen at CEA (Ciocchi et al., 2010, Haubensak e2@10, Li et al., 2013, Penzo et al.,
2014). One study used optogenetics to activate Byramidal cells the same time when
a mouse was given a tone (CS) so that long terengpation (LTP) of that particular CS
pathway was established (Johansen et al., 201@re&fier the animals were able to
show freezing when the same tone was played aldm@ever, the fear effect which was
measured by freezing time was much lower than tie seen in the mice traditionally

fear conditioned (Johansen et al., 2010). Theseltsesuggest that although LTP at



synapses in BLA is important for fear conditionipdasticity occurred elsewhere,

possibly including CEA, is also involved in feaalaing.

BLA projects not only to CEA but also to brain sttwres outside of the
amygdala, including mPFC, hippocampus, striatung, mncleus accumbens. (Tye and
Janak, 2007, Herry et al., 2008, Popescu et ab9,28tuber et al., 2011, Felix-Ortiz et
al., 2013, Jennings et al., 2013, Felix-Ortiz arye, 2014, Senn et al., 2014, Stamatakis
et al., 2014). This indicates that BLA and CEA eanas both parallel and serial circuits.
The projections to the striatum are involved in ih#mrning circuitry (Popescu et al.,
2009, Stamatakis et al., 2014). BLA projectionitmleus accumbens are important in
reward-related behaviors such as drug addictiore (ayd Janak, 2007, Stuber et al.,
2011, Jennings et al., 2013). As mentioned eadBliek receives inputs from mPFC and
the hippocampus. It also projects back to theseliwbic structures (Felix-Ortiz et al.,
2013, Felix-Ortiz and Tye, 2014, Senn et al., 20I4e exact roles of these reciprocal
connected circuits are not clear. Some studies stiothat BLA projection to the
hippocampus plays a role in generation of anxi€glix-Ortiz et al., 2013, Felix-Ortiz
and Tye, 2014). Other studies have suggestedhbed aire two populations of pyramidal
cells differentially involved in fear learning afehr extinction (Herry et al., 2008, Tye et
al., 2011, Senn et al., 2014). One population oARlyramidal cells called fear neurons
receive inputs from hippocampus, whereas the gibpulation of BLA pyramidal cells
called extinction neurons receive inputs from mRHerry et al., 2008). Furthermore
fear neurons project to prelimbic (PL) subdivisiohmPFC while extinction neurons
send axons to infralimbic (IL) subdivision (Senrakt 2014). Fear neurons are activated

during fear learning while extinction neurons ageruited during fear extinction (Herry



et al., 2008, Senn et al., 2014). Selective maatpmrs of these PL and IL projection
pathways specifically impaired fear learning anak fextinction, respectively (Senn et al.,
2014). These results suggest that specific beravioay be encoded in particular
neuronal circuits between remote brain structufég. amygdala is well suited to be the

central hub for the emotional circuits.

Although the afferent and efferent projections reered above are glutamatergic,
some other projections do use other neurotrangmitie neuromodulators to
communicate. For example, BLA receives cholinergiopaminergic, serotonergic,
noradrenergic, and etc. modulations from the neodutatory systems (Brinley-Reed
and McDonald, 1999, Muller et al., 2007b, Pinara@let2008, Muller et al., 2009, 2011,
Zhang et al.,, 2013). One study showed subpopukatioh somatostatin (SOM)
interneurons in BLA send GABAergic projections he tbasal forebrain (McDonald et
al., 2012), possibly providing feedback inhibitioack to cholinergic neurons in the basal
forebrain. The amygdala can be modulated braine stgpendently by different
neuromodulators. Meanwhile the amygdala is abkgfect the neuromodulatory systems
to broadly regulate brain functions in many brai@as such as consolidation of long term
emotional memory remotely stored in multiple bratmuctures. These afferent and
efferent connections indicate that there is extensbcal computation of information

coming into the amygdala before it sends out teege behavioral outcomes.

How the amygdala integrates and computes incommifigrmation is a critical
guestion to pursue. Accumulated evidence pointsmémy emotional mental disorders
such as anxiety disorders, PTSD, etc. are causedalimprmal or inappropriate

information computation by the amygdala such tiha&t abnormal brain is not able to



flexibly lead to appropriate behaviors when beingonstantly changing environmental
situations (Martin et al., 2009, Mahan and Ress2612, Parsons and Ressler, 2013,
Duvarci and Pare, 2014). For example, in PTSD pttjehe amygdala is no longer able
to process safe environmental signals and inhdar fresponses (Mahan and Ressler,
2012, Parsons and Ressler, 2013). The comprehekemsledge of mechanisms of
which the amygdala computes is still lacking. Hoemvesearchers have started to shed
light on this big question. Glutamatergic and GABgie transmissions which are the
basic elements in the amygdala neuronal circuit® heeen dissected by many studies.

They play a critical role in fear conditioning aexttinction.

1.4 GLUTAMATERGIC AND GABAERGIC TRANSMISSION IN FEAR

CONDITIONING AND EXTINCTION

1.4.1 Fear conditioning

Pavolovian fear conditioning and fear extinctiorvédbeen one of the most
powerful behavioral models for studying associateaning and fear memory formation
and storage in the amygdala (Fanselow and LeD®89,1L eDoux, 2000, Fanselow and
Poulos, 2005). Excitatory glutamatergic transmissias been the major focus for study
of fear conditioning and extinction. Synaptic pieisy, LTP, of the sensory glutamatergic
inputs from thalamus and cortex (CS) to the BLA hasn thought to be the mechanism
of fear conditioning (Chapman et al., 1990, Misdira et al., 1990, Sigurdsson et al.,
2007, Sah et al., 2008, Mahan and Ressler, 2012a\Na&t al., 2014). CS and US fibers
converge onto BLA. US inputs depolarize BLA neuramiile CS-BLA pathway is

activated in the same time window. Synapses at ghdicular CS-BLA pathway are
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potentiated. Therefore, when the same CS is predaione, it will be able to increase
firing of those BLA projection neurons. This N-mgtD-aspartate receptor (NMDAR)
dependent LTP is similar as seen in other braironsgsuch as the hippocampus (Sah et
al., 2008, Johansen et al., 2011). NMDARs at theddgc spines of BLA projection
neurons (PN) are blocked by Kicat resting membrane potential. US depolarizing BLA
projection neurons removes Kigblockade of NMDARs. At the same time glutamate
released from the CS glutamatergic terminals binddMDARSs at the same synapses to
open the channel. Opening of germeable NMDARs allows Gaentry to the
compartmented spines which further actives Ca2modulin-dependent protein kinase
Il (CaMKIll). Activated CaMKII phosphorylates AMPAR® increase their conductance
and increases insertion of more AMPARs to the mambrsurface at the same spines
(Johansen et al., 2011). In this way synaptic gatgon is pathway specific. In other
words, only the CS inputs paired with US not othare potentiated after fear
conditioning training. Blockade and occlusion expents support the idea that
NMDARs dependent LTP at sensory inputs to the BlLrAjgrtion neurons underlies
acquisition and storage of associative fear legrrflreDoux, 2000, Maren and Quirk,

2004, Johansen et al., 2011).

While excitatory glutamatergic circuits have beetieasively studied in fear
conditioning as has been shown above, little iswkmabout the involvement and
modification of GABAergic inhibitory circuits in B learning and memory. Evidence
from recent studies indicates that modificatioroafal inhibitory circuits in the amygdala
play an important role in fear conditioning (Bigsieet al., 2003, Ehrlich et al., 2009,

Trouche et al., 2013, Courtin et al., 2014). Phawotaical increase of GABA release in
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the amygdala impairs fear memory acquisition angression (Davis, 1979, Sanger and
Joly, 1985, Harris and Westbrook, 1995, 1999, 2001)ontrast, decrease of GABA
release in the amygdala facilitates fear learnind fear memory retrieval (Guarraci et
al., 1999, Tang et al., 2007). In line with this \vitro electrophysiology studies showed
that blockade of GABAa and GABADb receptors in tHeAHacilitates LTP inductions at
thalamic pathways (Bissiere et al., 2003, Shabaad. 22006, Shin et al., 2006, Tully et
al., 2007, Pan et al., 2009). GABAergic feedforwantibition tightly controls BLA
pyramidal cells activity (Li et al.,, 1996, Lang amhre, 1997, Szinyei et al., 2000,
Szinyei et al., 2007). This feedforward inhibitigating LTP induction can be modulated
by multiple neuromodulators. For example, dopamineradrenaline, and opioids
suppress feedforward inhibition, and thus facéitefP induction (Bissiere et al., 2003,
Loretan et al., 2004, Shaban et al., 2006, Tullplet2007). Whereas others, including
serotonin, increase feedforward inhibition, theraloppress LTP induction (Stutzmann
and LeDoux, 1999). Mechanisms of modulation of GA#Bgic inhibition include
presynaptic regulation of GABA release and affegtiocal interneuron excitability by
direct depolarizing or hyperpolarizing interneuron changing presynaptic glutamate
release to interneurons (Bissiere et al., 2003etaor et al., 2004, Kroner et al., 2005). In
vivo electrophysiology and behavioral studies farthrshowed the requirement of
neuromodulatory inputs to amygdala for fear conditig (Rosenkranz and Grace, 2002,
Kroner et al., 2005). This inhibition gating LTRdirction indicates the flexibility of the
brain. The amygdala is instructed by neuromodwesgstem to decide when is the right

time for learning to happen.
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1.4.2 Fear extinction

Fear extinction is a process of formation of intdby memory suppressing fear
memory retrieval (Milad and Quirk, 2002, Myers dpdvis, 2007, Herry et al., 2010).
Fear memory is encoded by fear neurons in the Bll#greas extinction memory recruits
BLA extinction neurons (Han et al., 2007, Herryakt 2008, Han et al., 2009, Josselyn,
2010, Senn et al., 2014). During high fear state feeurons are active but extinction
neurons are inhibited (Herry et al., 2008, Senal.et2014). In contrast, during low fear
state it is the opposite. The exact roles of fewt extinction neurons remain elusive. It
seems that fear neurons and extinction neuronditnbach other. This inhibition is
possibly through local interneurons. It is likelyat during fear conditioning LTP is
inducted at CS-fear neurons pathway synapses whiiag fear extinction LTP happens
at CS-extinction neurons pathway synapses. In whay, after fear conditioning fear
neurons are more likely excited by CS inputs, theriead to fear-related outputs. In
contrast, after fear extinction, CS activation a@jraup of extinction neurons drives some
local interneurons which project to fear neurohsyéby provide inhibition to them. It is
likely that fear memory and extinction memory taosoexist within the BLA but
compete with each other for retrieval. Under ddfer circumstances it may favor
expression of a particular memory trace and suppttes other. One can imagine that
anything affects the balance of the competitionveen fear and extinction memory
traces would cause emotional disturbances. In aggeewith this idea studies showed
that blockade of synaptic plasticity in the BLA erfiered fear extinction (Falls et al.,
1992, Lu et al., 2001, Lin et al., 2003, Herry &t 2006, Sotres-Bayon et al., 2007,

Sotres-Bayon et al.,, 2009). Increase of GABAerg@nsmission also impairs fear
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extinction learning(Hart et al., 2009). These firgi indicate that fear extinction
acquisition also requires NMDARSs dependent synggasticity at BLA pyramidal cells

or interneurons. Inhibitory circuits in the BLA amso under modification by fear
extinction training. For example, decrease of GABAe@ transmission in the BLA

impairs fear extinction memory retrieval (HarrisdaWwestbrook, 1998b, a). A recent
study found that the number of axonal terminalsnfi subset of PV interneurons to cell
bodies of fear neurons but not extinction neuroigmificantly increased after fear
extinction training (Trouche et al., 2013). Thiglizates that after fear extinction fear
neurons recruited in the fear memory would recengge inhibition compared to other
neurons. The mechanism of this modification is mkobown. In fact, inhibitory

interneurons are the major targets of multiple aswdulatory systems (Asan, 1998,
Cassell et al., 1999, Guarraci et al., 1999, Fuyed. 2003, Muller et al., 2007b, Pinard et
al., 2008, Muller et al., 2011). Different neuromtators which are released under
different behavioral states may be able to reguiede learning and extinction through

local interneurons.

1.4.3 Intercalated nucleus

Another group of inhibitory neurons in the inteatald nucleus (ITC) have also
been shown to play a role in fear extinction (Likhét al., 2008). These inhibitory
neurons act as an interface between the BLA andCt&. Glutamatergic inputs from
BLA pyramidal cells and mPFC can activate ITC nagravhich lead to inhibition of its
projection targets in the CEA and thus suppress responses (Pare and Smith, 1998,
Likhtik et al., 2008). mITCs receive projectionsifr the IL area of the mPFC (Mcdonald

et al., 1996, Vertes, 2004, 2006). The activityr@?FC is increased after fear extinction
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and is required for the expression of extinctionil@fl and Quirk, 2002, Anglada-
Figueroa and Quirk, 2005, Burgos-Robles et al.,72@btres-Bayon et al., 2008). One
study showed that ablation of mITCs impaired featinetion memory acquisition,
expression and retrieval (Likhtik et al., 2008his suggests that ITC is involved in fear

extinction circuits.

1.5MORPHOLOGY ANDPHYSIOLOGY OF THEBLA

The BLA contains two main cell types: pyramidal Isebnd interneurons
(McDonald, 1992a, b, Pare and Smith, 1998). Theyaaatomically and physiologically

different (Table 3.1, Figure 3.1, Figure 3.5).

1.5.1 Pyramidal cells in the BLA

Pyramidal cells make up about 80% of the BLA neatgmopulation. These
neurons resemble the pyramidal cells in the coaed hippocampus in that they are
large, spiny, pyramidal-like projection neuronstthae glutamate as a neurotransmitter
(Hall, 1972, McDonald, 1982b, a, Carlsen, 1988,|<&sr and Heimer, 1988, McDonald,
1992a). Unlike in the cortex and hippocampus, Blyfamidal cells do not form parallel
apical dendrites to have organized laminar strestunstead the directions of their apical
dendrites are randomly laid out to form a salt gegper like structure (McDonald,
1992a, Washburn and Moises, 1992a, Rainnie e1293, Pare et al., 1995, Faber et al.,
2001). Their axons branch out several axonal eoldd within the BLA before
projecting to their efferent targets (McDonald, 268 Smith and Pare, 1994). These
collaterals innervate neighboring pyramidal celt&l anterneurons to provide feedback

inhibition. BLA pyramidal cells receive thalamic dancortical inputs which form
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asymmetrical glutamatergic synapses containing BMPA and NMDA receptors (Farb
and LeDoux, 1997, 1999). NMDA receptors contain types of subunits, NR1 and
NR2. The NR2 subunit has four subtypes: NR2A, NREB2C, and NR2D (Traynelis et
al., 2010). In most synapses in the brain NMDARs @mposed by NR1 and NR2A or
NR2B subunits (Traynelis et al., 2010). In the errand hippocampus, it has been shown
that NR2A and NR2B subunits undergo a developmewatch (Monyer et al., 1994).
NMDA receptors contain NR2B subunits until aboutvaek after birth. After then
NMDARs subunits switch from NR2B to NR2A (Monyer at, 1994). However, in the
amygdala one studied showed that selective NR2Bkbloimpaired fear conditioning
acquisition in adult animals, suggesting that NR&mtaining NMDARs exist in the

BLA of adult animals (Rodrigues et al., 2001).

Kainate receptors, belonging to glutamate recepgtongly, have also been shown
to be present in some glutamatergic synapses iBlthgi and Rogawski, 1998). Similar
to AMPARSs, kainate receptors are involved in bagatamatergic neurotransmission
(Lerma et al., 2001, Lerma, 2003). The major diferes are native kainate receptors
coupled with accessory protein NETO hardly show degensitization characteristics
seen in AMPARs (Straub and Tomita, 2012, Fisher Mott, 2013). Moreover, kainate
receptor-mediated currents have much slower kisietidich is thought to be ideal for
EPSP temporal summation to integrate glutamatargats (Fisher and Mott, 2012,

2013). The exact role of kainate receptors in th& B not known.

The anatomical, physiological, and glutamatergitagy§ic properties among BLA
pyramidal cells are very similar. Therefore, BLArgmidal cells have been typically

seen as a homogenous group of neurons. Howevarnnatating findings suggest that
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BL pyramidal cells are functionally heterogeneodr example, in a reversal
reinforcement learning task, a population of BL gigrdal cells responds to aversive
learning while another population of BL pyramidatlls is recruited in appetitive
memory trace (Stalnaker et al.,, 2007). In additithe hypothesis that there are two
populations of BL pyramidal cells, fear and extioot neurons, has been recently
proposed by researchers (Herry et al., 2008) héncbrtex and hippocampus, it has been
suggested that pyramidal cells can be functiorgibpped by whether receiving common
excitatory and/or inhibitory inputs (Lee et al.,120. It would be interesting to examine
whether BLA pyramidal cells innervated by a same i¥rneuron or a group of
interconnected PV interneurons form a functionadesnble. Different BLA ensembles
may project to the same targets to perform a sametibn. Since PV interneurons can
powerfully control pyramidal cells output (Cobbadt, 1995, Woodruff and Sah, 2007a),
according to this hypothesized circuitry model @aa imagine that different ensembles

can be easily maneuvered by simply controllingnglsi or a few PV interneurons.

1.5.2 Interneurons in the BLA

Interneurons make up 20% of the neuronal populafdoDonald, 1985a, b,
McDonald and Augustine, 1993, Sah et al., 2003gyTére spine-sparse non-pyramidal
neurons and use GABA as inhibitory neurotransmigktall, 1972, McDonald, 1982Db,
Millhouse and DeOlmos, 1983, McDonald, 1985a, @arland Heimer, 1988). Their
axonal innervations typically are limited locallytiin the BLA but with some exception
that subpopulations of SOM interneurons in the Bibjgrt to the basal forebrain

(McDonald et al., 2012).
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Like in the cortex and hippocampus, interneuronthenBLA are heterogeneous
based on their morphology, electrophysiology, amdirachemistry. Based on firing
patterns, BLA interneurons can be divided into fguoups: fast firing, regular firing,
burst firing, and stutter firing interneurons (Ram et al., 2006, Woodruff and Sah,
2007b). Fast firing and stutter firing interneurdime action potentials at high frequency
and show little adaptation, while regular and buighg interneurons fire at low
frequency and show a lot of adaptation (Rainnial.e2006, Woodruff and Sah, 2007b).
BLA interneurons can also be differentiated by rthexpression of neurochemical
markers. There are two non-overlapping groups t¢ériveurons: one group express
calbindin (CB), the other express calretinin (CKerfippainen and Pitkanen, 2000,
McDonald and Mascagni, 2001a). Both CB and CR img@erons can be subdivided based
on their co-expression with other calcium bindingtpins and/or neuropeptides. Some
CR interneurons co-express VIP and/or CCK with sooverlap (McDonald and
Mascagni, 2002, Mascagni and McDonald, 2003). h&erons express PV, SOM, or
CCK individually without overlapping (McDonald amdascagni, 2001a, 2002, Mascagni
and McDonald, 2003, Davila et al., 2008). Theserimturons often are CB+ (McDonald
and Mascagni, 2001a, 2002, Mascagni and McDond&l@32Davila et al., 2008). The
diversity of these neurochemical markers expressionthe BLA interneurons are
functionally relevant, which correlate with theiogisynaptic projection targets. PV and
CCK interneurons often project to somas of BLA pyidal cells and form basket-like
synapses, suggesting that they are basket cell®¢hadd et al., 2005, Muller et al.,
2006). Basket cells are important for controllingtputs of pyramidal cells and

synchronization (Freund and Buzsaki, 1996). SonteroPV interneurons project to
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proximal and/or distal dendrites (Muller et al.,0B). There are some PV interneurons
forming axo-axonic synapses with pyramidal celliich are named chandelier cells
(Muller et al., 2006, Rainnie et al., 2006). On tbther hand, majority of SOM
interneurons project to distal dendrites of BLAgwidal cells, which are thought to play
a role in regulation inputs to the pyramidal cedisd gating induction of synaptic
plasticity (Muller et al., 2007a). VIP interneuroase specialized to project to CB+
interneurons, which provide a mechanism of disiimb in the BLA (Muller et al.,
2003, Pi et al., 2013). Other groups of internearalso synapse onto other interneurons

but are restricted to the ones that belong to a&sgoup (Woodruff and Sah, 2007b).

The electrophysiological properties of interneurevere mainly studied in PV
interneurons. One study in mice with PV internegrarere tagged by GFP showed that
PV interneurons can be any of those four firingtggas (Woodruff and Sah, 2007b).
However, PV interneurons with same firing patteans more likely interconnected by
gap junctions and chemical synapses (Muller et28lQ5, Woodruff and Sah, 2007b),
suggesting that same types of PV interneurons mmagsafunctional groups. Unlike PV
interneurons, CCK interneurons have broader agbotentials at low frequency with
adaption (Jasnow et al., 2009, Sosulina et al.0RODifferent from other types of
interneurons, CCK interneurons express CB1 recgptwhich can be found in their
somas, dendrites, and presynaptic terminals agMeaillonald and Mascagni, 2001b).
Therefore, PV and CCK basket cells have differgmg patterns and express different
modulatory receptors, suggesting that they arewddifft types of basket cells which may
undergo differential modulation. More importantlifferent types of interneurons are

recruited during different brain states. For exampduring fear conditioning SOM
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interneurons are inhibited by excitation of PV m&urons by CS stimuli (Wolff et al.,
2014). As mentioned above, SOM interneurons prowdeadritic inhibition on BLA
pyramidal cells. Inhibition SOM interneurons wowdtdow CS information to come in
and facilitate synaptic plasticity at the BLA pynala cells dendrites. Therefore, this
disinhibitory effects by selectively recruiting P¥terneurons would promote CS-US
association. In contrast, during US stimulatiomghsas foot shock, both PV and SOM
interneurons activities are reduced (Wolff et @&014). Release of the perisomatic
inhibition break by silencing PV interneurons wouldrease outputs of BLA pyramidal
cells to boost postsynaptic US-related responsas. €udy found that BL interneurons
responses under different circumstances were yjgHl $pecific (Bienvenu et al., 2012).
In vivo SOM but not PV basket or chandelier ceilsnfis were phase locked with
hippocampal theta oscillation (Bienvenu et al., 201t was further found that PV axo-
axonic cells but not PV basket cells or other CBtelneurons respond to aversive
stimuli (Bienvenu et al., 2012). Taken togetheesthresults suggest that specific types of
BLA interneurons play a defined role in the BLA macircuits. There are two major
roles of interneurons having been extensively sulidiOne is inhibitory gating of
synaptic plasticity. The other is perisomatic intidm regulates neuronal synchronization

and oscillation.

1.6INHIBITORY GATING OF SYNAPTIC PLASTICITY

In the BLA, the pyramidal cell activity is tightlycontrolled by powerful
feedforward inhibition (Ehrlich et al., 2009). Tlkéosre in the BLA induction of LTP fails
without blockade of GABAa receptors (Bissiere et &003). One study found that

dopamine was able to gate LTP induction by reductid feedforward inhibition
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(Bissiere et al., 2003). Dopamine inhibited the osymaptic IPSC of pyramidal cells
through a presynaptic mechanism, meanwhile incceaggbition onto interneurons by
exciting a subgroup of interneurons (Bissiere ef 2003, Chu et al., 2012). The
feedforward interneurons gating LTP induction aneught to be SOM interneurons
(Bissiere et al., 2003). These dendritic projeci8@M interneurons are able to provide
strong inhibition at specific compartmental spinesth little effects on other

compartments. Thereby this characteristic provigdessibilities of pathway specific

gating of LTP induction.

1.7PERISOMATIC INHIBITION AND NEURONAL OSCILLATION

Neuronal oscillation is rhythmic, synchronized ranal activity of a large
number of neurons, which can be observed by EEGL&Rdrecordings (Buzsaki et al.,
2012, Buzsaki and Wang, 2012, Buzsaki and Watset?)2 Several frequency bands of
neuronal oscillations have been discovered. Thesalpha (8-13 Hz), delta (1-4 Hz),
theta (4-8 Hz), beta (13-30 Hz) and gamma (30-7Pfreyuency band (Buzsaki et al.,
2013, He, 2014). Different frequencies of oscitias are correlated with specific brain
states and behaviors. Alpha oscillations are seemgl relaxed wakefulness (Jensen et
al., 2014, Sigala et al., 2014). Delta oscillaticare found during non-REM sleep
(Mascetti et al., 2011). Gamma oscillations areutii to play a key role in cognitive
processing (Buzsaki and Wang, 2012, Khazipov e2é13, Tsubo et al., 2013). Theta
oscillations in the hippocampus are found in EEG.IBP recordings during exploratory
behaviors (Buzsaki, 2002, 2005). It has been pmga® serve as a reference for
hippocampal place cells coding of physical posgidBuzsaki and Draguhn, 2004).

Neuronal oscillation is caused by synchronizatidnaogroup of neurons firing, the
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function of which involves feature binding and faation of synaptic plasticity. (Pare
and Collins, 2000, Buzsaki and Draguhn, 2004, Rspal., 2005, Bauer et al., 2007b,
Cardin et al., 2009b, Sohal et al., 2009, Lestinglg 2011). It has been hypothesized
that synchronization of neuronal firing may be aywssed by spatially distributed
neurons to respond to a same stimulus so that neluemsembles could bind different
features of a object or concept together (Ward,320@0Vhen individual neuronal
activities are synchronized to a same phase, thditahe of electrical current from each
neuron can be added up rather than averaged pubdoce magnified neuronal activities
within the neuronal ensemble. Neuronal oscillatiats® facilitate LTP at the pathways
from the synchronized brain structures. For exantpkeinduction of LTP would only be
facilitated when the input come at the peak notttbegh of the neuronal oscillation
phase. In other words, only the inputs from therbsdructure of which the neuronal
activity is synchronized with the oscillation geang brain structure can be
strengthened, which further promotes feature bipdiNeuronal oscillations are also
found in pathological conditions. For instance,istfeatured with large scale, high
amplitude neuronal oscillations during epileptiazaees (Isomura et al., 2008). The
functional neuronal assemblies are no longer setgdg which may explain why the

consciousness disappears during seizures.

Although neuronal oscillations were mostly studiéa the cortex and
hippocampus, they have also been reported in thgydaa. Rhythmic LFP at theta
frequency were found in the BLA during emotionabusal (Pare and Collins, 2000).
During fear memory retrieval and consolidation ghétequency synchrony between

hippocampus and BLA is increased (Seidenbechek,e2G03, Narayanan et al., 2007).
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Moreover, this theta oscillation originates froomelgronized firing of BLA neurons and
then influences hippocampal CA1 pyramidal cellavagt During fear extinction and
extinction memory retrieval, infralimbic mPFC nenab firing is phase-locked to BLA
and hippocampus theta oscillation (Sangha et 80D9P These findings indicate that
generation of synchronized neuronal oscillationshe BLA and other brain structures
may represent the interactions between BLA andeelarain areas and play a critical
role in fear related learning and behaviors. How fdimgs of individual projection
neurons become synchronized under certain cond®io@tudies in the cortex and
hippocampus suggest that interneurons providings@®atic inhibition can provide
narrow time window for allowing pyramidal cells tire, and thereby they fire
synchronously (Csicsvari et al., 1999, Pike et 2000, Freund, 2003, Whittington and
Traub, 2003, Hajos et al., 2004, Traub et al., 2@drtos et al., 2007, Freund and
Katona, 2007, Mann and Paulsen, 2007, Woodruff @aia, 2007a, Gulyas et al., 2010,
Ryan et al., 2012). It has also been shown thabitntm provided by PV interneurons
was able to phase reset innervated pyramidal @dtodruff and Sah, 2007a, Courtin et
al., 2014). Synchronized firing caused by depoddrin rebound after hyperpolarization
can be seen in a group of pyramidal cells receigage inhibition (Cobb et al., 1995,
Woodruff and Sah, 2007a). Selective subtypes oerm@urons are sensitive to
neuromodulators (Kawaguchi, 1997), which could akpWwhy some neuromodulators,
such as ACh, can robustly induce neuronal osa@ltatin vitro and in vivo (Alonso et al.,
1996, Klink and Alonso, 1997, Fisahn et al., 1998apman and Lacaille, 1999, Fellous
and Sejnowski, 2000, Fisahn et al., 2002, Sterid@84, Zhang et al., 2010, Nagode et

al., 2011).
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1.8 CHOLINERGIC MODULATION

1.8.1 Acetylcholine

ACh is a neurotransmitter found in neuromusculat aeuronal synapses. In the
neuromuscular synapses it acts as a fast neurotitheis that induces muscular
contraction. In contrast, in the CNS neuronal sgeapt is described as slow modulatory
effects. Acetyl-coenzyme A (acetyl-CoA) and choliaee the precursors of ACh
synthesis (Ferguson et al., 2003, Brandon et @042 Acetyl-CoA is mainly generated
from glucose metabolism, while choline is from meante-bound phosphatidylcholine,
dietary choline, and choline reuptake. ACh is fodniiy a catalytic reaction by choline
acetyltransferase (ChAT), by which Acetyl group Atetyl-CoA is transferred to
choline. ChAT is synthesized in the soma and trarisd along the axons down to the
terminals, which makes ACh synthesis in the axt¢er@hinals be possible. Once ACh is
synthesized, it is loaded into synaptic storageicles by vesicular acetylcholine
transporter (VAChT), and then is ready to be raddaato the synaptic cleft (Ferguson et
al., 2003, Brandon et al., 2004). ACh release isliated by presynaptic Ca2+ entry
caused by depolarization of presynptic terminalscéACh is released into the synaptic
cleft, it can be quickly hydrolyzed by acetylch@sterase (AChE) into choline. Choline
is then reuptaken into presynaptic terminals bylinedransporters for reuse. This is the
rate-limiting step of ACh synthesis. Unlike ChAT WAChT, AChEs are found in both
cholinergic neurons and cholinoreceptive neurottnerdfore ChAT and VAChT can be
used to identify cholinergic neurons and their axas well, whereas AChE can be used

for determining the places of cholinergic neuragrarssion.
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1.8.2 ACh Receptors

Nicotinic receptors and muscarinic receptors aeetébo types of ACh receptors
found in the CNS. They are named after their seectgonists: nicotine and muscarine.
Nicotinic receptors are ligand-gated ionotropiceqgors with a pentameric structure,
which mediate fast cholinergic actions in the CN$b(querque et al., 2009, Papke,
2014). There are 12 nicotinic subunits have beenddn the CNS, ranging from2 to
al0 andp2 to p4. a4f2 nicotinic receptors and/ receptors are the most common ones
found in the CNS (Albuquerque et al.,, 2009, Papk@&l4). ACh binding to these
nicotinic receptors produces a fast onset but sbaration effects. Opening of the
channels are permeable to cations, including, K& and C&". Once activated, nAChRs
undergo rapid desensitization (Albuquerque e2809). NAChRs are present in both pre
and post-synaptic sites to regulate presynaptitsingtter release and directly depolarize

postsynaptic membrane potentials (Sahin et al.2)199
1.8.3 Muscarinic Receptors

MAChRs are metabotropic G-protein coupled receptwith typical seven
transmembrane spanning domains structure, mediatowy, modulatory effects in the
CNS (Vaidehi et al.,, 2014). Like other G-proteinupted receptors transduction of
MAChRSs signals involves activation of G-proteinsp®tein consist three subunits:,
andy subunits. Whei subunit binds with GDP, they form an inactive &mActivation
of G-protein causes the replacement of GTP to Glitich causes G-protein subunits
dissociate into two parts-GTP andp y dimer. Both of them interact with downstream

effectors. After phosphorylation of target proteid& TP is hydrolyzed inta-GDP. This

25



promotes the subunits re-association to become tioaitie inactive trimer (Vaidehi et al.,

2014).

There are five subtypes of mMAChRs existing in tidSCM1, M2, M3, M4, and
M5 receptors. Of which M1, M3 and M5 receptors @ep coupled receptors, while M2
and M4 receptors are Gi coupled receptors (Hulma. €2003, Brown, 2010). Activation
of Gs coupled M1, M3, or M5 receptors causes activadiod dissociation ai subunit of
G-proteins, which binds and activates phospholigageLC). PLC further catalyzes the
cleavage of membrane-bound phosphatidylinositol hdgphate (PIP2) into
diacylglycerol (DAG) and inositol triphosphate ()P&cting as the second messengers.
Protein kinase C (PKC) activated by DAG phosphdedavarious downstream target
proteins. IP3 binds to and activates IP3 receptmated on the membrane of the smooth
endoplasmic reticulum, leading to Ca2+ releaseytosol. The consequences of elevated
cytosolic Ca2+ concentration include Ca2+ dependsrtymes and kinases such as
CaMK (Brown, 2010). In addition to the effects af subunit of G-proteins, the
dissociated @Gy dimer also regulates various ion channels, sucG-gsotein-regulated
inwardly rectifying K+ channels (GIRKS), P/Q- andtype voltage-gated Ca2+ channels.
This effect is much faster (usually within seconthgn traditional metabotropic effects

(Hulme et al., 2003, Brown, 2010).

Activation of Gi coupled M2 or M4 receptors leadsthe inhibition of adenylyl
cyclase (AC), an enzyme produces cAMP as a sec@sdenger from ATP. Inhibition of
AC causes reduced activity of CAMP dependent pnokémase A (PKA). This reduces
phosphorylation of PKA-target protein, thus leanlsi¢creased function of these proteins.

Therefore generally speaking M1, M3, and M5 Gq ¢edipeceptors have excitatory
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effects whereas M2 and M4 Gi coupled receptors ywednhibitory effects. Although
various G-protein coupled metabotropic receptoaesisame signaling pathways, they
may produce different effects. It was proposed Gairotein coupled receptors, second
messengers, and downstream effectors may formidunattclusters restricted in small
microdomains (Delmas et al., 2004). Moreover tHéedince of spatial distributions of
various metabotropic receptors also makes eachdlypeceptors have unique functions

in neural networks.

1.8.4 The Basal Forebrain

Besides the presence of cholinergic interneuronsome brain regions, such as
basal ganglia and striatum, the majority of chafyneprojection neurons are found in the
basal forebrain (Zaborszky et al., 1999). The bfsabrain is a brain structure located in
the medial and ventral part of the forebrain. laikighly complex structure consisting of
multiple substructures, including medial septumagdnal band complex, ventral
pallidum, substantia innominata, extended amygédalh peripallidal regions. Different
basal forebrain nuclei innervate different braireasr (Zaborszky et al., 1999). For
example, cholinergic innervations of the hippocampte mainly from medial septum,
while basolateral amygdala receive heavily cholireeprojections from ventral pallidum
and substantia innominata (Zaborszky et al., 199Bjs structure is involved in many
brain functions, such as learning and memory, calrtctivation, and attention (Arnold
et al., 2002, Parikh et al., 2007). Dysfunctiortttg basal forebrain has been implicated

in mental disorders including Alzheimer's diseddequlam, 2013b).
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The cellular composition of the basal forebrainludes cholinergic projection
neurons, GABAergic projection neurons, and locdenmeurons expressing different
calcium binding protein and other neurochemicalst{iGet al., 1997, Zaborszky et al.,
1999, Duque et al., 2000, Zaborszky and Duque, 20003, Hur and Zaborszky, 2005,
Jones, 2008). Interestingly, cholinergic neuronk/ anake up about 20% of the total
neuronal population in the basal forebrain (Zadorsand Duque, 2000). The basal
forebrain receives top-down modulation by projetsidrom prefrontal, piriform, and
insular cortices (Mesulam and Mufson, 1984, Zaldorszt al., 1997). It also receives
inputs from other neuromodulatory systems, inclgdiadrenergic, dopaminergic,
noradrenergic, and serotonergic systems (Zaborsazkyal.,, 1993, Gaykema and
Zaborszky, 1996, 1997, Hajszan and Zaborszky, 20@2addition, amygdala (Grove,
1988, McDonald, 1991, Petrovich et al., 1996) angadthalamus (Cullinan and
Zaborszky, 1991) send outputs to the basal forelasaiwell. The prefrontal projections
mainly target on non-cholinergic neurons (Zaborsekyal., 1997), while inputs from
amygdala, hypothalamus, and neuromodulatory sysssmepse on both cholinergic and

non-cholinergic neurons (Zaborszky et al., 1999).

1.8.5 Functions of Cholinergic Modulations

Behavioral studies on animals with lesions of thelinergic neurons in the basal
forebrain indicated that ACh plays a critical roleregulation of attention (Robbins et al.,
1989, Dunnett et al., 1991, Muir et al., 1992, Rtbet al., 1992, Voytko et al., 1994,
Chiba et al., 1995, Turchi and Sarter, 1997, McGguand Sarter, 1998, Baxter et al.,
1999, Newman and McGaughy, 2008). For examplejcabrtholinergic deafferentation

impaired cue detection rate in rats performing @@néion task, while response accuracy
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in blank trials was not affected (McGaughy et 4096). Microdialysis studies also
showed increased cortical ACh release during attertask performing (Arnold et al.,

2002). These results suggest that cholinergic syste active at the moment of cue
detection during attention tasks. Moreover in viregordings found that neurons in the
basal forebrain increased firing during cues priedeEm which predict salient stimuli

(Rigdon and Pirch, 1986). The basal forebrain nesi@so respond to aversive stimuli
(Richardson and DelLong, 1991). The responses wigherapid onset and short duration
(within hundreds of milliseconds) (Richardson andlLbng, 1991), suggesting that in

these cases phasic rather than volume cholineansmission mediated the behaviors.

1.8.6 The effects of ACh on pyramidal cells an@lineurons

The effect on electrophysiological properties ofgmgidal cells and interneurons
has been extensively studied in the cortex anddtigmpus. ACh depolarizes pyramidal
cells through activation of mMAChRs (Madison et 4887). This is mediated by increase
of input resistance by blocking potassium chanfigladison et al., 1987). In addition,
MAChRSs activation blocks M-current and slow aftgrépolarization to make pyramidal
cells more receptive to incoming inputs and proléingg by reducing spike adaptation
(Weight and Votava, 1970, Constanti and Sim, 198adison et al., 1987). ACh
enhances persistent spiking of pyramidal cells refrpntal cortex (Haj-Dahmane and
Andrade, 1996, 1997, 1998), entorhinal cortex (Kland Alonso, 1997, Egorov et al.,
2002, Fransen et al., 2006, Tahvildari et al., 200Mis persistent firing is thought to be
responsible to temporal information retention aadnecessary for trace conditioning

learning.
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The effects of ACh on interneurons depend on thermeuron subtype. In the
cortex it has been found that SOM and regular diiimerneurons not PV or fast firing
interneurons were depolarized by mAChRs agonistvd€aichi, 1997). Moreover regular
firing not fast firing interneurons are engagecAChRs activation (Xiang et al., 1998).
In the cortex SOM interneurons providing dendritichibition receive strong
glutamatergic inputs from neighboring pyramidallcéBilberberg and Markram, 2007)
and weak inputs from thalamic inputs (Cruikshanklet2010), suggesting that they are
feedback inhibitory interneurons. Activation of SOMterneurons would facilitate
feedback inhibition to neighboring pyramidal cell$iis may explain how ACh sharpens

receptive fields of cortical pyramidal cells.

1.8.7 The effects of ACh on Glutamatergic and GABf&transmission

In the cortex, mMAChRs activation suppresses rentrgutamatergic synaptic
transmission between neighboring pyramidal cellufgh a presynaptic mechanism
(Hasselmo and Bower, 1992, Hasselmo and Schné¥,19asselmo and Cekic, 1996,
Kimura and Baughman, 1997, Kimura, 2000). This waw@duce the size of distributed
network of excitation within the cortex and enhatioe responses to external inputs. In
the other hand, ACh activates presynaptic nAChR=itéml on the thalamocortical
terminals and lead to facilitate glutamate reldes@ that pathway (Metherate and Ashe,
1993, Hsieh et al., 2000). This is thought to b@onant for increase of signal/noise
ratio, sharpening receptive fields and improvinfimation flow from other brain areas
to the cortex (Giocomo and Hasselmo, 2007). In dbdex and hippocampus, ACh,
through M2 receptor activation, inhibits GABA reteafrom PV and CCK interneurons

(Freund, 2003). It has been shown that ACh hasrgroitant role in the induction of
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theta oscillations (Bland and Colom, 1993). PV ab@K perisomatic projection
interneurons have been shown to be involved ingdmeeration of Gamma oscillation
(Freund, 2003, Hajos et al., 2004, Gulyas et &8l1,02. Therefore, it is paradoxical that
ACh inhibits GABA release from PV and CCK interneir However, Lawrence
(Lawrence, 2008)proposed that by reducing GABAasdeACh reserves GABA vesicles
in the terminals against vesicles depletion fongrmaission at high frequency, such as

gamma. In this case, ACh acts like a high pas=rfiit the circuit.

1.8.8 Cholinergic innervations of the amygdala

Although as mentioned above basal forebrain chadineneurons project to most
of the brain regions, the innervations of differantas do not show equal density. It has
been shown cholinergic innervations become densgraralimbic areas than cortical
areas (Mesulam, 2004). The density further incieaséhe core limbic region including
the hippocampus and amygdala (Ben-Ari et al., 19Wijhin the amygdala BL is the
nucleus where mainly receives cholinergic inputsfakct, in all mammals, compared to
any other part of the brain the BL receives thesdstcholinergic innervation indicated
by the expression levels of ChAT, VAChT and AChEr¢, 1980, Svendsen and Bird,
1985, Hellendall et al., 1986, Emre et al., 19983. different portions of the basal
forebrain are connected to different forebrain eegi BL cholinergic input comes from
the ventral pallidum and substantia innominata (stky et al., 1999). mAChR-
mediated mechanisms in the BL nucleus are primaegliators of the neuromodulation
involved in memory consolidation of emotionally asing experiences by the amygdala
(McGaugh, 2004), and have also been implicatedheéncbnsolidation and extinction of

contextual fear memory (Vazdarjanova and McGau§B91Boccia et al., 2009), reward
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devaluation learning(Salinas et al., 1997), amphete-motivated conditioned place
preference learning (Mcintyre et al., 2002) andditboned cue reinstatement of cocaine
seeking (See, 2005). These findings suggest tlmineingic modulation in the BL could
potentially be one of therapeutic targets for trepta number of neuropsychiatric
disorders. For example, it has been shown that tiee significant reduction of the
cholinergic innervation of the BL in Alzheimer'ssdase (Emre et al., 1993). Indeed, one
of the co-morbidities is mood disturbances and impant of emotional memory (Mori
et al.,, 1999). AChE inhibitors, the most commongsdrdor treatment of Alzheimer's
disease, also improve mood and reduce anxiety zhekiner's patients (Gauthier et al.,
2002). Cholinergic inputs target both pyramidalahd interneurons in the BL (Muller
et al., 2011). The majority of cholinergic termimaynapse onto distal dendrites and
spines of BL pyramidal cells (Muller et al., 201This is consistent with findings from
electrophysiological studies that cholinergic trarssion increases the excitability of BL
pyramidal cells through activation both muscarireceptors (Washburn and Moises,
1992b) and nicotinic receptors (Klein and YakelP@0D About less than 10% of the
cholinergic terminals in the BL synapse onto P\eineurons (Muller et al., 2011).
Although only a very few percentage of cholinerngiaminals project to PV interneurons,
considering PV interneurons only make up about 6% total neuronal population in
the BL this indicates that same as pyramidal cBNs interneurons are also heavily
innervated by cholinergic inputs. Indeed, it algs bbeen shown BL interneurons were
depolarized by both muscarinic (Washburn and Mgi$892a, Yajeya et al., 1997) and
nicotinic agonists (Zhu et al., 2005). In the hippmpus, PV interneurons are

interconnected by gap junctions and chemical syegpBreund and Buzsaki, 1996). It
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has been shown that activation of a network of Rérheurons plays a key role in the
generation of neuronal oscillations in the hippopas (Freund and Buzsaki, 1996,
Freund, 2003). Similarly, In the BL PV interneurdnsm a network via connections by
gap junctions (Muller et al., 2005, Woodruff anchS2007b). PV interneurons providing
robust perisomatic inhibition may be able to syonde neighboring pyramidal cells
firing (Rainnie et al., 2006, Woodruff and Sah, 200 a). Therefore, cholinergic
innervation of BL PV interneurons may be involvadyeneration of neuronal oscillations

in the BL during emotional related behaviors.

As mentioned before, cholinergic neurons only mageabout 20% of the basal
forebrain neuronal population. However, only ab@20%o of the axons are from non-
cholinergic neurons in the basal forebrain (Carletnal., 1985, Zaborszky et al.,
1986).Therefore the BL receives much stronger akogjic modulation than other types

from the basal forebrain.

1.8.9 mAChRs subtypes Expressions in the BL

Early studies using receptor binding autoradiogi@pdthnique demonstrated that
in rodents and primates, BL contains M1 and M2 pems (Cortes and Palacios, 1986,
Mash and Potter, 1986, Spencer et al., 1986, Cettak, 1987, Mash et al., 1988), and
putative M3 and M4 receptors (Smith et al., 1994)situ hybridization studies further
suggested that M1 receptor is the most dominant hi#sCsubtype in the BL (Buckley et
al., 1988). Studies using antibodies double lageli receptors and pyramidal cells or
interneurons revealed that in the BL M1 receptoeshaghly expressed in pyramidal cells

exclusively (McDonald and Mascagni, 2010). Electnoicroscopy studies further found
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that about 60% of the spines of pyramidal cellsresp M1 receptors (Muller et al.,
2013). Majority of the glutamatergic terminals sysa onto those M1R+ spines also
express M1 receptors (Muller et al., 2013). In otherds, M1 receptors are present on
both pre and post synaptic membranes of many ghtengic synapses on BL pyramidal
cells. This seems odd that ACh would have two opeadfects on the same synapses.
On one hand, ACh excites postsynaptic spines tlrpogtsynaptic M1 receptors. On the
other hand, ACh would inhibit glutamate releasetigh presynaptic M1 receptors and
thereby decreases postsynaptic spines excitatiomoudld be tempting to speculate that
ACh may preserve glutamate in the terminal for Hrglgjuency transmission by reducing
transmitter release probability. Therefore, chafyje transmission could suppress
spontaneous, low frequency glutamatergic transoms$iut facilitate high frequency
ones, such as theta or gamma frequency transmiésion hippocampus and cortex.
Along with the M1Rs-mediated postsynaptic excitaticACh could promote LTP
induction at those spines. In the electron micrpacstudy, the authors also found that
some GABAergic terminals express M1Rs too (Mulleele, 2013). These GABAergic
axons are from both the basal forebrain GABAergarons and local BL interneurons
(Muller et al., 2013). This suggests that cholineryjansmission can counteract the
GABAergic modulation originated from the basal fan@n. By inhibiting GABAergic
transmission, ACh can further promote LTP induciioBL pyramidal cells. In contrast
to M1Rs localization, M2 receptors are mostly foundSOM and NPY interneurons in
the BL (McDonald and Mascagni, 2011). Information other mAChRs subtypes
localization in the BL has not yet been studied.tAése anatomical and other behavioral

findings on the mAChRs in the BL suggest that thmey play a critical role in emotional
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memory formation and consolidation. However, to enstind the defined function of
ACh transmission in the BL and the underlying medtra requires further studies

combining multiple techniques.

1.9SIGNIFICANCE REVISITED

As discussed above, mAChRs play an important rolehe physiology and
pathophysiology of emotional memory (LeDoux, 208@h et al., 2003). However, there
have been no studies that have systematically eamthe mechanisms by which
MAChRSs regulate fear memory formation and extimctibo understand this significant
knowledge gap first step we need to approach idefine the effects of activation of
MAChRs on different types of neurons in the BL avitht it affects on the information
inputs to the BL. Understanding activation of distimAChRs differentially modulates
what subpopulations of neurons in the basolateralygalala (BL) will help us
comprehend how the amygdala processes and seraisation and how cholinergic
transmission regulates it. Knowing distinct glutaengic and GABAergic inputs to these
neurons will tell us how cholinergic transmissiooul filter and modulate incoming
information and regulate communications betweembstauctures and amygdala. These
studies are important because BL neurons play sengal role in the cellular processes
that underlie emotional memory (Goddard, 1964, Le)@000). BL neurons receive the
densest cholinergic innervation among all targdtshe basal forebrain (Girgis, 1980,
Svendsen and Bird, 1985, Hellendall et al., 1986recet al., 1993), suggesting that ACh
must play a critical role in regulating amygdaladtion. In line with it, numbers of
behavioral studies have shown blockade of mMAChR&hénBL impairs fear memory

consolidation (McGaugh, 2004), whereas activatibn them enhances fear memory
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formation, consolidation and extinction (McGaughQ02). Moreover, Alzheimer’'s
disease, anxiety disorders and schizophrenia, whieh commonly associated with
emotional disturbances, are thought to resulteastlin part, from abnormal cholinergic
transmission. As there have not been effectivdrtreats for these diseases, cholinergic

transmission and associated mAChRs could potenbalinovel therapeutic targets.

The project was aimed to understand what activasfanAChRs does to neurons
inside the BL and to incoming glutamatergic pra@ts to the BL, and thus shed light on
how cholinergic transmission regulates informatmnocessing and flow in and out the

amygdala.

1.10HYPOTHESIS AND SPECIFIC AIMS

Our overarching hypothesis was that mAChRs diffeaig modulate distinct BL
interneuronal subpopulations and inputs, resultinglterations in synaptic transmission,
plasticity and network oscillatory activity. We pased to address this hypothesis

through the following specific aims:

Specific Aim 1: To define muscarinic modulation BL interneurons. While
previous studies have investigated muscarinic ag@non BL PNs, the effects of
muscarinic agonists on BL interneurons are unknowae. hypothesized that muscarine

selectively depolarizes a BL interneuronal subpatborh.

Specific Aim 2: To examine functional effects of Biterneurons activation by
muscarine. Previous studies have shown activatibrmAChRs induces neuronal
oscillations in the hippocampus and cortex viarmgarons activation. However, it is

unknown whether this is the case in the amygdala. Mjpothesized that muscarinic
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activation of a distinct interneuronal subpopulation the BL generates neuronal

oscillations.

Specific Aim 3: To determine presynaptic muscarinmodulation of
glutamatergic and GABAergic transmission. Muscarimodulation of glutamatergic and
GABAergic transmission has been extensively studiethe cortex and hippocampus.
This modulation is thought be important for inciagssignal noise ratio and facilitating
synaptic plasticity. However, these are not knowthe amygdala. We hypothesized that
MAChRs in the BL produce frequency-dependent anbway-specific modulation of

synaptic transmission to the BL PNs.
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CHAPTER 2

GENERAL METHODS

2.1 ANIMALS

All animal care and use procedures were perfornmecdcordance with the
National Institutes of Health guidelines for canedause of laboratory animals and
approved by the institutional Animal Care and UsenGittee at the University of South

Carolina. Male Sprague Dawley rats (14 - 28 dag} wkre used in all the experiments.

2.2PREPARATION OF BRAIN SLICES

Under deep isoflurane anesthesia, male Spraguedyawts were decapitated,
and brains were removed and immersed in ice-coobeghenated ACSF (artificial
cerebrospinal fluid). Coronal brain slices, 300 rtimck, were cut using a vibratome
(VT1000S; Leica, Nussloch, Germany). Brain slige=re incubated in warmed (32—
34°C), bubbled ACSF containing (in mM) 120 NaCl3 XCl, 1.0 NaHPQ,, 25
NaHCQ;, 10 glucose, 0.5 Cagland 5 MgCl and bubbled with a 95% 5% CQ gas

mixture at pH 7.4. Osmolarity was 301-308 mOsm.

2.3WHOLE-CELL RECORDING

Our whole-cell recording techniques have been de=tmpreviously (Mott et al.,

1997, Mott et al.,, 2008). Slices were individuallyansferred to a recording
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chamber maintained at 32-34°C and continuouslyuped with oxygenated ACSF, pH
7.4, containing 1.5mM Caghbnd 1.5mM MgCGl. Whole-cell recordings were obtained
using borosilicate glass electrodes (6-@Milled with an internal solution containing (in
mM) 130 K-gluconate, 5 KCI, 10 HEPES, 0.5 EGTA, 3Gk, 2 MgATP, and 0.3
NaGTP, pH 7.3. Biocytin (Sigma, St. Louis, MO) 024% was added for later
visualization of the neuron morphology. Whole-qadtch-clamp recordings were made
from the anterior subdivision of the BL, and tha hucleus could be easily identified in
the slice based on its position between the exteapsule (located lateral to the BL) and
the intermediate capsule (located medial to the. Bgth capsules could be easily
identified with infrared-differential interferena®ntrast optics. Putative interneurons in
the BL could be visually identified. In this stuthe criteria that we used to identify the
candidate interneurons are that their somatic diarmevere less than 15um. They were
further confirmed by measuring their electrophysgital properties, for example, they
usually had relatively high input resistance, ardtheir morphologies via performing
post hoc immunohistochemistry. Voltage-clamp retasl were made at a holding
potential of -70 mV. Series resistance was 10-28, Mnd recordings in which series
resistance changed significantly were discardedspBeses were recorded using a
Multiclamp 700B amplifier and filtered at 1 kHz. §p®nses were digitized by a Digidata
1440A analog-to-digital (A-D) board (Molecular Dees, Sunnyvale, CA) in a

Windows-based computer using pClamp 10 software.

2.4PUFF APPLICATION

For some experiments muscarine was applied byapgfication to increase the

speed of drug application. Muscarine (50 uM) waslenaa ACSF with similar OSM as

39



the bath solution which was filled into a glassatip. The pipette was made by the same
puller used to make recording electrode pipette Jike of the pipette tips was made to
have 1-2 M2 if filled with recording internal solution. The gette was mounted on a
pipette holder which was connected to picopump \aithair tank through which the

pressure and during of application can be adjusted.

2.50PTOGENETICS

2.5.1 Virus injection

Male Sprague Dawley rats (around 30 days old) wanesthetized with
isoflurane. A small hole was drilled at the appraj@ coordinates for prelimbic mPFC
and midline thalamus dependent upon each experir@etimbic mPFC, 3.5 mm
anterior and 0.5 lateral to the bregma; midlindaimas, 2.0 mm posterior and 0.0 lateral
to the bregma). Following this, 2 uL AAV-CAMKII-h@2(H134R)-EYFP (UNC vector
core) was delivered through an injection pipetteectEophysiology experiments were

carried out after 6-8 weeks after injection.

2.5.2 Activation of ChR2

Slice illumination was carried out using a blue LBOIb (470 nm) placed directly
between the condenser and the recording chambée ifftensity of illumination is

adjustable by the controller (ThorLabs Inc, Newtdew Jersey).

2.6IMMUNOHISTOCHEMICAL ANALYSIS

There are two major cell classes in the BLC, glattergic pyramidal projection

neurons and GABAergic interneurons. Although thesks do not exhibit a laminar
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organization, their morphology, synaptology, elephrysiology, and pharmacology are
remarkably similar to their counterparts in theeteal cortex(Carlsen and Heimer, 1988,
McDonald, 1992b, Washburn and Moises, 1992a, Raianal., 1993, Paré et al., 2003).
Dual-labeling immunohistochemical studies suggbsat the BL contains at least four
distinct subpopulations of GABAergic interneurohattcan be distinguished on the basis
of their content of calcium-binding proteins angides. These subpopulations are: (1)
parvalbumin+/calbindin+ neurons, (2) somatostatialbindin+ neurons, (3) large
multipolar cholecystokinin+ neurons that are oftatbindin+, and (4) small bipolar and
bitufted interneurons that exhibit extensive colaedion of calretinin, cholecystokinin,
and vasoactive intestinal peptide (Kemppainen aitlafen, 2000, McDonald and
Betette, 2001, McDonald and Mascagni, 2001a, 28¥5cagni and McDonald, 2003,
2009). In the present study we performed tripleelmy immunofluoresence on
slices/sections containing neurons that were filgth biocytin during recording to
determine their phenotype. Antibodies to PV, SOM &R were used to identify the

three most numerous interneuronal subpopulatiorassigni and McDonald, 2003).

Slices were fixed overnight in 4% paraformaldehyd®.1 M phosphate buffer at
4 degrees C. Approximately half of the slices wesectioned at 7bm on a vibratome,
and the other half were processed for immunohisimistry without resectioning. All
antibodies were diluted in phosphate-buffered saliRBS; pH 7.4) containing 0.5%
Triton X-100 and 1% normal goat serum. Sectiors#sliwere first incubated in a
primary antibody cocktail containing mouse antivadloumin (PV; 1:5,000; Swant,
Bellinzona, Switzerland) and rabbit anti-somatostd8 antibodies (SOM; 1:2000,

Peninsula Laboratories, San Carlos, CA) overnighdt@&. Sections were then rinsed in 3
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changes of PBS (10 min each), and then incubatedsecondary antibody cocktail of
Alexa-488-conjugated goat anti-mouse IgG (1:400jtiagen, Eugene OR) and Alexa-
633-conjugated goat anti-rabbit IgG (1:400; Inwgea) for 3 hours at room temperature,
followed by incubation in Alexa-546-conjugated pteevidin (1:6,000; Invitrogen) for 3
hours for biocytin visualization. Secondary antilesdwvere highly cross-adsorbed by the
manufacturer to ensure specificity for primary batlies raised in particular species.
Sections were then rinsed in 3 changes of PBS (ihOearch), mounted on glass slides
using Vectashield mounting medium (Vector Labora®gr Burlingame, CA) and
examined with a Zeiss LSM 510 Meta confocal micopsc Triple labeling fluorescence
of Alexa-488, Alexa-546, and Alexa-633 dyes wasly®l using filter configurations
for sequential excitation/imaging via 488 nm, 548,rand 633 channels, respectively.
Biocytin-filled neurons that were not immunostairffedPV or SOM in the first round of
staining were subjected to a second round of imilumescence staining using a rabbit

anti-calretinin antibody (CR; 1:1000; Chemicon).

Biocytin-filled neurons in the BL were consideradierneurons if they exhibited a
non-pyramidal morphology and had dendrites that ewaspiny or spine-sparse
(McDonald, 1982b, McDonald and Betette, 2001, Mc&ldrand Mascagni, 2001a, 2002,
Mascagni and McDonald, 2003). In most cases a esidgital photomicrograph was
taken through the cell bodies of these neurons aipgical section thickness of 10 pum.
However, in some cases a z-series was compiled usiages taken at an optical section
thickness of 1 um in order to better visualize peal morphology. Confocal digital
images were adjusted for brightness and contrasPhiotoshop 6.0. A total of 25

slices/sections containing BL pyramidal neurong tlkare filled with biocytin during
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electrophysiological recording were processed focydin/PV/SOM triple labeling along
with slices/sections that contained interneuronsamidal cells were easily recognized
on the basis of their distinctive morphology. Thexhibited large pyramidal or piriform
somata, thick spiny apical dendrites, and thinparsbasal dendrites. As expected, none
of these 25 pyramidal cells exhibited immunoreaistifor interneuronal markers,
indicating method specificity and a lack of “crdatk” between the 543 nm channel used
to image biocytin and the 488 nm and 633 channsési uo image the interneuronal

markers.

The antibodies used to selectively label distimterineuronal subpopulations in
the BL in this study have been shown to be speéifictheir respective immunogens.
Each produced the characteristic pattern of mankenunostaining seen in previous
studies of the rat BL (Kemppainen and Pitkanen,020dcDonald and Betette, 2001,
McDonald and Mascagni, 2001a, 2002, Mascagni anddveld, 2003, 2009). The
mouse monoclonal PV antibody utilized in this st@yant #235) is one of the most
widely used PV antisera in studies of the centeayous system. The immunogen used to
generate the antibody was carp-1l PV. The spetyfiof this antibody has been well
documented (Celio et al., 1988). The polyclonalikenity to somatostatin (# T-4547;
Peninsula Laboratories) was raised in rabbit ag@omatostatin-28. Studies conducted
by the manufacturer indicate that it recognizes atostatin-28 but does not react with
various other neuropeptides including substanc€®¥, or VIP. The rabbit polyclonal
antibody to calretinin (# AB5054, Chemicon) wasseal against recombinant rat

calretinin. Western blot studies conducted by tlanufiacturer indicate that it is specific

43



for calretinin and recognizes both calcium-bound ealcium-unbound conformations of

this protein.

2.7 STATISTICAL ANALYSIS

Analysis was performed using pClamp 10 (Moleculaevides) and Origin
(MicroCal, Northampton, MA) software packages. iStaial comparisons were
performed using the independent/paired samplest bteone-way ANOVA with post hoc
tests. Non-parametric analysis (Chi-Square Fishte&) was used to compare the
response to muscarine between interneuron typelkie¥aare given as mean + SE.

Significant main effects were defined by p<0.05.
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CHAPTER 3

DIFFERENTIAL MODULATION OF BL INTERNEURONS BYMUSCARINE

3.1INTRODUCTION

The BL is critical for the generation of emotiorahavior and formation of
emotional memory (Sah et al., 2003, Pape and Rad)). Understanding the neuronal
mechanisms of emotional information processinghe BL requires knowledge of the
anatomy and physiology of its constituent neurdmisibitory interneurons in the BL can
be divided into subpopulations defined by distieteéctrophysiological properties or
neurochemical markers (Sah et al., 2003, Spampanatb, 2011). In the BL amygdala,
PV interneurons project to perisomatic and dercddbmains of pyramidal cells (Muller
et al., 2006). They also project to other typesntérneurons including themselves to
form axo-dendritic or axo-axonal connections (Muk al., 2005, Woodruff and Sah,
2007b). SOM+ interneurons preferentially project dstal dendrites and spines of
pyramidal cells (Muller et al., 2007a). Therefodifferent neuromarkers containing
interneurons have different functions in the neaftaretwork. PV+ interneurons tightly
control pyramidal cells fire action potentials thghh perisomatic inhibition thus are
critical for regulating output of the pyramidal lsgl while SOM+ interneurons are

important for regulating synaptic plasticity andbirmation input to the pyramidal cells.
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However, few studies have examined whether thetrelgitysiological and
neurochemical properties of these interneuronsrsuipg coincide (Rainnie et al., 2006,
Woodruff and Sah, 2007b, Sosulina et al., 2010usTlone goal of this study was to
determine whether electrophysiological propertiésnterneurons in the BL correlate

with their neurochemical content.

The BL receives dense cholinergic innervation fimasal forebrain (Muller et al.,
2011). Cholinergic modulation of amygdala is impott for memory consolidation
(Power et al., 2003b). Deprivation of cholinergiodunlation from amygdala impairs
emotional learning, contextual fear conditioningg ather amygdala functions (Power et
al., 2003b). Cholinergic projections modulate emmdl responses through actions on
both excitatory and inhibitory circuits in the BWhile the effect of ACh on pyramidal
cells has been described (Washburn and Moisesp}9@fe is known about cholinergic
modulation of interneuron function. Anatomical sesishowed that muscarinic receptors
were differentially expressed by BL neurons (McDdrend Mascagni, 2010, 2011). For
example, M1 receptors were found exclusively inapyidal cells in the BL (McDonald
and Mascagni, 2010). M2 receptors were found in mieeirons which contained
glutamatic acid decarboxylase (GAD), SOM, and negeptide Y (NPY), but not PV,
calretinin (CR), or cholecystokinin (CCK) (McDonalhd Mascagni, 2011). Previous
studies in frontal cortex have indicated that ragdiring interneurons containing SOM
are more sensitive to mAChR activation than PV fastg interneurons (Kawaguchi,
1997). Therefore, a second goal of this study wagldtermine whether mAChRs
activation differentially modulates distinct inteuron subpopulations in BL. We

determined whether BL interneurons show a simaasgivity to mAChR activation.
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3.2MATERIALS AND METHODS

3.2.1 Brain slices preparation

Coronal (300 puM thick) amygdala slices were pregpdrem 18 -28 days old male

Sprague Dawley rats.

3.2.2 Electrophysiological characterization

Transient (750 ms) hyperpolarizing current stepsnofeasing amplitude (50—
250pA) were used to determine the input resistgRre). Membrane input resistance
was calculated from the peak voltage deflectioraioled in response to the first -100pA
step in each series of current steps. Transied (@S) depolarizing current steps of
increasing amplitude (range 20-120pA) were usedetermine the firing properties of
interneurons. The duration of the action potergtahalf-amplitude (action potential half-
width) was measured at the point halfway between ghtential at which the action
potential began to rise and its peak. The risingetof the action potential was measured
from the point at 10% to the point at 90% of théamc potential amplitude. The firing
frequency adaptation was expressed as the ratibeotime interval of the last three
spikes of the train to the one of the first threékaes and termed the adaptation ratio,
which, if less than unity, indicates spike frequemdaptation occurred during the spike
train. The amplitude of the fast afterhyperpolaiaa (fAHP) after an action potential
was determined by measuring the peak downward aligite of the fAHP from the
membrane potential at the point immediately betbeeaction potential. The amplitude
of the slow AHP (sAHP) after trains of 8—-10 actjpotentials was measured as the peak

downward deflection from the resting membrane paaeimmediately after the train.
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Muscarinic current was isolated by addition of CNQ@30 uM), D-APV (50 uM),
bicuculline (20uM) and TTX (1uM) to the bath. In order to investigate which syetyf
muscarinic receptors mediate the responses, webakboapplied selective M1 receptor
antagonist (Telenzepine, 100 nM) (Sigma, St. LoMs)) or selective M3 receptor
antagonist (4-DAMP, 1 pM) (Ascent) with muscarid® (\M) (Sigma, St. Louis, MO).
In order to validate telenzepine we used, wholé4@dordings were also made from

prefrontal cortex layer V pyramidal cells.

3.3RESULTS

3.3.1 Electrophysiological properties of BL inteunens

In the present study, we recorded 133 interneusmsvell as pyramidal cells
exclusively from BL. Consistent with previous stesli(Rainnie et al., 2006, Woodruff
and Sah, 2007b) four different action potentiahfrpatterns of interneurons have been
identified, which were bursting firing pattern (BE/133), regular firing pattern (RF)
(59/133), fast firing pattern (FF) (55/133), andttr firing pattern (SF) (14/133) (Figure
3.1A). As has been described previously (Rainnialgt2006), we also observed that
different types of interneurons had distinct eleghrysiological properties. We injected
inward current to depolarize cells to fire actiostgntials (Fig. 3.1A). BF interneurons
fired a burst of action potentials at the beginningn quickly settled into regular firing
patterns. RF interneurons fired action potentialgutarly and at low firing frequency
similar to pyramidal cells. FF interneurons fireddnauch higher frequency than regular
firing interneurons. For SF interneurons, they aition potentials similar to fast firing

interneurons but stutteringly. When we injected drpplarizing current to the cells
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(Figure 3.1B), we found that BF and RF interneurdng not FF or SF showed
depolarizing sags in response to the injected igahslepolarizing current , which were
similar to pyramidal cells. This agreed with prawgostudies (Rainnie et al., 2006).
Electrophysiological parameters of these recordednBerneurons were summarized in
(Table 3.1). In general, BF and RF showed similacteophysiological properties, while
FF and SF are alike. The resting membrane potentiadll types of interneurons were
similar to pyramidal cells (p>0.05). All internem® had much higher input resistances
than pyramidal cells (p<0.05). Compared to BF ardiRRerneurons, FF and SF had
lower input resistance, shorter action potentidi walth and rise time, much larger fast

AHP and less action potential adaptation.
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B.

Pyramidal cell Burst firing Regular firing Fast firing Stutter firing

100pA
—_ S S T

-100pA

I A (VY e Y [ Y

Figure 3.1 Action potential firing patterns of pyramidal cells and
interneurons.

A. Based on voltage responses to depolarizing sustep interneurons in BL
can be divided into 4 groups, burst firing, regudleng, fast firing, and stutter
firing interneurons. Different groups of BL intetrens also show different

B. Voltage responses to hyperpolarizing curres.st
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Table 3.1 Electrophysiological properties of pyramidal cellsand

interneurons
AP A.P. Fast Slow |Adaptatio
Firing Vm Halfwidth| risetime | AHP AHP n
Pattern (mV) [Rm(MQ)| (msec) (msec) | (mV) | (mV) Ratio
E‘éfsm‘dai 64+4 | 137+1 | 1.1+0.1 |0.46+0.04| 6+1 |1.4+02| 8.0+4.7
BF -65+3 | 344+40 | 1.2+0.2 [0.55+0.03 | 4+2 5+1 6.2+1.5
(4/133)
RF -63+1 | 369+26 | 1.5+0.1 [0.56+0.05| 4+1 |2.2+05]| 3.2+0.5
(59/133)
FF 224+14 | 0.7+£0.1 |0.36+0.02|15+1|1.8+0.6| 1.5+0.1
-63+2 * * * * * *
(55/133)
SF 215+31 | 0.6+£0.1 |0.31+0.03|16+2 |1.7+0.3| 1.2+0.1
<62 £3 * * * * * *
(14/133)

This table exhibits the mean values and SEMs fer rsting membrane
potential (Vm), input resistance (Rm), action patdnhalf width (A.P.
Halfwidth), action potential rise time (A.P. rise ime), fast
afterhyperpolarization (Fast AHP), slow afterhypdapization (Slow AHP),
and spike frequency adaptation (Adaptation Ratm) fbur groups of BL
interneurons with different firing patterns. Noteat there is no significant
difference of all parameters either between burgigf (BF) (4 cells) and
regular firing (RF) (59 cells) interneurons or beam fast firing (FF) (55 cells)
and stutter firing (SF) (14 cells) interneurons@®5). However all parameters
except Vm of BF and RF are significantly differéram FF and SF (p<0.05).
All values are expressed as means + SEMSs.
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3.3.2 Interneurons show differential responsesusaarine

In the hippocampus and neocortex, mAChRs agonistsctsvely modulate
subpopulations of interneurons (Kawaguchi, 1997Ayreace, 2008). For example, in
neocortex, RF but not FF interneurons are dep@dr®y mAChRs agonists (Kawaguchi,
1997). Since BL amygdala and cortex are cytoarctutally similar (McDonald, 1982b,
1984), we examine whether it is also the case @ Bh. Neurons were recorded in
voltage clamp mode held at -70mV. Muscarinic cusenere isolated by addition of
CNQX (50 uM), D-APV (50 uM), bicuculline (20uM) and TTX (1uM) to the bath to
block neurotransmission. Application of muscarinduced inward currents in a portion
of recorded neurons (Figure 3.2A). Among all of tkeorded interneurons, we found
that 3 out 4 BF firing interneurons had muscarmiaents, 9 out 43 RF interneurons had
muscarinic currents, 35 out 44 FF interneurons rhadcarinic currents, and 5 out 8 SF
interneurons had muscarinic currents (Figure 3.28hough a few percentage of RF
interneurons had muscarinic currents, the amplitvae significant smaller than the ones
in FF interneurons (p<0.05). The finding that Fieineurons rather than RF interneurons
tend to have muscarinic currents is opposite fronatwhave been found in neocortex,
indicating that ACh modulates the amygdala diffdgenfrom the cortex and

hippocampus.
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Figure 3.2 Muscarinic responses of BLA interneurons

Muscarinic current was isolated by addition of CN@0 uM), D-APV (50
uM), bicuculline (20uM) and TTX (1uM) to the bath. All cells were held at -
70mV under voltage clamp.

A. Top to bottom: the first trace: one exampleaofast firing interneuron
which does not have muscarinic response (FF inteometype 1). The second
trace: downward reflection represents muscarine () mediated inward
current in a FF interneuron and went back to basetifter muscarine was
washed out (FF interneuron type 1l). The third ¢tagne example of a regular
firing interneuron which does not have muscariniocent (RF interneuron type
). The fourth trace: One example of a regulaingrinterneuron which has
muscarinic current (RF interneuron type l).

B. The bar graph shows the percentage of intermsurérom each

electrophysiological subpopulation that exhibit asearinic current. 3 out 4 BF
have muscarinic current. 9 out 43 RF have muscagarrent. 35 out 44 FF
have muscarinic current. 5 out 8 SS have muscarument.

C. The bar graph shows in cells with a muscarioicent the current amplitude
is significantly smaller in regular firing (n=8)ah in fast firing cells (n=18, P <
0.05).
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3.3.3 Distinct muscarinic responses of FF and Rérmeurons

We further examined muscarinic modulation of Blemmteurons firing. The least
depolarizing current step (750 ms) was injecte@ddoh recorded cell, which was just
large enough to make the cell fire a train of spikeigure 3.3A). Membrane potentials
were maintained at -60 mV by injecting current be tcells. Firing frequency, action
potential adaptation, slow AHP, and action potértaf width were examined before
and after bath application of muscarine (10 uMuFeg3.3B,C,D). Since the majority of
interneurons we found in BL were RF and FF interaes, in this study we focused on
these two types. We further divided them into tabegories determined by whether they
had muscarinic currents or not. FF type | and Rpety interneurons did not have
muscarinic currents, while FF type Il and RF typenterneurons did. We found that
muscarine (10 uM) did not affect firing frequenagtion potential adaptation, slow AHP
and action potential half width in FF type | (n=&)d RF type | interneurons (n=>5)
(p>0.05). Muscarine (10 uM) did not alter firinggfuency, action potential adaptation,
and action potential half width but significantheaeased slow AHP in FF type Il
interneurons (n=8) (p<0.05) (Figure. 3.3B,C,D). tontrast, muscarine (10 uM)
significantly increased firing frequency and desezh action potential adaptation and
slow AHP (n=5) (p<0.05) but did not change actiatemtial half width in RF type I

interneurons (n=5) (p>0.05) (Figure. 3.3B,C,D).
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Figure 3.3 Fast and regular firing interneurons exhibit distinct muscarinic
response

A. Sample waveforms showing the effect of muscafifaiM) on fast firing
and regular firing cells. Fast and regular firiredl€ are separated into those in
which muscarine had no effect (Type I) and thosehich it did (Type II).

B. Bath application of muscarine significantly iaased firing frequency in
type Il RF interneurons (n=5), but not in type | (AE5), type Il FF (n=8), type
| RF (n=5) interneurons.

C. Bath application of muscarine significantly redd action potential
adaptation in type Il RF interneurons (n=5), butindype | FF (n=5), type Il
FF (n=8), type | RF (n=5) interneurons.

D. Bath application of muscarine significantly dessed slow AHP in type I
FF (n=8) and type Il RF interneurons (n=5), butindlype | FF (n=5) or type |
RF (n=5) interneurons.

E. Bath application of muscarine did not signifidaichange action potential
half width (AP half width) in any types of internems (type | FF (n=5), type I
FF (n=8), type | RF (n=5), type Il RF (n=5)).
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3.3.4 M3, not M1 muscarinic receptors contribute the muscarinic response of

interneurons

We then tested which subtype of muscarinic receptoediate the muscarinic
currents found in some interneurons in the BL bt lzgoplying selective M1 muscarinic
receptor antagonist, telenzepine (TZP) (100 nM)M8rmuscarinic receptor antagonist,
4-DAMP (1 uM) with muscarine (10 pM). We found tdaDAMP (1 uM) (n=7, p<0.01)
but not TZP (100 nM) (n=6, p>0.05) blocked the naustc currents in RF interneurons
(Figure 3.4A). Similarly, in FF interneurons, 4-DAM1 uM) significantly inhibited the
muscarinic currents (n=5, p<0.01), however TZP (200 did not affect them (n=5,
p>0.05) (Figure 3.4B). We further confirmed theeetfiveness of the batch of TZP we
used by applying it to PFC layer V pyramidal cellsich have been shown having M1
receptor mediated currents (Gulledge et al., 2008).found that the same batch of TZP
(100 nM) almost completely blocked the muscarinicents in PFC layer V pyramidal

cells (n=5, p<0.01) (Figure 3.4C).
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Figure 3.4 M3, not M1 muscarinic receptors contribute to the muscarinic
response of interneurons

A. Left, representative examples of bath applicatod 4-DAMP (1uM) and
telenzepine (TZP) (100nM) blocks and does not &ffe€ interneuron
muscarinic current, respectively. Top right, theamealue of FF interneurons
muscarinic current was significantly reduced (p€10.n=7) and unchanged
(p>0.05, n=6) by 4-DAMP and TZP, respectively.

B. Left, representative examples of bath applicatd 4-DAMP (1uM) and
telenzepine (TZP) (100nM) blocks and does not affeé interneuron
muscarinic current, respectively. Top right, theamealue of RF interneurons
muscarinic current was significantly reduced (p€10.n=5) and unchanged
(p>0.05, n=5) by 4-DAMP and TZP, respectively.

C. Left, representative example of bath applicabbMZP blocked PFC layer
V pyramidal cell muscarinic response. Right, theemealue of PFC layer V
pyramidal cells muscarinic response was signifigaretduced by TZP (p<0.01,
n=>5).
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3.3.5 Neurochemical identification of subpopulas@i BL interneurons

A total of 97 interneurons were processed for neluemical identification. In
each case biocytin filled the soma and the entraddtic arborization of these neurons.
They were identified as interneurons on the bakisawing a nonpyramidal form and
aspiny or spine-sparse dendrites (Figure 3.5).éitent of axonal biocytin filling varied
from a total lack of filling (e.g., Fig. 3.5A) toxeensive filling of a dense local axonal
arborization (e.g., Figure 3.5C,D). 23% (22/97) tbeése morphologically identified
interneurons were immunoreactive for one of theghnterneuronal markers investigated
(Figure 3.6). Immunostaining was usually confinedtlie soma, but was occasionally
seen in proximal dendrites. Basic electrophysiaalhiproperties, including firing
patterns, were determined for all 97 interneuransluding the 22 neurochemically-

identified interneurons.

We first examined the correlation between firingt@as and neurochemical
markers expression. Out of 14 PV+ interneurons,efewRrRF interneurons while 9 were
FF interneurons. In contrast, 6 out of 7 SOM+ iméeirons were RF and only 1 out of 7
SOM+ interneurons were FF. (Fig. 3.7A). These tesuemonstrate that PV+
interneurons are heterogeneous, and contain RFF@ndterneuronal types, which agree
with previous studies (Rainnie et al., 2006, Wodldamd Sah, 2007b). FF interneurons
most likely are PV+. SOM+ interneurons are more dgemeous, which mostly have RF
pattern. Response to muscarine is interneuron digpendent. Collectively, 8 out of 9
(89%) PV+ FF interneurons respond to muscarinelendmly 1 out 5 (20%) PV+ RF
interneurons had muscarinic current (p<0.05). (Fed217B). All SOM+ interneurons but

only 1 SOM+ RF interneuron do not exhibited musuaricurrent (p<0.01). (Figure
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3.7B). Taken together, we have identified a subgeiterneurons, PV+ FF interneurons,

selectively responding to muscarine.
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Figure 3.5 Photomicrographsillustrating the mor phology of biocytin-filled
BL interneuronswith different firing patterns.

All images are Z series reconstructions except A.

A. Regular firing interneuron that exhibited no roasnic response. Only the
cell body and dendrites of this neuron were fill@this interneuron did not
express any of the interneuronal markers investiat

B. Burst firing interneuron that exhibited a musc@r response. The fine
punctate labeling between the dendrites repredbet@xonal arborization of
this neuron. This cell exhibited CR-ir (not shown).

C. Fast firing interneuron that exhibited a musgdarresponse. The thin beaded
processes surrounding this neuron represent theabaoborization. This cell
exhibited PV-ir (see Fig. 6C). Some axonal segmdatmed curvilinear
patterns suggesting that the axon is forming mleltgontacts with cell bodies,
typical of PV+ basket cells. Arrow indicates a renal cell body that was
lightly stained, perhaps due to uptake of biocytiat had diffused from the
region surrounding the recorded cell. The axonh& tecorded cell made
multiple contacts with this cell body (see inset).

D. Stutter firing interneuron that exhibited a margcic response. The thin
beaded processes surrounding this neuron représerdéxonal arborization.
The linear arrangement of the terminal axon segsnéartrows) suggests that
they may innervate the axon initial segments oapydal cells, typical of axo-
axonic chandelier cells. This interneuron exhibid-ir (see Fig. 6D). Scale
bars = 20 um.
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Figure 3.6 Expression of interneuronal markers in biocytin-filled BL
inter neurons.

Although these were all triple-labeled preparatjonsly biocytin and the
interneuronal marker expressed by the recordedoneisr visualized in these
images. Biocytin is red and interneuronal markeng, (SOM, or CR) are green.
Yellow indicates colocalization of biocytin and timerneuronal marker.

A. Regular firing SOM+ interneuron that exhibiteol muscarinic response.
B. Burst firing CR+ interneuron that exhibited asuoarinic response.

C. Fast firing PV+ interneuron that exhibited a oargic response (see Figure
3.5C for a Z series reconstruction of this celhwiit the marker label).

D. Stutter firing PV+ interneuron that exhibitedmauscarinic response. This
field was reconstructed from a Z series (see FigduD for a Z series
reconstruction of this cell without the marker IBb8cale bars = 20 um.
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Figure 3.7 Muscarine preferentially depolarizes PV and FF interneurons,
but not SOM interneurons.

A. a bar graph showing that out of 14 recorded Rérneurons 5 are regular
firing and 9 are fast firing. Out of 7 recorded SOMerneurons there are 6
regular firing interneurons and only 1 fast firimgerneuron.

B. a bar graph showing that there are only 20% 4f BF interneurons
responding to muscarine (10 uM), while there ar® &3 PV FF interneurons
having muscarinic currents (p<0.05). Only 1 SOMiRErneuron out of total 7
SOM interneurons responds to muscarine (10 uM).qa0
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3.4DISCUSSION

In the present study, we used whole cell recordimg immunohistochemistry to
study the correlations among cell markers, eletiysplogical properties, and response
to muscarine. We found that PV FF but not SOM oriRRErneurons are preferentially
engaged by mAChRs. Muscarine modulates BL inteoreum a manner that is opposite

to the cortex.

3.4.1 Correlations between firing patterns and oeuwemical phenotypes in the BL

interneurons

Interneurons in the BLA can be divided into sevesabpopulations based on
either firing patterns or neurochemical markersreggion (Spampanato et al., 2011).
Previous studies have shown BL PV interneurons icenare heterogeneous having
diverse firing patterns (Woodruff and Sah, 2007Bnother classification study
demonstrated that in lateral amygdala there wastrang correlation between firing
patterns and neurochemical markers. However, SQierreurons tended to be delayed
stutter firing pattern (Sosulina et al., 2010). Arer study found that in rat BL amygdala
PV+ interneurons tended to be burst firing andtstuiring patterns (Rainnie et al.,
2006). In the present study, we showed that PVermeturons included RF, FF, and SF
pattern, however SOM+ interneurons tended to bepRffern. This agrees with the
previous studies in mouse but is slightly differ&aim Rainnie’s study. The difference
could be caused by sampling issues. In this stuagy,mostly recovered RF and FF
interneurons, while in Rainnie’s study, the intemoms they recovered were BF and SF

(Rainnie et al., 2006). Therefore, it is very lk&V interneurons include all four types
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of firing patterns. In the present study, PV ingmons were found to be the most
common type, which made up about 65% of the totalremarker-identified
interneurons. This also agrees with previous anatnstudies which suggested that
about 50% interneurons in the BLA amygdala of vegse PV+ (McDonald and Betette,
2001, McDonald and Mascagni, 2001a). PV internesiron BLA amygdala form
synapses onto both the perisomatic and the distadritic domains as well as spines of
the pyramidal cells (Muller et al., 2006). Peristim@hibition can tightly control action
potential generation of pyramidal cells, which urnt can regulate the output of the
pyramidal cells (Freund and Katona, 2007). Whene@sneurons which project to distal
dendrites and spines of pyramidal cells modulatéviac and plasticity of pyramidal
cells, thereby can filter and regulate the infororainputs to the pyramidal cells (Miles
et al., 1996). Like in the cortex and hippocampds FF interneurons are engaged in
perisomatic inhibition to generate neuronal ostdlas, it might be possible that in BLA
amygdala PV FF interneurons preferentially projecperisomatic domain of pyramidal
cells, while PV RF interneurons project to distehdritic domain of pyramidal cells.
Further EM level studies need to be done to testiypothesis. Unlike PV interneurons,
SOM interneurons in the BLA amygdala preferentiafbrm synapses onto distal
dendritic domain of pyramidal cells (Muller et &Q07a), which are exclusively engaged
in regulation of inputs of pyramidal cells. Inteiegly, we found that SOM+

interneurons tended to RF.

3.4.2 Muscarine differentially modulates internexg@n the BL amygdala

In the cortex and hippocampus, subpopulations @rmeurons are sensitive to

MAChRs agonists (Kawaguchi, 1997, Xiang et al., 819&ulledge et al., 2007,
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Lawrence, 2008). In the cortex, Kawaguchi foundt tB®M+ interneurons and RF
interneurons were noticeably depolarized by musmaragonists whereas FF or PV
interneurons were not (Kawaguchi, 1997). Consideramygdala is a cortical like
structure (McDonald, 1992b), it is very surprisih@t it is opposite from the cortex. This
finding also agrees with one anatomical study shgwhat PV interneurons received
basal forebrain cholinergic innervation (Muller @t, 2011). This indicates that ACh
modulates the amygdala function differently frone theocortex. In the hippocampus,
which subpopulations of interneurons respond tdicbic signaling still remains to be
determined (Parra et al., 1998, McQuiston and Madid999, Widmer et al., 2006).
However, one recent study found that in the hippgms mAChRs agonists depolarize
both PV+ and CCK+ basket cells but differentiallpdulates their electrophysiological
properties (Cea-del Rio et al., 2010). Muscarirqlates CCK+ basket cells through M1
and M3 receptors, while modulates PV basket celsysthrough M1 receptors (Cea-del
Rio et al., 2010). In contrast, muscarine only gehslow AHP without affecting firing
frequency, firing adaptation or action potentialveform of type Il FF interneurons in
the BL. Whereas it altered firing frequency, slowdfA and firing adaptation without
affecting action potential waveform of type Il Rite@rneurons. The differences might be
caused by the BL interneurons have different ioanckel profile such Kchannels from
the hippocampal interneurons. Moreover we found thascarinic response in the BL
interneurons were mediated by M3 but not M1 reasptdhis finding agrees with the
previous anatomical studies showing that M1 reasptwere mostly expressed on
pyramidal cells but not on interneurons (McDonaltl aMascagni, 2010). It is also

consistent with previous electrophysiology studi¥sjeya et al., 1999, Yajeya et al.,
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2000). We do not exclude the possibility that amelgic inputs would also modulate
interneuronal function through other ways. For eglnby activation of presynaptic
muscarinic receptors on interneurons terminals, RS activation would regulate
GABA release. In fact, SOM+ interneurons axons egprM2 receptors (McDonald and

Mascagni, 2011).

3.4.3 Functional relevance of muscarinic modulagbPV FF interneurons in the BL

Neuronal network oscillations correlate with spiecifrain state and behavior,
which are generated by interaction between pyradmicells and interneurons
(Klausberger et al., 2003, Klausberger et al., 20BY FF interneurons faithfully control
the pyramidal cells fire action potentials througght perisomatic inhibition. Therefore,
PV+ FF interneurons are involved in generation efinonal oscillations, which in turn
regulate neuronal network function (Cardin et2009a). For example, theta and gamma
oscillations correlate with the learning state bé tbrain (Klausberger et al., 2003,
Klausberger et al., 2005, Popescu et al., 2009) emtthnce information processing
(Sohal et al., 2009). In the BL amygdala neuronsviies show oscillatory rhythms
during fear learning (Bauer et al., 2007a, Popescal., 2009). Here we demonstrated
that muscarine preferentially modulated PV FF méerons in the BL, suggesting that
cholinergic transmission can potentially regulateunonal oscillations in the BL
amygdala. In fact, ACh is released during learr{icege et al., 2005) and thereby induces
neuronal oscillations (Fisahn et al., 1998, Nageidal., 2011). All the evidence suggests
that cholinergic signaling can affect amygdala fiorc at least through modulation of
neuronal oscillations via exciting PV FF internawsoCholinergic transmission is also

important for synaptic plasticity, particularly &pitiming-dependent plasticity (Gu and
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Yakel, 2011). Spike timing-dependent plasticity invvolved in fear learning in the
amygdala (Pape and Pare, 2010). The timing of Adldase relative to glutamate inputs
determines LTP or LTD induced (Gu and Yakel, 201h).addition to postsynaptic
muscarinic receptors, presynaptic muscarinic aedapd postsynaptic nicotinic receptors
are also involved in cholinergic modulation of sptkming-dependent plasticity (Gu and
Yakel, 2011). Future studies on presynaptic mAChRsvell as nAChRs are needed to

understand how cholinergic signaling modulates giolasticity in the amygdala.
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CHAPTERA4

GENERATION OFSYNCHRONIZED INHIBITION IN BL PNs By ACTIVATION OF

MACHRS

4.1INTRODUCTION

Oscillatory activities recorded by electroencepgedmn (EEG) and local field
potential (LFP) has been shown to be correlatatidiinct patterns of behaviors (Singer,
1999). These oscillations are thought to be importa integrate sensory inputs, allow
binding of information from different brain areasdafacilitate synaptic plasticity in
target downstream structures. Neurons in the Blillaszrhythmically during emotional
processing. Synchrony at theta frequency betweeBLA, hippocampus and prefrontal
cortex are increased during fear memory acquisdiuth retrieval but declined during fear
extinction learning (Sangha et al., 2009, Lestingak, 2011). Disruption of theta
coupling through electrical stimulation impaire@rfeonditioning and extinction (Lesting

et al., 2011).

Inhibition has been shown to play a key role in egation of rhythmic
oscillations. Intracellular recordings during theiaivity have revealed that perisomatic
inhibition contributes to intracellular theta osaibry activity. Oscillatory activity in a

neuronal network can be generated by coordinateBA&#gic inhibitory IPSPs across
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many neurons to synchronize their firing (Buzsakd &£hrobak, 1995, Benardo, 1997,
Fisahn et al., 1998). Synchronized IPSPs set timdaw for pyramidal cells to fire and

phase reset their firing by producing rebound aticn.

Similar as seen in the cortex and hippocampus, érmeurons exhibit diverse
morphological, electrophysiological, and synaptiogerties. They have different firing
patterns, including RF and FF. Based on neurocrenmarkers expression, there are
four types: those containing PV (McDonald and Bete2001), those containing SOM
(McDonald and Mascagni, 2002), those containing Q@ either calretinin or VIP
(Mascagni and McDonald, 2003), and those contaironfy CCK (Mascagni and
McDonald, 2003). Of these types, PV+ interneuronskenup about 40% of total
interneuronal population, which project to eithetlie somatic areas and distal dendrites
of BL pyramidal cells (Muller et al., 2006). In doast, SOM+ interneurons mainly
synapse onto distal dendrites (Muller et al., 2007hose SOM+ distal dendritic
projection interneurons are thought to modulateaptin plasticity induction in BL PNs
whereas perisomatic projection interneurons, sscR\a+ interneurons may regulate BL

PNs firing and output (Cobb et al., 1995, Mileslet 1996).

Spontaneous large amplitude IPSPs/IPSCs at arouthd that are synchronized
across BL PNs have been reported (Popescu and294rk, Ryan et al., 2012). However,
their origin and functional significance are noeal. In the cortex, metabotropic
receptors, including mAChRs, agonists selectivedpalarize a network of electrically
coupled interneurons generate synchronized IPStighboring neurons and coordinate
the activity of local assemblies of pyramidal celBeierlein et al., 2000). The BL

receives dense cholinergic innervation from basakldrain, providing a basis for
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MAChHRs regulation of oscillatory behavior in thegion (Carlsen et al., 1985). However,
the mechanism through which BL neurons synchrortizeir activities is poorly
understood. In the present study, we explored tile of mAChRs in generating

synchronized firing of BL pyramidal cells and ungigrg mechanisms.

4.2 MATERIALS AND METHODS

Brain slices were prepared from Sprague Dawley (at&30 days old) as
described in chapter 2. Dual cells recordings weegle in between an interneuron in
current clamp and a PN in voltage clamp. IPSCs wecerded was symmetrical "Cl
internal solution containing (in mM) KCI 135, HEPE®, Na-ATP 2, Na-GTP 0.2,
MgCl, 2, EGTA 0.1, and PH 7.3. Carbenoxolone (100 pMgr, St Louis, MO) was

used to block gap junctions.

4 .3RESULTS

4.3.1 Muscarine induces theta oscillations in thePBls

When recorded in aCSF under current clamp, BL PNsrain slices often show
irregular membrane potential oscillation in lowdguency and low power. (Figure 4.1A
and Figure 4.1E,F). The average frequency at pealepof this oscillation is 1.0 £ 0.2
Hz with the power of 0.16 + 0.03 mV2 /Hz (n=5). Ad (2 s) puff of muscarine (50
KM) to the slices induced rhythmic membrane potmiscillation with higher frequency
and power (7.1 + 0.4 Hz and 0.61 = 0.05 mV2 /HZ5)néig. 4.2B and Fig.4.1E,F),
compared to control baseline. Blockade of glutang@tdransmission by bath application

of CNQX (20 uM) and D-APV (50 uM) did not disruptet muscarine-induce membrane
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potential oscillations in BL PN, but slightly redaet the frequency of the oscillations
without affecting the peak powers (5.1 + 0.2 Hz #&n88 + 0.07 mV2 /Hz). (Figure
4.1C,E,F). This suggests that despite glutamatdrgitsmission that contributes to the
membrane potential oscillations, muscarine is ablgenerate theta oscillation in BL
pyramidal cells independent of glutamatergic sywwaputs. However, they were
completely blocked by bicuculline (20 uM) (FigurelB,E,F), suggesting that the
membrane fluctuations observed here may be rhytharge GABAergic IPSPs induced
by muscarine. We then recorded IPSCs in BL PNsuwaléage clamp mode. Similar as
seen in current clamp, in aCSF, in addition to taolosmall spontaneous IPSCs with
amplitude of less than 50 pA, some large IPSPs wélelarge amplitude more than 200
pA) at 0.9 £ 0.3 Hz (n=9). (Figure 4.2A black waweh, Figure 4.2G). A 2 s puff of
muscarine (50 uM) induced large rhythmic IPSCsata frequency (6.5 £ 1.7 Hz, n=9).
(Figure 4.2A blue waveform, Figure 4.1G). Bath aggilon of CNQX (20 uM) and D-
APV (50 pM) eliminated spontaneous large IPSCsasebne control but did not abolish
muscarine-induced rhythmic IPSCs (5.6 + 0.9 Hz,)n£Bigure 4.2C,G). In contrast,
bath application of either TTX (1 uM) (Figure 4.2%,or bicuculline (20 uM) (Figure
4.2F,G) was able to completely block both spontaeetow frequency large IPSCs in

baseline control and muscarine-induced theta frequé?SCs.

Previous studies have shown that BL PNs can belaepsd and fire action
potentials by mAChRs agonists when their membrastenpials are at around -60 mV
slightly above their resting membrane potential $¥taurn and Moises, 1992b).
Moreover inhibition has been shown to be able ttragm pyramidal firing thereby

provides a mechanism of PNs firing synchrony. Tfeee we hypothesized that
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muscarine depolarizes BL PNs to fire and meanwhilscarine-induced large IPSPs can
entrain and phase-set BLA PNs firing. BL PNs weaeorded in current clamp and their
membrane potentials were adjusted to -60 mV byeadrinjection. A 2 s puff of
muscarine (50 uM) depolarized BL PNs to fire spikdsch were often appeared in
between two single IPSPs. Thus the frequency of W&s at theta frequency band (4.9 *
1.1 Hz, n=6), which were set by the large rhythtf&Ps. (Figure 4.3A,C). Blockade
GABAergic transmission by bicuculline increasednfiy frequency to beta band (16.4 +

2.8 Hz, p<0.05, n=6). (Figure 4.3B,C).
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Figure 4.1 Muscarine-induced theta oscillationsin the BL .

A. Control baseline. Membrane potential was reciidea BL pyramidal cell under
current clamp in aCSF. Power spectrum analysishswig little membrane
potential fluctuation.

B. Muscarine (10 uM) induces theta frequency ostodh. Membrane potential was
recorded from the same cell in the presence of arisz (10 pM). Power spectrum
analysis shows the frequency of membrane fluctnatgeak power is 7.8 Hz.

C. Rhythm persists after addition of CNQX (20 ukidaD-APV (50 uM). Power
spectrum analysis shows the peak at 5.5 Hz.

D. Bicuculline (20 uM) blocks the oscillation. L€&-D): representative waveforms
of membrane potential from a same BL pyramidal celhe presence of different
drugs. Right (A-D): Power spectrums showing the @mat different frequencies.

E and F. Two bar graphs showing the frequencigheobscillations at peak power,
in aCSF (1.0 £ 0.23 Hz at 0.16 + 0.032 mV2 /Hz)muascarine (10 uM) (7.1 £ 0.43
Hz at 0.61 + 0.051 mV2 /Hz), in muscarine (10uMN@X (20 uM), and D-APV
(50 uM) (5.1 = 0.21 Hz at 0.58 + 0.069 mV2 /Hz), nmuscarine (10 uM) and
bicuculline (20 uM) (1.2 £ 0.08 Hz 0.03 £ 0.007 mX). (n=5).
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Figure 4.2 Muscarine induces IPSCs with large amplitude at theta
frequency independent of glutamatergic transmission.

Recordings were made in symmetrical chloride irgksolution.

A. a representative waveform of rhythmic large IBS& a BL pyramidal cell
induced by in aCSF puff of muscarine (50 uM).

B. power spectrum analysis showing its frequengyeak power is at 7.3 Hz.

C. representative waveform showing muscarine-indubgthmic IPSCs in the
presence of CNQX (20 uM) and D-APV (50 uM).

D. power spectrum analysis showing its frequengeak power is at 5.8 Hz.

E and F. representative waveforms showing muscamoheced rhythmic IPSCs
were blocked by TTX (1 uM) and Bicuculline (20 uMgspectively.

G. a bar graph showing the frequency of large mythIPSCs in control
baseline in aCSF and after puff of muscarine (50 MaCSF, in the presence
of CNQX (20 uM ) and D-APV (50 uM), TTX (1 pM), arBicuculline (20
HM). (n=5).

77



Musc

-52 mV

/Hz)
N
|

A4 dddq4 T o7
+ Bic 1 10 100

Power (mV
= a2 NN

o

|

-52 mV 5

400 ms 1 10 100
Frequency (Hz)

N
(=)
!
*

-
o
l

Musc + Bic

AP Frequency (Hz)

Figure 4.3 Firing of pyramidal cells was entrained at theta frequency by
muscarine-induced | PSPs. Responsesrecorded in low chloride.

A. Left: puff application of muscarine (50 uM) dégazes a PN in BL to fire
APs. APs are entrained by IPSPs (arrows). Rigbivegp spectrum analysis
showing the APs frequency is at theta band.

B. Bicuculline blocks these compound IPSPs (Leiftgreasing AP firing
frequency to beta/gamma band (Right).

C. a bar graph showing in the presence of bicuwil(i20 uM) muscarine-
induced AP frequency is significantly higher tharcontrol. (p<0.05, n=5).
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4.3.2 FF interneurons are responsible for generatib muscarine-induced rhythmic

IPSCs in BL PNs

The sensitivity of muscarine-induced rhythmic IPSSGsSTTX and bicuculline
suggests that this is mediated by GABA release finotarneurons firing caused by
muscarine. The evidence shown in chapter 3 pdiatisRV+ FF interneurons are the ones
that fire APs caused by muscarine and generatbdmhgtlPSCs in BL PNs. To test this
hypothesis, we performed dual-cell recordings ofPIN pairs. Interneurons were
recorded in current clamp, while PNs were recoridedbltage clamp. As expected, RF
interneurons did not fire upon a 2 s puff of muswr despite muscarine-induced
rhythmic IPSCs were reliably observed in simultarsdp recorded PNs. (Figure
4.4A,B,C). In contrast, in FF-PN pairs, all FF mmeurons were depolarized by a 2 s puff
of muscarine and fired long lasting APs, which whighly correlated with the large
IPSCs in simultaneously recorded PNs. (Figure £4B), Cross correlation analysis
suggests that FF but not RF interneurons were nséigle for generation of muscarine-
induced rhythmic IPSCs in BL PNs. (0.34 + 0.02, n£6 0.04 + 0.01, n=18, p<0.01)
(Figure 4.4G,H,l). We also noticed that the FFrimé&iron AP peaks were not perfectly
aligned up with the peaks of IPSCs in BL PNs, whitdy be due to synaptic time delay
of synaptic transmission. As FF depolarization bysoarine is mediated through M3
receptors, muscarine-induced rhythmic IPSCs in Bls Bhould also be sensitive to M3
receptors antagonists. Indeed, they were abolisiyedath application of 4-DAMP (1

MM) (p<0.05, n=5) but not TZP (100 nM) (p>0.05, h€bigure 4.5).
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Figure 4.4 FF interneurons are responsible for generating muscarine-
induced large IPSCsin BL pyramidal cells.

A. and D. recorded interneurons showing RF pattamd FF pattern,
respectively.

B. and E. dual-cell recording of a RF interneuromA) and a pyramidal cell,

and a pair of FF interneuron (in D) and a pyramidall, respectively.

Interneuron was recorded in current clamp (blaEkyamidal cell was recorded
in voltage clamp (blue). The red trace indicatef ppplication of muscarine
(50 uM).

C. and F. expanded waveforms from B and E, respaygtiDotted lines in F.
indicate the APs in the FF interneuron is synclrediwith the large IPSCs in
the BL pyramidal cell.

G. and H. Cross correlations of the RF-PN pairhioven in B. (G.)and the FF-
PN pair shown in E. (H.).

I. a graph showing cross correlation of FF-PN garsignificantly higher than
RF-PN pairs. (p<0.01, n=6).
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Figure 4.5 Rhythmic I PSCs are blocked by M3 but not M 1 antagonist.

A. representative waveforms from a recorded BL pydal cell in voltage
clamp (Holding potential is -70 mV) showing that soarine-induced rhythmic
IPSCs (in black) were blocked by 4-DAMP (1 uM) fimk) but not TZP (100
nM).

B. expanded waveforms shown in A.

C. and D. bar graphs showing both frequency (Cd amplitude (D.) of
muscarine-induced rhythmic IPSCs were significantiguced by 4-DAMP (1
KM) but not TZP (100 nM).
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4.3.3 Muscarine generates synchronized inhibitioBL PNs

It has been shown that inhibition can be synchemhiwithin neuronal assemblies
(Beierlein et al., 2000). Large sIPSCs seen in robribaseline were shown being
synchronized in simultaneously recorded BL PNs (Rga al., 2012). It is critical to
know whether muscarine-induced rhythmic IPSCs arectgonized among BL PNs,
which would enable them to generate synchronizeagfiof a population of PNs in the
BL. Therefore we performed dual-cell recording efirby PN-PN pairs. We found that
muscarine-induced rhythmic IPSCs in these pairsewsghly synchronized (Figure
4.6A,C). PV interneurons are interconnected by gapctions (Muller et al.,, 2005,
Woodruff and Sah, 2007b). It has been shown gagtipums were required for generation
of synchronized inhibition by a network of intermeuns in the cortex (Beierlein et al.,
2000). Thus we tested whether this is the case in the Bath application of
Carbenoxolone (CBX) (100 uM) did not affect the d@yony (Figure 4.6B,D,l). Cross
correlation analysis revealed that CBX (100 pM)laagion did not significantly change
the cross correlation values of PN-PN pairs (p>0r3%) (Figure 4.6C,D,J), suggesting
that synchrony of muscarine-induced rhythmic IP®€sveen nearby PN-PN pairs did
not require gap junctions. We then recorded PN-Rixspwhich were far away from each
other. Similar as nearby PN-PN pairs, synchronipagscarine-induced IPSCs were
observed in far apart PN-PN pairs (Figure 4.6E|G)contrast to nearby PN-PN pairs,
CBX (100 uM) disrupted the synchrony (Figure 4.6F,Khe averaged correlation value
was significantly reduced in the presence of CBBO(uM) (0.50 £ 0.06 VS 0.21 + 0.05,
p<0.05, n=5). (Figure 4.6G,H,L). This indicates ttlygap junctions are required for

synchronization within large but not small neuronetwork.
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Figure 4.6 Muscarine gener ates synchronized inhibition in BL PNs.

A. and B. representative waveforms from a simulbaisé/ recorded nearby
PN-PN pair before, and after CBX application, resipely.

C. Cross correlation of muscarine-induced IPSCa pair of PNs shown in A.
and B. shows high synchrony before (black trace) after (red trace) CBX
application.

D. and E. Superimposed cross correlations from is paf simultaneously
recorded nearby BL PNs (grey) in (D) and withoui) (e presence of CBX
(100 uM), with the population average indicatedbleck.

F. There is no significant difference of cross etation values between with
and without the presence of CBX (100 pM).

G. and H. representative waveforms from a simutiasly recorded faraway
PN-PN pair before, and after CBX.

l. Cross correlation of muscarine-induced IPSChase two PNs shows a high
correlation before CBX (100 uM ). application amdiuced correlation in the
presence of CBX (100 puM).

J. and K. Superimposed cross correlations from iss paf simultaneously
recorded faraway BL PNs (grey) in (J) and withddf) ¢the presence of CBX
(100 uM), with the population average indicatedblieck.

L. The cross correlation value is significantly wn the presence of CBX
(100 pM). (p<0.05, n=5).
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4.4DISCUSSION

In this study we demonstrated that muscarine aaiveof mMAChRs generated
synchronized rhythmic large IPSCs in BL PNs, whigtre able to entrain BL PNs firing
and set their firing frequency. We further showeat imuscarine-induced rhythmic IPSCs
were contributed by FF interneurons selectivelyuigéed by activation of M3 receptors
by muscarine. Gap junctions were required for symay in large neuronal networks but

not confined ones.

As has been previously reported, large sIPSCs/sIPi@8PBL PNs at low
frequency were observed in control baseline (Papasd Pare, 2011, Ryan et al., 2012).
There are some similarities between large sIPSCsomrol baseline and muscarine-
induced large IPSCs shown in this study. Firsthlagipear to have large amplitude often
is several fold of average amplitude of sIPSCsaseline. Second, interneurons firing is
required for generation of both. Third, both ofrthare highly synchronized in BL PNs.
However, muscarine-induced rhythmic IPSCs repohieict are fundamentally different
from large low frequency sIPSCs observed in contiadeline. First, they are rhythmic
and are at much higher theta frequency band, whdegge low frequency sIPSCs are
irregular and at lower delta frequency band. Déieguency oscillations are often
observed during idle states, whereas theta osoillgtindicate emotional arousal. It is
possible that muscarine-induce rhythmic IPSCs g@agole in emotional processing.
Second, they were generated by interneuron firinectly driven by mAChRs activation
but not glutamatergic transmission. This suggelktt tholinergic signaling can set
frequency of synchronized BL PNs firing by contimyj excitability of PV FF

interneurons.
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Synchronization of PN assembly firing can be aobik\either by receiving
common excitatory glutamatergic inputs or by pematc inhibition (Tiesinga and
Sejnowski, 2009). In the latter case, inhibitiotsgéme window to allow PNs to fire and
also generates rebound excitation after hyperaton and thereby phase-reset PNs
firing (Cobb et al., 1995, Woodruff and Sah, 200 RM)iscarine-induced rhythmic IPSPs
entrain and synchronize BL PNs firing possibly bythbmechanisms, because it was
often found each PN AP was between two consecufd&Ps and APs were often

generated soon after IPSP-caused hyperpolarization.

Interneurons in the BL can be divided into diffdrgnoups based on their firing
patterns and neurochemical markers that they exReinnie et al., 2006, Woodruff and
Sah, 2007b, Spampanato et al., 2011). We have showhis study, PV+ interneurons
are heterogeneous, including RF and FF interneuramsch agrees with previous
findings. In contrast, the majority of SOM+ inteunens were identified as RF. In short,
FF interneurons most likely express PV but not SAM.line with this, previous
anatomical studies have shown in the BL PV+ interoes project either to PN soma and
proximal dendrites or to PN distal dendrites (Mul al., 2006), suggesting they are
heterogeneous type, while SOM+ interneurons aredgemeous and mostly project to
PN distal dendrites (Muller et al., 2007a). It leen suggested that PV FF interneurons
are basket cells (McDonald et al., 2005, Mulleragét 2006, Rainnie et al., 2006,
Woodruff and Sah, 2007b). Indeed, some PV FF ietgons whose axons were

successfully filled with biocytin showed basketldigle morphology (Figure 3.5C).

It has been shown, in the cortex and hippocamplsctive type of interneurons

response to MAChRs agonists (Kawaguchi, 1997, ¥al.et2014). For example, in the
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cortex, SOM+ and RF interneurons are depolarizechAZhRs agonists, while PV+ and
FF interneurons do not respond to them (KawagutBB7). However, in the BL
amygdala, we found that PV+ FF interneurons butSOM+ or RF interneurons were
preferentially depolarized by muscarine, which @pasite from the findings in the
cortex. As expected we further demonstrated thaink#tneurons were responsible for
generation of muscarine-induced rhythmic IPSCs. tlhe cortex, however, RF
interneurons mediate synchronized inhibition indlbg metabotropic receptors agonists
including mAChRs agonists (Beierlein et al., 2000hich agrees with the fact that RF
but not FF interneurons are sensitive to mMAChRyaobn. In the hippocampus, CCK
interneurons are involved in rhythmic IPSCs indubgdmAChRs agonists (Nagode et
al., 2011, Nagode et al., 2014). Although we westable to identify the neurochemical
phenotype of these FF interneurons due to neummmdénts washout during recording, it
was very likely that they were PV+ based on thelifig that the majority of FF
interneurons are PV+, which is also supported l®vipus studies. Moreover, they are
unlikely to be CCK+ or VIP+ interneurons. CCK+ imteurons in the amygdala mostly
show RF pattern (Sosulina et al., 2010). VIP+ méarons are often specialized being
inter-interneuronal inhibitory interneurons (Mascagnd McDonald, 2003, Pi et al.,
2013). Taken together, those FF interneurons anelikely to be PV+ interneurons. RFs
in the cortex are interconnected as a network lpyjgactions, which are necessary for
producing synchronized inhibition (Gibson et aP99, Beierlein et al., 2000). In the BL
PV interneurons also contain gap junctions andpaegerentially interconnected among
the ones with same firing pattern (Muller et alQ03, Woodruff and Sah, 2007b).

Synchrony between BL nearby PN-PN pairs does rgptire electrical coupling in PV+
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FF interneurons, suggesting that a single PV Férmeturon may be able to synchronize a
confined BL PN assembly firing. However, we do moiclude the possibility that a
synchronized interneuronal network formed by a smamber of PV FF interneurons
with reciprocal chemical synaptic connections abaote to it. In the BL, a single PV
interneuron diverge onto about a hundred of PNsOM@ald et al., 2005). One can
imagine that only a single or few PV FF internewamould be able to synchronize
hundreds of PNs firing. Therefore selective modotabf PV FF interneuron excitability
by cholinergic transmission would be a very effeetway to control a large number of
PNs firing. In inferior olive, a single interneura@ynchronizes a neuronal ensemble
controlling one whisk (Long et al., 2002). One cpeculate that in the BL a single or a
few PV FF interneurons innervate a functional PNseenble and thereby controlling just
them would be able to efficiently phase reset thmesemble firing to generate
synchronized outputs, which are supported by previstudies. In the BL, mAChRs
activation depolarize PNs when they are slightlgvabresting membrane potential but do
not do so when they are at resting membrane patgitiashburn and Moises, 1992b).
This phenomenon was also repeated in our studyeder inhibition-mediated rebound
excitation only happens when PNs are moderatelpldaped (Cobb et al., 1995). We
posit that a few PNs simultaneously receive a commlutamatergic input and are
depolarized by subsequent EPSPs. ACh would sedd¢tiurther depolarize these PNs
but not others which were not depolarized to fiveeanwhile a single or few PV FF
interneurons innervating them would also been atty and fire to produce
synchronized inhibition. Since only these PNs agpathrized, rebound excitation and

subsequent phase resetting would only be obsermethem. In this way, cholinergic
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transmission would be able to amplify inputs to ne@al ensemble and enhance their

output through modulation of PV FF interneurons.

In contrast, when PN-PN pairs were far apart fracheother, gap junctions were
required for the synchrony between them. PV baséks$ axons often localize at nearby
area (McDonald et al., 2005), thus in order to @ewsynchrony in a larger network they
may need to transmit firing to other neighboring ¥ interneurons through gap
junctions. By modulation of gap junctions it would possible to regulate the extent of

synchrony in the BL.

Muscarine depolarization of PV FF interneurons werediated through M3
receptors but not M1 receptors. This agrees widlvipus anatomical studies shown that
in the BL M1 receptors are mostly expressed on BINsot on interneurons (McDonald

and Mascagni, 2010).

Asynchronous unitary excitatory synaptic inputs aseially unable to reliably
depolarize target cells to fire APs, which wouldeaf information flow between brain
structures (Long et al., 2002). Consequently, itriical to synchronize PNs firing for
generation of output so that the produced EPSP&Mmmuable to temporally summate to
trigger APs in the downstream postsynaptic celishds been shown that enhanced
synchrony of BL PNs play a role in facilitating comnication between perirhinal and
entorhinal cortex (Pare et al., 2002), which isuthft to be important for the emotional
enhancement of memory. It is also involved in adapt learning behaviors by
influencing neuronal oscillations in striatum (Pspe et al., 2009). Therefore, neuronal

oscillations originated from BL promote emotionakmmory formation and consolidation.
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ACh release is increased particularly during enmatidearning (Letzkus et al., 2011).
Here we provided a novel mechanism of generatiothefa oscillations in the BL by
MAChHhRs activation, which is very different from thadings in the hippocampus and

cortex.
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CHAPTERS

CHOLINERGIC MODULATION OF GLUTAMATERGIC AND GABAERGIC

TRANSMISSION INBL

5.1INTRODUCTION

It is well established that the lateral amygdalaclaus (LA) is important for fear
conditioning (LeDoux, 2000). It receives inputsiréhe cortex and thalamus that permit
the association of information regarding unconditio stimuli such as footshock with
conditioned stimuli such as a tone resulting in plagentiation of CS inputs and the
subsequent generation of fear behavior by the @&e4glLeDoux, 2000). However, recent
studies indicate that the basolateral nucleus (B8, nucleus is also involved in the
acquisition, expression, and extinction of condiéd fear responses (Goosens and
Maren, 2001, Anglada-Figueroa and Quirk, 2005, YHet al., 2008), as well as the
enhancement of memory formation by emotional afdo@geGaugh, 2004). The BL
receives the densest cholinergic innervation from liasal forebrain. Numerous studies
have reported that mAChRs activation in the BL rdiaal for fear learning and
consolidation (Vazdarjanova and McGaugh, 1999, Poeteal., 2003b, Malin and
McGaugh, 2006). Post-training infusions of mAChRs$agonists into the BL, or lesions
of the BF cholinergic projections to the amygdaladuce impairments in several types

of emotional or motivational learning (Power et &003b). mAChRs activation in the
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BL is critical for consolidation of memories for thocontextual fear conditioning and its
extinction (Vazdarjanova and McGaugh, 1999, Boatial., 2009). In fact, it has been
suggested that the degeneration of the cholingngifections to the BL in Alzheimer’'s
disease is important for the memory disturbances se this disorder (Kordower et al.,
1989, Power et al., 2003b). The BL receives affeghatamatergic inputs from many
brain regions including sensory cortex, thalamu<luging midline thalamus,
hippocampus and mPFC (Turner and Herkenham, 199ddohald et al., 1996,
McDonald and Mascagni, 1997, Pitkanen et al., 199¢Donald, 1998, Kishi et al.,
2006, Vertes, 2006) Synaptic plasticity of thesetayhatergic inputs to BL pyramidal

cells contributes to fear conditioning and extiooti

Previous studies have shown that acetylcholinenadiigg through muscarinic
receptors, suppresses glutamate release at intezoairent pathways in cortex and
hippocampus, but not at afferent glutamatergic wagts into these brain regions
(Giocomo and Hasselmo, 2007). This action is thoughe important for information
processing as it enhances the signal/noise ratxtefnal input. The functional effects of
MAChRs on glutamatergic and GABAergic transmisdioBL have not been studied.
Anatomical studies have shown M1 and M2 mAChRsla@cated on subpopulations of
both dendritic spines and excitatory and inhibiteggminals (Muller et al., 2013). The
differential expression of mMAChRs on distinct pegxd postsynaptic sites suggests that
there may be organizing principles to cholinergeggulation of BL function. In the
present study, we examined the role of muscarigicasing in regulating glutamatergic

and GABAergic transmission in the BL.
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5.2MATERIALS AND METHODS

AAV-CAMKII-hChR2(H134R)-EYFP (2 pL) were injected tmidline thalamus
(2.0 mm posterior and 0.0 lateral to the bregmagrelimbic mPFC (3.5 mm anterior and
0.5 lateral to the bregma) of male Sprague Dawdegy faround 30 days old). They were
ready for electrophysiology experiments 6-8 weeHKterainjection. Methods of

Optogenetic stimulation were described in chapter 2

5.3RESULTS

5.3.1 Muscarine suppresses inputs from externalraachal capsule to the BL

Glutamatergic axonal fibers coming from multipletezal areas get into the BL
though external capsule. To test the effect of mmse on glutamatergic transmission
from this pathway eEPSCs were recorded from BL RWMse induced by paired
stimulation (50 ms interval) of external capsulehe presence of picrotoxin (100 uM)
and CGP (10 uM) to block GABAa and GABADb receptqisgure 5.1A,B). eEPSCs
from this pathway showed paired pulse facilitatidmgure 5.1B). Bath application of
muscarine (10 uM) caused a significant reductiotha amplitude of the eEPSCs with
increased paired pulse ratio in BL PNs. (FigureB%.10n average, application of
muscarine (10 uM) decreased the amplitude of eER$B4% + 3% (n=7) compared to
baseline control. Paired pulse ratio was incref&sed 1.4 = 0.2 in baseline to 2.5 + 0.4,
suggesting that the attenuation of eEPSCs fronTreedteapsule pathway was through a
presynaptic mechanism (p<0.05, n=7). (Figure 5.1Djportantly, the amplitude of
eEPSCs was not altered during a same period afigerf without muscarine, indicating

that the suppression of eEPSC was not due to rumd@lutamatergic inputs from

94



multiple thalamic nuclei to the BL pass by intercapsule (LeDoux, 2000). We next
tested the effect of muscarine on glutamatergiestrassion of internal capsule pathway.
Similar to muscarinic effects seen in the exterpathway, muscarine significantly
attenuated eEPSCs induced by stimulation of interaasule and increased paired pulse
ratio (Figure 5.2). To further investigate the memulsm of suppression of glutamatergic
transmission from external and internal capsuléways, AMPA current was evoked by
puffing kainate (100 uM), a AMPA/kainate receptagonist, onto recorded BL PNs.
(Figure 5.1E). Application of muscarine (10 uM) chdt affect the amplitude of evoked
AMPA currents in BL PNs (p>0.05, n=7), indicatingat postsynaptic modifications
were not involved in muscarine-induced reduction ghitamatergic transmission of
external and internal capsule pathways (Figure )5.Afmplitude of NMDA currents
recorded in BL PNs evoked by stimulation of extéosposule was suppressed by 74% +
5% compared to control, which was similar to thecpatage of inhibition of AMPA-
mediated eEPSC from the same pathway by muscaid®e yM). This further
demonstrated that muscarine-mediated suppressiglutaimatergic inputs from external
and internal capsule to the BL PNs is through asyraptic but not a postsynaptic

mechanism.

There are several subtypes of muscarinic receptgeessed in the BL, including
M1 and M2 (McDonald and Mascagni, 2010, 2011, Mudeal., 2013). To determine
which subtypes mediate the reduction of glutamatdrgnsmissions in both external and
internal capsule pathways, we examined the eff@cégpplication of muscarine (10 uM)
along with TZP (100 nM), AFDX-116 (1 pM), or 4-DAM@ uM). AFDX-116 (1 pM)

did not affect muscarine-mediated suppression featecapsule: p>0.05, n=5) (Figure
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5.1C), while TZP (external capsule: p<0.01, n=Tennal capsule: p<0.01, n=7) and 4-
DAMP (external capsule: p<0.01, n=5; internal c#gsp<0.01, n=5) partially and fully
inhibited muscarinic inhibition, respectively. (kig 5.1C, 5.2C). This suggests that both
M1 and M3 receptors are involved in muscarine-ntedigoresynaptic inhibition of
glutamatergic transmission from external and irdeoapsule pathways. Noticeably, we
found there is variability in muscarinic effect ®moth pathways between experiments

(Figure 5.2E).

Glutamatergic inputs from cortical and thalamichpedys also synapse onto BL
interneurons to mediated feed forward inhibitioal{St al., 2003, Ehrlich et al., 2009).
Feed forward inhibition plays an important role gating LTP induction in the BLA
(Bissiere et al., 2003). Therefore, we examinedefifects of muscarine on glutamatergic
transmission to BL interneurons from external amirnal pathways. BL interneurons
were separated into two groups based on theifipatterns, FF and RF. (Figure 5.3B,
5.4B). Recorded putative interneurons were filledhwbiocytin and confirmed as
interneurons by performing post-hoc immunochemigtigure 5.3A, 5.4A). For both FF
and RF interneurons, eEPSCs induced by stimulati@xternal or internal capsule were
only observed in about half of the recorded onaggssting that some interneurons are
involved in feed forward inhibition, while othersegliate feedback inhibition. Similar as
BL PNs, we found that glutamatergic transmissiamfrexternal or internal pathways to
BL FF and RF were significantly suppressed by &agibn of muscarine (10 uM), which
was regulated by a M1 and M3 receptors-mediatedypseptic mechanism. (Figure

5.3C,D,E,F,G, 5.4C,D,E,F,G).
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Figure 5.1 Muscarine Suppresses Input from External Capsule to the BL by
acting on presynaptic M1 and M3 mAChRs.

A. A diagram showing the positions of stimulatimglaecording electrodes.

B. EPSCs evoked by paired stimulation of the exlecapsule before (black) and
after (blue) muscarine (4aM) application.

C. Muscarine (1QM) significantly suppressed the evoked EPSC angwit(n=7,
p<0.05). This effect was partially reversed by tMd mAChR antagonist,
telenzepine (TZP, 100 nM; n=7, p<0.01) and compfletdocked by the M3
MAChR antagonist, 4-DAMP (1 uM; n=5, p<0.01). The WhAChR antagonist,
AF-DX 116 (1um; n=5, p>0.05) had no effect.

D. Muscarine (10uM) significantly increased the EPSC paired pulsgorén=>5,
p<0.05), suggesting that its effects were presyoapt

E. AMPA current evoked by puffing kainate (1@B1) onto the recorded PN before
(black) and during muscarine (1M; blue) or CNQX (10QuM; red) application.

F. Muscarine (1uM) did not suppress the AMPA current (p<0.05, n=W¥ihereas
this current was blocked by CNQX (10M; p<0.01, n=7).

G. NMDA current evoked by EC stimulation before a@k) and after (blue)
muscarine application.

H. Muscarine suppressed NMDA current (n=3, p<0.05).
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Figure 5.2 Muscarine Suppresses I nput from internal Capsuleto the BL by
acting on presynaptic M1 and M3 mAChRs.

A. A diagram showing the positions of stimulatimglaecording electrodes.

B. EPSCs evoked by paired stimulation of the irdkrapsule before (black)
and after (blue) muscarine (1) application.

C. Muscarine (1QuM) significantly suppressed the evoked EPSC anysitu
(n=5, p<0.05). This effect was partially reverseg ©ZP (100 nM; n=7,
p<0.01) and completely blocked by 4-DAMP (1 uM; np50.01)

D. Muscarine (1QuM) significantly increased the EPSC paired puldm rg=5,
p<0.05), suggesting that its effects were presyoapt

E. Muscarine produced similar, but variable inhdrit of EPSCs evoked by
stimulating external capsule (EC) or internal cdgs{IC). The black bar
indicates the average inhibition.
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Figure 5.3 Muscarine Suppresses Cortical and Thalamic Input to BL FF
I nter neurons by Acting on Presynaptic M1 and M3 mAChRs.

A,B. A representative BL FF interneuron.

C. EPSCs from this interneuron evoked by pairechidaition of the external
capsule before (black) and after (blue) muscad@ai) application.

D,F. In FF interneurons muscarine (M) suppressed the amplitude of the
EPSC evoked by stimulation of both the externalsaégp (D., n = 5, p<0.05)
and internal capsule (F., n = 5, p<0.05). The eéff@fc muscarine in both
pathways was partially reversed by TZP (100 nM;,rp=8.01) and completely
blocked by 4-DAMP (1 uM; n=5, p<0.01).

E,G. Muscarine (1@M) significantly increased the EPSC paired puld®ria
both EC (E.) and IC (G.) pathways (n=5, p<0.05).
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Figure 5.4 Muscarine Suppresses Cortical and Thalamic Input to BL RF
Interneurons by Acting on Presynaptic M1 and M3 mAChRs.

A,B. A representative BL RF interneuron.

C. EPSCs from this interneuron evoked by paireghigaition of the external
capsule before (black) and after (blue) muscarl@ai) application.

D,F. In RF interneurons muscarine (jtM) suppressed the amplitude of the
EPSC evoked by stimulation of both the externalsuobp (D., n = 5, p<0.05)
and internal capsule (F., n = 5, p<0.05). The ¢ffgfc muscarine in both
pathways was partially reversed by TZP (100 nM;,nz=8.01) and completely
blocked by 4-DAMP (1 uM; n=5, p<0.01).

E,G. Muscarine (1@M) significantly increased the EPSC paired pulgsria
both EC (E.) and IC (G.) pathways (n=5, p<0.05).
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5.3.2 Muscarine enhances synaptic transmissionmih and from LA

BL PNs receive glutamatergic excitatory inputs froeighboring PNs and LA
PNs. Communication between local PNs is thoughietomportant in formation of fear
memory traces (Han et al.,, 2007, Han et al., 2008en we tested the effects of
muscarine on glutamatergic transmission from irgkeinputs. Puff kainate (100 uM)
depolarized PNs to fire action potentials.(Figure/foB). Bath application of muscarine
(10 uM) increased the firing frequency by inhikitiof SAHP (Figure 5.5B). Glutamate
release from these activated BL PNs could be dedeaxs EPSCs from recording a BL PN
away from the puffing site (Figure 5.5B). Each EPQ@responded to glutamate release
caused by each action potential from neighborings.PRhus the EPSCs frequency
represents neighboring PNs firing frequency and #heerage of amplitude of
glutamatergic transmission from a population ofvatéd neighboring PNs is calculated
as the mean of EPSCs amplitude. Importantly, EP@®§gonded to kainate puff were
blocked by application of TTX (1 uM), confirming ah they were not AMPARS
activation by diffused kainate but rather direatjused by kainate-evoked neighboring
PNs firing (data not shown). Application of musoari(10 uM) significantly increased
EPSCs frequency (p<0.05, n=5) but did not changeathplitude (p>0.05, n=5). (Figure
5.5C,D). Next we tested the effects of muscaringlatamatergic transmission from LA
PNs to BL PNs by puffing kainate to LA PNs. SameBds recurrent glutamatergic
transmission, muscarine did not affect the EPSQsliude (p>0.05, n=5) but increased
frequency (p<0.05, n=5) (Figure 5.5C,D). These Itesndicate that muscarine does not
suppress internal glutamatergic transmission wiBlinand from LA but rather amplifies

excitatory interactions within the BL PNs and betwdL and LA PNs.
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Some BL interneurons are also involved feedbackbitibn. Therefore we
examined the effects of muscarine on feedback @&xcit drives to BL interneurons. We
found about half of the recorded interneurons recefeedback glutamatergic
transmission, including both FF and RF interneuroims these recorded feedback
interneurons muscarine increased the EPSCs freguer©.05, n=5) but did not alter

the amplitude (p>0.05, n=5).

In short we demonstrated that unlike the inhibiteffects on the external and
internal capsule pathways muscarine does not ssppbeit rather amplifies local

recurrent glutamatergic transmission from BL andRs to BL PNs and interneurons.
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Figure 5.5 Muscarine does not inhibit LA-evoked or recurrent EPSCs in
BL.

A,B. A kainate puff near one cell of PN cell pairBL caused APs which, in
turn, evoked an EPSC in the second cell. Muscadirmenatically enhanced
firing in the first cell in response to the kaingteff, resulting in a large
increase in EPSC frequency in the second cell. iSupesed EPSCs in PN2
from ten sweeps are shown (grey) with the aver&f@highlighted (black).

C,D. Muscarine enhanced EPSC frequency (C), buamglitude (D) in PN2.
Similar results were obtained when kainate puffssvgielivered to the LA.
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5.3.3 Muscarine has no effect on SEPSCs or mEPSBk PNs

Then we examined the effects of muscarine on ovglatamatergic transmission
to the BL PNs. sEPSCs and mEPSCs were recordedLirPBs. We found that
application of muscarine (10 uM) did not affecheit SEPSCs or mEPSCs frequency or
amplitude (p>0.05, n=5) (Figure 5.6). Two possilgs could cause that SEPSCs or
MEPSCs were not affected by muscarine (10 uM). @ndhat there are some
glutamatergic pathways suppressed by muscarinbagnsabove while other pathways
were potentiated by muscarine may exist. The gblessibility is that due to technique
limits we could only sample a portion of total glotatergic transmission, which may
have mainly consisted of recurrent inputs whichemeot suppressed by muscarine (10
KM). Since M1R+ terminals mainly synapse onto diicdspines (Muller et al., 2013),
recordings made at the somas may not be able éxtdiste small currents generated at

compartmental spines due to cable properties.
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Figure 5.6 Muscarine Does Not Affect SEPSCsor mEPSCsin BL PNs.

A,D. Spontaneous (A.) and Miniature (D.) EPSCs réed from BL PNs
before and after muscarine ({LP1) application.

B,C,E, and F. Muscarine (10M) did not affect either sEPSCs or mEPSCs
frequency or amplitude (n=5, p>0.05).
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5.3.4 Muscarine inhibits glutamatergic inputs framdline thalamus and mPFC at

different extents

Since both external and internal capsule carryouarintermingled axonal fibers,
to investigate whether muscarine differentially miades specific pathways to the BL we
utilized optogenetics to study projections from kel thalamus and mPFC. Projections
from midline thalamus are important for fear coimiing (Vertes, 2006, McNally et al.,
2011), while the ones from mPFC are necessaryear éxtinction (Milad and Quirk,
2002). Neither of them get to the BL through exaétror internal capsule (McDonald,
1998, Vertes, 2004, 2006). We injected AAV-CaMKh@hR2(H134R)-EYFP to the
midline thalamus or mPFC of rats. After 6-8 weelkiR€ were expressed in pyramidal
cells in injected regions and in the axonal fibessing from those neurons at injected
sites in the target regions, including BL. (Figbt&). eEPSCs from midline thalamus or
mPFC projections could be induced by shining agofsblue light (470 nM) to the BL.
(Figure 5.8A). We found that bath application ofsoarine (10 uM) inhibited eEPSCs of
these two pathways to different extents. eEPSQOn fradline thalamus pathways were
inhibited only by 34% + 11% by muscarine (10 uMjotigh M1 receptors (muscarine:
p<0.05, n=5; +TZP: p>0.05, n=5) (Figure 5.8C,D), ilehthe ones from mPFC
projections were inhibited almost completely by 9290.5% (p<0.001, n=2) (Figure
5.8A,B). This provides the evidence that cholinergransmission differentially

modulates glutamatergic inputs from different bnagions.
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Figure 5.7 Confocal images showing virus expression.

A. Viruses injected in the midline thalamus wer@ressed in pyramidal cell
Green: EYFP.

B. Some midline thalamic axons in the BL expresgdth hChR2(H134F-
EYFP.
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Figure 5.8 Muscarine differentially modulates Projections from mPFC and
midline thalamus

A. EPSCs evoked by optogenetic stimulation of mRE©Gns in BL before
(black) and after (blue) muscarine (181) application.

B. Muscarine (10uM) potently suppressed the eEPSC amplitude (n=2,
p<0.001).

C,D. EPSCs evoked by optogentic stimulation of malthalamus axons in BL
before (black), after (blue) muscarine (@) application. Muscarine (1aM)
only slightly suppressed the eEPSCs (p<0.05, riHa} effect was blocked by
TZP (100 nM) (p>0.05, n=5).
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5.3.5 Frequency gating of glutamatergic transmisbyp muscarine

Previous behavioral studies have shown mAChRs &ativ in the BL enhances
fear learning and consolidation whereas blockadenAChRs has the opposite effects
(Power et al., 2003a, Power et al., 2003b). Sowarhave found that muscarine inhibits
external glutamatergic inputs from the pathwaysetéso the BL. Muscarine-mediated
suppression of these inputs which are involvedeiar flearning and extinction would
contradict the behavioral findings. To resolve thasadox we proposed that muscarine
by inhibition of glutamate release increases thiality of excitatory transmission at
these inputs by reducing synaptic depression duangtimulus train. To test this
hypothesis, eEPSCs were recorded at BL PNs evokedttain of 10 electrical stimuli
given at external capsule. When comparing the dugai of the 1st EPSC to the 10th
EPSC in control, we found synaptic transmission degwessed in a frequency dependent
manner (Figure 5.9A). Application of muscarine (1) transformed the depression into
frequency dependent facilitation, which has the imak effect at gamma frequencies
(Figure 5.9A,C). Indeed, the amplitude of the 1B#ASCs in muscarine (10 uM) was
significantly larger than the 1th ones in contrblgamma frequencies (Figure 5.9B).
These results suggest that glutamatergic inpuigirsgrat gamma frequencies would be
strengthened during periods of high cholinergicetowhereas weak or asynchronous

signals would be suppressed.
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Figure 5.9 Frequency Gating of Glutamatergic transmission by muscarine

A. Sample traces from a PN showing the responsieetdirst and 10th stimulus
of the train at different frequencies in controtanuscarine. Note that at 40 Hz
the 10th EPSC in muscarine is larger than the E®8C in control.

B. Averaged data showing the amplitude of the HRISC in control (black) or
muscarine (red) expressed as a percentage ofsh&RSC in control.

C. The amplitude of the 10th EPSC in muscarine esq&d as a percentage of
the 10th EPSC in control. Note that in muscarireefith EPSC is enhanced at
gamma frequencies.
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5.3.6 Muscarine differentially suppresses GABAetgamsmission in the BL

Fear learning is tightly gated by GABAergic inhibrit in the BLA (Bissiere et al.,
2003, Ehrlich et al., 2009). Cholinergic transnossimay be able to facilitate fear
conditioning by modulation of local GABAergic transsion in the BL. We next tested
the effects of muscarine on GABAergic transmissiorthe BL. In agreement with the
expression of M2 mAChRs on GABAergic terminals (Mulet al., 2013),we found that
muscarine acts on M2 mAChRs to inhibit the evokB&C in BL PNs (muscarine:
p<0.05, n=5; +AFDX: p>0.05, n=5). (Figure 5.10E,Fhe inability of muscarine to
completely inhibit the IPSC at saturating concdmrasuggests that M2 mAChRs are
present on only a subpopulation of inhibitory tevais. In agreement, paired recording
from a connected IN-PN cell pair revealed that natise suppressed the unitary IPSC in
the PN, but produced a large increase in the freguand amplitude of spontaneous
IPSCs (Figure 5.10A,B). This suggests that presymapAChRs on the terminals of the
recorded interneuron suppressed GABA release fimah ¢ell. In contrast, muscarine
depolarized other interneurons, which lacked mACIoRstheir terminals, to increase
action potentials firing and generate spontaneB$&Ck. These findings are in line with
previous studies in hippocampus which have repatitdrential suppression of GABA
release from distinct interneuron subpopulationgk(ilome et al., 2004, Neu et al., 2007,
Szabo et al., 2010). By analyzing the frequencyplande and kinetics of individual
sIPSCs, we found that muscarine selectively restduiPSCs with larger amplitude and
faster decay. (Figure 5.10G,H). This suggests thascarine may inhibit dendritic

inhibition and meanwhile enhance somatic inhibition
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Figure 5.10 Differential Suppression of IPSCsby mAChRs.

A,B. Paired recording from a INPN. Ten superimposed sweeps (grey) are
shown for the PN with the averaged response inkblisttscarine suppressed
the IPSC evoked by the presynaptic IN but increase8Cs in the PN.

C. Averaged suppression of the evoked IPSC in 8ected cell pairs.

D. Firing pattern of the IN shown in A & B, indigag that it is a regular firing
IN.

E. Evoked monosynaptic IPSCs are inhibited ~50% bgaarine.

F. IPSC suppression by muscarine is blocked by AFI®BX a selective M2R
antagonist.

G,H. Cumulative fraction plots show that the IPS(s larger (D.) and faster
(E.) in the presence of muscarine.
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5.3.7 Muscatrine facilitates LTP induction in the BL

We have demonstrated that muscarine makes BL PNg mezeptive to the
external glutamatergic inputs arriving at gammajdiency band and meanwhile inhibits
GABAergic inhibition. We therefore hypothesizedtthg doing this muscarine facilitates
LTP induction in the BL. LTP was successfully indddy high frequency stimulation of
external capsule. (Figure 5.11A, black traces)the presence of atropine LTP was
blocked (Figure 5.11A, red traces), suggesting titiait ACh or released ACh caused by
high frequency stimulation is required for LTP ietlon in the BL. Furthermore,
muscarine bath applied only during the period oPLiduction significantly facilitated
LTP comparing to control (Figure 5.11A, blue trgcds all cases, paired pulse ratio of
EPSCs after LTP remained the same as in baseligeir@5.11B), indicating that

induced LTP was due to postsynaptic modification.
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Figure5.11 MuscarinefacilitatesL TP induction in the BL.

A. A high frequency stimulus train (shown by theoar) produces LTP (black
triangles; n=5). Application of atropine (5 uM) thg the LTP-inducing train
blocked LTP (red circles; n=5). In the presencenofscarine during the LTP-
inducing train potentiated LTP (blue squares; n=%)aveforms are
representative EPSCs at the indicated time points.

B. In all cases, paired pulse ratio of EPSCs affé? remained the same as in
baseline. Waveforms are representative EPSCs atdluated time points.
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5.4DISCUSSION

In the present study, we demonstrated that muscatppresses external but not
recurrent glutamatergic transmission to the BL ifreqjuency dependent manner and
attenuates feedforward inhibition and local GABAerggansmission, thereby facilitates
LTP induction in BL PNs. mAChRs modulate glutamgiteineurotransmission in the BL

in a manner markedly different from that in cortexhippocampus.

MAChR-mediated inhibition of glutamatergic transsios from external capsule
pathway observed in this study is consistent wittvipus findings (Yajeya et al., 2000).
In addition, we found that there was noticeableiamlity in its effect between
experiments, which could be caused by several Ipesseasons. External capsule
contains axonal bundles from many different bragaa. Therefore electrical stimulation
of external capsule could activate axonal fibengioated from projection neurons in
multiple cortical regions. The particular axonsiatied could vary between experiments.
Thus, the incomplete inhibition by muscarine andialality in its effect between
experiments could be caused by the differentialresgion of mMAChRs (Muller et al.,
2013) at distinct cortical inputs. Functional drffaces between BL PNs have been
reported previously. Fear neurons and extinctiomrares are activated during high and
low fear state, respectively (Herry et al.,, 200&ni® et al., 2014). They receive
differential inputs from the ventral hippocampusl gmelimbic cortex respectively (Herry
et al., 2008, Senn et al., 2014). Therefore, dfiees between BL PNs could also
contribute to the variability of muscarinic effect§ this is the case, it would be
interesting to test whether cholinergic transmissiocould differentially modulate

contextual conditioning and extinction. The varidpicould also be due to variations
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between experimental animals. For example, vanataf fear extinction ability between
experimental animals have been found (Wilson et28l13). It is possible that there are

distinguishable differences of mMAChRs expressiorllbetween animals.

Optogenetics which has been extensively utilizedumerous literatures makes
investigation of synaptic transmission from sgeclirain regions possible(Tye and
Deisseroth, 2012). By using this technique we fodhndt muscarine only inhibited
midline thalamus inputs by about 50%, while mPF@uis were almost completely
suppressed. This evidence supports the idea thalinelgic transmission could
modulates glutamatergic inputs to BL in a pathwpgcdfic manner. Both the midline
thalamic nuclei (Turner and Herkenham, 1991, Verg6) and mPFC (McDonald,
1998) provide robust inputs to the BL, but littlermne to the LA. Midline thalamus is
critical for regulating fear learning by signalingexpected aversive events (McNally et
al., 2011), whereas mPFC mediates fear extinctibye(s and Davis, 2007, Herry et al.,
2010). One can imagine that when the BL has higliirérgic tone, such as during fear
learning, midline thalamic inputs would be facilé@d if they arriving in theta or gamma
frequency band, whereas mPFC projections wouldhioe aff due to potent muscarinic
inhibition. In this way, information flows can beardinated depending upon the brain

states.

Several subtypes of mMAChRs are expressed in theirRlyding M1 and M2
receptors (McDonald and Mascagni, 2010, 2011, Mwteal., 2013). In this study, we
found that both M1 and M3 receptors were involved inhibition of external
glutamatergic inputs by muscarine. M1 and M3 remeptould be expressed on same

axonal terminals or could be on separate axonalitals originated from distinct brain
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regions. The latter is favored by the fact that Imel thalamic pathway was solely
mediated by M1 receptors. Anatomical studies fotlvad M1 receptors are located only
on subpopulations of both dendritic spines and tataiy and inhibitory terminals

(Muller et al., 2013). Electron microscope stud@smonstrated that many M1R+
terminals formed asymmetrical synapses onto BL Bises and cholinergic terminals
were often observed to be adjacent to M1R+ terrmiaad spines (Muller et al., 2013).
These anatomical findings suggest that there maydifferential mAChR subtypes

regulation of glutamatergic transmission from difet brain regions, which is consistent

with the results in the present study.

Muscarinic inhibition of external glutamatergic uip to the BL seemed
contradict to the fact that facilitation of fearateing and consolidation by mAChRs
activation in the BL (Power et al.,, 2003b). However propose that glutamatergic
inputs arriving at theta or gamma frequencies wdddstrengthened during periods of
high cholinergic tone, whereas weak or asynchrormsigeals would be suppressed.
While muscarine inhibited external inputs to BL PiNging a single or low frequency
stimuli, it increased the reliability of excitatotyansmission at these synapses by
preserving transmitter vesicles during a stimultant This effect was greatest at
stimulus frequencies in the gamma band (30-90 Hh)s could protect the BL from
asynchronous noises, while increasing the resptinselevant information. We suggest
that when mAChRs are activated, neuronal ensentid¢®scillate at gamma frequencies
would be more likely to communicate with the BL.iFImay contribute to the observed
increase in functional coupling between BL andeéargeurons during gamma oscillations

in vivo (Bauer et al., 2007a, Popescu et al., 20D@nse cholinergic innervation of the
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BL may be essential for its ability to bind spdyiaistributed information represented in
multiple brain regions. Decreased cholinergic tamé\lzheimer’'s disease may impair
information binding of BL and allows asynchronougnsils to trigger BL circuits to

cause emotional disturbances.

In contrast to inhibition of external glutamatergigputs, muscarine did not
suppress recurrent synaptic transmission, suggestmat during periods of high
cholinergic tone mAChRs would filter external inpuivhile leaving inputs from LA and
recurrent inputs from BL unchanged. This may seovimcrease the signal to noise ratio
for LA input to BL, allowing the LA PNs to more stigly influence BL PNs at
frequencies below gamma frequency band. In additiba preservation of recurrent
excitation within the BL during periods of high dimergic tone may be important in
establishing and extending neuronal ensemblesiongrgame information (Han et al.,
2007). These observations are very different froosé in other brain regions, such as
piriform cortex where mAChRs suppress recurrentitation and keep afferent input
unchanged (Hasselmo and Bower, 1992). The lack ACniR suppression of afferent
inputs to piriform cortex supports the role of thisgion in associative memory
(Hasselmo and Bower, 1992). In contrast, strondimbi@ic innervation of the BL may
be important in filtering external glutamatergipirns, thereby keeping the BL from weak

or asynchronous signals.

Muscarine suppressed elPSCs but increased sIP&@sefrcy and amplitude,
suggesting that mAChRs activation differentiallypsgtesses GABA release from
interneuron subpopulations. This may allow mAChRBsrégulate distinct aspects of

network activity in the BL. For example, suppressid GABA release from dendritically
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projecting interneurons could contribute to mustarregulation of synaptic plasticity.
Muscarine increased the number of sIPSCs with taag®litude and faster decay. These
sIPSCs very likely came from perisomatic projectingerneurons, which might be
depolarized by application of muscarine. M1 and M2eptors are located in both
perisomatic and dendritic inhibitory terminals (Néulet al., 2013), suggesting that both
perisomatic and dendritic projecting terminals dolde suppressed by muscarine.
However, since perisomatic projecting basket catks mainly fast firing interneurons,
MAChRSs at their inhibitory terminals may make GAB#lease more reliable during high
frequency firing, as observed at glutamatergic beats. This could explain why the
sIPSCs with large amplitude and fast kinetics weod suppressed by muscarine.
Suppression of dendritic inhibition could facilgat TP induction, while enhancement of

perisomatic inhibition promotes oscillation and hoates outputs from BL PNs.

Frequency dependent modulation of external glutargat inputs and
disinhibition of feedforward and dendritic GABAecginhibition by muscarine may be
responsible for facilitation of LTP induction inglBL by mAChRs activation, shown in
the present study. This agrees with previous ssudior example, application of
scopolamine in medial and lateral amygdala block&® induced by high frequency
stimulation (Watanabe et al., 1995). Substantiaence from other brain regions
supports the ability of mAChRs to regulate LTP.the hippocampus, activation of
MAChRs by muscarinic agonists or released ACh erdmar TP evoked by tetanic
stimulation (Burgard and Sarvey, 1990, Maeda etl8P3, Ovsepian et al., 2004, Shinoe

et al., 2005) and also facilitates spike timing elegent plasticity (STDP) (Seol et al.,
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2007, Sugisaki et al., 2011). mAChRs activatioro diswers the threshold for LTP

induction (Ovsepian et al., 2004).

Taken together, we demonstrated how mAChRs aativatould protect the BL
from weak or asynchronous signals while enhancing tesponse to meaningful
information in distinct afferent pathways. The #@hibf mMAChRs to filter out or select
vital information and facilitates LTP may be key tioe development of improved

therapies for Alzheimer’s disease, drug addictamxiety disorders and schizophrenia.
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CHAPTERG

GENERAL DISCUSSION

6.1.FINDINGS OF THE STUDY

1. Muscarine preferentially depolarizes PV+ FF rinégirons but not SOM+ or RF

interneurons in the BL through activation of M3eptors.

2. Muscarine generates rhythmic synchronized itibibiat theta frequency band across
BL PNs by selectively recruiting PV+ FF internewsorThis inhibition is able to
synchronize BL PNs firing which may be responsiblegeneration of theta oscillations

in the BL. The synchrony among far apart but nga@eht BL PNs requires gap junction.

3. Muscarine suppresses external inputs to the Bk i a frequency dependent and
pathway specific manner, while it enhances recasgnaptic transmission in the BL and
from LA. Muscarine also inhibits both feedforwarddalocal GABAergic inhibition in

the BL. Due to these effects muscarine facilitaleBP induction in the BL.
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Figure 6.1 Mechanism of regulation of BL neuronal oscillation and LTP by
mAChRs activation
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6.2 COMPARISONS OF MUSCARINIC MODULATION IN THE AMYGDALAAND IN

OTHER BRAIN REGIONS

Cholinergic signaling modulates the BL of amygdalaa way that is strikingly
different from other brain structures. In the BI\4PFF interneurons are depolarized by
muscarine to generate synchronized inhibition acBisPNs, while in the cortex, SOM+
and RF interneurons are preferentially excited #QmRs agonists (Kawaguchi, 1997).
Since different types of interneurons perform distifunctions, cholinergic transmission
may modulate these two brain areas differently. &M@y, same types of interneurons in
these two brain structures seem to share samecpngepatterns and may have same
functions in the local circuits (Muller et al., Z802007a). SOM+ and RF interneurons
which project to the distal dendrites and spinepysémidal cells may regulate receiving
information inputs, while PV+ FF interneurons sys@mon to somas may modulate
information output. Therefore, in the cortex, cheligic modulation of interneurons may
play a role in sharpening sensory information pgneg from the thalamus (Hasselmo
and Sarter, 2011). This is in line with extensivehdwvioral evidence that cholinergic
signaling in the cortex mediates bottom up regotat(Hasselmo and Sarter, 2011).
Cholinergic modulation of glutamatergic transmissio the BL is opposite to that in the
cortex and hippocampus. In the BL amygdala, actwadf mAChRs suppresses external
inputs but keeps recurrent glutamatergic transomisgitact, whereas in the cortex and
hippocampus, cholinergic signaling inhibits intdrrgdutamatergic transmission and
enhances afferent inputs (Giocomo and Hasselmoy)20rhis difference could be
explained by functional differences between the goaja and the cortex and

hippocampus. The cortex needs to constantly reaankeprocess information the body
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senses from the thalamus. By suppressing interhatrgatergic interactions and
enhancing thalamic glutamatergic transmission,inkajic signaling in the cortex makes
the cortical pyramidal cells well tuned to specsgtanuli and increases signal noise ratio
(Giocomo and Hasselmo, 2007). In contrast, the aalggis specialized in emotional
processing, which ignores spontaneous, emotiommadievant information. By inhibition
of asynchronous, spontaneous external inputs t8theholinergic transmission protects
the amygdala from being persistently disturbed. e\mv, when emotionally relevant
information coming in at theta or gamma frequenandy cholinergic signaling makes
the synaptic transmission more reliable. Enhancéndn recurrent glutamatergic
transmission would further amplify incoming emotrsignals. In short, in the cortex
and hippocampus, cholinergic signaling may act gaia modulator, while it functions

like a high pass filter in the amygdala.

6.3FUNCTIONAL RELEVANCE OF NEURONAL OSCILLATIONS IN THEBL

Much evidence has pointed to neuronal oscillatesma mechanism for mediating
interactions among functionally related neuronaseenbles in distributed brain areas
(Freeman, 1978, Gray et al., 1989, Singer, 199%s#&ki, 2005, Fries, 2009, Colgin,
2013). However, it is still unknown that how thebeain state related neuronal
oscillations are generated and how they are synced between brain circuits. In this
project, we provided a potential mechanism of gati@n theta oscillations in the BL.
Two models of generation of neuronal oscillatiopgramidal-interneuron gamma
(PING) and interneuron-pyramidal gamma (ING), hawen proposed as potential
mechanisms of origination of neuronal oscillatignhittington et al., 2000, Whittington

and Traub, 2003, Tiesinga and Sejnowski, 2009). G°Ikhodel suggests that
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synchronized projection from pyramidal cells toemmeurons drives rhythmic inhibition
and thereby generates neuronal oscillation (Tiesigugd Sejnowski, 2009). In contrast,
ING model is proposed that synchronized internesifinmg drives neuronal oscillation
(Whittington et al., 2000). In other words, accoglito PING model the origin of
synchrony is from synchronized pyramidal cellsnigyi while oscillations of ING model
are initiated directly by interneurons. Cholineadig induced oscillations in hippocampal
slices are thought to be a PING mechanism (Fisalah.,e1998). In the BL, we found
that muscarine-induced synchrony is based on INGhar@sm. We do not exclude the
possibility that PING mechanism is also involvedvimo. Why neuronal firing needs to
be synchronized and what the functional relevarfa€?d/Nhen a set of synaptic inputs
arrive to their targets at approximately the saime tquantified the timing precision of
the input spikes, they form a volley (Tiesinga ket 2008). When glutamatergic inputs
arrive in volleys, they become much more effectegpecially when their timing
precision is high (Azouz and Gray, 2000). Couplb@ween brain circuits can promote
their communications. For example, if the inpute/als arrive at the peaks of the
oscillations in the target area, they would be miikdly cause the target neurons to fire
and form LTP. Otherwise, target neurons would espond to the stimuli. How do two
spatially distributed neural circuits get synchema? The answer is not clear. However,
here we proposed some potential mechanisms ofytidhony between brain structures.
In order to be synchronized, two neural circuitsstnbe interconnected or indirectly
connected via a third brain area. If two neuraktuwis are directly interconnected,
oscillation generated in one circuit would drive thscillation in the other. In this case,

muscarine-induced neuronal oscillation in the BLuldobe able to drive downstream
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circuits activities to be synchronized at similaequency. In line with this, during
adaptive learning, synchronization was observeddsst BLA and striatum (Popescu et
al., 2009). More importantly, the synchrony wasven by neuronal oscillations in the
BLA (Popescu et al., 2009). The other way of getiregasynchrony between two brain
areas may be through mediating by a third brainctire. For example, amygdala is
interconnected with multiple brain areas so thas itvell suited to act as a mediator.
Amygdala could send projections to PV interneuromboth mPFC and hippocampus.
By activating the PV interneurons in both areathatsame time would be able to make
pyramidal cells in mPFC and hippocampus be synchedn Indeed, during fear
conditioning, fear retrieval, extinction and extioa retrieval, synchrony was found
between these three brain structures (Seidenbetredr, 2003, Narayanan et al., 2007,

Szinyei et al., 2007, Sangha et al., 2009, Papdanel, 2010).

6.4 POTENTIAL SIGNIFICANCE OFPV+ FFINTERNEURONS IN THEBL

In this project, we have shown that a single or BWFF interneurons were able
to phase a group of BL PNs. We speculated that gaxttionally specialized neuronal
ensemble may be innervated by a single or smailvarét of PV FF interneurons.
Controlling a single PV FF interneuron would be eyvefficient way to manipulate a
neuronal ensemble activity. Simply phase resettiveggneurons in an ensemble would
facilitate their output without increasing theirririg rate. If that is the case, the

information about the connectivity of individual RMerneurons would be very valuable.

128



6.5FUTURE DIRECTIONS

1. Both mAChRs and nAChRs utilize ACh as the endogs agonist. Cholinergic
signaling acts on both types of receptors. Theeefowould be important to know the
role of nAChRs in cholinergic modulation of amygaafunction. Without this

information we would not be able to predict whatlaergic transmission really does in

the amygdala in vivo.

2. In addition to cholinergic projections, the Haeaebrain also sends GABAergic
axons to the amygdala. It would be interestingriovk how these two projections work

together in modulation of amygdala function.

3. Information about cholinergic neurons activitynda fluctuation of ACh
concentration during fear conditioning and extimetiwould be valuable to predict the

role of ACh in the amygdala function.

4, Studies on variability on individual BL PNs aadimals would provide critical

information about etiology of anxiety disorders.
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