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#### Abstract

Computer vision is full of problems that are elegantly expressed in terms of mathematical optimization, or energy minimization. This is particularly true of "low-level" inference problems such as cleaning up noisy signals, clustering and classifying data, or estimating 3D points from images. Energies let us state each problem as a clear, precise objective function. Minimizing the correct energy would, hypothetically, yield a good solution to the corresponding problem. Unfortunately, even for low-level problems we are confronted by energies that are computationally hard-often NP-hard-to minimize. As a consequence, a rather large portion of computer vision research is dedicated to proposing better energies and better algorithms for energies. This dissertation presents work along the same line, specifically new energies and algorithms based on graph cuts.

We present three distinct contributions. First we consider biomedical segmentation where the object of interest comprises multiple distinct regions of uncertain shape (e.g. blood vessels, airways, bone tissue). We show that this common yet difficult scenario can be modeled as an energy over multiple interacting surfaces, and can be globally optimized by a single graph cut. Second, we introduce multi-label energies with label costs and provide algorithms to minimize them. We show how label costs are useful for clustering and robust estimation problems in vision. Third, we characterize a class of energies with hierarchical costs and propose a novel hierarchical fusion algorithm with improved approximation guarantees. Hierarchical costs are natural for modeling an array of difficult problems, e.g. segmentation with hierarchical context, simultaneous estimation of motions and homographies, or detecting hierarchies of patterns.


Keywords: Energy minimization, graph cuts, discrete optimization, metric labeling, minimum description length, segmentation, biomedical imaging, robust estimation, multi-view reconstruction.
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## Chapter 1

## Energy Minimization in Vision

Broadly speaking, this dissertation is about energy minimization in computer vision. In computer vision an energy is simply a mathematical objective function that we wish to extremize. For example, the energy $E(x)=(x-5)^{2}+(x-3)^{2}$ has a minimum value of 2 at $x^{*}=4$. The specific use of the word 'energy' suggests an objective function that has its origins in statistical physics-typically an unconstrained objective function where variables 'interact'-but this connotation is not essential to our work. Rather, the important thing to understand is that a huge number of problems in vision are inference problems where the most likely explanation for the data can be found by minimizing a corresponding energy. For example, if we assume 5 and 3 are samples from a normal distribution, then the $x^{*}$ that minimizes $E(x)$ is a maximum-likelihood estimate of the distribution's mean parameter.

Of course, the inference problems in vision tend to be very complex and involve hundreds or even millions of inter-dependent variables. Some energies precisely model the desired inference problem, while others are merely a coarse approximation. Some energies are easy to optimize (e.g. convex functions) while others are known to be NP-hard. Once an accurate energy and a satisfying algorithm are both available, the associated inference problem is essentially solved. Researchers can then either improve the model or move on to other, more difficult problems.

Many of the most important developments in computer vision began with a proposal for a better energy, a better algorithm for an energy, or a combination of both. Good examples are $[110,132,24,83]$. This dissertation is a small contribution in the same vein: we describe new energies that have useful interpretations, along with algorithms that are both effective in theory and fast in practice. We specifically focus on discrete labeling problems of the kind described in the following section.

### 1.1 Labeling Problems

A labeling problem is, roughly speaking, the task of assigning an explanatory 'label' to each element in a set of observations. Many classical clustering problems are also labeling problems because each data point is assigned a cluster label. To describe a labeling problem one needs a set of observations (the data) and a set of possible explanations (the labels). A discrete


Figure 1.1: Example labeling problems. Given some input data, the goal is to assign an explanatory label to each input element. For example, if the data are 2D points then we may wish to classify them according to geometric models (points belonging to the same line). If the data comes partially-labeled, we can infer the remaining labels as in semi-supervised learning. (yinyang from [42], horse from [76].)
labeling problem associates one discrete variable with each datum, and the goal is to find the best overall assignment to these variables (a 'labeling') according to some criteria. In computer vision, the observations can be things like pixels in an image, salient points within an image, depth measurements from a range-scanner, or intensity measurements from CT/MRI. The labels are typically either semantic (car, pedestrian, street) or related to scene geometry (depth, orientation, shape, texture). Figure 1.1 depicts a few such possibilities.

We use the following notation for labeling problems throughout the dissertation. The set $\mathcal{P}$ indexes the observations, and the label set $\mathcal{L}$ indexes the explanations. The set of discrete variables is $\left\{f_{p}\right\}_{p \in \mathcal{P}}$ where each $f_{p}$ is allowed to take one value from the set $\mathcal{L}$. A discrete labeling is the complete map $f: \mathcal{P} \rightarrow \mathcal{L}$ that assigns to each element $p \in \mathcal{P}$ a corresponding label $f_{p}$. For example, if $\mathcal{P}=\{p, q\}$ and $\mathcal{L}=\left\{\ell_{1}, \ell_{2}, \ell_{3}\right\}$, then labeling $f=\left(\ell_{3}, \ell_{1}\right)$ says that $f_{p}=\ell_{3}$ and $f_{q}=\ell_{1}$. If we instead let $\mathcal{P}$ index the pixels of a $100 \times 100$ image and there are two labels $\mathcal{L}=\{$ object, background $\}$, then this is a standard "binary segmentation" scenario with $2^{10,000}$ possible labelings. In general we have $|\mathcal{L}|^{|\mathcal{P}|}$ possible labelings (configurations of $f$ ), and we prefer one labeling over another based on some application-specific criteria.

Data-driven criteria In computer vision we try to make sense of the input data. This means that every labeling problem must be formulated so that the data influences the outcome. For example, if our $100 \times 100$ image is an X-ray and a particular pixel $p \in \mathcal{P}$ is brightly coloured, then our labeling problem should prefer a labeling with $f_{p}=$ bone over one with $f_{p}=t i s s u e$. If the image were of an outdoor scene instead, then we would expect blue pixels to prefer labels like sky or water and green pixels to prefer labels like grass or leaves. This is the most rudimentary kind of data-driven criterion possible, where each discrete variable $f_{p}$ derives its preferences based solely on the data at observation $p$. By now it is common to derive these preferences from machine-learning techniques, but the output is fundamentally the same.


Figure 1.2: Suppose we want to isolate a bright object on a dark background. The simplest approach is to choose a labeling based on data-driven pixel preferences, i.e. bright pixels choose object, dark pixels choose background. However, the resulting contour will often be complex and noisy (left). When we know a priori that the object's shape should have a smooth, 'blobby' contour (cars, people, buildings) then we should prefer a labeling that satisfies this assumption (right). Each pixel in a smooth labeling is highly correlated with its nearest neighbours in the spatial grid, e.g. the magnified regions contain 15 transitions versus only 5 transitions.

Regularization criteria Some labelings are more likely to be correct a priori. When we explicitly prefer some kinds of labelings over others, irrespective of the data, these criteria are called regularizers. The most prominent example in computer vision is a preference for spatially coherent labelings. The idea is that, for most computer vision problems, coherent ("smooth") labelings are much more likely to be a correct explanation of the data than are incoherent ("noisy") labelings. For example, consider the binary image labelings below.


We know from experience that objects in photographs and in medical data correspond to coherent labelings more often than not; the truth of this claim varies from application to application, but in computer vision it has become a rule of thumb. It holds true because data in computer vision tends to be highly correlated in space. For example if $p, q \in \mathcal{P}$ are adjacent pixels in an X-ray image then one can expect $f_{p}=$ bone $\Leftrightarrow f_{q}=$ bone with high probability, regardless of the data. The same cannot be said if $p$ and $q$ are very far apart in the image, because such pixels are not directly correlated in practice. It turns out that such a priori assumptions, or priors, are very important-often crucial-in many vision applications [54, 103].

Figure 1.2 shows a real image and two possible binary segmentations. The noisy labeling is based on individual pixel preferences, whereas in the smooth labeling some pixels sacrificed their individual preference so that the spatial coherence criterion is better satisfied. The

partially-labeled data

computed neighbours $\mathcal{N}$

optimal clustering

Figure 1.3: Given a set of points, some of which are labeled, semi-supervised learning asks us to choose the most probable label for each unlabeled point. Above we see 4 pre-labeled points ( 2 white, 2 black). To cluster the points, Blum \& Chawla [17] compute a neighbour graph (e.g. nearest-neighbour, Delaunay triangulation) and then find a labeling that is smooth with respect to that connectivity. In other words, constrained clustering problems can be solved using the same criterion as for image segmentation [42].
close-up of the pixel grid also suggests a way to make the notion of smoothness more precise: smoothness implies fewer label transitions between neighbouring variables. This characterization of smoothness is standard in computer vision and we formalize it in the next section. Figure 1.3 explains how this same smoothness criterion can be used in semi-supervised learning [17, 140, 167]-an important labeling problem that, on the surface, seems entirely different from segmentation [42].

### 1.2 Labeling Problems as Energy Minimization

We now express some standard data-driven and regularization criteria as concrete energy terms. An energy term is an expression, dependent on labeling $f$, that is added linearly in the energy. Breaking an energy into terms means expressing it in the form

$$
E(f)=\operatorname{term} 1(f)+\operatorname{term} 2(f)+\ldots
$$

Each energy term basically votes on how much it likes labeling $f$ or some subset of its variables. If a particular term evaluates to a small numerical value, then this means $f$ reasonably satisfies the corresponding criterion. Minimizing $E(f)$ thus finds a compromise among all the labeling criteria in the energy.

For example, suppose we have $\mathcal{P}=\{p, q, r\}$ and two possible labels $\mathcal{L}=\left\{\ell_{1}, \ell_{2}\right\}$. If we say $D_{p}(\ell)$ is the cost of assigning $f_{p}=\ell$ based on the data, then we insert expression $D_{p}\left(f_{p}\right)$ as a term in the energy. Assume our energy contains only the data terms shown below, where the table gives individual assignment costs based on the data.

$$
E(f)=D_{p}\left(f_{p}\right)+D_{q}\left(f_{q}\right)+D_{r}\left(f_{r}\right)
$$

| $\searrow p$ |  | $q$ | $r$ |
| :---: | :---: | :---: | :---: |
| $\ell_{1}$ | 0 | 6 | 0 |
| $\ell_{2}$ | 10 | 5 | 5 |

The minimum value for this binary energy is achieved at $f^{*}=\left(\ell_{1}, \ell_{2}, \ell_{1}\right)$ with $E\left(f^{*}\right)=$ 5. Clearly such an energy is trivial to minimize in $\Theta(|\mathcal{P} \| \mathcal{L}|)$ time since each term $D_{p}\left(f_{p}\right)$
can be minimized independently. (Minimizing such an energy is equivalent to "thresholding" techniques from the early days of image processing.)

Now suppose we wish to incorporate the prior knowledge that some of the observations are directly correlated with each other; specifically we want $p$ correlated with $q$ and $q$ correlated with $r$. We can incorporate this 'coupling' of variables by adding energy terms that explicitly encourage $f_{p}=f_{q}$ and $f_{q}=f_{r}$. We refer to these as smooth terms and denote them by $V$.

$$
E(f)=D_{p}\left(f_{p}\right)+D_{q}\left(f_{q}\right)+D_{r}\left(f_{r}\right)+V\left(f_{p}, f_{q}\right)+V\left(f_{q}, f_{r}\right)
$$

In the simplest case we use the delta function $V\left(\ell, \ell^{\prime}\right)=\delta\left(\ell \neq \ell^{\prime}\right)$ where $\delta$ is 1 if its condition is true, and 0 otherwise. The old optimum of $f=\left(\ell_{1}, \ell_{2}, \ell_{1}\right)$ now evaluates to $E(f)=7$, whereas the new optimum $f^{*}=\left(\ell_{1}, \ell_{1}, \ell_{1}\right)$ evaluates to $E\left(f^{*}\right)=6$. The smooth terms encouraged the labeling to be coherent (consistent) so that fluctuations caused by noisy data costs are smoothed out. Note that the the optimal label assignments can no longer be solved independently, and must somehow be minimized jointly. It is not entirely obvious how to minimize such energies in general. For problems with thousands of inter-dependent variables we will need fast, specialized algorithms to compute $f^{*}$, or at least an approximation thereof.

Let $\mathcal{N}$ denote the pairs of observations we know a priori to be correlated, for example in our 3-variable problem we used $\mathcal{N}=\{\{p, q\},\{q, r\}\}$. We refer to $\mathcal{N}$ as the neighbour set throughout. Common neighbour sets in vision are depicted as graph edges below.

4-connected grid


8-connected grid

non-uniform, distance-based


Further assume that each unordered pair $p q \in \mathcal{N}$ interacts using its own smooth term where, for example, $V_{p q}$ might be a different strength than $V_{q r}$. We can write this class of energies as

$$
\begin{equation*}
E(f)=\sum_{p \in \mathcal{P}} D_{p}\left(f_{p}\right)+\sum_{p q \in \mathcal{N}} V_{p q}\left(f_{p}, f_{q}\right) . \tag{1.1}
\end{equation*}
$$

In the last decades, energies of the form (1.1) have proven indispensable for many problems in computer vision. They were first proposed for inference problems associated with Markov random fields (MRFs), a powerful class of statistical models in physics and pattern recognition [54, 103]. Despite the modeling power of MRFs, they saw limited use in computer vision until practical algorithms were finally introduced much later [23, 24].

As of this writing, energy (1.1) is the starting point for dozens of specialized formulations in vision [159, 80], machine learning [17], and even bioinformatics [161, 149, 131]. Minimizing (1.1) is known as the MAP-MRF problem [103, 158], owing to its statistical interpretation and ubiquity. This dissertation proposes useful generalizations of (1.1). For example, Chapter 4 introduces energies of the form

$$
\begin{equation*}
E(f)=\sum_{p \in \mathcal{P}} D_{p}\left(f_{p}\right)+\sum_{p q \in \mathcal{N}} V_{p q}\left(f_{p}, f_{q}\right)+|\mathcal{L}(f)| \tag{1.2}
\end{equation*}
$$

where $\mathcal{L}(f) \subseteq \mathcal{L}$ is the set of labels used by $f$. That is, we penalize the number of unique labels appearing in the solution. We also provide effective algorithms to minimize a more general class of energies, of which (1.2) is a special case.

### 1.3 Energy Minimization: Algorithms and Special Cases

Some energy minimization problems can be solved in polynomial-time, whereas many are known to be NP-complete or NP-hard and must be approximated (at best). Energy (1.1) is NP-hard to minimize in general [24] but there are many special cases to consider, some permitting specialized algorithms that run in polynomial time. We noted that energies of the form $E(f)=\sum_{p \in \mathcal{P}} D_{p}\left(f_{p}\right)$ are trivial to minimize in $\Theta(|\mathcal{P}||\mathcal{L}|)$ time. As one considers energies of increasing generality, the array of corresponding algorithms grows more diverse and sophisticated. Chapter 2 reviews algorithms relevant to this dissertation, but it helps to understand the situation more broadly. Here we give a high-level overview of important special cases of (1.1), their difficulty, and some applicable minimization techniques. There are two main factors to consider: structural restrictions (special neighbour sets $\mathcal{N}$ ), or functional restrictions (special cost functions $D_{p}$ and $V_{p q}$. We review the some basic and well-known examples of each kind.

### 1.3.1 Tree-structured neighbour sets

A simple but useful structural restriction is a neighbour set $\mathcal{N}$ that defines an acyclic graph, i.e. $\mathcal{N}$ defines a chain, a tree, or a forest structure.





Any energy of the form (1.1) with no cycles can be minimized in $\Theta\left(|\mathcal{P}||\mathcal{L}|^{2}\right)$ time via $d y$ namic programming (DP) [12, 28] or, equivalently, message-passing algorithms [115, 162]. A 4-connected grid graph clearly has cycles, so image segmentation does not fall within this special case, but there are many tree-structured inference problems in computer vision [53, 44, 150] and in inference more broadly such as hidden Markov models (HMMs) [120] and graphical models [74].

The reason dynamic programming works in this case is because we can express a minimum of $E(f)$ recursively so as to take advantage of overlapping subproblems. The simplest case is a chain, where we can order the variables as $f_{0}, \ldots, f_{n}$ so that $\mathcal{N}=\{(p-1, p)\}_{p=1}^{n}$. Now, consider those terms of $E$ involving only variables $f_{p}, \ldots, f_{n}$; we let $E[p, \ell]$ be the minimal possible sum of those terms when we force $f_{p}=\ell$. Clearly $E[\ell, n]=D_{n}(\ell)$ and, because $\mathcal{N}$ forms a chain, for any $p<n$ the value $E[p, \ell]$ can be expressed recursively as

$$
\begin{equation*}
E[p, \ell]=D_{p}(\ell)+\min _{\ell^{\prime}}\left(V_{p, p+1}\left(\ell, \ell^{\prime}\right)+E\left[p+1, \ell^{\prime}\right]\right) \tag{1.3}
\end{equation*}
$$



Figure 1.4: A 3-label energy of the form (1.1). $D_{p}(\cdot)$ is defined by the table at left, and $V\left(\ell, \ell^{\prime}\right)$ penalizes any $\ell \neq \ell^{\prime}$ by cost 1 . If we order the four variables from left to right, dynamic programming (DP) will compute columns $E[\cdot, p]$ from right-to-left (center). For arbitrary root $r$ DP will compute, for example, columns $E[\cdot, p]$ at right. A red arrow $\left[q, \ell^{\prime}\right] \rightarrow[p, \ell]$ indicates that $E\left[q, \ell^{\prime}\right]$ was directly used to compute $E[p, \ell]$ within (1.3) and (1.4).

The optimal energy is then $E\left(f^{*}\right)=\min _{\ell} E[0, \ell]$ and can be found by tabulating $E[p, \ell]$, starting at $p=n$ and applying (1.3) to work backwards. Figure 1.4 (center) shows a numerical example of dynamic programming on a chain-structured neighbour set $\mathcal{N}$.

Dynamic programming extends easily from chains to trees. Simply designate an arbitrary node to be the root $r \in \mathcal{P}$ and, for each node $p \in \mathcal{P}$, let $\mathcal{I}(p)$ denote its children with respect to that rooted tree. We now let $E[p, \ell]$ be the minimal possible sum of all energy terms involving only descendants of $p$ when we force $f_{p}=\ell$. We can then write $E[p, \ell]$ more generally as

$$
\begin{equation*}
E[p, \ell]=D_{p}(\ell)+\sum_{q \in \mathcal{I}(p)}\left(\min _{\ell^{\prime}} V_{p, q}\left(\ell, \ell^{\prime}\right)+E\left[q, \ell^{\prime}\right]\right) . \tag{1.4}
\end{equation*}
$$

The optimal energy is now $E\left(f^{*}\right)=\min _{\ell} E[r, \ell]$ and can be found by tabulating $E[p, \ell]$, starting at the leaves of the tree and applying (1.4) as needed to work from the 'furthest' nodes inwards to the root. Figure 1.4 (right) repeats our numerical example for what is essentially a tree (root $r$ has degree $>1$ ). Notice that in both cases the optimal value is $E\left(f^{*}\right)=3$ and we can recover labeling $f^{*}=\left(\ell_{2}, \ell_{3}, \ell_{3}, \ell_{3}\right)$ by simply remembering the red arrows when computing each $E[p, \ell]$ and tracing back our steps.

A cycle in the neighbour set means that such recursive expressions cannot work-a cycle creates a dependency that cannot be 'unwrapped' symbolically. Recently it was shown that neighbour sets defining outer-planar graphs can also be minimized efficiently [11]. Outerplanar graphs include trees as a special case, but they are still very far from general graphs; for example, the 4 -connected grid is a basic planar graph used in many vision problems, but it is not outer-planar.

### 1.3.2 Binary energies with coherence

We describe a special case of energy (1.1) that has, in the last decade, exploded in popularity. If the energy is binary $(|\mathcal{L}|=2$ ), and the smoothness terms encourage coherence (as opposed to explicitly discouraging it), then the energy can be minimized in polynomial time. We can see what this means, visually, by contrasting the characteristics of the two labelings below.
can explicitly encourage this

cannot explicitly encourage this


In other words, if we want to solve the problem in polynomial time, we can encourage smooth labelings, we can be indifferent to smoothness $(\mathcal{N}=\{ \})$, but we cannot actively discourage smoothness. In terms of our energy (1.1), encouraging coherence means each $V_{p q}\left(f_{p}, f_{q}\right)$ term should assign lower cost to configurations with $f_{p}=f_{q}$ than to configurations with $f_{p} \neq f_{q}$. Encouraging incoherent labelings, i.e. preferring $f_{p} \neq f_{q}$, makes minimization NP-hard! The precise mathematical property that makes the former problems tractable is called submodularity, and is reviewed in Chapter 2.

This special case was first studied in combinatorial optimization [116, 32], in image restoration [62], and was finally popularized in computer vision through the early works of Boykov et al. $[19,20,21,22]$. Note that cycles in $\mathcal{N}$ are permitted in this special case. By constraining $V_{p q}$ we gain flexibility in $\mathcal{N}$ while still minimizing the energy in polynomial time. So how is this minimization carried out in practice? We obviously cannot use dynamic programming, so what is the algorithm? It turns out that this class of binary energies can be reformulated as a standard s-t minimum cut problem for which efficient algorithms have long existed [47, 41, 58, 114] and are still being developed for problems in vision [22, 35, 135]. A wide array of energy-minimization techniques now use $s-t$ min-cut as the core subproblem; such techniques are referred to as graph cut methods. The algorithms in this dissertation are all based on graph cuts, and Chapter 2 reviews the relevant prior art in some detail.

### 1.3.3 Table of special cases and algorithms

Minimizing energy (1.1), also called the MAP-MRF problem, is known to be NP-hard to solve exactly [133, 24]. In fact, without any assumptions at all, MAP-MRF cannot be meaningfully approximated in polynomial time [1, 73]. The problem remains NP-hard to approximate within a constant factor for all but the most severe assumptions, such as $V$ being "metric" (Section 2.2.2) or that $|\mathcal{L}| \leq 3$; even in this case the problem remains max-SNP-hard [31]. Table 1.1 provides a high-level overview of a number of tractable special cases, as well as some approximation algorithms that can be applied in the general case. Note that exact optimization is not always necessary. In fact Szeliski et al. [139] observed that, for many applications, the energy value of the human-selected solution is often higher than the globally optimal solution to our energy! In other words, seeking a global optimum is not always worth the computational effort, especially if our energy does not accurately model the problem.

Note that Table 1.1 is about energy (1.1) only, and that many generalizations of this energy to "high-order terms" have been proposed, e.g. [159, 80, 38]. The known approximation ratios for minimizing such energies are typically worse than for the pairwise case [60] or in many cases not even understood.

Table 1.1: Some special cases of energy (1.1) that result in minimization problems of varying difficulty. This table is incomplete and is intended to give a sense for the kinds of special cases that may make minimization easier. Not all of the "approximate methods" are approximation algorithms in the strict sense, e.g. [115, 83, 85, 158] provide no a priori approximation bounds whatsoever.

|  | special case | algorithms | notes / applications |
| :---: | :---: | :---: | :---: |
|  | $\mathcal{N}$ acyclic graph | dyn. programming [28, 44], message passing [115, 90, 162] | template matching [53, 44], HMMs [120], stereo [150]; decomposition methods[157, 83] |
|  | $V$ submodular, $\|\mathcal{L}\|=2$ | graph cut [20, 87] | segmentation [20], machine learning [17], multi-view reconstruction [88, 154, 99], move-making algorithms[24] |
|  | $V$ convex | transform [71] + graph cut |  |
|  | $V$ permuted submodular | transform [127] + graph cut |  |
|  | $D$ convex, $V$ convex | parametric graph cut [65, 86] | denoising / image restoration |
|  | $D$ special, $\mathcal{N}$ planar | planar min-cut [108, 128] | $D$ single source/sink; shape matching, segmentation |
|  | $D=0, \mathcal{N}=$ planar, $\|\mathcal{L}\|=2$ | max-weight matching [129] |  |
|  | $\mathcal{N}$ perfect graph | transform [72, 48] + message passing |  |
|  | $\mathcal{N}$ outerplanar graph | junction tree [11] | decomposition methods[11] |
|  | $V$ metric | $\alpha$-expansion [24] and extensions [4], LP rounding [78], $r$ HST metrics [92] | approximation bounds; stereo, segmentation, modelfitting [70] |
|  | $V$ semi-metric | $\alpha \beta$-swap [24], $r$-HST metrics [92] | approximation bound [92] |
|  | $V$ truncated convex | range moves [151, 93] | approximation bound |
|  | $\|\mathcal{L}\|=2$ | QPBO [18, 85], QPBO-I [124], bipartite multi-cut [122] | approximation bound [122] $\propto \quad \log (\#$ non-submodular terms); QPBO gives partial labelings |
|  | arbitrary energy | mess. passing [115, 56, 142], decomposition methods [83] dual decomposition [89, 11], max-sum diffusion [158], local search [75], ... | NP-hard to approximate by constant factor [133, 1] |

### 1.4 Chapter Outlines

The remainder of this dissertation can be summarized as follows.
Chapter 2 reviews graph cut methods that are essential to the development of this dissertation. This includes the binary graph cut reduction, submodular functions, and the iterative move-making algorithms " $\alpha$-expansion" and " $\alpha \beta$-swap." The review of graph cuts and submodularity is essential to this entire dissertation, and the iterative algorithms are the heart of Chapters 4 and 5.

Chapter 3 presents a segmentation technique based on a special "multi-surface" graph cut construction. Our binary construction induces a multi-label segmentation where the interfaces between regions (boundaries/surfaces) have preferred distances from one another. Specifically, our construction has the following properties:

1. regions can have nesting constraints (e.g. soft bone must be surrounded by hard bone),
2. surfaces can have preferred distances (e.g. hard bone should be $\geq 5 \mathrm{~mm}$ thick), and
3. the globally optimal multi-region segmentation can be computed by a single graph cut. The content is based directly on my joint publication with Yuri Boykov at the 2009 International Conference on Computer Vision (ICCV) [36].

Chapter 4 extends the classic MAP-MRF energy to include "label costs" as a regularizer. In their simplest form, label costs penalize the number of unique labels used to explain the observations. In other words, why use 6 labels to explain the data if 5 will do just as well. In general we define a new class of energies with label subset costs and extend the $\alpha$-expansion and $\alpha \beta$-swap algorithms to handle this regularizer. We also characterize the effect on algorithm's optimality guarantees with a tight bound, and establish connections to related problems in operations research and in computer vision. This work was initially published in the 2010 Conference on Computer Vision and Pattern Recognition (CVPR) [38] and subsequently expanded in the International Journal of Computer Vision (IJCV) [39].

Chapter 5 defines a new characteristic of energies, as having hierarchical costs, and describes a novel hierarchical fusion algorithm to minimize such energies. This fusion algorithm is a strict generalization of $\alpha$-expansion yet provides significantly tighter approximation bounds in many useful cases. Hierarchical costs are natural for modeling an array of difficult problems, e.g. segmentation with hierarchical context, simultaneous estimation of motions and homographies, or detecting hierarchies of patterns. This work was submitted to the International Journal of Computer Vision (IJCV) as [37].

## Chapter 2

## Review: Energies and Algorithms

This chapter reviews well-known concepts upon which subsequent chapters are developed. All contributions in this dissertation are based on graph cuts and on related move-making algorithms.

Section 2.1 explains the basic idea of reducing a binary energy minimization problem to that of computing an $s$ - $t$ min-cut [62, 20, 87]; this reduction is the starting point for Chapter 3. Section 2.2 explains the popular move-making algorithms " $\alpha$-expansion" and " $\alpha \beta$-swap" for minimizing multi-label energies [24]. These algorithms find local minima of NP-hard energies by constructing a particular sequence of graph cut subproblems. These move-making algorithms are essential to Chapters 4 and 5.

### 2.1 Binary Energies Reducible to a Graph Cut

The special case of "binary energies with coherence" (Section 1.3.2) has proven extremely valuable in computer vision because
a) it is a good model for a wide variety of binary labeling problems,
b) it is a powerful subproblem for local search in labeling problems (Section 2.2), and
c) there exist fast minimization algorithms for large-scale problems.

The key insight that lets us solve problems efficiently is reducing the binary energy minimization problem to the well-known $s$-t min-cut problem. Furthermore, empirical tests have shown $[22,57]$ that the fastest method to compute the an $s-t$ min-cut is to solve the dual $s-t$ maximum flow problem using specialized algorithms. The s-t min-cut and s-t max-flow problems have long been studied in operations research, and it took many insights by different individuals before reduction from binary energy minimization became well-known in computer vision. This reduction combines early work on the duality between min-cut and maxflow [47, 130], work on submodular functions [32, 52, 87], pseudo-boolean functions [18], and MAP-MRF formulations in computer vision [62, 20]. Efficient $s$ - $t$ max-flow algorithms include [58, 22, 35, 135], but we will not discuss min-cut / max-flow duality in detail. Instead we explain $s$ - $t$ min-cut and assume it is sufficiently instructive. Readers interested in max-flow may consult [130] for discussion of how it relates to min-cut.

a directed graph

$w(\{s, p, q\})=5$

$w(\{s, p\})=6$

$w(\{s, q\})=8$

$\square(\{s\})=5$

Figure 2.1: A simple $s-t$ min-cut problem with six weighted arcs. There are four possible $s-t$ cuts: $S=\{s, p, q\},\{s, p\},\{s, q\}$, or $\{s\}$. Since two of the cuts have minimal cost $w(S)=5$ the optimum solution is not unique. General $s-t$ min-cut problems can contain thousands or millions of vertices.

### 2.1.1 The $s$ - $t$ min-cut problem

To understand the binary energy $\rightarrow s$-t min-cut reduction, one must first understand the basics of the $s$ - $t$ min-cut problem. Defining an instance of $s$ - $t$ min-cut is very simple. We require a directed graph $\mathcal{G}=(\mathcal{V}, \mathcal{A})$, a cost $w(u, v) \geq 0$ for arc each $(u, v) \in \mathcal{A}$, and two designated terminals $s, t \in \mathcal{V}$. The aim of $s-t$ min-cut is to remove the cheapest subset of arcs so that there is no path from $s$ to $t$ in the graph. Rather than define a 'cut' directly in terms of arcs, the selected arcs are implied by definition based on vertices.

Definition 2.1. A subset $S \subseteq \mathcal{V}$ such that $s \in S$ and $t \notin S$ is called an $s$ - $t$ cut. The cost $w(S)$ of an $s$-t cut $S$ is defined as

$$
w(S) \stackrel{\text { def }}{=} \sum_{\substack{(u, v) \in \mathcal{A} \\ u \in S, v \notin S}} w(u, v)
$$

In other words, the cost of an $s-t$ cut $S$ is the total cost of arcs leaving set $S$. Figure 2.1 shows a small min-cut problem instance.

The $s-t$ min-cut problem is to find the $s-t$ cut $S^{*}$ of minimal total cost. An optimal cut can be computed in polynomial time by a number of classical $s$-t maximum flow algorithms [41, 58] but, in computer vision, more specialized algorithms are typically used, in particular the method of Boykov \& Kolmogorov [22] and recent extensions, e.g. [82, 57]. The specialized algorithms are fast enough that, in practice, a non-negligible fraction of running time goes towards merely constructing the initial graph structure inside the computer.

### 2.1.2 Reduction of second-order energies

We now review how to transform the binary energy minimization problem into an $s$ - $t$ min-cut problem from Section 2.1.1. We will use the notation $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right)$ to denote an $n$-variable labeling for binary energy $E(\mathbf{x})$. Begin with a straight-forward observation.

Observation 2.2. In a digraph with $\mathcal{V}=\left\{s, t, v_{1}, \ldots, v_{n}\right\}$ there are $2^{n}$ possible s-t cuts. There is thus a one-to-one correspondence between cuts and configurations of binary vector $\mathbf{x} \in\{0,1\}^{n}$.

In this dissertation we arbitrarily define correspondence $v_{i} \in S \Leftrightarrow x_{i}=0$. Let $S_{\mathbf{x}}$ denote the cut corresponding to binary vector $\mathbf{x}$. If we construct a digraph such that $w\left(S_{\mathbf{x}}\right)=E(\mathbf{x})$ for all configurations then we reduce minimizing $E(\mathbf{x})$ to the $s-t$ min-cut problem.

Example 2.3. Consider the binary energy function below with $\mathcal{P}=\{p, q\}$ and $\mathcal{L}=\{0,1\}$.

We can also define this energy by enumerating all its possible values

$$
\begin{aligned}
& E(0,0)=2+3+0=5 \\
& E(0,1)=2+1+3=6 \\
& E(1,0)=4+3+1=8 \\
& E(1,1)=4+1+0=5
\end{aligned}
$$

Verify by inspection that minimizing $E\left(x_{p}, x_{q}\right)$ over $x_{p}, x_{q} \in\{0,1\}$ is equivalent to the $s-t$ min-cut problem shown in Figure 2.1.

After looking at energy $E$ from Example 2.3 it is informative to consider the following, equivalent binary energy:

Clearly $E\left(x_{p}, x_{q}\right)=E^{\prime}\left(x_{p}, x_{q}\right)$ for all $x_{p}, x_{q} \in\{0,1\}$. One can view $E^{\prime}$ as a reparameterization of energy $E$ where 4 is an additive constant and therefore irrelevant to the minimization problem itself. We can alter the $s$ - $t$ min-cut problem from Figure 2.1 to correspond directly to the reparameterization $E^{\prime}$ using the graph below.


The examples so far involved only two variables $p$ and $q$. However, since the energy terms are added linearly, by the additivity property of this reduction [87] we can reduce each energy term one-by-one, and simply superimpose all the arcs. This is particularly trivial for the standard MAP-MRF energy (1.1) because it is of the second-order, i.e. each individual $D_{p}(\cdot)$ and $V_{p q}(\cdot, \cdot)$ term is a function of at most two variables (of 'degree' at most two). A complete sequence of steps for reducing each $D_{p}$ and $V_{p q}$ term was given in [87].

### 2.1.3 Which energies can be reduced to graph cut? (submodularity)

There is an important question regarding the binary energy $\rightarrow s$-t min-cut reduction. The MAP-MRF energy (1.1) is NP-hard to minimize even in the binary case [133], and yet we know from example that reduction to $s-t$ min-cut is sometimes feasible. Clearly there must be some property that distinguishes 'easy' binary energies from hard ones. It is thus natural to ask: precisely which binary energy functions are reducible to a graph cut?

In Section 1.3 .2 we claimed, vaguely, that a binary energy must "encourage coherence" in order to be tractable. Notice in Example 2.3 that positive arc weights $w(p, q)$ and $w(q, p)$ encourage $p$ and $q$ to belong to the same side of the cut, i.e. configurations with $x_{p}=x_{q}$ are cheaper than configurations with $x_{p} \neq x_{q}$. If these arc weights were negative, they would have the opposite effect. However, in the $s$ - $t$ min-cut problem, the arc weights cannot be negative due to the assumption that $w(u, v) \geq 0$. If we were to omit this restriction from the definition of $s$ - $t$ min-cut, it would be NP-complete via reduction to/from the MAX-CUT problem!

Again, a binary energy is representable by $s$ - $t$ cuts if there exists a digraph with $w(u, v) \geq 0$ such that $w\left(S_{\mathbf{x}}\right)=E(\mathbf{x})$ for each $\mathbf{x}$. By the additivity property [87] we need only ask whether each individual $D_{p}(\cdot)$ term and individual $V_{p q}(\cdot, \cdot)$ term can be represented by weighted arcs.

Each $D_{p}(\cdot)$ is trivial to represent by breaking it into the two cases shown below:

$$
\begin{aligned}
& \text { if } D_{p}(0) \geq D_{p}(1): \quad s \\
& D_{p}(1)+\overbrace{t}^{p} w(p, t)=D_{p}(0)-D_{p}(1) \\
& \text { if } \begin{aligned}
& D_{p}(0) \leq D_{p}(1): \\
& D_{p}(0)+p(s, p)=D_{p}(1)-D_{p}(0)
\end{aligned} \\
& t
\end{aligned}
$$

Though $D_{p}(1)$ might be negative, if $D_{p}(0) \geq D_{p}(1)$ then we treat it as an additive constant and so the arc weight $w(p, t)$ is guaranteed to be non-negative. Likewise for the opposite case. Since we can represent arbitrary $D_{p}(\cdot)$ in the digraph, then these terms do not affect the 'hardness' of the binary energy-there will always exist a reduction for such terms.

Much more interesting are the second-order terms $V_{p q}(\cdot, \cdot)$, or simply $V$ for brevity. Each term is defined by the four constants $V(0,0), V(0,1), V(1,0)$, and $V(1,1)$. For a digraph to represent $V$ and be a valid $s$ - $t$ min-cut problem instance, the arc weights $w(u, v)$ must satisfy the following linear constraints:

$$
\begin{array}{ll}
K+w(\{s, p, q\}) & =V(0,0) \\
K+w(\{s, p\}) & =V(0,1) \\
K+w(\{s, q\}) & =V(1,0)  \tag{2.1}\\
K+w(\{s\}) & =V(1,1) \\
w(u, v) \geq 0 \quad \forall(u, v) \in \mathcal{A}
\end{array}
$$

where $K \in \mathbb{R}$ is needed to account for any additive constant irrelevant to the minimization. The question "which $V$ are representable as an $s$ - $t$ cut?" can now be stated as "for which $V$ is system (2.1) feasible in $K$ and $w$ ?" We can answer this question either by careful proof [87] or
by automatic quantifier elimination [34] (eliminate $\exists K, \exists w$ ) using a symbolic algebra package. Either way, we find system (2.1) is feasible in $K$ and $w$ if and only if $V$ satisfies

$$
\begin{equation*}
V(0,0)+V(1,1) \leq V(0,1)+V(1,0) . \tag{2.2}
\end{equation*}
$$

Theorem 2.4 ([87]). A second-order potential $V_{p q}(\cdot, \cdot)$ is representable as an s-t cut if and only if it satisfies inequality (2.2).

In other words, the average cost of taking different labels must be at least the average cost of taking the same label. If a binary energy $E$ satisfies (2.2) for every $V_{p q}$ term, then $E(\mathbf{x})$ is said to be submodular or a submodular function.

Theorem 2.5 ([32, 87]). Minimizing a second-order binary energy $E$ is reducible to an s-t min-cut if and only if $E(\mathbf{x})$ is a submodular function.

This result completely characterizes the class of second-order binary energies reducible to a graph cut, and therefore answers our original question. If an energy is submodular, it is fundamentally easier to minimize, much as convex functions are. In fact submodular functions are often referred to as "a discrete analog of convex functions" and are actively studied in mathematical optimization [52, 156], machine learning [8], and computer vision [87, 49, 113].

### 2.2 Local Search for Multi-Label Energies

An energy is considered 'multi-label' if its label set has cardinality $|\mathcal{L}| \geq 3$. The $s$ - $t$ cut reduction in Section 2.1 is inherently binary because there are two terminals $s$ and $t$. So then, how can we minimize a multi-label energy? For some special $V_{p q}$ it is possible to reduce the minimization problem to a multi-terminal min-cut [24] and simply apply a known algorithm [33]. However, it turns out that one can do much better, in general, by designing special local search algorithms for direct energy minimization, also called move-making algorithms in the computer vision literature. There are many strong approaches besides local search, e.g. LP-relaxation or message passing algorithms, but they are outside the scope of this dissertation; see Table 1.1 on page 9 for an overview.

Local search is the most basic kind of iterative improvement. Given a current solution $\hat{f}$, we are permitted to move to a better solution $f$ if it belongs to some set of neighbouring ${ }^{1}$ solutions $\mathcal{M}(\hat{f})$. The set of labelings $\mathcal{M}(\hat{f})$ can be thought of as the available moves from $\hat{f}$. The high-level local search algorithm is given below.

```
LocalSearch \((E, \mathcal{M})\)
    \(\hat{f}:=\) arbitrary labeling
    while exists \(f \in \mathcal{M}(\hat{f})\) such that \(E(f)<E(\hat{f})\)
        \(\hat{f}:=f\)
    return \(\hat{f}\)
```

[^1]The key to effective local search is a good class of moves $\mathcal{M}$. If $\mathcal{M}$ is too broad, then finding the best move $f$ can become NP-hard. If $\mathcal{M}$ is too restrictive, then $\hat{f}$ will get stuck at poor local minima. For example, the simplest class of moves is to allow one variable to change at a time,

$$
\begin{equation*}
\mathcal{M}(\hat{f})=\left\{f: f_{\mathcal{P} \backslash\{p\}}=\hat{f}_{\mathcal{P} \backslash\{p\}} \text { for some } p \in \mathcal{P}\right\} . \tag{2.3}
\end{equation*}
$$

The quality of each move can be evaluated by scanning each $\hat{f}_{p}$ over all labels while holding the other variables fixed.

The simple search neighbourhood (2.3) corresponds to the classic iterated conditional modes (ICM) [103, 13] algorithm for energy minimization. The ICM algorithm is essentially coordinate descent for the MAP-MRF problem, with one variable allowed to vary while the remaining variables stay fixed. ICM is wholly inadequate for the kind of energies we are interested in. To see why, consider a 3-variable, 3-label energy defined by the parameters below.

| D | $p$ | $q$ | $r$ |
| :---: | :---: | :---: | :---: |
| $\ell_{1}$ | 2 | 2 | 2 |
| $\ell_{2}$ | 1 | 1 | 1 |
| $\ell_{3}$ | 0 | 0 | 0 |


| $V$ | $\ell_{1} \ell_{2} \ell_{3}$ |  |  |
| :---: | :---: | :---: | :---: |
| $\ell_{1}$ | 0 | 1 | 2 |
| $\ell_{2}$ | 1 | 0 | 1 |
| $\ell_{3}$ | 2 | 1 | 0 |
|  |  |  |  |



The globally optimal labeling is clearly $f^{*}=\left(\ell_{3}, \ell_{3}, \ell_{3}\right)$ with $E\left(f^{*}\right)=0$. However, if our initial labeling is $\hat{f}=\left(\ell_{1}, \ell_{1}, \ell_{1}\right)$ then the possible moves are

$$
\begin{align*}
\mathcal{M}(\hat{f})=\{ & \left(\ell_{1}, \ell_{1}, \ell_{1}\right), \\
& \left(\ell_{2}, \ell_{1}, \ell_{1}\right),\left(\ell_{1}, \ell_{2}, \ell_{1}\right),\left(\ell_{1}, \ell_{1}, \ell_{2}\right)  \tag{2.4}\\
& \left.\left(\ell_{3}, \ell_{1}, \ell_{1}\right),\left(\ell_{1}, \ell_{3}, \ell_{1}\right),\left(\ell_{1}, \ell_{1}, \ell_{3}\right)\right\}
\end{align*}
$$

Evaluating the energy on each of these moves gives $E=6,7,7,7,8,8,8$ respectively, and so $E(\hat{f})=6$ is a local minimum with respect to this class of moves. Even if we expand the move space $\mathcal{M}$ to change two variables at a time, no neighbouring solution in $\mathcal{M}(\hat{f})$ has energy lower than 6 and so $\hat{f}$ would still be a local minimum.

ICM-style local moves are straight-forward, but require polynomial time to explore only a polynomial number of alternative labelings. It turns out that for some important special cases one can do better-much better in fact. By careful choice of move space $\mathcal{M}$ one can explore an exponential number of alternative labelings in only polynomial time. Such local search algorithms are called very-large search neighbourhood (VLSN) techniques [2].

We explain two VLSN techniques where the local moves are computed by a graph cut: the $\alpha \beta$-swap algorithm and the $\alpha$-expansion algorithm [24]. The $\alpha \beta$-swap algorithm is applicable to a slightly wider class of energies but the $\alpha$-expansion algorithm, when applicable, is more effective both in theory [24] and in practice [139].

### 2.2.1 $\alpha \beta$-swap for semi-metrics

The $\alpha \beta$-swap algorithm [24] performs local search on multi-label energies. Given current labeling $\hat{f}$, the idea of a swap move is as follows. Choose any two labels $\alpha, \beta \in \mathcal{L}$ and allow all variables with $\hat{f}_{p} \in\{\alpha, \beta\}$ to simultaneously choose a new label in $\{\alpha, \beta\}$. Figure 2.2 shows some examples of swap moves. Intuitively, each variable currently labeled either $\alpha$ or $\beta$

current labeling $\hat{f}$

an $\alpha \beta$-swap

other $\alpha \beta$-swap

a $\gamma \beta$-swap

Figure 2.2: Examples swap moves, all with respect to the current 2D labeling $\hat{f}$ is shown at left. An $\alpha \beta$-swap move is made from binary choices: each $f_{p}$ involved can only choose either $\alpha$ or $\beta$.
is allowed to either keep its current label or 'swap' to the other label. If there are $k$ variables with a current label in $\{\alpha, \beta\}$, then there are $2^{k}$ possible $\alpha \beta$-swap moves available.

We can define the full search neighbourhood of $\alpha \beta$-swap as the set of all possible swap moves with respect to current labeling $\hat{f}$ :

$$
\begin{equation*}
\mathcal{M}(\hat{f})=\bigcup_{\alpha, \beta \in \mathcal{L}} \mathcal{M}^{\alpha \beta}(\hat{f}) \quad \text { where } \quad \mathcal{M}^{\alpha \beta}(\hat{f})=\left\{f: f_{p} \neq \hat{f}_{p} \Rightarrow f_{p}, \hat{f}_{p} \in\{\alpha, \beta\}\right\} \tag{2.5}
\end{equation*}
$$

The local search algorithm using swap moves can still get stuck at a local minimum, but the move space $\mathcal{M}$ is exponential in size (a VLSN).

If a swap move $f \in \mathcal{M}(\hat{f})$ such that $E(f)<E(\hat{f})$ exists, then we must find it in polynomial time. Fortunately, for any particular $\alpha, \beta \in \mathcal{L}$ an optimal $\alpha \beta$-swap can be computed efficiently by a single binary graph cut. This reduction is straight-forward because an $\alpha \beta$-swap move is fundamentally binary: each variable can only choose either $\alpha$ or $\beta$. This binary energy will take the standard form

$$
\begin{equation*}
E^{\prime}(\mathbf{x})=\sum_{p \in \mathcal{P}} D_{p}^{\prime}\left(x_{p}\right)+\sum_{p q \in \mathcal{N}} V_{p q}^{\prime}\left(x_{p}, x_{q}\right) \tag{2.6}
\end{equation*}
$$

where each configuration $\mathbf{x}$ corresponds to an $\alpha \beta$-swap move $f$ via the relation

$$
f_{p}= \begin{cases}\alpha & \text { if } x_{p}=0 \\ \beta & \text { otherwise }\end{cases}
$$

The specific costs for data terms $D_{p}^{\prime}$ and smooth terms $V_{p q}^{\prime}$ are determined by the $D_{p}$ and $V_{p q}$ of the original multi-label energy $E(f)$. Specifically, we set

$$
\begin{array}{ll}
D_{p}^{\prime}(0):=D_{p}(\alpha) & V_{p q}^{\prime}(0,0):=V_{p q}(\alpha, \alpha) \\
D_{p}^{\prime}(1):=D_{p}(\beta) & V_{p q}^{\prime}(0,1):=V_{p q}(\alpha, \beta)  \tag{2.7}\\
& V_{p q}^{\prime}(1,0):=V_{p q}(\beta, \alpha) \\
& V_{p q}^{\prime}(1,1):=V_{p q}(\beta, \beta)
\end{array}
$$

Minimizing $E^{\prime}(\mathbf{x})$ implicitly solves the problem $\arg \min _{f \in \mathcal{M}^{\alpha \beta}(\hat{f})} E(f)$, thereby finding the best move from among an exponential number of possibilities. The $\alpha \beta$-swap algorithm is generally implemented using the pseudocode below.

```
\(\alpha \beta\) - \(\operatorname{SWAP}(E)\) - local search using \(\alpha \beta\)-swap moves
    \(\hat{f}:=\) arbitrary labeling
    repeat
        for each \(\alpha, \beta \in \mathcal{L}\)
            \(f:=\operatorname{argmin}_{f \in \mathcal{M}^{\alpha \beta}(\hat{f})} E(f)\)
            if \(E(f)<E(\hat{f})\)
                \(\hat{f}:=f\)
    until converged // stop if energy cannot decrease for any \(\{\alpha, \beta\}\)
    return \(\hat{f}\)
```

The key step of $\alpha \beta$-swap is minimizing binary energy $E^{\prime}$ efficiently (line 4). This subproblem can be reduced to a single $s$ - $t$ min-cut if and only if $E^{\prime}$ is submodular (Section 2.1.3). For a second-order swap term $V_{p q}^{\prime}$ to be submodular, the multi-label term $V_{p q}$ must satisfy a corresponding condition:

$$
\begin{align*}
V_{p q}^{\prime}(0,0)+V_{p q}^{\prime}(1,1) & \leq V_{p q}^{\prime}(0,1)+V_{p q}^{\prime}(1,0) \\
\Longrightarrow \quad V_{p q}(\alpha, \alpha)+V_{p q}(\beta, \beta) & \leq V_{p q}(\alpha, \beta)+V_{p q}(\beta, \alpha) \tag{2.8}
\end{align*}
$$

By Theorem 2.5 we have the following consequence.
Corollary 2.6. The $\alpha \beta$-swap algorithm is applicable for the MAP-MRF energy (1.1) if and only if each second-order term $V(\cdot, \cdot)$ satisfies

$$
\begin{equation*}
V(\alpha, \alpha)+V(\beta, \beta) \leq V(\alpha, \beta)+V(\beta, \alpha) \quad \forall \alpha, \beta \in \mathcal{L} \tag{2.9}
\end{equation*}
$$

The original paper that introduced $\alpha \beta$-swap defined semi-metrics as an intuitive yet sufficient condition for the algorithm to be applicable [24].

Definition 2.7 ([24]). A second-order term $V(\cdot, \cdot)$ is said to be a semi-metric if it satisfies

$$
\begin{aligned}
& V(\alpha, \alpha)=0 \\
& V(\alpha, \beta)=V(\beta, \alpha) \geq 0 \quad \forall \alpha, \beta \in \mathcal{L}
\end{aligned}
$$

If $V$ is a semi-metric then clearly it satisfies (2.9) and the $\alpha \beta$-swap algorithm is applicable.

### 2.2.2 $\alpha$-expansion for metrics

The $\alpha$-expansion algorithm [24] performs local search using a different class of moves than the $\alpha \beta$-swap algorithm. Given a current labeling $\hat{f}$, an $\alpha$-expansion move gives each variable the following choice: either keep the current assignment $\hat{f}_{p}$, or switch to a particular label $\alpha$. All variables make this choice simultaneously, so there are an exponential number of possible moves with respect to any particular $\alpha$. Figure 2.3 illustrates some possible expansion moves. The name ' $\alpha$-expansion' suggests that the label $\alpha$ can grow or 'expand' its territory in the current labeling, but cannot contract.

If we can find the best move efficiently, then we again have a powerful VLSN technique. In fact, it turns out that $\alpha$-expansion is more effective than $\alpha \beta$-swap both in theory [24] and in
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Figure 2.3: Example expansion moves, all with respect to the current 2D labeling $\hat{f}$ is shown at left. An $\alpha$-expansion move is made from binary choices: $\alpha$ can either 'expand' to pixel $p$, or leave $\hat{f}_{p}$ as is.
practice [139]. The $\alpha$-expansion algorithm is the basis for technical contributions in Chapters 4 and 5 of this dissertation.

We can define the full search neighbourhood of $\alpha$-expansion as the set of all possible expansion moves with respect to current labeling $\hat{f}$ :

$$
\begin{equation*}
\mathcal{M}(\hat{f})=\bigcup_{\alpha \in \mathcal{L}} \mathcal{M}^{\alpha}(\hat{f}) \quad \text { where } \quad \mathcal{M}^{\alpha}(\hat{f})=\left\{f: f_{p} \neq \hat{f}_{p} \Rightarrow f_{p}=\alpha\right\} \tag{2.10}
\end{equation*}
$$

In one sense the move space $\mathcal{M}^{\alpha}$ seems more restrictive than that of swap moves $\mathcal{M}^{\alpha \beta}$, but in another sense it is more powerful. For an $\alpha$-expansion move, all variables with label $\hat{f}_{p} \neq \alpha$ can change their labels, whereas an $\alpha \beta$-swap move can only change the variables with current $\hat{f}_{p} \in\{\alpha, \beta\}$. Surprisingly, local search with expansion moves will find a labeling $\hat{f}$ within a constant factor from the globally optimal labeling $f^{*}$ [24]. Section 2.2.3 explains these approximation guarantees, and Chapters 4 and 5 extend the bound to even harder energies. The $\alpha$-expansion algorithm is generally implemented as shown below.

```
\(\alpha\)-ExpANSION \((E)\) - local search using \(\alpha\)-expansion moves
    \(\hat{f}:=\) arbitrary labeling
    repeat
        for each \(\alpha \in \mathcal{L}\)
            \(f:=\operatorname{argmin}_{f \in \mathcal{M}^{\alpha}(\hat{f})} E(f)\)
            if \(E(f)<E(\hat{f})\)
                \(\hat{f}:=f\)
    until converged
    return \(\hat{f}\)
```

For a particular label $\alpha \in \mathcal{L}$, we need an efficient way to find the $\alpha$-expansion move $f \in \mathcal{M}^{\alpha}(\hat{f})$ with minimal $E(f)$ on line 4. Expansion moves are fundamentally binary so we can encode a move $f$ by a binary vector $\mathbf{x}$ as

$$
f_{p}= \begin{cases}\hat{f}_{p} & \text { if } x_{p}=0 \\ \alpha & \text { otherwise }\end{cases}
$$

We can construct a binary energy $E^{\prime}$ of the form (2.6) but with data terms $D_{p}^{\prime}$ and smooth terms $V_{p q}^{\prime}$ now defined according to expansion moves:

$$
\begin{align*}
& D_{p}^{\prime}(0):=D_{p}\left(\hat{f}_{p}\right) \quad V_{p q}^{\prime}(0,0):=V_{p q}\left(\hat{f}_{p}, \hat{f}_{q}\right) \\
& D_{p}^{\prime}(1):=D_{p}(\alpha) \quad V_{p q}^{\prime}(0,1):=V_{p q}\left(\hat{f}_{p}, \alpha\right)  \tag{2.11}\\
& V_{p q}^{\prime}(1,0):=V_{p q}\left(\alpha, \hat{f}_{q}\right) \\
& V_{p q}^{\prime}(1,1):=V_{p q}(\alpha, \alpha)
\end{align*}
$$

where $D_{p}$ and $V_{p q}$ are the terms of the original multi-label energy $E(f)$.
We know that minimizing $E^{\prime}$ is efficient if $E^{\prime}(\mathbf{x})$ is a submodular function, so finally we must ask for which multi-label energies does (2.11) result in submodular $E^{\prime}$ ? Using the definition of second-order submodular functions we have

$$
\begin{align*}
V_{p q}^{\prime}(0,0)+V_{p q}^{\prime}(1,1) & \leq V_{p q}^{\prime}(0,1)+V_{p q}^{\prime}(1,0) \\
\Longrightarrow \quad V_{p q}\left(\hat{f}_{p}, \hat{f}_{q}\right)+V_{p q}(\alpha, \alpha) & \leq V_{p q}\left(\hat{f}_{p}, \alpha\right)+V_{p q}\left(\alpha, \hat{f}_{q}\right) \tag{2.12}
\end{align*}
$$

By Theorem 2.5 we have the following consequence.
Corollary 2.8. The $\alpha$-expansion algorithm is applicable to the MAP-MRF energy (1.1) if and only if each second-order term $V(\cdot, \cdot)$ satisfies

$$
\begin{equation*}
V(\alpha, \alpha)+V(\beta, \gamma) \leq V(\alpha, \gamma)+V(\beta, \alpha) \quad \forall \alpha, \beta, \gamma \in \mathcal{L} \tag{2.13}
\end{equation*}
$$

Again, the original paper that introduced the algorithm defined metrics as a simpler yet sufficient condition for $\alpha$-expansion to be applicable [24].

Definition 2.9 ([24]). A second-order term $V(\cdot, \cdot)$ is said to be a metric if it is a semi-metric and additionally satisfies

$$
V(\beta, \gamma) \leq V(\alpha, \gamma)+V(\beta, \alpha) \quad \forall \alpha, \beta, \gamma \in \mathcal{L}
$$

If $V$ is a metric then clearly it satisfies (2.13) and the $\alpha$-expansion algorithm is applicable.

### 2.2.3 Approximation bounds of $\alpha$-expansion

A surprising result from the original $\alpha$-expansion paper [24] is that local search with expansion moves will terminate at a solution that is guaranteed to have a low energy, and is therefore 'approximately' optimal in a theoretical sense. Good approximation guarantees are highly valued because we know a priori that, no matter where we begin our search, we will arrive at a solution that is in some sense reasonable. For NP-hard minimization problems this is the best we can expect in theory and in practice.

Understanding the approximation bound of $\alpha$-expansion will be helpful for reading Chapters 4 and 5 of this dissertation. Without loss of generality, we assume all second-order terms $V_{p q}$ are the same cost function denoted simply by $V$. The quality of the approximation guarantee depends on the range of costs in terms $V$, and so the bound is parameterized accordingly. The following theorem holds for any energy with $D_{p}(\cdot) \geq 0$ and metric $V_{p q}(\cdot, \cdot) \geq 0$.

Theorem 2.10 ([24]). If $f^{*}$ is a global minimum of the MAP-MRF energy (1.1), and $\hat{f}$ is a local minimum w.r.t. expansion moves, then

$$
\begin{equation*}
E(\hat{f}) \leq 2 c E\left(f^{*}\right) \quad \text { where } \quad c=\frac{\max _{\alpha \neq \beta \in \mathcal{L}} V(\alpha, \beta)}{\min _{\gamma \neq \zeta \in \mathcal{L}} V(\gamma, \zeta)} \tag{2.14}
\end{equation*}
$$

In other words, $\alpha$-expansion is a $2 c$-approximation algorithm where $c \geq 1$ depends on the ratio of largest to smallest costs in $V$. Below are some 5-label examples of second-order potentials $V$, shown in matrix form, that are commonly used in vision.
Potts [119]

| 0 | 1 | 1 | 1 | 1 |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 1 | 1 | 1 |
| 1 | 1 | 0 | 1 | 1 |
| 1 | 1 | 1 | 0 | 1 |
| 1 | 1 | 1 | 1 | 0 |
| $c=1$ |  |  |  |  |


| linear |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
| 0 | 1 | 2 | 3 | 4 |
| 1 | 0 | 1 | 2 | 3 |
| 2 | 1 | 0 | 1 | 2 |
| 3 | 2 | 1 | 0 | 1 |
| 4 | 3 | 2 | 1 | 0 |
| $c=4$ |  |  |  |  |

truncated linear

| 0 | 1 | 2 | 2 | 2 |
| :--- | :--- | :--- | :--- | :--- |
| 1 | 0 | 1 | 2 | 2 |
| 2 | 1 | 0 | 1 | 2 |
| 2 | 2 | 1 | 0 | 1 |
| 2 | 2 | 2 | 1 | 0 |
| $c=2$ |  |  |  |  |

Underneath we see the coefficient $c$ corresponding to each case. The simplest potential (Potts) simply penalizes $f_{p} \neq f_{q}$ equally, and gives the best approximation bound. When the range of values is large, e.g. for "linear" smooth costs, the bound (2.14) gets worse. Chapter 5 introduces a new algorithm that can beat this bound for a wide class of second-order potentials.

## Chapter 3

## Global Optimization of Multi-Surface Interactions

Many objects contain spatially distinct regions, each with a unique colour/texture model. Mixture models ignore the spatial distribution of colours within an object, and thus cannot distinguish between coherent parts versus randomly distributed colours. We show how to encode geometric interactions between distinct region+boundary models, such as regions being interior/exterior to each other along with preferred distances between their boundaries. This is similar to the work of Li, Wu, Chen \& Sonka [102], except in our construction we do not need "domain unwrapping" nor do we have topological limits on shapes.

With a single graph cut, our method extracts only those multi-region objects that satisfy such a combined model. We show applications in medical segmentation and scene layout estimation. This chapter is based directly on my joint publication with Yuri Boykov at the 2009 International Conference on Computer Vision (ICCV) [36]. The work has since been used as the basis for state-of-the-art cardiac segmentation tool [148] and extended with new optimization techniques.

### 3.1 Overview and Related work

State-of-the-art segmentation methods benefit from an appearance model of the object's interior and its boundary. Such methods include active contours, level sets, graph cuts, and random walker. With binary segmentation, the object's entire appearance must be incorporated into a single mixed model. Most real-world objects are better described by a combination of regions with distinct appearance models, and attempts to use multi-label segmentation reflect this, e.g. [61, 125]. Our new multi-region segmentation framework maintains a separate region+boundary model for each part of an object, and allows these parts to interact spatially.

Figure 3.1 shows the most basic type of object that we can deal with effectively, and suggests the main advantage we have over standard binary or Pott's-like models.

Our work is a few short steps from a number of existing techniques either from a conceptual or technical point of view. For example, what we call a multi-region model is ultimately a
multi-label model, though we add simple yet important geometric constraints and then optimize with a single graph cut ${ }^{1}$. To help make our contribution clear, we begin by situating our work relative to other methods.

Pictorial structures We briefly juxtapose our work with the well-known pictorial structures [44], not because our work is directly related, but because we address an analogous problem for objects of a completely different sort. Like [44], our models guarantee optimality only under certain conditions. The table below contrasts our works.

|  | pictorial struct. [44] | this work |
| :---: | :---: | :---: |
| shape of each part | fixed template | arbitrary region |
| spatial prior | relative part positions | boundary distances |
| optimization | dynamic programming | single graph cut |
| optimum guaranteed | if tree connectivity | if no "frustrated cycles" |

Here "arbitrary region" means that each region does not itself have a specific preferred shape. Such part models can be good, or very bad, depending on the application. One can think of this work as introducing basic distance priors between shapes in a globally optimal way, though incorporating shape priors [155] themselves could be powerful.

Multi-label segmentation Our multi-region models are, generally speaking, a type of multilabel model. One superficial distinction is that an $n$-region model potentially has $2^{n}$ corresponding labels. The reason will be apparent from our graph construction, and we discuss a related idea called log transformation [121] toward the end of the chapter.

Our first contribution, stated in terms of multi-label models, is to introduce priors on the distance between pairs of discontinuities (or "region boundaries" as we call them). This is achieved by certain long-range interactions between pixels, and stands in contrast to Pott's or random walk models, applied for example in [125] and [61] respectively.

Second, multi-label models often require approximate methods such as $\alpha$-expansion [24]. We strive for an intuitive characterization of the conditions under which our models can be optimized by a single graph cut. A fully general characterization of when multi-label global
${ }^{1}$ Our ideas may also apply in other optimization settings, e.g. [5, 118].


Figure 3.1: Our simplest motivating example. Standard binary [20,123] and multi-label [24, 125] models fail because object/background colours are hard to separate. In the absence of user localization, above at center is the best result we can expect from such models. Now we can design multi-region models with geometric interactions to segment such objects more robustly in a single graph cut.


Figure 3.2: To segment an image, Li et al. [102] must work within a band that already follows the object's rough shape by estimating from a center-line/point. They then 'unwrap' the band into polar coordinates because their construction (Figure 3.3) requires it.
optima are guaranteed [127] does not have a meaningful interpretation for specific problems. Elegant interpretations do exist for special cases however, such as Ishikawa's convex characterization [71]. Rather than testing multi-label models against abstract criteria [121, 127], we describe one way to design easy-to-optimize models in an intuitive piecewise manner.

Optimal polar surfaces $\mathrm{Li}, \mathrm{Wu}$, Chen \& Sonka [102] proposed a multi-surface segmentation technique that inspired our work. The main drawback of their method is that it is hard to use on anything except cylindrical objects; topological changes, bifurcations, or even strong curvature all require careful pre-segmentation. Figure 3.2 shows the underlying problem: their need for a polar representation of the image domain from which they can unwrap and optimize only along columns.

They start by assuming that a center-point (center-line) of an object in 2D (3D) is given. After casting outward rays and unwrapping them to obtain a polar representation of the image, they can segment multiple nested surfaces along the resulting columns. They model the segmentation as a closure set problem on a special graph, but our Figure 3.3 suggests an equivalent $s$ - $t$ min cut construction for the simplest case. They can encode a minimum and maximum distance constraint between consecutive surfaces. This all assumes that each surface intersects each ray at only one location. Their construction should also allow for soft spring-like forces, although they do not state this.

Our graph construction sidesteps the unwrapping issue entirely. We do not need centerlines, have no topological constraints, and do not suffer from geometric distortion introduced by unwrapping. Briefly, our construction represents a multi-region object by a directed graph comprising an unordered set of layers, with one layer per region. Each layer has one vertex per image pixel ${ }^{2}$. Each layer by itself is just an independent binary graph cut problem familiar in binary segmentation [20]. We introduce inter-layer arcs in the graph that give effects analogous to [102] yet are easier to implement and useful in more general settings.

The chapter is organized as follows. Section 3.2 introduces our multi-region segmentation framework, describing our energy, geometric interaction terms, and our regional terms.

[^2]Section 3.3 demonstrates two applications: medical segmentation and scene layout estimation. Certain combinations of geometric interactions cannot be optimized by graph cuts, and Section 3.4 discusses ways to handle these cases. Section 3.5 concludes and suggests further applications.

### 3.2 Our Multi-Region Framework

We begin by describing three intuitive geometric interactions in their simplest form:
Containment. Region $B$ must be inside region $A$, perhaps with repulsion force between boundaries.

Exclusion. Regions $A$ and $B$ cannot overlap at any pixel, perhaps with repulsion force between boundaries.

Attraction. Penalize the area $A-B$, exterior to $B$, by some cost $\alpha>0$ per unit area. Thus $A$ will prefer not to grow too far beyond the boundary of $B$.

As suggested above, we can introduce a distance prior between region boundaries in the form of a hard or soft margin. The prior is enforced in the graph construction by an inter-layer neighbourhood at each pixel $p$. The local weight and shape for this neighbourhood can vary at each pixel. Figure 3.4 shows how these interactions combine to add discriminative power to object models in segmentation.

### 3.2.1 Multi-region energy

We define $\mathcal{P}$ to be the set of pixel indices and $\mathcal{L}$ to be the set of region indices. Our binary variables are $x \in \mathbb{B}^{\mathcal{L} \times \mathcal{P}}$ which we index as $x_{p}^{i}$ over pixels $p \in \mathcal{P}$ and over regions $i \in \mathcal{L}$. The set $\mathcal{L}$ is not ordered. For now we interpret $x_{p}^{i}=1$ to mean that pixel $p$ is interior to region $i$. The notation $x_{p}$ denotes a vector of all variables that correspond to pixel $p$, one for each of the


Figure 3.3: LEFT: $s$ - $t$ min cut construction corresponding to [102]; any cut must separate top row from bottom row. Right: Basic idea from [102]. Each column separates top from bottom at two distinct locations, one forced to be strictly above the other.


Figure 3.4: Left: Mixed colour model corresponding to Figure 3.1. The vertical axis indicates how likely we are to observe a colour for the given class (Bg/Object). RIGHT: Two-region model corresponding to the final result in Figure 3.1. Trabecular bone (B) is forced to be inside a band of compact bone (A) of some estimated thickness.
$|\mathcal{L}|$ regions. If $x_{p}=\mathbf{0}$ then pixel $p$ is considered "background." The notation $x^{i}$ refers to all variables of a particular region $i \in \mathcal{L}$.

To express our multi-region energy, we start with two familiar components: data terms and regularization terms. Each pixel $p$ has associated function $D_{p}$ that defines a cost for every combination of regions. Each region $i$ is regularized independently in a standard way by a collection of smoothness terms $V^{i}$ defined as

$$
\begin{equation*}
V^{i}\left(x^{i}\right)=\sum_{p q \in \mathcal{N}^{i}} V_{p q}^{i}\left(x_{p}^{i}, x_{q}^{i}\right) \tag{3.1}
\end{equation*}
$$

where each neighbourhood $\mathcal{N}^{i}$ typically defines nearest-neighbour grid connectivity.
Ideally each data cost $D_{p}\left(x_{p}\right)$ could be arbitrary but, because $D_{p}$ is a function of $|\mathcal{L}|$ binary variables, graph cuts requires that $D_{p}$ be submodular [87]. Ramifications of this are discussed in Section 3.2.3. Each $V^{i}$ plays the same surface-regularization role as in standard binary segmentation. For the case $|\mathcal{L}|=1$ our $D_{p}$ and $V^{i}$ obviously describe a standard binary energy, solvable by graph cut [20].

When $\mathcal{L}$ indexes multiple regions, we can add a new category of energy terms to encode inter-region interactions. Our multi-region energy takes the overall form

$$
\begin{equation*}
E(\mathbf{x})=\sum_{p \in \mathcal{P}} D_{p}\left(x_{p}\right)+\sum_{i \in \mathcal{L}} V^{i}\left(x^{i}\right)+\overbrace{\sum_{\substack{i, j \in \mathcal{L} \\ i \neq j}} W^{i j}\left(x^{i}, x^{j}\right)}^{\text {interaction terms }} . \tag{3.2}
\end{equation*}
$$

where each $W^{i j}$ encodes all geometric interactions between regions $i$ and $j$.
To understand how our interaction terms $W^{i j}$ are indexed over both region pairs $(i, j)$ and pixel pairs $(p, q)$, it helps to consider Figure 3.5 along with the definition for one particular pair of regions

$$
\begin{equation*}
W^{i j}\left(x^{i}, x^{j}\right)=\sum_{p q \in \mathcal{N}^{i j}} W_{p q}^{i j}\left(x_{p}^{i}, x_{q}^{j}\right) . \tag{3.3}
\end{equation*}
$$

The inter-region neighbourhood $\mathcal{N}^{i j}$ is the set of all pixels pairs $(p, q)$ at which region $i$ is assigned some geometric interaction with region $j$. We allow $(p, p) \in \mathcal{N}^{i j}$ because they refer to separate variables, unlike in $\mathcal{N}^{i}$. Note that $W^{i i}$ and $V^{i}$ would describe the same set of energy terms, but the conceptual distinction is just as important as the distinction between $V_{p p}$ and $D_{p}$.


Figure 3.5: Left: Graph construction for region layers $i, j \in \mathcal{L}$ showing a subset of inter-region connectivity $\mathcal{N}^{i j}$. The $\infty$-cost arcs, shown emanating only from $x_{p}^{j}$, enforce a 1-pixel margin between region boundaries. RIGHT: The $\alpha$-cost arcs attract the outer boundary by penalizing only the area $A-B$.

Section 3.2.2 details the energy terms and corresponding graph construction for our containment, exclusion, and attraction interactions. Section 3.2.3 then discusses limitations of our higher-order data terms.

### 3.2.2 Geometric interactions

We now describe how our geometric interactions can be implemented with a single graph cut. The basic " i contains j " interaction is simplest, so we start there. All we do is introduce a term $W_{p p}^{i j}(0,1)=\infty$ at every pixel $p \in \mathcal{P}$. Those familiar with graph constructions may prefer to think of it as an $\infty$-cost arc from vertex $x_{p}^{j}$ to $x_{p}^{i}$, thus prohibiting any cut that labels them 1 and 0 respectively. More generally we can add similar terms $W_{p q}^{i j}$ for $p \neq q$. For example, to add a hard uniform margin to our containment constraint, we set $W_{p q}^{i j}(0,1)=\infty$ for all $q$ within some radius of $p$.

The tables below list energy terms corresponding to our three main interactions.

| $i$ contains $j$ |  | $i$ excludes $j$ |  | $i$ attracts $j$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $x_{p}^{i} x_{q}^{j}$ | $W_{p q}^{i j}$ | $x_{p}^{i} x_{q}^{j}$ | $W_{p q}^{i j}$ | $x_{p}^{i} x_{p}^{j}$ |  |
| 00 | 0 | 00 | 0 | 00 | 0 |
| 011 | $\infty$ | $\begin{array}{lll}0 & 1\end{array}$ | 0 | $\begin{array}{ll}0 & 1\end{array}$ | 0 |
| 10 | 0 | 10 | 0 | 10 | $\alpha$ |
| 11 | 0 | 11 | $\infty$ | 11 | 0 |

Figure 3.5 shows the graph construction corresponding to the containment and attraction interactions. A soft containment cost $W_{p q}^{i j}(0,1)>0$ for $p \neq q$ creates a spring-like repulsion force between the inner and outer boundaries. Note that our distinction between "containment" and "attraction" is largely artificial since they are the same type of constraint but with opposite orientation.

The exclusion interaction is more difficult because it cannot be optimized by graph cuts until we perform a simple transformation. The reason is because graph cuts can only optimize certain submodular functions (see Section 2.1.3 for review). As shown in [87], a second-order energy $E(\mathbf{x})$ over binary $\mathbf{x}$ is submodular if and only if it can be expressed as a sum of pairwise
functions

$$
\begin{equation*}
E(\mathbf{x})=\sum_{i} E_{i}\left(x_{i}\right)+\sum_{i, j} E_{i j}\left(x_{i}, x_{j}\right) \tag{3.5}
\end{equation*}
$$

where each second-order term satisfies

$$
\begin{equation*}
E_{i j}(0,0)+E_{i j}(1,1) \leq E_{i j}(0,1)+E_{i j}(1,0) \tag{3.6}
\end{equation*}
$$

Our containment and attraction interactions are submodular, but for our exclusion terms $W^{i j}$ in (3.4) clearly the reverse inequality holds, so exclusion is supermodular. Because exclusion is everywhere supermodular, we can flip the meaning of layer $j$ 's variables so that $x_{p}^{j}=0$ designates the region's interior. Our exclusion terms $W^{i j}\left(x^{i}, \bar{x}^{j}\right)$ thus become submodular, so long as we can flip the variables.

The idea of flipping variable meanings among supermodular terms is not a new idea. It lies at the heart of roof-duality methods in quadratic pseudo-boolean optimization (QPBO) [18, 85, 124]. These methods are more sophisticated than graph cuts, consuming more time and memory, so we prefer not to rely on them unless necessary (Section 3.4).

Let us now explore the overall geometric interactions permitted by combining the three basic ones in (3.4). To aid the discussion, we introduce graphical depictions of each interaction between two objects $i$ and $j$.


We can allow more sophisticated interactions, such as a hierarchy of nested regions or regions excluded from one another. The example below models two mutually exclusive regions, each with an interior part. A black circle indicates that the region's label is complemented in order for the overall problem to remain submodular.


There are many useful interactions that we cannot model with graph cuts. The example below describes two mutually exclusive regions, both contained within another region.


The above configuration cannot be trivially converted to a submodular energy. It introduces what is called a frustrated cycle among the overall pairwise energy terms. A cycle is called
frustrated if it contains an odd number of non-submodular terms (see $\mathcal{P} 3, \mathcal{P} 4$ in [124]). This means that with graph cuts we can only model interactions that are bipartite with respect to exclusion, and submodular interactions cannot be added between layers that use opposite $0 / 1$ labels. If we step outside these constraints then global optima are no longer guaranteed, but approximations such as QPBO-I [124] or $\alpha \beta$-swap [24] may still be effective. (Section 3.4 explains why $\alpha$-expansion often cannot be applied.)

### 3.2.3 Regional data terms

We begin by showing how the likelihoods in Figure 3.4 are used to drive the segmentation in Figure 3.1. We have $\mathcal{L}=\{A, B\}$ so each data term $D_{p}$ defines up to 4 costs. Given image data $I$ with individual pixel intensities $I_{p}$, each function $D_{p}$ is naturally described by the table below.

$$
\begin{array}{|cc|c|}
\hline x_{p}^{A} & x_{p}^{B} & D_{p}  \tag{3.9}\\
\hline 0 & 0 & -\log \operatorname{Pr}\left(B g \mid I_{p}\right) \\
0 & 1 & K \\
1 & 0 & -\log \operatorname{Pr}\left(A \mid I_{p}\right) \\
1 & 1 & -\log \operatorname{Pr}\left(B \mid I_{p}\right) \\
\hline
\end{array}
$$

The unspecified cost $K$ brings us to an important point. The cost $K$ is not driven by the image data itself, because the " $A$ contains $B$ " object model prohibits this configuration. For this particular model, each $D_{p}\left(x_{p}\right)$ is added alongside pairwise term $W_{p p}^{A B}$ having cost $W_{p p}^{A B}(0,1)=$ $\infty$. The three likelihoods (3.9) can therefore be arbitrary for this object model, without concern for $K$ or for submodularity. Submodularity of our overall energy (3.2) thus depends on a combination of data terms and interaction terms.

Suppose however that there were no geometric constraints between two layers $i$ and $j$. The data terms $D_{p}\left(x_{p}\right)$ must then be submodular (or supermodular if the label for $j$ is flipped). To understand what this means intuitively, consider two regions $i$ and $j$ that represent subtractive colours.


Here, submodularity requires that each data term satisfy

$$
\begin{equation*}
D_{p}(0,0)+D_{p}(1,1) \leq D_{p}(0,1)+D_{p}(1,0) . \tag{3.11}
\end{equation*}
$$

One symmetric way to satisfy (3.11) is to say, for example, that $D_{p}$ for a cyan pixel $I_{p}$ does not simply encourage region $i$, but also discourages region $j$ by an equal amount.

For models with strong geometric interactions, such as containment and exclusion, these constraints on $D_{p}$ are usually satisfied for reasons suggested by (3.9).

Higher-order data terms A data term $D_{p}$ may model three or more regions with dependent data costs, but graph cuts can only encode pairwise energy terms directly. Any function of three
or more variables can be transformed into a combination of pairwise and unary terms in polynomial time [18]. Transforming a submodular $3^{\text {rd }}$-order term preserves submodularity among the resulting pairwise terms [87]. For a $4^{\text {th }}$-order term or higher there are submodularity-preserving transformations only for certain cases [49, 156]. To solve the resulting pairwise problem with a single graph cut, one must truncate the non-submodular data terms to approximate the desired energy. (None of our medical examples needed truncation.) An alternative is to use QPBO [18] and its extensions [124] directly on the non-submodular energy.

### 3.3 Applications

We choose two problems that we hope demonstrate the diverse applications of our framework. Section 3.3.1 shows how our multi-region energy (3.2) helps to model many objects in medical image segmentation. Section 3.3.2 proposes a novel way to regularize basic scene layout estimation using Hoiem-style ${ }^{3}$ data terms [66].

### 3.3.1 Medical segmentation

Medical image segmentation is a domain full of multi-part objects that are hard to detect with rigid part-models such as [44]. This is why so many state-of-the-art algorithms [5, 20, 61, 102] rely on region+boundary models over arbitrary shapes using mainly length/area priors. Of these techniques, only the recent work of $\mathrm{Li}, \mathrm{Wu}$, Chen \& Sonka [102] attempts to globally optimize priors on the distance between multiple surfaces. As shown in Figures 3.2 and 3.3, they rely on accurate center-line estimation (a difficult problem in itself) and cannot handle complex topologies.

Figures 3.1, 3.6, 3.7 and 3.8 show experimental results of our multi-region framework using class-specific models (bone, knee, heart, kidney). The heart result was computed using QPBOI , and the rest were computed in a single graph cut. Our early experiments are all 2D but they extend to N-D in a straight-forward manner. Using the Boykov-Kolmogorov max-flow algorithm [22] our running times are longer than binary graph cut in roughly linear proportion to the number of vertices and arcs added to the graph.

### 3.3.2 Scene layout estimation

Given a photograph of a scene, we wish to break the image into rough geometric labels "bottom" $(B)$, "top" $(T)$, "left wall" $(L)$, "right wall" $(R)$ and "front-facing" $(F)$. This application is described by Hoiem et al. [66], and we actually use data terms based on their local geometric class estimators. See Figure 3.9 for an example result. Instead of using $\alpha$-expansion to find a local minimum of a Pott's energy, we design a set of interactions between class regions that can be optimized by a single graph cut.

In our setup, we let regions $\mathcal{L}=\{B, L, T, R\}$ and treat $F$ as background. Ideally we want every pixel $p \in \mathcal{P}$ to be assigned a unique region, but adding this constraint introduces frus-
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Figure 3.6: User-driven segmentation of knee joint, measuring thickness of cartilage. Above uses the 4part submodular interaction portrayed in (3.7), and was computed by a single graph cut. Given the some pixels manually classified by the user (dark regions), bone and cartilage are segmented automatically using a combination of image gradients and anisotropic distance prior (margin) between surfaces. A two-part model, using these same user input for either tibia or femur, gives poor results.


Figure 3.7: User-driven heart segmentation using the non-submodular interaction portrayed in (3.8), solved by QPBO-I. The user first marks a part of the right ventricle (a), but the sampled colour model is attracted to both ventricles. The user then marks the left ventricle as a separate region (b). The outer wall is segmented automatically by compromising between image gradients and distance prior (margin). This model cannot be handled by Li et al. [102], and was the starting point for the cardiac segmentation model of Ulén et al. [148].


Figure 3.8: Kidney segmentation (a) is very difficult to automate due to low contrast and complex topology. Binary graph cuts simply cannot get reasonable results without heavy user interaction, and even multi-label methods need some form of localization [125, 61]. In (b-c) we model the kidney as medulla surrounded by a slightly brighter cortex of minimum thickness. On this challenging example our method is very sensitive to colour/geometric parameters, e.g. (b), but has discriminative power to extract only the correct object (c) without any localization. We also show an alternate 3-region object model (d) that eliminates the unwanted margin between medulla and collection cavity (dark/bright interior). This kind of topology would be impossible to segment using Li et al. [102] due to the unwrapping requirement.


Figure 3.9: Scene layout estimation. Given a scene (a) we first generate data terms from local surface class confidences given by Hoiem et al. [66]. The maximum likelihood solution is shown in (b). With a single graph cut, our multi-region framework regularizes noise/gaps in the data (c) while keeping most important geometric classes $(B, L, T, R, F)$ mutually exclusive throughout the image.
trated cycles (Section 3.2.2). We propose the subset of interactions and data terms portrayed in Figure 3.10.

To encourage the "box" layout seen in Figure 3.10 we borrow an idea from [105] and bias region $B$ against cutting underneath itself using length terms $V^{B}$, and likewise for orientations $L, T, R$. Unlike [105] we do this with a soft penalty so that strong local data terms can override the prior, such as the front-facing sign in Figure 3.9c.

We still have two unwanted configurations $B T$ and $L R$ that have no corresponding likelihood. To discourage these labels we want to maximize corresponding $D_{p}$, but higher-order


Figure 3.10: Our scene object interactions and corresponding higher-order data terms. Two unwanted labels are due to limitations imposed by frustrated cycles (Section 3.2.2). The configurations not listed have cost $\geq \infty$ due to the four exclusion constraints above.
submodularity requires

$$
\begin{align*}
& D_{p}(B T) \leq D_{p}(B)+D_{p}(T)-D_{p}(F), \text { and }  \tag{3.12}\\
& D_{p}(L R) \leq D_{p}(L)+D_{p}(R)-D_{p}(F) .
\end{align*}
$$

We truncate these terms to retain submodularity, potentially allowing either $B$ to overlap $T$, or $L$ to overlap $R$. Experimental results are shown in Figure 3.11.

Note that even if we did prohibit labels $B T$ and $L R$, we would not be minimizing a Pott's energy. Instead, the equivalent multi-label formulation has labels $\mathcal{L}=\left\{l_{\emptyset}, l_{1}, \ldots, l_{n}\right\}$ where we designate $l_{\emptyset}$ the null label, corresponding to region $F$ in our scene layout formulation. In this type of multi-label model, all pixel label pairs $f_{p}, f_{q} \neq l_{\emptyset}$ have

$$
\begin{equation*}
V_{p q}\left(f_{p}, f_{q}\right)=V_{p q}\left(f_{p}, l_{\emptyset}\right)+V_{p q}\left(l_{\emptyset}, f_{q}\right) . \tag{3.13}
\end{equation*}
$$

Because this model always penalizes $\left(l_{i}, l_{j}\right)$ transitions more than $\left(l_{i}, l_{\emptyset}\right)$ transitions, oversmoothing creates gaps between $l_{i}$ and $l_{j}$ in regions with weak data, unlike [66, 105].

### 3.4 Discussion

Given one of our multi-region models, one could apply $\alpha \beta$-swap to the corresponding multilabel energy. Unfortunately this provides no optimality guarantees, and Figure 3.12 suggests how our distance priors create local minima for $\alpha \beta$-swap. Often the $\alpha$-expansion algorithm cannot even be applied because the equivalent multi-label energy is not a metric [24] and would create non-submodular terms at the expansion step. Specifically, let $V_{p q}\left(f_{p}, f_{q}\right)$ denote the pairwise cost corresponding to Figure 3.12. The costs here do not satisfy the triangle inequality because

$$
\begin{equation*}
V_{p q}(B, \emptyset) \nsubseteq V_{p q}(B, A)+V_{p q}(A, \emptyset) . \tag{3.14}
\end{equation*}
$$

The Pott's-like model suggested by (3.13) is a metric, however, and can be optimized effectively with $\alpha$-expansion. On the few scene layout examples we tried, $\alpha$-expansion either found or came close to the global optimum.
Multi-label constructions Recall that our set of regions $\mathcal{L}$ is not ordered in any way. We are thus not building a 'layer cake' construction typical of discrete and continuous total-variation methods in multi-label optimization [71, 117, 118]. A special case of our multi-region energy (3.2) does coincide with a particular Ishikawa construction [71]. To construct a total-variation $\left(V_{p q} \propto\left|f_{p}-f_{q}\right|\right)$ Ishikawa graph for $n$ labels, order $n-1$ regions as $\mathcal{L}=\{1, \ldots, n-1\}$ and introduce hard " $i$ contains $i+1$ " constraints between subsequent layers.

Also recall that an $n$-region model represents up to $2^{n}$ corresponding labels, which is the ultimate objective of the log transformation [121]. They start with an energy over discrete variables $x_{i} \in\{1 \ldots m\}$ and try to represent each $x_{i}$ using as close to $\log _{2} m$ binary variables as possible. Their approach is much more general because they start from a multi-label energy and test it against a criterion for transformation to submodular binary encoding. The criterion itself is clear but it is not always obvious how to satisfy it when designing an energy for a particular application. In contrast, we start with binary variables and build up our multi-region


Figure 3.11: Scene layout results using our proposed interactions in Section 3.3.2, showing estimates for indoor (a) and outdoor (b-d) scenes. Smoothness parameters were tuned for each image. Diagonal shading on the Flatiron image (d) indicates that scene classes $L$ and $R$ overlap. This may happen when certain data terms conflict because our graph cut construction cannot simultaneously prohibit all classes from overlapping. Section 3.4 discusses ways to resolve this. See Figure 3.9b for an example of the data terms that drive this segmentation.


Figure 3.12: Example of how our interaction terms cause $\alpha \beta$-swap to get stuck in local minima. The graph and $D_{p}$ encode a 4-pixel segmentation with " $A$ contains $B$ " constraint. Diagonal arcs encourage a 1-pixel margin between boundaries of $B$ and $A$. Our $s-t$ min cut construction finds global optimum $f^{*}=(B, B, A, \emptyset)$ with $E\left(f^{*}\right)=0$, but the corresponding 3-label energy is hard for $\alpha \beta$-swap to optimize. The labeling $\hat{f}=(\emptyset, \emptyset, \emptyset, \emptyset)$ is already a local minimum regardless of which labels are swapped (right).
models from intuitive pairwise interactions. We show that there are applications where such models are useful, without the need for an explicit transformation from multi-label.

Constructions along 'rays' On page 25 we described a related construction by $\mathrm{Li}, \mathrm{Wu}$, Chen \& Sonka [102] that optimizes along columns sampled from the image domain. Notice that because their columns are known a priori they can encode both a min and max distance prior, whereas our framework assumes rays are not known and can only encode a min distance ${ }^{4}$. Thus there is an advantage to their method when a good pre-segmentation is available.

On the subject of paper [102], we mention two connections between their work and existing works in vision. First, it is standard to convert their closure set problem into an equivalent $s$ - $t$ min cut, and we note that the corresponding min cut graph in their single-surface case happens to be a particular Ishikawa construction [71]. Their innovation can be thought of as building parallel Ishikawa constructions that influence one another. Second, there is a binary segmentation paper [152] that takes similar advantage of rays embedded in the image domain. Rather than unwrap the image domain and introduce geometric distortion of length/area, Veksler discretizes the rays and embeds them directly in the neighbourhood of a grid graph. One could implement multi-surface priors like Li et al. by extending Veksler's grid framework instead.

QPBO and approximations There are many multi-region models that are useful yet contain frustrated cycles. Even the simple 3-region interaction portrayed in (3.8) and the scene layout application are two examples where the ideal set of interactions cannot be optimized with a single graph cut. We can still formulate the (potentially NP-hard) energy and apply global methods like QPBO-P [18] or a reasonably fast approximation like QPBO-I [124]. QPBO-I can give good results on examples like Figures 3.7 and 3.11 d , in only $1-5$ subsequent 'improve' attempts. Figure 3.13 shows how QPBO-I succeeded in resolving the violated constraints from on the 'flatiron' image.
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Figure 3.13: LEFT: Failure case from Figure 3.11d. RIGHT: Solution by QPBO-I where unwanted class labels $B T, L R$ are prohibited.

Local search with multi-label moves Given a model that contains frustrated cycles among region layers, it may also be possible to design move-making algorithms that operate on subsets of regions, rather than relying on QPBO. This is in the spirit of "range-moves" [93, 151] where at each iteration we choose a large subset of interactions that can be trivially converted to submodular. Care must be taken to ensure that the energy of the labeling never increases, but large moves can be developed in this way. For example, we have verified that we can implement the vertical/horizontal moves in [105] using a simple " $T$ excludes $B$ " construction with special $D_{p}$ and $V^{i}$ based on the current labeling.

More generally we can minimize a multi-label energy $E(f)$ by defining a move space for the local search algorithm in Section 2.2. The main novelty over range-moves [151] will be (1) the geometric interpretation of long-range interactions and (2) our attempt to flip the meaning of binary variables to eliminate non-submodular interactions, resulting in a larger move space. Let us define the region subsets upon which submodular moves can be made:

$$
\begin{aligned}
\mathcal{S}=\{L \subseteq \mathcal{L}: & L \text { is free of frustrated cycles and no } \\
& \text { superset of } L \text { is free of frustrated cycles }\} .
\end{aligned}
$$

The set of all possible moves with respect to current labeling $\hat{f}$ can be defined as

$$
\begin{equation*}
\mathcal{M}(\hat{f})=\bigcup_{L \in \mathcal{S}} \mathcal{M}^{L}(\hat{f}) \quad \text { where } \quad \mathcal{M}^{L}(\hat{f})=\left\{f: f_{p} \neq \hat{f}_{p} \Rightarrow f_{p}, \hat{f}_{p} \in L\right\} . \tag{3.15}
\end{equation*}
$$

Each set of regions $L \in \mathcal{S}$ has no frustrated cycles among its interactions. This means we can always find a binary 'flipping' such that there is a one-to-one correspondence between elements of $L=\left\{\ell_{1}, \ldots, \ell_{k}\right\}$ and feasible binary assignments $\mathbf{x}_{p}=\left(x_{p}^{1}, \ldots, x_{p}^{k}\right)$ where $k=$ $|L|$. The flipping allows interaction terms $W_{p q}^{i j}$ are submodular, and so we can compute an optimal move on subset $L$ in a single graph cut using the constructions found throughout this chapter.

### 3.5 Conclusions and Future Work

With our multi-region framework, not only can more difficult objects now be segmented, but designing tractable models is also quite easy. The main ideas were to keep a separate appearance model for each spatially distinct region, and to allow geometric priors between region boundaries. Along the way, we discussed many parallels between the works of Li et al. [102], Ishikawa [71] and Veksler [152], and we hope these comments were helpful. Our experiments suggest that more robust medical segmentation tools could be designed around these ideas.

There are many other applications that can potential be revisited with these ideas in mind. Particularly promising are a more sophisticated concept of shape priors [50, 155] and topological constraints [153], but also ratio minimization [84], EM-style algorithms like GrabCuts [123], and combining pictorial structures with segmentation [44, 81]. Complex objects can be modeled by a hierarchy of nested regions that interact, with each region potentially driven by different data.

Finally, we note that there has been much past success in transferring ideas from discrete optimization into continuous settings, e.g. $[118,112]$. We hypothesize that some of the ideas discussed in this chapter may also apply in continuous settings.

## Chapter 4

## Energies with Label Costs

In a labeling problem we are given a set of observations $\mathcal{P}$ (pixels, features, data points) and a finite set of labels $\mathcal{L}$ (categories, geometric models, disparities). The goal is to assign each observation $p \in \mathcal{P}$ a label $f_{p} \in \mathcal{L}$ such that the joint labeling $f$ minimizes some objective function $E(f)$.

In computer vision and machine learning the available data is usually ambiguous, unreliable, or simply insufficient as to make direct inference possible. To explain such data we must incorporate biases and assumptions into our models, ideally a form of high-level reasoning or, more commonly, low-level regularization such as those discussed in Chapter 1. However, even low-level regularizers (biases) often make the corresponding inference problem NP-hard. Our work is about how to effectively optimize energies with two such regularizers: a preference for fewer unique labels in the solution (label costs), and a preference for spatial smoothness (smooth costs). Figures 4.1, 4.2, and 4.3 suggest how these criteria cooperate to give clean results.

The work in this chapter was initially published in the 2010 Conference on Computer Vision and Pattern Recognition (CVPR) [38] and subsequently expanded in the International Journal of Computer Vision (IJCV) [39].

### 4.1 Some Useful Regularizers

Regularization combining smoothness and label costs has a long history in vision going back to well known papers by Leclerc [98], Zhu \& Yuille [166], and many others. Until recently, however, label costs could not be optimized by the powerful combinatorial algorithms popular in computer vision. The main contributions of our work (originally reported in [38]) are as follows. We are first to describe a general label cost functional $(*)$ that depends on a specific subset of used labels, rather than on a number of labels. Moreover, we propose several combinatorial optimization algorithms with guaranteed optimality bounds for minimizing energies combining data costs, smooth costs, and label costs.

Label costs Start by considering a basic (unregularized) energy $E(f)=\sum_{p} D_{p}\left(f_{p}\right)$, where optimal $f_{p}$ can be determined trivially by minimizing over independent 'data costs'. Suppose, however, that we wish to explain the observations using as few unique labels as necessary. We


Figure 4.1: Motion segmentation on the 1RT2RCR sequence [145]. Energy (4.1) finds 3 dominant motions (a) but labels many points incorrectly. Energy (4.2) gives coherent segmentations (b) but finds redundant motions. Our energy combines the best of both (c).


Figure 4.2: Planar homography detection on VGG (Oxford) Merton College 1 image (right view). Energy (4.1) finds reasonable parameters for only the strongest 3 models shown in (a), and still assigns a few incorrect labels. Energy (4.2) finds reasonable clusters (b) but fits 9 models, some of which are redundant (nearly co-planar). Our energy ( $\star$ ) finds both good parameters and labels (c) for 7 models.


Figure 4.3: Unsupervised segmentation using histogram models. Energy (4.1) clusters in colour space, so segments (a) are incoherent. Energy (4.2) clusters over pixels and must either over-segment or over-smooth (b), just as in [164]. Our energy ( $\star$ ) balances these criteria (c) and corresponds to Zhu \& Yuille [166] for segmentation.
can introduce label costs into $E(f)$ to penalize each unique label that appears in $f$ :

$$
\begin{equation*}
E(f)=\sum_{p \in \mathcal{P}} D_{p}\left(f_{p}\right)+\sum_{l \in \mathcal{L}} H(l) \cdot \delta_{l}(f) \tag{4.1}
\end{equation*}
$$

where $H(l)$ is the non-negative label cost of label $l$, and $\delta_{l}(\cdot)$ is the corresponding indicator function

$$
\delta_{l}(f) \stackrel{\text { def }}{=} \begin{cases}1 & \exists p: f_{p}=l \\ 0 & \text { otherwise } .\end{cases}
$$

Again, energy (4.1) balances the individual preferences of variables (the data costs) against the global preference to have rely on fewer unique labels (the label costs). It turns out that this formulation is equivalent to the well-studied uncapacitated facility location (UFL) problem, which we review in Section 4.3.5. For example, in computer vision, Li [101] recently posed multi-body motion estimation in terms of UFL. For multi-model fitting, each label corresponds to a candidate model and label costs penalize overly-complex models, preferring to explain the data with fewer, cheaper labels (see Figure 4.1a).
Smooth costs Spatial smoothness is a standard regularizer in computer vision. The idea here is that groups of observations are often known a priori to be positively correlated, and should thus be encouraged to have similar labels. Neighbouring image pixels are a classic example of this. Such pairwise priors can be expressed by the energy

$$
\begin{equation*}
E(f)=\sum_{p \in \mathcal{P}} D_{p}\left(f_{p}\right)+\sum_{p q \in \mathcal{N}} V_{p q}\left(f_{p}, f_{q}\right) \tag{4.2}
\end{equation*}
$$

where each $V_{p q}$ penalizes $f_{p} \neq f_{q}$ in some manner. If each $V_{p q}$ defines a metric, then minimizing (4.2) is known as the metric labeling problem [24,78] and can be optimized effectively with the $\alpha$-expansion algorithm.

This regularizer prefers spatially coherent segmentations, but has no incentive to combine non-adjacent segments and thus a tendency to suggest redundant labels in multi-model fitting (see Figure 4.1b). Still, spatial smoothness priors are important for a wide array of vision applications.

Our combined energy We propose a discrete energy that essentially combines the UFL and metric labeling problems.

$$
\begin{equation*}
E(f)=\overbrace{\sum_{p \in \mathcal{P}} D_{p}\left(f_{p}\right)}^{\text {data cost }}+\overbrace{\sum_{p q \in \mathcal{N}} V_{p q}\left(f_{p}, f_{q}\right)}^{\text {smooth cost }}+\overbrace{\sum_{L \subseteq \mathcal{L}} H(L) \cdot \delta_{L}(f)}^{\text {label cost }} \tag{*}
\end{equation*}
$$

where the indicator function $\delta_{L}(\cdot)$ is now defined on label subset $L$ as

$$
\delta_{L}(f) \stackrel{\text { def }}{=} \begin{cases}1 & \exists p: f_{p} \in L \\ 0 & \text { otherwise } .\end{cases}
$$

Our energy actually generalizes label costs to label subset costs $H(L)$, where we use notation for per-label costs $H(l)$ to mean $H(\{l\})$ throughout. Energy ( $\star$ ) balances two demonstrably important regularizers, as suggested by Figure 4.1c. Figures 4.2 and 4.3 show other vision applications where our combined label cost energy makes sense.

### 4.2 Related work

A number of recent publications have relied on label costs in some form. For example, in [38] we proposed our subset costs in $(\star)$ as a form of co-occurrence cost in object recognition. This application was thoroughly and independently developed by Ladický et al. [94], also within an $\alpha$-expansion framework but with a heuristic extension; see Section 4.8 for discussion. Others have independently proposed label cost energies for specific applications. For example, we learned from personal correspondence that John Winn developed an extension of $\alpha$-expansion to instance cost potentials in 2004 that only appeared as part of a supervised part-based object recognition framework [67], though his approach to deriving an algorithm is quite different from ours ${ }^{1}$. Special case energy (4.1) corresponds to objective functions studied in vision by Torr [144] and in a number of independent later works for specific applications [101, 97, 9]. Our combined energy $(\star)$ has recently been extended to convex continuous total variation (TV) formulations [163].

Label costs can be viewed as a special case of other global interactions recently studied in vision, for example by Werner [159] and Woodford et al. [160]. Werner proposed a cutting plane algorithm to make certain high-order potentials tractable in an LP relaxation framework. The algorithm is very slow but much more general, and he demonstrates global class

[^5]size constraints for enforcing simple marginal statistics in image segmentation. Our potential $H(l) \cdot \delta_{l}(f)$ corresponds to a soft constraint that the number of variables taking label $l$ be zero; this cost is concave w.r.t. the number of variables taking $l$. Woodford et al. optimize energies involving marginal statistics and they call these Marginal Probability Fields (MPFs). They focus on a number of hard cases with convex costs and propose specialized (but slow) algorithms based on dual decomposition.

This chapter studies label costs from a general perspective, including discussion of multiple algorithms, optimality bounds, extensions, and fast special cases. Our work on these algorithms was inspired by an array of generic model-fitting applications in vision that benefit from label costs: geometric model fitting [144], rigid motion estimation [101, 145], MDL-based segmentation [166], finite mixture models [15]. This chapter presents a number of synthetic and real examples illustrating generic applications for the label costs and evaluating the proposed optimization techniques.

Chapter outline Section 4.3 presents our extension to $\alpha$-expansion and corresponding optimality bounds. We also analyze fast UFL heuristics for a special case of ( $\star$ ) without smooth costs. Section 4.4 describes a multi-model fitting algorithm based on our energy, and Section 4.5 discusses connections to standard expectation maximization (EM) and $K$-means algorithms. Section 4.6 details our experiments illustrating generic applications in vision. Section 4.7 empirically compares a number of alternative combinatorial optimization algorithms applicable to label cost energies. Besides the extended version of $\alpha$-expansion designed specifically for energy ( $\star$ ), we tested a number of alternative methods based on standard $\alpha$-expansion [24] for (4.2) with additional heuristics addressing the label costs term. Section 4.8 discusses applications of high-order label costs, more related works, and possible extensions.

### 4.3 Fast Algorithms to Minimize Label Costs

Our main technical contribution is to extend the well-known $\alpha$-expansion algorithm [24] to incorporate label costs at each expansion (Section 4.3.1) and prove new optimality guarantees (Section 4.3.3). Section 4.3.5 reviews known results for the 'easy' case (4.1) with only data and per-label costs.

### 4.3.1 $\alpha$-expansion with label costs

Minimizing the multi-label energy $(\star)$ is NP-hard in general for $|\mathcal{L}| \geq 3$. The $\alpha$-expansion algorithm [24] maintains a current labeling $f^{\prime}$ and iteratively 'moves' to a better one until no improvements can be made. At each iteration, some label $\alpha \in \mathcal{L}$ is chosen and variables $f_{p}$ are simultaneously given a binary choice to either stay as $f_{p}=f_{p}^{\prime}$ or switch to $f_{p}=\alpha$. This key step (line $\mathbf{4}$ below) is called expansion because label $\alpha$ is given a chance to grow arbitrarily. If each $V_{p q}$ is a metric [24], the best possible expansion move can be computed efficiently by a single graph cut. We now describe the binary expansion step in sufficient detail for understanding label costs. For a more complete description of the $\alpha$-expansion algorithm, see Section 2.2.

Let labeling $f=\left(f_{1}, \ldots, f_{n}\right)$ and let $f^{\alpha}$ denote a feasible $\alpha$-expansion w.r.t. current labeling $f^{\prime}$. Using subset of variables $\mathcal{P}_{\alpha}=\left\{p \in \mathcal{P}: f_{p}^{\prime} \neq \alpha\right\}$, the possible labelings $f^{\alpha}$ can be expressed one-to-one with binary indicator variables $\mathbf{x}=\left(x_{p}\right)_{\mathcal{P}_{\alpha}}$ using relation

$$
\begin{align*}
& x_{p}=0 \Longleftrightarrow f_{p}^{\alpha}=f_{p}^{\prime} \\
& x_{p}=1 \Longleftrightarrow f_{p}^{\alpha}=\alpha \tag{4.3}
\end{align*} \quad \forall p \in \mathcal{P}_{\alpha} .
$$

Let $E^{\alpha}(\mathbf{x})$ denote the binary energy that encodes all possible $\alpha$-expansion moves (4.3) relative to $f^{\prime}$. The $\alpha$-expansion algorithm computes an optimum $\mathbf{x}^{*}$ for $E^{\alpha}$ and thereby $f^{\alpha}$, by solving a single $s$ - $t$ min cut problem.

As an illustrative example, suppose multi-label energy $E(f)$ is such that the optimal expansion with respect to labeling $f^{\prime}$ is $f^{\alpha}$ :

$$
\begin{equation*}
f^{\prime}=\beta|\alpha| \gamma|\gamma| \beta \left\lvert\, \beta \rightarrow \frac{\alpha|\alpha| \alpha|\gamma| \beta \mid \beta}{\alpha \mid \underline{1|1| 0|0| 0}}=f^{\alpha}=\mathrm{x}^{*}\right. \tag{4.4}
\end{equation*}
$$

where 1 means $x_{2}$ is fixed to 1 . Here only $f_{1}$ and $f_{3}$ changed to label $\alpha$ while the rest preferred to keep their labels. The $\alpha$-expansion algorithm iterates the above binary step until finally $\mathbf{x}_{p}^{*}=0$ wherever $f_{p}^{\prime} \neq \alpha$ for all possible $\alpha \in \mathcal{L}$.
Encoding label costs The energy in example (4.4) was such that $f_{5}$ and $f_{6}$ preferred to stay as label $\beta$ rather than switch to $\alpha$. Suppose we introduce a cost $H(\beta)>0$ that is added to $E(f)$ if and only if there exists some $f_{p}=\beta$. The binary energy for an expansion move must encode a potential reward of $H(\beta)$ for replacing all $f_{p}^{\prime}=\beta$ with label $\alpha$. If $H(\beta)$ is large enough, the optimal expansion move for our small example would affect $f_{5}$ and $f_{6}$ :

$$
\begin{equation*}
f^{\prime}=\frac{|\beta| \alpha|\gamma| \gamma|\beta| \beta}{1} \sum_{56}^{56} \rightarrow \frac{|\alpha| \alpha|\alpha| \gamma|\alpha| \alpha \mid}{|1| \underline{1}|1| 0|1| 1}=f^{\alpha}=\mathbf{x}^{*} \tag{4.5}
\end{equation*}
$$

Our main algorithmic contribution is a way to encode such label costs into the expansion step and thereby encourage solutions that use fewer labels.

Energy $E^{\alpha}(\mathbf{x})$, when expressed as a multilinear polynomial, is a sum of linear and quadratic terms over $\mathbf{x}$. For the specific example (4.5), we can encode cost $H(\beta)$ in $E^{\alpha}$ by simply adding $H(\beta)-H(\beta) x_{1} x_{5} x_{6}$ to the binary energy. Because this specific term is cubic and $H(\beta) \geq 0$, it can be optimized by a single graph cut using the construction in [87].

To encode general label costs for arbitrary $L \subseteq \mathcal{L}$ and $f^{\prime}$, we must optimize the modified expansion energy

$$
\begin{equation*}
E_{h}^{\alpha}(\mathbf{x})=E^{\alpha}(\mathbf{x})+\sum_{\substack{L \subseteq \mathcal{L} \\ L \cap \mathcal{L}^{\prime} \neq \emptyset}}\left(H(L)-H(L) \prod_{p \in \mathcal{P}_{L}} x_{p}\right)+C^{\alpha}(\mathbf{x}) \tag{4.6}
\end{equation*}
$$

where set $\mathcal{L}^{\prime}$ contains the unique labels in the current labeling $f^{\prime}$, and set $\mathcal{P}_{L}=\left\{p: f_{p}^{\prime} \in L\right\}$. Term $C^{\alpha}$ simply accounts for the case when $\alpha \notin \mathcal{L}^{\prime}$ and so the introduction of label $\alpha$ must itself be penalized; this term is discussed shortly, but for now we focus on the 'reward' terms in (4.6).


Figure 4.4: LEFT: Graph construction that encodes $h-h x_{1} x_{2} \cdots x_{k}$ when we define $x_{p}=1 \Leftrightarrow p \in T$ where $T$ is the sink side of the cut. RIGHT: In a minimal $s$ - $t$ cut, the subgraph contributes cost either 0 (all $x_{p}=1$ ) or $h$ (otherwise). A cost greater than $h(e . g . *)$ cannot be minimal because setting $y=0$ cuts only one arc.


Figure 4.5: The alternate undirected graph construction corresponding to Figure 4.4 may be easier to understand. The weights are found by reparameterizing (4.8) such that $\bar{x} y$ and $x \bar{y}$ terms receive identical coefficients. Cut $*$ is not minimal with respect to auxiliary variable $y$.

Each product term in (4.6) adds a higher-order clique $\mathcal{P}_{L}$ beyond the standard $\alpha$-expansion energy $E^{\alpha}(\mathbf{x})$. Freedman and Drineas [49] generalized the graph construction of [87] to handle terms $c \prod_{p} x_{p}$ of arbitrary degree when $c \leq 0$. This means we can transform each product seen in (4.6) into a sum of quadratic and linear terms that graph cuts can still optimize globally. The transformation for a particular label subset $L \subseteq \mathcal{L}$ with $\left|\mathcal{P}_{L}\right| \geq 3$ is

$$
\begin{equation*}
-H(L) \prod_{p \in \mathcal{P}_{L}} x_{p}=H(L) \cdot \min _{y_{L} \in\{0,1\}}\left[\left(\left|\mathcal{P}_{L}\right|-1\right) y_{L}-\sum_{p \in \mathcal{P}_{L}} x_{p} y_{L}\right] \tag{4.7}
\end{equation*}
$$

where $y_{L}$ is an auxiliary variable that must be optimized alongside $\mathbf{x}$ whenever $H(L)>0$. Since each $x_{p} y_{L}$ term has non-positive coefficient, the corresponding binary energy is submodular [18] and can be minimized by a single graph cut (Section 2.1).

To encode the potential (4.7) into an $s$ - $t$ min-cut graph construction, we reparameterize the right-hand side such that each quadratic monomial has exactly one complemented variable (e.g. $x \bar{y}$ ) and non-negative coefficient (arc weight). The particular reparameterization we use is

$$
\begin{equation*}
-H(L)+H(L) \bar{y}_{L}+\sum_{p \in \mathcal{P}_{L}} H(L) \cdot \bar{x}_{p} y_{L} \tag{4.8}
\end{equation*}
$$

where $\bar{x}=1-x$. Figure 4.4 shows the subgraph corresponding to (4.8) after cancelling the
constant $-H(L)$ using (4.7).
Subgraphs of this type have been used in vision before, most notably the $P^{n}$ Potts potentials of Kohli et al. [79]. Our indicator potentials $\delta_{L}(\cdot)$ are different in that, at the binary step (4.6), each clique $\mathcal{P}_{L}$ is determined dynamically from the current labeling $f^{\prime}$ and is not expressed as such in the original energy $(\star)$. A $P^{n}$ Potts potential can be represented by a combination of label subset costs but not the other way around. The idea is to apply 'regional' subset costs derived from the coefficients of the $P^{n}$ Potts potential. Section 4.8 describes this transformation in detail.

A final detail for $\alpha$-expansion is the case when label $\alpha$ was not present in the current labeling $f^{\prime}$. The corrective term $C^{\alpha}$ in (4.6) incorporates the label costs for $\alpha$ itself:

$$
\begin{equation*}
C^{\alpha}(\mathbf{x})=\sum_{\substack{L \subseteq \mathcal{L} \backslash \mathcal{L}^{\prime} \\ \alpha \in L}}\left(H(L)-H(L) \prod_{p \in \mathcal{P}} \bar{x}_{p}\right) . \tag{4.9}
\end{equation*}
$$

The binary energy should only pay the label costs where $\alpha \in L$ if label $\alpha$ was introduced during the expansion move. If we find that $\mathbf{x}^{*}=0$ then we know that (a) label $\alpha \operatorname{did}$ not appear in $f^{\prime}$ and (b) it was also not worth introducing $\alpha$ in the expansion move, so $f^{\alpha}=f^{\prime}$. The term (4.9) can be encoded by a subgraph analogous to Figure 4.4, but the following is more efficient: first compute optimal $\mathbf{x}^{*}$ for (4.6) without considering $C^{\alpha}$, then explicitly add it to $E_{h}^{\alpha}\left(\mathbf{x}^{*}\right)$ if $\mathbf{x}^{*} \neq \mathbf{0}$, and reject the expansion if the energy would increase.

### 4.3.2 $\alpha \beta$-swap with label costs

For the $\alpha \beta$-swap algorithm we denote the binary energy for any particular $\alpha \beta$-swap by $E^{\alpha \beta}(\mathbf{x})$. The terms in this energy are slightly different from $E^{\alpha}$ used in $\alpha$-expansion, but we can also extend $\alpha \beta$-swap to incorporate label costs by adding similar high-order terms to $E^{\alpha \beta}$. For a complete description of the $\alpha \beta$-swap algorithm, see Section 2.2.

Let $f^{\prime}$ denote the current labeling and let $f^{\alpha \beta}$ denote a feasible $\alpha \beta$-swap move with respect to $f^{\prime}$. The set of pixels that can swap their labels is $\mathcal{P}_{\alpha \beta}=\left\{p \in \mathcal{P}: f_{p}^{\prime} \in\{\alpha, \beta\}\right\}$. The possible swap moves $f^{\alpha \beta}$ correspond one-to-one with binary indicator variables $\mathbf{x}=\left(x_{p}\right)_{p \in \mathcal{P}_{\alpha \beta}}$ as

$$
\begin{aligned}
& x_{p}=0 \Longleftrightarrow f_{p}^{\alpha \beta}=\alpha \\
& x_{p}=1 \Longleftrightarrow f_{p}^{\alpha \beta}=\beta \quad \forall p \in \mathcal{P}_{\alpha \beta} .
\end{aligned}
$$

Let $\mathcal{L}_{\alpha \beta}^{\prime}=\mathcal{L}^{\prime} \backslash\{\alpha, \beta\}$, which is the set of labels used in $f^{\prime}$ by pixels not involved in the swap. Then the binary expansion energy with label costs can be written as

$$
\begin{equation*}
E_{h}^{\alpha \beta}(\mathbf{x})=E^{\alpha \beta}(\mathbf{x})+\sum_{\substack{L \subseteq \mathcal{L} \backslash \mathcal{L}_{\alpha \beta}^{\prime} \\ \alpha \in L, \beta \notin L}}\left(H(L)-H(L) \prod_{p \in \mathcal{P}_{\alpha \beta}} x_{p}\right)+\sum_{\substack{L \subseteq \mathcal{L} \backslash \mathcal{L}_{\alpha \beta}^{\prime} \\ \alpha \notin L, \beta \in L}}\left(H(L)-H(L) \prod_{p \in \mathcal{P}_{\alpha \beta}} \bar{x}_{p}\right) \tag{4.10}
\end{equation*}
$$

However, label costs can be trivially incorporated into $\alpha \beta$-swap by a test-and-reject approach similar to the way $C^{\alpha}(\mathbf{x})$ was handled for $\alpha$-expansion. First attempt a standard swap move by minimizing $E^{\alpha \beta}(\mathrm{x})$ to compute $\mathrm{x}^{*}$. Then compare $E_{h}^{\alpha \beta}\left(\mathrm{x}^{*}\right)$ to the energy values $E_{h}^{\alpha \beta}(\mathbf{0})$ and $E_{h}^{\alpha \beta}(\mathbf{1})$, i.e. when the swap is all- $\alpha$ or all $-\beta$ respectively. Finally, apply the move with minimum energy.

### 4.3.3 Approximation guarantees of $\alpha$-expansion

In what follows we assume that energy $(\star)$ is configured ${ }^{2}$ so that $D_{p} \geq 0, V_{p q}$ is a metric [24], and thus $E(f) \geq 0$.

Theorem 4.1. If $f^{*}$ is a global minimum of energy ( $\star$ ) and $\hat{f}$ is a local minimum w.r.t. $\alpha$ expansion then

$$
\begin{equation*}
E(\hat{f}) \leq\left(2 c+c^{\prime}\right) E\left(f^{*}\right)+\sum_{L \subset \mathcal{L}} H(L) \tag{4.11}
\end{equation*}
$$

where $c=\max _{p q \in \mathcal{N}}\left(\frac{\max _{\alpha \neq \beta \in \mathcal{L}} V_{p q}(\alpha, \beta)}{\min _{\gamma \neq \zeta \in \mathcal{L}} D_{p q}(\gamma, \zeta)}\right), \quad c^{\prime}=\max _{\substack{L \subset \mathcal{L} \\ H(L)>0}}|L|-1$.
Proof of Theorem 4.1. The proof idea follows Theorem 6.1 of [24]. Let us fix some $\alpha \in \mathcal{L}$ and define

$$
\begin{equation*}
\mathcal{P}_{\alpha} \stackrel{\text { def }}{=}\left\{p \in \mathcal{P}: f_{p}^{*}=\alpha\right\} . \tag{4.12}
\end{equation*}
$$

We can produce a labeling $f^{\alpha}$ within one $\alpha$-expansion move from $\hat{f}$ as follows:

$$
f_{p}^{\alpha}= \begin{cases}\alpha & \text { if } p \in \mathcal{P}_{\alpha}  \tag{4.13}\\ \hat{f}_{p} & \text { otherwise }\end{cases}
$$

Since $\hat{f}$ is a local optimum w.r.t. expansion moves we have

$$
\begin{equation*}
E(\hat{f}) \leq E\left(f^{\alpha}\right) \tag{4.14}
\end{equation*}
$$

Let $\left.E(\cdot)\right|_{\mathcal{S}}$ denote a restriction of the summands of energy $(\star)$ to only the following terms:

$$
\left.E(f)\right|_{\mathcal{S}}=\sum_{p \in \mathcal{S}} D_{p}\left(f_{p}\right)+\sum_{p q \in \mathcal{S}} V_{p q}\left(f_{p}, f_{q}\right) .
$$

We separate the unary and pairwise terms of $E(f)$ via interior, exterior, and boundary sets with respect to pixels $\mathcal{P}_{\alpha}$ :

$$
\begin{array}{lll}
\mathcal{I}_{\alpha}=\mathcal{P}_{\alpha} & \cup\left\{p q \in \mathcal{N}: p, q \in \mathcal{P}_{\alpha}\right\} \\
\mathcal{O}_{\alpha}= & \mathcal{P} \backslash \mathcal{P}_{\alpha} \cup & \left\{p q \in \mathcal{N}: p, q \notin \mathcal{P}_{\alpha}\right\} \\
\mathcal{B}_{\alpha}= & & \left\{p q \in \mathcal{N}: p \in \mathcal{P}_{\alpha}, q \notin \mathcal{P}_{\alpha}\right\} .
\end{array}
$$

The following facts now hold:

$$
\begin{align*}
\left.E\left(f^{\alpha}\right)\right|_{\mathcal{I}_{\alpha}} & =\left.E\left(f^{*}\right)\right|_{\mathcal{I}_{\alpha}}  \tag{4.15}\\
\left.E\left(f^{\alpha}\right)\right|_{\mathcal{O}_{\alpha}} & =\left.E(\hat{f})\right|_{\mathcal{O}_{\alpha}}  \tag{4.16}\\
\left.E\left(f^{\alpha}\right)\right|_{\mathcal{B}_{\alpha}} & \leq\left. c E\left(f^{*}\right)\right|_{\mathcal{B}_{\alpha}} . \tag{4.17}
\end{align*}
$$

Inequality (4.17) follows from the fact that $V\left(f_{p}^{\alpha}, f_{q}^{\alpha}\right) \leq c V\left(f_{p}^{*}, f_{q}^{*}\right)$ for any $p q \in \mathcal{B}_{\alpha}$.

[^6]Let $E_{H}$ denote the label cost terms of energy $E$. Using (4.15), (4.16) and (4.17) we can rewrite (4.14) as

$$
\begin{align*}
& \left.E(\hat{f})\right|_{\mathcal{I}_{\alpha}}+\left.E(\hat{f})\right|_{\mathcal{B}_{\alpha}}+E_{H}(\hat{f})  \tag{4.18}\\
\leq & \left.E\left(f^{\alpha}\right)\right|_{\mathcal{I}_{\alpha}}+\left.E\left(f^{\alpha}\right)\right|_{\mathcal{B}_{\alpha}}+E_{H}\left(f^{\alpha}\right)  \tag{4.19}\\
\leq & \left.E\left(f^{*}\right)\right|_{\mathcal{I}_{\alpha}}+\left.c E\left(f^{*}\right)\right|_{\mathcal{B}_{\alpha}}+E_{H}\left(f^{\alpha}\right) \tag{4.20}
\end{align*}
$$

Depending on $\hat{f}$ we can bound $E_{H}\left(f^{\alpha}\right)$ by

$$
\begin{equation*}
E_{H}\left(f^{\alpha}\right) \leq E_{H}(\hat{f})+\sum_{\substack{L \subseteq \mathcal{L} \hat{\mathcal{L}} \\ \alpha \in L}} H(L) \tag{4.21}
\end{equation*}
$$

where set $\hat{\mathcal{L}}$ contains only the unique labels in $\hat{f}$.
To bound the total energy we sum expressions (4.18) and (4.20) over all labels $\alpha \in \mathcal{L}^{*}$ to arrive at the following:

$$
\begin{equation*}
\sum_{\alpha \in \mathcal{L}^{*}}\left(\left.E(\hat{f})\right|_{\mathcal{I}_{\alpha}}+\left.E(\hat{f})\right|_{\mathcal{B}_{\alpha}}\right) \leq \sum_{\alpha \in \mathcal{L}^{*}}\left(\left.E\left(f^{*}\right)\right|_{\mathcal{I}_{\alpha}}+\left.c E\left(f^{*}\right)\right|_{\mathcal{B}_{\alpha}}\right)+\sum_{L \subseteq \mathcal{L} \backslash \hat{\mathcal{L}}} H(L) \cdot\left|L \cap \mathcal{L}^{*}\right| . \tag{4.22}
\end{equation*}
$$

Observe that, for every $p q \in \mathcal{B}=\bigcup_{\alpha \in \mathcal{L}} \mathcal{B}_{\alpha}$, the term $V_{p q}\left(\hat{f}_{p}, \hat{f}_{q}\right)$ appears twice on the left side of (4.22), once for $\alpha=f_{p}^{*}$ and once for $\alpha=f_{q}^{*}$. Similarly every $V\left(f_{p}^{*}, f_{q}^{*}\right)$ appears $2 c$ times on the right side of (4.22). Therefore equation (4.22) can be rewritten as

$$
\begin{align*}
E(\hat{f}) \leq & E\left(f^{*}\right)+(2 c-1) E_{V}\left(f^{*}\right)-\left.E(\hat{f})\right|_{\mathcal{B}}  \tag{4.23}\\
& +E_{H}(\hat{f})-E_{H}\left(f^{*}\right)+\sum_{L \subseteq \mathcal{L} \backslash \hat{\mathcal{L}}} H(L) \cdot\left|L \cap \mathcal{L}^{*}\right|
\end{align*}
$$

We have now derived an a posteriori bound (4.23) with respect to any particular $\hat{f}$ and $f^{*}$. Observe that the second line of (4.23) involving label costs is equal to

$$
\begin{equation*}
\sum_{\substack{L \subseteq \mathcal{L} \backslash \mathcal{L}^{*} \\ L \cap \hat{\mathcal{L}} \neq \emptyset}} H(L)+\sum_{\substack{L \subseteq \mathcal{L} \mathcal{L} \\ L \cap \mathcal{L}^{*} \neq \emptyset}} H(L) \cdot\left(\left|L \cap \mathcal{L}^{*}\right|-1\right) . \tag{4.24}
\end{equation*}
$$

The right-hand sum includes label costs that $f^{*}$ pays but that $\hat{f}$ does not. Expression (4.24) can be bounded by

$$
\begin{align*}
& \leq \sum_{\substack{L \subseteq \mathcal{L} \backslash \mathcal{L}^{*} \\
L \cap \hat{\mathcal{L}} \neq \emptyset}} H(L)+c^{\prime} \cdot \sum_{\substack{L \subseteq \mathcal{L} \hat{\mathcal{L}} \\
L \cap \mathcal{L}^{*} \neq \emptyset}} H(L), \quad \text { where } c^{\prime}=\max _{\substack{L \subset \mathcal{L} \\
H(L)>0}}|L|-1  \tag{4.25}\\
& \leq \sum_{L \subseteq \mathcal{L} \backslash \mathcal{L}^{*}} H(L)+c^{\prime} E_{H}\left(f^{*}\right) \tag{4.26}
\end{align*}
$$

where $c^{\prime}$ is understood to be zero if all $H(L)=0$. Combining (4.23) with (4.26) and using the fact that $c^{\prime} E_{H}\left(f^{*}\right) \geq 0$ we can simplify the bound as

$$
\begin{align*}
E(\hat{f}) & \leq E\left(f^{*}\right)+(2 c-1) E_{V}\left(f^{*}\right)+c^{\prime} E_{H}\left(f^{*}\right)+\sum_{L \subseteq \mathcal{L} \backslash \mathcal{L}^{*}} H(L)  \tag{4.27}\\
& \leq\left(2 c+c^{\prime}\right) E\left(f^{*}\right)+\sum_{L \subset \mathcal{L}} H(L) . \tag{4.28}
\end{align*}
$$

Assuming $D_{p} \geq 0$ we have a priori bound (4.28).
These bounds suggest the following properties in practice:

- if label costs are modest we inherit an approximation guarantee comparable to $\alpha$-expansion,
- if label costs are arbitrarily large the bound is poor, and
- if the optimal solution includes label costs defined over large subsets then the bound worsens.

Poor local minima are caused by the fact that $\alpha$-expansion allows only one label to expand at a time. Performing expansions in greedy order (rather than arbitrary order) may help empirically, but a hardness result of Feige [43] still applies to our problem (discussed in Section 4.3.5).

For discussion, we note that (4.11) follows from a more general a posteriori bound (4.27) that does not assume $D_{p} \geq 0$. Bound (4.27) holds for all $\hat{f}$ and $f^{*}$, so the approximation error is determined by the minimum of the three additive terms above over all global optima $f^{*}$. The additive bound (4.27) is informative in a way that the familiar multiplicative bound $E(\hat{f}) \leq 2 c E\left(f^{*}\right)$ for $\alpha$-expansion is not. To see why, consider that the multiplicative bound for $\alpha$-expansion is only tight when the total data cost $E_{D}\left(f^{*}\right)=0$, and does not even hold for $E_{D}\left(f^{*}\right)<0$. Yet, biasing the data costs with some $D_{p}^{\prime}(\cdot):=D_{p}(\cdot)+\epsilon_{p}$ for arbitrary constant $\epsilon_{p}$ affects neither the global optima nor the optimal expansion moves. The $\alpha$-expansion algorithm is indifferent to $\epsilon_{p}$, and this property distinguishes it from the isolation heuristic algorithm for multi-terminal cuts [33]. The isolation heuristic is applicable to metric labeling when $V_{p q}$ are Potts interactions, also has multiplicative bound of 2, but can compute arbitrarily bad solutions to multi-label problems depending on $\epsilon_{p}$. The comparative robustness of $\alpha$-expansion is not reflected in the multiplicative bound.
Worst-case examples The simplified bound (4.11) describes the worst-case performance in special cases, but bound (4.27) is tight more generally. The table below describes a worst-case problem instance with $\mathcal{P}=\{p, q\}$ and $\mathcal{L}=\{\alpha, \beta, \gamma\}$. We also assume a label cost $H(\gamma) \geq 0$ and a Potts potential that penalizes $f_{p} \neq f_{q}$ with weight $w>0$.


This example has global optimum $E\left(f^{*}\right)=w$ and so the local minimum $E(\hat{f})=2 w+H(\gamma)$ is tight with respect to (4.11). Note that by adding positive $\epsilon_{p}$ to each $D_{p}(\cdot)$ our additive bound (4.27) remains tight, unlike the multiplicative bound.

More generally we can design bad local minima from the following $n$-variable problem structure. Let $a, b, h \geq 0$ be constants such that $a=h+w$ where $w$ is still the weight of all Potts potentials. Let $\mathcal{N}=\{\{1,2\},\{3,4\}, \ldots\}$ be the neighbour set for Potts potentials. The data costs and label costs in the table below have optimal labeling $f^{*}=\{1, \ldots, n\}$, yet labeling $\hat{f}=\{n+1, n+1, n+2, n+2, \ldots\}$ is a local minimum w.r.t. expansion moves. (A blank entry signifies $D_{p}=\infty$ )


We verify that $\hat{f}$ is generally tight for bound (4.27) as follows

$$
\begin{align*}
E(\hat{f})=n a+\sum b & =n h+n w+\sum b \\
& =E\left(f^{*}\right)+\frac{1}{2} n w+(n-1) h+\sum b  \tag{4.31}\\
& =E\left(f^{*}\right)+E_{V}\left(f^{*}\right)+c^{\prime} E_{H}\left(f^{*}\right)+\sum b .
\end{align*}
$$

The above is tight for (4.11) when $h=0$ and nearly tight when $w=0$ aside for one doublecounted label cost $h$. This example demonstrates how high-order label costs in the optimal labeling can worsen the approximation.

### 4.3.4 Local label costs

We can generalize the concept of label costs by making them spatially localized. The label cost term in energy $(\star)$ could be expressed more generally as

$$
\begin{equation*}
\sum_{P \subseteq \mathcal{P}} \sum_{L \subseteq \mathcal{L}} H_{P}(L) \cdot \delta_{L}\left(f_{P}\right) \tag{4.32}
\end{equation*}
$$

where $\delta_{L}\left(f_{P}\right)$ is 1 if there exists $p \in P$ such that $f_{p} \in L$, and otherwise 0 . Our basic energy ( $\star$ ) is a special case that assumes $H_{P}(L)=0$ for all non-global cliques $P \subsetneq \mathcal{P}$. Note that the fast test-and-reject approaches mentioned in Sections 4.3.1 and 4.3.2 are no longer feasible for this more general case.

Such potentials amount to local label cost terms. Local label costs and subset costs are useful together when labels belong to known categories with specific location priors, such as "pay a fixed penalty if any label from \{sky,cloud,sun\} appears in the bottom of an image." Local label costs are also crucial for the hierarchical fusion algorithm introduced in Chapter 5.

### 4.3.5 Energies with only per-label costs

In the absence of smooth costs and high-order label costs (i.e. $V_{p q}=0$ and $H(L)>0 \Rightarrow|L|=$ 1) our energy reduces to a special case (4.1) known in operations research as the uncapacitated facility location (UFL) problem. The UFL problem assigns a facility (a label) to each client (a variable) such that the cost to clients is balanced against the cost of 'opening' facilities to serve them. Letting $\mathcal{L}$ be the set of facilities and $\mathcal{P}$ the set of clients, the standard integer programming formulation for UFL [30] is

$$
\begin{array}{ll}
\min & \sum_{p \in \mathcal{P}}\left(\sum_{l \in \mathcal{L}} d_{p l} x_{p l}\right)+\sum_{l \in \mathcal{L}} h_{l} y_{l} \\
\text { s.t. } & \sum_{l \in \mathcal{L}} x_{p l}=1 \quad \forall p \in \mathcal{P}, \\
& x_{p l} \leq y_{l} \quad \forall p \in \mathcal{P}, l \in \mathcal{L},  \tag{4.35}\\
& x_{p l}, y_{l} \in\{0,1\},
\end{array}
$$

where $d_{p} l$ is the cost of assigning client $p$ to facility $l$, and $h_{l} \geq 0$ is the cost of opening facility $l$. Through equality (4.34), each solution to UFL corresponds to a labeling $f$ via the assignment $x_{p l}=1 \Leftrightarrow f_{p}=l$. Since (4.35) implies $y_{l}=\delta_{l}(f)$ at any minimum of (4.33), setting $D_{p}(l)=d_{p l}$ makes UFL equivalent to minimization problem (4.1).

In vision, the UFL problem has recently been applied to motion segmentation by Li [101] and by Lazic et al. [97]. Each facility represents a potential rigid motion, and each client is a correspondence that must be assigned to one motion. The goal is then to choose a good subset of motions, much like Figure 4.1a. Li optimizes the integer program corresponding to UFL by linear programming $(L P)$ relaxation, then rounds fractional facility variables to $\{0,1\}$ in a straight-forward manner. Because general LP solvers are slow, this approach affords relatively few candidate models in practice. Li implements four application-specific heuristics to aggressively prune out candidate models before building an LP problem instance. Lazic et al. optimize the same energy using message-passing algorithms [97, 96]. More recently, Barinova et al. [9] used UFL to model a class of object-detection problems and used the same greedy algorithm as our concurrent work [38].

The general ${ }^{3}$ UFL problem is NP-hard by simple reduction from Set-Cover. A hardness result for approximating SET-COVER by Feige [43] implies that UFL cannot be approximated better than $(1-\epsilon) \ln |\mathcal{P}|$ for $\epsilon>0$ in polynomial time unless the complexity class NP is only slightly super-polynomial, i.e. NP $\subseteq$ DTIME $\left[n^{O(\log \log n)}\right]$. This leads to the following observation about our bound for $\alpha$-expansion in Section 4.3.3.
Observation 4.2. Feige's hardness result [43] is evidence that no $\epsilon$-approximation algorithm can exist for our general energy ( $\star$ ), even when only per-label costs are used. In this sense, label costs are harder to optimize than are smooth costs.

Kuehn \& Hamburger [91] proposed a natural greedy algorithm where facilities are opened one at a time. Cornuejols et al. [29] showed that the greedy algorithm provides a constantfactor approximation bound, but only with respect to the gap between best and worst solutions; this bound is not informative when the range of costs involved are prohibitively large.

Hochbaum [64] later proposed a set-greedy algorithm that achieves a $\ln |\mathcal{P}|$-approximation regardless of the costs involved, which is optimal in the sense outlined by Feige. Hochbaum also showed that neither greedy nor set-greedy is strictly better than the other, and that the best choice depends on the problem instances at hand. We present the original greedy algorithm rather than the set-greedy algorithm.

We note that Hochbaum's algorithm is straight-forward but of a very different nature than $\alpha$-expansion. It is interesting to ask whether there exists an algorithm that generalizes the approximation guarantees of both her set-greedy algorithm and of $\alpha$-expansion for our general energy. We leave this for future work.

Greedy UFL In terms of our multi-label energy (4.1), the greedy UFL algorithm starts from an empty set of labels and greedily introduces one label at a time until no subsequent label would allow the overall cost to decrease. Once a label $l$ is introduced, its cost $H(l)$ is assumed to be paid for regardless of subsequent steps. To express the greedy algorithm we introduce a function of label subsets $Z(S)$ where $S \subseteq \mathcal{L}$. The problem of minimizing $E(f)$ in (4.1) can then be rewritten as

$$
\begin{gather*}
\min _{f} E(f)=\min _{S \subseteq \mathcal{L}} Z(S)  \tag{4.36}\\
\text { where } Z(S)=\sum_{p \in \mathcal{P}} \min _{l \in S} D_{p}(l)+\sum_{l \in S} H(l) \tag{4.37}
\end{gather*}
$$

and $Z(\})$ is defined to be $+\infty$. The overall algorithm is described in pseudo-code below.

```
GREEDYUFL [91, 30]
    S:={}
    while exists l}\not\inS\mathrm{ such that }Z(S\cup{l})<Z(S
        j:= arg min}l\not=S Z(S\cup{l})-Z(S
    4 S:=S\cup{j}
```

The greedy algorithm runs in $O\left(|\mathcal{L}|^{2}|\mathcal{P}|\right)$ time for label set $\mathcal{L}$ and variable set $\mathcal{P}$. Our $\mathrm{C}++$ library implements GreedyUFL and it is 5-20 times faster than $\alpha$-expansion for energies of the form (4.1) while yielding similar results. Besides this classic heuristic, other greedy moves have been proposed for UFL such as the greedy-interchange and dynamic programming heuristics (see [29, 30] for a review).

Babayev [7] and Frieze [51] noted in 1974 that the set function $Z(S)$ is supermodular as a minimization problem. We state can state this formally by the following observation

Theorem 4.3 ([7, 51]). The greedy UFL set function $Z(S)$ is supermodular, i.e. it satisfies

$$
\begin{equation*}
Z(S \cup\{j, k\})-Z(S \cup\{k\}) \geq Z(S \cup\{j\})-Z(S) . \tag{4.38}
\end{equation*}
$$

Proof. Simply expand the left and right sides of equation (4.38) based on the definition of

[^7]$Z(S)$ and we have
\[

$$
\begin{align*}
Z(S \cup\{j\})-Z(S) & =\sum_{p \in \mathcal{P}} \min \left\{0, D_{p}(j)-\min _{l \in S} D_{p}(l)\right\}+H(j)  \tag{4.39}\\
& \leq \sum_{p \in \mathcal{P}} \min \left\{0, D_{p}(j)-\min _{l \in S \cup\{k\}} D_{p}(l)\right\}+H(j)  \tag{4.40}\\
& =Z(S \cup\{j, k\})-Z(S \cup\{k\}) \tag{4.41}
\end{align*}
$$
\]

Inequality (4.40) holds because clearly $\min _{l \in S} D_{p}(l) \geq \min _{l \in S \cup\{k\}} D_{p}(l)$.
The greedy bound for UFL by Cornuejols et al. [29] then follows from a general bound on minimizing supermodular functions by Nemhauser et al. [111]. Note that introducing a new label $j \notin S$ in step $\mathbf{3}$ does not consider the potential reward for eliminating labels from $S$ once $j$ is made available. This is in contrast to a $j$-expansion move with label costs, where introducing $j$ may be beneficial because existing labels could be eliminated despite $Z(S \cup\{j\})$ not reflecting this in the classical algorithm. The 2-variable problem instance below illustrates this difference for some constants $a>1, b>0$. Greedy UFL finds an arbitrarily poor energy of $(2+a) b$ whereas $\alpha$-expansion with label costs finds an energy of $3 b$ regardless of initial labeling.

Our subset costs $H(L)$ suggest a generalization of the classic UFL problem to add facility subset costs. Each subset cost represents a shared setup cost for opening particular set of facilities, after which the individual facilities can be opened with their own costs $H(l)$ for $l \in L$. We call the new problem UFL with subset costs (UFL-S) and, in the language of energy minimization, we can express this as minimizing the energy

$$
\begin{equation*}
E(f)=\sum_{p \in \mathcal{P}} D_{p}\left(f_{p}\right)+\sum_{L \subseteq \mathcal{L}} H(L) \cdot \delta_{L}(f) \tag{4.43}
\end{equation*}
$$

The greedy algorithm can be adapted to this generalized UFL problem by redefining $Z(S)$ in the obvious way

$$
\begin{equation*}
Z(S)=\sum_{p \in \mathcal{P}} \min _{l \in S} D_{p}(l)+\sum_{\substack{L \subset \mathcal{L} \\ L \cap S \neq \emptyset}} H(L) . \tag{4.44}
\end{equation*}
$$

However, the following theorem shows that the new $Z(S)$ corresponding to (4.37) is no longer supermodular and so the approximation results of Cornuejols et al. no longer apply.

Theorem 4.4. The greedy UFL set function $Z(S)$ for facility subset costs is neither supermodular nor submodular.

Proof. Similar to Observation 4.3 we now have

$$
\begin{align*}
Z(S \cup\{j\})-Z(S) & =\sum_{p \in \mathcal{P}} \min \left\{0, D_{p}(j)-\min _{l \in S} D_{p}(l)\right\}+\sum_{\substack{L \subseteq \mathcal{C} \backslash S \\
j \in L}} H(L)  \tag{4.45}\\
Z(S \cup\{j, k\})-Z(S \cup\{k\}) & =\sum_{p \in \mathcal{P}} \min \left\{0, D_{p}(j)-\min _{l \in S \cup\{k\}} D_{p}(l)\right\}+\sum_{\substack{L \subseteq \mathcal{L} \backslash(S \cup\{k\}) \\
j \in L}} H(L) \tag{4.46}
\end{align*}
$$

Since the set $\{L \mid\{j\} \subseteq L \subseteq \mathcal{L} \backslash(S \cup\{k\})\}$ in (4.45) is a subset of $\{L \mid\{j\} \subseteq L \subseteq \mathcal{L} \backslash S\}$ in (4.46), the sum of label costs $H(L)$ in (4.45) can exceed the sum of label costs included in (4.46) and so we cannot say that $Z(S \cup\{j, k\})-Z(S \cup\{k\}) \geq Z(S \cup\{j\})-Z(S)$ in general. It follows that the greedy set function $Z(S)$ is neither submodular nor supermodular for the generalized UFL-S problem.

Finally, the greedy algorithm may be enhanced by applying the tabu search meta-heuristic to the UFL problem [136]. Empirical results in [136] show that tabu search finds global optima for many examples in the UFL literature at a reasonable increase in running time.

### 4.4 Working With a Continuum of Labels

Our experimental Section 4.6 focuses on multi-model fitting problems, which are the most natural applications of energy ( $\star$ ). The goal is to estimate parameters for an unknown number of models supported by noisy data with outliers. As was first argued in [69], energies like ( $\star$ ) are powerful criteria for multi-model fitting in general. However, there is a technical hurdle with using combinatorial algorithms for model fitting. In such applications each label represents a specific model, including its parameter values, and the set of all labels $\mathcal{L}$ is a continuum. In line fitting, for example, $\mathcal{L}=\mathbb{R}^{2}$. Practically speaking, however, the combinatorial algorithms from Section 4.3 require a finite set $\mathcal{L}$ of labels (models). Below we review a technique to effectively explore the continuum of model parameters by working with a finite subset of models at any given iteration $t$.

```
PEARL algorithm [69]
    1 propose initial models }\mp@subsup{\mathcal{L}}{0}{}\mathrm{ (e.g. via random samples from data)
    2 run }\alpha\mathrm{ -expansion to compute optimal labeling f w.r.t. }\mp@subsup{\mathcal{L}}{t}{
    3 re-learn model parameters to get }\mp@subsup{\mathcal{L}}{t+1}{};t:=t+1\mathrm{ ; goto 2
```

Pearl was the first to use regularization energies and EM-style iterative optimization for geometric multi-model fitting. Other geometric model fitting works have used separate elements such as Ransac-style random sampling [144, 101] or EM-style iteration [14], but none have combined them in a single optimization framework. The experiments in [69] show that their energy-based formulation beats many state-of-the-art algorithms in this area. In other settings (segmentation, stereo) these elements have been combined in various application-specific ways [166, 14, 123, 164].


Figure 4.6: Re-estimation helps to align models over time. Above shows 900 raw data points with $50 \%$ generated from 5 line intervals. Random sampling proposes a list of candidate lines (we show 20 out of 100). The $1^{\text {st }}$ segmentation and re-estimation corresponds to Li [101], but only the yellow line and gray line were correctly aligned. The decreasing energies in Figure 4.7 correspond to better alignments like the subsequent iterations above. If a model loses enough inliers during this process, it is dropped due to label cost (dark blue line).

Our work contributes better algorithms for the expansion step of PEARL (step 2), proposes a more general form of label costs in energy ( $*$ ), describes fast methods for the special case without the spatial smoothness term, and discusses a broader class of multi-model fitting problems in vision.

Review of Pearl for ( $\star$ ) For simplicity, we will discuss Pearl in the context of geometric model fitting, as in [69]. Figure 4.6 illustrates the algorithm's progression. Step $\mathbf{1}$ of Pearl is to propose an initial set of models $\mathcal{L}_{0}$. Each proposal can be generated by randomly sampling the smallest subset of data points needed to define a geometric model, exactly as in Ransac [46]. A larger set of proposals $\mathcal{L}_{0}$ is more likely to contain models that approximate the true ones. Of course, $\mathcal{L}_{0}$ will contain many incorrect models as well, but optimizing energy ( $\star$ ) over $\mathcal{L}_{0}$ (step 2) will automatically select a small subset of labels from among the best models in $\mathcal{L}_{0}$, see iteration 1 in Figure 4.6. In this example we used only the label cost regularizer in ( $\star$ ) ignoring the spatial smoothness term, and data fidelity $D_{p}(l)$ represented an orthogonal distance from point $p$ to line $l$, see Section 4.6.1. We also fit one additional outlier model $\phi$ with $D_{p}(\phi)=$ const.

The initial set of selected models can be further improved as follows. From here on, we represent model assignments by two sets of variables: segmentation variables $\left\{f_{p}\right\}$ that for each data point $p$ specifies the index of a model from the finite set $\mathcal{L}_{0}$, and parameter variables $\left\{\theta_{l}\right\}$ that specify model parameters currently associated with each model index. Then, energy ( $\star$ ) is equivalent to

$$
E(f ; \theta)=\sum_{p \in \mathcal{P}} D_{p}\left(f_{p}, \theta_{f_{p}}\right)+\sum_{p q \in \mathcal{N}} V_{p q}\left(f_{p}, f_{q}, \theta_{f_{p}}, \theta_{f_{q}}\right)+\sum_{L \subseteq \mathcal{L}} H\left(L, \theta_{L}\right) \cdot \delta_{L}(f) .
$$

For simplicity, assume that the smoothness terms in ( $\star^{\prime}$ ) are Potts interaction potentials [24] and the third term represents simple per-label costs as in (4.1). Then, specific model parameters $\theta_{l}$ assigned to a cluster of points $\mathcal{P}_{l}=\left\{p \mid f_{p}=l\right\}$ only affect the first term in ( $\star^{\prime}$ ), which is a sum of unary potentials. In most cases, it is easy to compute a parameter value $\hat{\theta}_{l}$ that locally or even globally minimizes $\sum_{p \in \mathcal{P}_{l}} D_{p}\left(l, \theta_{l}\right)$. The re-estimated parameters $\left\{\hat{\theta}_{l}\right\}$ correspond to an improved set of labels $\mathcal{L}_{1}$ that reduces energy ( $\star^{\prime}$ ) for fixed segmentation $f$ (step 3).

Now one can re-compute segmentation $f$ by applying the algorithms in Section 4.3 to energy $(\star)$ over a new set of labels $\mathcal{L}_{1}$ (step 2 again). Pearl's re-segmentation and re-estimation steps 2-3 reduce the energy. Iterating these steps generates a sequence of re-estimated models $\mathcal{L}_{0}, \mathcal{L}_{1}, \mathcal{L}_{2}, \ldots$ converging to a better local minima of energy ( $\star$ ). In our experiments, convergence is typically achieved in 5-20 iterations. In most cases, iterating improves the solution significantly beyond the initial result, see Figure 4.6.

Figure 4.7 shows effectiveness of re-estimation. Starting with only 250 samples (blue plot), re-estimation converges to better solutions than those computed from 1400 samples without reestimation (a first thick dot on the violet plot). For this example, the algorithm needs at least 250 random samples to be stable, but more than 700 samples is redundant. Figure 4.8 shows an analogous plot for color-model fitting in unsupervised image segmentation, see Section 4.6.2. Recall that Li [101] does not re-estimate beyond the first iteration. His solutions correspond to thick dots at the begging of each plot in Figure 4.7. This approach would heavily rely on


Figure 4.7: Energy ( $\star^{\prime}$ ) over time for a line-fitting example (1000 points, $40 \%$ outliers, 6 ground truth models). Only label cost regularization was used. Re-estimation reduces energy faster and from fewer samples. The first point $(\bullet)$ in each series is taken after exactly one segmentation/re-estimation, and thus suggests the speed of Li [101] using a fast greedy algorithm instead of LP relaxation.


Figure 4.8: Energy ( $\star^{\prime}$ ) over time for image segmentation ( $222 \times 183$ pixels). Smooth cost and label cost were regularized together. The models are 256 -dimensional greylevel histograms. See Section 4.6 .2 for experimental details.
brute-force random sampling to find solutions of the same quality that we can find with only 250 samples.
Proposal heuristics Re-estimation is a natural way to propose better models from existing ones because it applies to any family of models for which a maximum-likelihood estimator can be found. For example, the results in Figures 4.13 and 4.14 were both computed with re-estimation alone.

Re-estimation is by no means the only way to propose new models. Another general heuristic is to fit a new model to the inliers of two existing models, and then add this new model to the candidate list; this 'merge' heuristic [147] gives energy ( $\not *$ ') an opportunity to jump out of local minima when computing optimal $f$. The algorithm in [69] finds lower energy solutions when new 'merge' proposals are added (compare $\alpha$-SM and $\alpha$-BM curves in our Section 4.7).

The most effective proposal techniques actually tend to be class-specific and make use of the current solution. A simple example for line fitting is to compute a 'merge' proposal only for pairs of lines that are nearly collinear. Li [101] uses a number of "guided sampling" heuristics specific to motion estimation, but they are only used for the initial proposals. In general, proposal heuristics can make our algorithms in Section 4.3 more robust but this is not the point of our work, so all our results use basic re-estimation only.

### 4.5 Relationship to EM and $K$-means

The main goal of this section is to relate our model fitting algorithm to the standard expectation maximization (EM) and K-means algorithms. Our discussion will focus on Gaussian mixture models (GMM), but we will also consider a geometric example of fitting multiple lines to noisy data points with outliers. To keep things simple for GMM, we use only data terms and label cost terms, even though our full energy ( $\star^{\prime}$ ) was designed to handle smoothness priors as well.

A number of interesting observations about our model fitting approach can be made:

- $K$-means minimizes a special case of our energy ( $\star^{\prime}$ ),
- like $K$-means, we make hard assignments of models to data points (unlike EM), and
- our energy automatically removes unnecessary models from the initial set of proposals (unlike $K$-means).

Sections 4.5.1-4.5.3 elaborate on these points. Sections 4.5 .4 and 4.5.5 show experimental results to help understand the relationship to EM and $K$-means. Note that our experiments are meant to be illustrative. In particular, we do not suggest that we have a state-of-the-art algorithm for GMM.

The main practical conclusion of this section is that hard assignment works at least as well as soft assignment when models have (nearly) non-overlapping spatial support. We claim that many multi-model fitting applications in computer vision satisfy this property, see Figures 4.1, 4.2, and 4.3. Note that in contrast to $K$-means or EM algorithm our method can also use spatial smoothness prior that is often needed in vision. In this section, however, we
focus on a special case of ( $\star^{\prime}$ ) ignoring the smoothness term mainly to discuss the relationships with the classical multi-model fitting methods.

### 4.5.1 Standard approaches to finite mixtures

Let some finite set of observed points $X=\left\{x_{p} \mid p \in \mathcal{P}\right\}$ be a mixture of independent samples taken from different probability distributions. These distributions are described by probability density functions $\operatorname{Pr}\left(x \mid \theta_{l}\right)$ with distinct parameters from a set $\theta=\left\{\theta_{l} \mid l \in \mathcal{L}\right\}$, where $\mathcal{L}$ is a finite set of distribution indices (labels). A set of hidden (unobserved) variables $f=\left\{f_{p} \in \mathcal{L} \mid\right.$ $p \in \mathcal{P}\}$ represent indices of specific distributions that generated each data point. The probability of sampling from each distribution is defined by a set of mixing parameters $\omega=\left\{\omega_{l} \mid l \in \mathcal{L}\right\}$ such that

$$
\operatorname{Pr}\left(f_{p}=l\right):=\omega_{l}, \quad \sum_{l \in \mathcal{L}} \omega_{l}=1, \quad \omega_{l} \geq 0 .
$$

It can be shown that data points in $X$ sampled in this manner correspond to the standard mixture model density [15]

$$
\operatorname{Pr}(x \mid \theta, \omega)=\sum_{l \in \mathcal{L}} \omega_{l} \cdot \operatorname{Pr}\left(x \mid \theta_{l}\right) .
$$

The problem of estimating a mixture model is to estimate parameters $\theta$ and mixing coefficients $\omega$. We will mainly focus on estimating GMM, i.e. mixtures of normal distributions $\operatorname{Pr}\left(x \mid \theta_{l}\right)=\mathcal{N}\left(x \mid \mu_{l}, \Sigma_{l}\right)$ where model parameters $\theta_{l}=\left\{\mu_{l}, \Sigma_{l}\right\}$ are the mean and covariance matrix.

Objective functions for EM The classical EM algorithm [15, 40] finds maximum likelihood (ML) estimators for GMM. The ML objective is to find parameters $\theta$ and weights $\omega$ that maximize the likelihood function

$$
\begin{equation*}
\operatorname{Pr}(X \mid \theta, \omega)=\prod_{p \in \mathcal{P}}\left(\sum_{l \in \mathcal{L}} \omega_{l} \cdot \operatorname{Pr}\left(x_{p} \mid \theta_{l}\right)\right) . \tag{4.47}
\end{equation*}
$$

As an internal algorithmic step, EM also computes responsibilities $\operatorname{Pr}\left(f_{p}=l \mid x_{p}, \theta, \omega\right)$ to estimate which mixture components could have generated each data point.

The EM algorithm can be generalized [15] to compute maximum a posteriori (MAP) estimates of $\theta$ and $\omega$ maximizing the posterior $\operatorname{Pr}(\theta, \omega \mid X) \propto \operatorname{Pr}(X \mid \theta, \omega) \operatorname{Pr}(\theta) \operatorname{Pr}(\omega)$. For example, a common MAP objective is

$$
\begin{equation*}
\operatorname{Pr}(\theta, \omega \mid X) \propto \prod_{p \in \mathcal{P}}\left(\sum_{l \in \mathcal{L}} \omega_{l} \cdot \operatorname{Pr}\left(x_{p} \mid \theta_{l}\right)\right) \cdot \prod_{l \in \mathcal{L}} \omega_{l}^{\alpha-1} \tag{4.48}
\end{equation*}
$$

which combines the ML objective (4.47) with a uniform prior on $\theta$ and Dirichlet prior on weights $\omega$

$$
\begin{equation*}
\operatorname{Pr}(\omega)=\operatorname{Dir}(\omega \mid \alpha) \propto \prod_{l \in \mathcal{L}} \omega_{l}^{\alpha-1}, \quad \alpha>0 \tag{4.49}
\end{equation*}
$$

The Dirichlet prior is a uniform distribution for $\alpha=1$ but for $\alpha<1$ it prefers to estimate $\omega$ such that most $\omega_{l}$ are close to zero. A smaller choice of $\alpha$ creates a stronger sparsity effect
on $\omega$, and so $\alpha$ is called a sparsity parameter. In theory, this prior should encourage mixture models where most components are close to zero. According to [45] and in our own experience (see Figure 4.12), negative values of $\alpha$ are often necessary in practice to effectively remove redundant models. However, the Dirichlet prior is not a proper (integrable) distribution for $\alpha \leq 0$.
Objective functions for $K$-means Standard $K$-means can also be seen as an ML approach to estimating mixture models. The elliptical ${ }^{4} K$-means algorithm [137] maximizes the following likelihood on the same probability space

$$
\begin{equation*}
\operatorname{Pr}(X \mid f, \theta)=\prod_{p \in \mathcal{P}} \operatorname{Pr}\left(x_{p} \mid \theta_{f_{p}}\right) . \tag{4.50}
\end{equation*}
$$

In contrast to EM, this approach directly computes labeling $f=\left\{f_{p} \mid p \in \mathcal{P}\right\}$ rather than responsibilities, while mixing coefficients $\omega_{l}$ are implicitly estimated as percentages of points with $f_{p}=l$. It is often said that $K$-means performs hard assignment of models to data points, whereas EM performs soft assignment leaving room for uncertainty in the labeling $f$.

It is possible to derive a version of $K$-means that explicitly estimates mixing weights $\omega$. Assuming that $f_{p}$ are independent, one gets the following prior on the labeling

$$
\begin{equation*}
\operatorname{Pr}(f \mid \omega)=\prod_{p \in \mathcal{P}} \operatorname{Pr}\left(f_{p} \mid \omega\right)=\prod_{p \in \mathcal{P}} \omega_{f_{p}} \tag{4.51}
\end{equation*}
$$

Combining this prior with likelihood (4.50) and assuming non-informative (uniform) priors for $\omega$ and $\theta$, Bayes rule then gives posterior distribution

$$
\begin{equation*}
\operatorname{Pr}(f, \theta, \omega \mid X) \propto \prod_{p \in \mathcal{P}} \omega_{f_{p}} \cdot \operatorname{Pr}\left(x_{p} \mid \theta_{f_{p}}\right) . \tag{4.52}
\end{equation*}
$$

Values of $f, \theta, \omega$ maximizing this distribution are MAP estimates of these parameters. Like the standard $K$-means algorithm, one can maximize (4.52) by iterating two steps: first optimize over $f$ for fixed $\theta, \omega$ and then (independently) optimize over $\omega$ and $\theta$ for fixed $f$. We refer to this algorithm as weighted (elliptical) $K$-means.
Discussion of priors Instead of a uniform prior on $\omega$ used in (4.52) one can add any informative prior for mixture weights. For example, the Dirichlet prior (4.49) gives posterior

$$
\begin{equation*}
\operatorname{Pr}(f, \theta, \omega \mid X) \propto \prod_{p \in \mathcal{P}} \omega_{f_{p}} \cdot \operatorname{Pr}\left(x_{p} \mid \theta_{f_{p}}\right) \cdot \prod_{l \in \mathcal{L}} \omega_{l}^{\alpha-1} . \tag{4.53}
\end{equation*}
$$

For $\alpha<1$ this posterior encourages sparsity of weights $\omega$. Objectives (4.50) and (4.52) can be derived from (4.53) for other values of $\alpha$. Setting $\alpha=1$ gives the uniform prior on $\omega$ and (4.53) reduces to the weighted $K$-means posterior (4.52). Setting $\alpha$ very large $(\alpha \rightarrow \infty)$ encourages equal weights $\omega_{l}=\frac{1}{K}$ and so (4.53) reduces to the standard $K$-means likelihood (4.50). Figure 4.9 shows how this difference can affect solutions. Standard $K$-means' bias to equal-size components is another way to understand its sensitivity to the choice of $K$.

However, our label costs are more closely related to a sparsity prior known as the spike-and-slab distribution [109]. See [39] for a detailed discussion of this relationship.
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Figure 4.9: Mixture of two Gaussians where most data points were generated from the first component $\left(\omega_{1}>\omega_{2}\right)$. Standard $K$-means prefers equal cluster sizes because it assumes $\omega_{1}=\omega_{2}$, whereas weighted $K$-means has no such bias.

### 4.5.2 Using label costs for finite mixtures

The standard $K$-means directly minimizes the negative-log of the likelihood function (4.50), giving energy

$$
\begin{equation*}
E(f ; \theta)=-\sum_{p \in \mathcal{P}} \log \operatorname{Pr}\left(x_{p} \mid \theta_{f_{p}}\right) . \tag{4.54}
\end{equation*}
$$

Similarly, the weighted $K$-means algorithm minimizes the negative-log of the posterior distribution (4.52)

$$
\begin{equation*}
E(f ; \theta, \omega)=-\sum_{p \in \mathcal{P}} \log \left(\omega_{f_{p}} \cdot \operatorname{Pr}\left(x_{p} \mid \theta_{f_{p}}\right)\right) . \tag{4.55}
\end{equation*}
$$

Both of these $K$-means energies are expressible as data terms $D_{p}$ in our energy ( $\star^{\prime}$ ).
Note that posterior energy (4.55) is derived from the i.i.d. assumption (4.51) on assignment variables $f_{p}$. This assumption holds when the sampling process does not have any coherence or constraints (e.g. occlusions). In some examples, however, variables $f_{p}$ may be dependent. For example, pairwise interactions could be easily incorporated into a prior for $f$ yielding a posterior energy with the first and second terms in ( $\star^{\prime}$ ). Such a prior may be also useful for its regularization effect. In the context of GMM estimation, however, it makes more sense to regularize using some sparsity prior such as step-and-slab [109]. It can be shown that the global minima of the energy

$$
\begin{equation*}
E(f ; \theta, \omega)=-\sum_{p \in \mathcal{P}} \log \left(\omega_{f_{p}} \cdot \operatorname{Pr}\left(x_{p} \mid \theta_{f_{p}}\right)\right)+\sum_{l \in \mathcal{L}} H(l) \cdot \delta_{l}(f) \tag{4.56}
\end{equation*}
$$

correspond to MAP solutions under the step-and-slap sparsity prior; see [39] for details.
Note that the $K$-means algorithm for (4.54) is very sensitive to initialization even if the right number of models $K$ is given, see Figure 4.11. If the number of given initial models $K$ is too large, the algorithm will over-fit these $K$ models to data, see Figure 4.10e. The extra label cost term in energy (4.56) removes many problems associated with fixed $K$. We initialize our method with a relatively large number of randomly sampled models and minimization of (4.56) leads to a solution with a small number of good models, see Figure 4.6.

### 4.5.3 Label costs as information criterion

Regularizers are useful energy terms because they can help to avoid over-fitting. In statistical model selection, various information criteria have been proposed to fulfil a similar role. Information criteria penalize overly-complex models, preferring to explain the data with fewer, simpler models (Occam's razor [107]).

For example, consider the well-known Akaike information criterion (AIC) [3]:

$$
\begin{equation*}
\min _{\Theta}-2 \log \operatorname{Pr}(X \mid \Theta)+2|\Theta| \tag{4.57}
\end{equation*}
$$

where $\Theta$ is a model, $\operatorname{Pr}(X \mid \Theta)$ is a likelihood function and $|\Theta|$ is the number of parameters in $\Theta$ that can vary. This criterion was also discussed by Torr [144] and Li [101] in the context of motion estimation.

Another well-known example is the Bayesian information criterion (BIC) [26, 107]:

$$
\begin{equation*}
\min _{\Theta}-2 \log \operatorname{Pr}(X \mid \Theta)+|\Theta| \cdot \log |\mathcal{P}| \tag{4.58}
\end{equation*}
$$

where $|\mathcal{P}|$ is the number of observations. The BIC suggests that label costs should be scaled in logarithmic proportion to the number of data points or, in practice, to the estimated number of observations per model. In contrast, AIC over-fits as we add more observations from the true models. See [26] for an intuitive discussion and derivation of BIC in general, particularly Sections 6.3-6.4, and see Torr's work [144] for insights specific to vision.

### 4.5.4 Experimental results for GMM estimation

Figure 4.10 juxtaposes representative GMM estimation results by basic EM (4.47), EM with Dirichlet prior (4.48), elliptical $K$-means (4.54,4.55), and our approach to label cost energy (4.56). For simplicity, Figure 4.10 represents EM's "soft assignment" at each point $p$ using only one color corresponding to the model with the highest responsibility. The results for $K$-means and energy (4.56) show colors corresponding to their "hard assignments".

Implementation of (weighted) elliptical $K$-means maximizing $(4.54,4.55)$ is fairly straightforward. Since (4.48) automatically controls sparsity of the solution, we can initialize this version of EM with a large number of randomly sampled models. As discussed in [45], this makes EM robust to initialization and helps to avoid local minima.

Energy (4.56) represents a combination of the first and the third terms in ( $*^{\prime}$ ). To minimize (4.56) we iterate Pearl (Section 4.4) in combination with the greedy optimization method (Section 4.3.5) for each expansion step. Similarly to [45] and to our EM approach for (4.48), optimization of (4.56) via Pearl avoids local minima when initialized with a large set of randomly sampled models.

The second column in Figure 4.10 shows the results typical for both standard (4.54) and weighted $K$-means (4.55). The two methods worked similarly on all tests in Figure 4.10 because all models there have approximately the same number of inliers. Such examples can not reveal the bias of standard $K$-means to equalizing mixing weights (see Figure 4.9).


Figure 4.10: Each row shows how GMM algorithms behave on a particular example. This table is for illustrative purposes, and is not meant to be a state-of-the-art comparison. (a) If models do not overlap then all algorithms work. (b) Most algorithms can handle uniform outliers by fitting an extra model. (c) EM finds overlapping models thanks to soft assignment; hard assignment has bias towards isolated models. (d) Basic EM (4.47) may easily get stuck in local minima with only a little more ambiguity in the data. But, EM with sparsity prior (4.48) can avoid such minima by choosing solution from a large set of model samples. Bad solution by PEARL in this case of heavy spatial overlap between the models is due to "hard assignments". (e) Basic EM and $K$-means usually fail when given too many initial models, whereas Pearl with label cost energy (4.56) and EM with Dirichlet-based posterior (4.48) keep the minimum number of models explaining the data. See Section 4.5.4 for discussion.

One important conclusion from Figure 4.10 is that energy (4.56) works well on all examples (a,b,e) where the models do not have significant spatial overlap. This case is very common in computer vision problems where models occlude each other rather than intersect.

If $K$-means and basic EM (4.47) were initialized with a correct number of models, they also worked very well for spatially non-overlapping models ( $a, b$ ), however, EM was more sensitive to outliers in (b). If basic EM and $K$-means are initialized with a wrong number of models (e) they overfit these models to data, while Dirichlet-based posterior (4.48) and label cost energy (4.56) keep the minimal number of necessary models.

In general, EM handled intersecting models in (c) better than $K$-means and our method with (4.56). Arguably, soft assignments of models to data points help EM to deal with such overlapping models. More severe cases of model mixing in (d) were problematic for basic EM with a fixed number of models (4.47) due to local minima. However, EM for Dirichlet-based posterior (4.48) could avoid such local minima by selecting good models from a large initial sample.

In general, our approach with (4.56) and EM with (4.48) benefit from larger number of initial proposals which increases the chances that correct models are found. The 2 right columns in Figure 4.10 show the minimum number of initial randomly sampled models (proposals) that these algorithms needed to robustly generate good results.

### 4.5.5 Experimental results for geometric model fitting

Figures 4.11 and 4.12 show representative multi-line fitting results by basic EM (4.47), EM with Dirichlet prior (4.48), elliptical $K$-means (4.54,4.55), and our approach to label cost energy (4.56). As before, we represent EM's "soft assignment" at each point using only the color of the model with the highest responsibility. The results for $K$-means and energy (4.56) show colors of their "hard assignments".

The data set for experiments in Figures 4.11-4.12 consists of 300 inliers for 5 lines and 180 outliers. Each line model $\theta=\{a, b, c, \sigma\}$ includes noise variance $\sigma$. Log-likelihood $D_{p}(l)=$ - $\log \operatorname{Pr}\left(x_{p} \mid \theta_{l}\right)$ for a given data point $x_{p}$ and line $\theta_{l}$ assumes Gaussian orthogonal error and is given in (4.59). We also fit one uniform outlier model $\phi$ with likelihood $\operatorname{Pr}\left(x_{p} \mid \phi\right)=$ const $>0$ where const was manually tuned. Some additional general details about the experimental setup for line fitting can be found in Section 4.6.1. Optimization of functionals (4.47), (4.48), (4.54), (4.55), and (4.56) via EM, $K$-means, and Pearl is implemented as in the previous section.

Figure 4.11 demonstrates that the standard $K$-means for (4.54), (4.55), and basic EM algorithm for (4.47) are very sensitive to local optima. Figure 4.12a shows that such local minima are avoided by optimization algorithms that select a few good lines from a large pool of initial models using sparsity control: label costs in (4.56) or Dirichlet prior in (4.48). The number of models generated by (4.56) and (4.48) is controlled by parameters $h$ and $\alpha$, see Figures 4.12b and 4.12c.

Our main conclusion from Section 4.5 is that "hard assignments" have no particular disadvantages in cases where spatial overlap between the observed models constitutes only a small portion of their support. In image analysis problems (e.g. Figures 4.1, 4.2, and 4.3) models
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Figure 4.11: Standard $K$-means and EM with a fixed number of models get stuck in local minima. The data points include (in total) 300 inliers for 5 lines and 180 outliers. Here we assumed that the correct number of models is known and estimated $K=5$ lines and one outlier model. Solutions in (a)-(c) correspond to different initializations with 5 randomly sampled lines. The ground truth configuration has energy $E=797$ in (4.55) and $\log$-likelihood $-\log L=721$ in (4.47).
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Figure 4.12: Label costs in (4.56) or sparsity prior in (4.48) significantly improve the results on the data from Figure 4.11. Now a small number of models near ground truth (a) can be automatically computed from a large pool of random initial models, as in Figure 4.6. In contrast to Figure 4.11, the results are stable for different initializations as long as the set of initial randomly sampled lines is large enough (e.g. 500 lines). Parameters $h$ and $\alpha$ control sparsity of the results (a-c).
often correspond to separate objects with distinct spatial support. Objects normally "occlude" each other rather than "intersect". Thus, "hard assignments" should be appropriate for many multi-model fitting problems in computer vision. In contrast to standard "soft assignment" methods like EM, besides sparsity prior (label costs) our general approach to model fitting can also integrate a spatial smoothness prior - the second term in ( $\star^{\prime}$ ) that was ignored in this section. Figures 4.1, 4.2, and 4.3 show that this combination of regularizers is useful in vision.

### 4.6 Applications and Experimental Setup

The experimental setup is essentially the same for each application: generate proposals via random sampling, compute initial data costs $D_{p}$, and run the iterative algorithm from Section 4.4. The only changing components are the application-specific $D_{p}$ and regularization settings. Section 4.6.1 outlines the setup for basic geometric models: lines, circles, homographies, motion. Section 4.6.2 describes the unsupervised image segmentation setup.

### 4.6.1 Geometric multi-model fitting

Here each label $l \in \mathcal{L}$ represents an instance from a specific class of geometric model (lines, homographies), and each $D_{p}(l)$ is computed by some class-specific measure of geometric error. The strength of per-label costs and smooth costs were tuned for each application.

Outliers All our experiments handle outliers in a standard way: we introduce a special outlier label $\phi$ with $H(\phi)=0$ and $D_{p}(\phi)=$ const $>0$ manually tuned. This corresponds to a uniform distribution of outliers over the domain.

## Simple synthetic examples (lines, circles, etc.)

Throughout this chapter we used many illustrative examples of multi-line fitting. Below we detail the corresponding set-up and discuss some additional synthetic tests with simple geometric models. Our energy ( $\star^{\prime}$ ) was motivated by applications in vision that involve images (Sections 4.6.1-4.6.2; also compression, see [39]), but synthetic examples with simple models help to understand our energy, our algorithm, and their relation to standard methods.
Line fitting Data points are sampled i.i.d. from a ground truth set of line segments (e.g. Figure 4.6), under reasonably similar noise; outliers are sampled uniformly. Since the data is i.i.d. we set $V_{p q}=0$ in ( $\star^{\prime}$ ) and use the greedy algorithm from Section 4.3.5. We also use fixed per-label costs as in (4.56). Keeping per-label costs independent of $\theta$ simplifies the re-estimation of $\theta$ itself.

Figure 4.6 is a typical example of our line-fitting experiments with outliers. In 2D each line model $l$ has parameters $\theta_{l}=\{a, b, c, \sigma\}$ where $a x+b y+c=0$ defines the line and $\sigma^{2}$ is the variance of data; here $a, b, c$ have been scaled such that $a^{2}+b^{2}=1$. Each proposal line is generated by selecting two random points from $\mathcal{P}$, fitting $a, b, c$ accordingly, and selecting a random initial $\sigma$ based on a prior. The data cost for a 2D point $x_{p}=\left(x_{p}^{\mathrm{x}}, x_{p}^{\mathrm{y}}\right)$ is computed w.r.t.
orthogonal distance

$$
\begin{equation*}
D_{p}(l)=-\log \left(\frac{1}{\sqrt{2 \pi} \sigma} \exp \left(-\frac{\left(a x_{p}^{x}+b x_{p}^{y}+c\right)^{2}}{2 \sigma^{2}}\right)\right) . \tag{4.59}
\end{equation*}
$$

Besides the greedy algorithm for ( $\star^{\prime}$ ) without smoothness, we also tested $\alpha$-expansion for high-order label cost potentials (Section 4.3.1). Not surprisingly, the greedy algorithm was by far the best algorithm when smooth costs are not involved. Greedy gives similar energies to $\alpha$-expansion but is 5-20 times faster.

Figure 4.7 shows the trend in running time as the number of random initial proposals is increased. For 1000 data points and 700 samples, convergence took .7-1.2 seconds with $50 \%$ of execution time going towards computing data costs (4.59) and performing re-estimation.

Note that (4.59) does not correspond to a well-defined probability density function. The density for unbounded lines cannot be normalized, so lines do not spread their density over a coherent span. Still, in line-fitting it is common to fit full lines to data that was actually generated from line intervals, e.g. [69, 168]. The advantage of full lines is that they are a lower-dimensional family of models, but when lines are fit to data generated from intervals this is a model mis-specification, causing discrepancy between the energy being optimized versus the optimal solution from a generative viewpoint. Surprisingly, [69] showed that there are examples where introducing spatial coherence $\left(V_{p q}>0\right)$ for i.i.d. line interval data can actually improve the results significantly. We hypothesize that, in this case, spatial coherence can be trained discriminatively to counter the discrepancy caused by fitting unbounded lines to line interval data.

Line interval fitting Figure 4.13 shows three interval-fitting results, all on the same data. Each solution was computed from a different (random) set of 1500 initial proposals. Line intervals require many more proposals than for lines because intervals are higher-dimensional models. Each result in Figure 4.13 took 2-4 seconds to converge, with $90 \%$ of the execution time going towards computing data costs and performing re-estimation (in MATLAB).

We model an interval from point $a$ to point $b$ as an infinite mixture of isotropic Gaussians $\mathcal{N}\left(\mu, \sigma^{2}\right)$ for each $\mu$ interpolating $a$ and $b$. The probability of a data point appearing at position $x$ is thus

$$
\begin{equation*}
\operatorname{Pr}\left(x \mid a, b, \sigma^{2}\right)=\int_{0}^{1} \mathcal{N}\left(x \mid(1-t) a+t b, \sigma^{2}\right) \mathrm{d} t . \tag{4.60}
\end{equation*}
$$

In two dimensions, the above integral evaluates to

$$
\begin{align*}
& \frac{1}{4 \pi \sigma^{2}\|a-b\|} \cdot \exp \left(-\left(\frac{x^{x}\left(b^{y}-a^{x}\right)-x^{y}\left(b^{\mathrm{x}}-a^{y}\right)+a^{y} b^{\mathrm{x}}-a^{\mathrm{x}} b^{\mathrm{y}}}{\sqrt{2} \sigma\|a-b\|}\right)^{2}\right) \\
& \cdot\left(\operatorname{erf}\left(\frac{(x-b) \cdot(a-b)}{\sqrt{2} \sigma\|a-b\|}\right)-\operatorname{erf}\left(\frac{(x-a) \cdot(a-b)}{\sqrt{2} \sigma\|a-b\|}\right)\right) \tag{4.61}
\end{align*}
$$

where $x=\left(x^{\mathrm{x}}, x^{\mathrm{y}}\right)$ is and $\operatorname{erf}(\cdot)$ is the error function.
Given a set $X_{l}=\left\{x_{p}: f_{p}=l\right\}$ of inliers for label $l$, we find maximum-likelihood estimators $\theta_{l}=\{a, b, \sigma\}$ by numerically minimizing the negative-log likelihood

$$
\begin{equation*}
E\left(X_{l} ; a, b, \sigma\right)=-\sum_{p} \log \operatorname{Pr}\left(x_{p} \mid a, b, \sigma^{2}\right) . \tag{4.62}
\end{equation*}
$$



Figure 4.13: We can also fit line intervals to the raw data in Figure 4.6. The three results above were each computed from a different set $\mathcal{L}$ of random initial proposals. See Section 4.6.1 for details.


Figure 4.14: For multi-model fitting, each label can represent a specific model from any family (Gaussians, lines, circles...). Above shows circle-fitting by minimizing geometric error of points.

Circle fitting Figure 4.14 shows a typical circle-fitting result. Our circle parameters are center-point $a$, radius $r$, and variance $\sigma^{2}$. We model a circle itself as an infinite mixture of isotropic Gaussians along the circumference. Proposals are generated by randomly sampling three points, fitting a circle, and selecting random $\sigma$ based on some prior. We find ML estimators numerically, much like for line intervals.

## Homography estimation

Energy ( $\star^{\prime}$ ) can be used to automatically detect multiple homographies in uncalibrated widebase stereo image pairs. Our setup follows [69], so we give only a brief outline.

The input comprises two (static) images related by a fundamental matrix. We first detect SIFT features [106] and do exhaustive matching as a preprocessing step; these matches are our observations. The models being estimated are homographies, and each proposal is generated by sampling four potential feature matches. Data costs measure the symmetric transfer error (STE) [63] of a match w.r.t. each candidate homography. Our set of neighbors $p q \in \mathcal{N}$ is determined by a Delaunay triangulation of feature positions in the first image. Re-estimation is done by minimizing the STE of the current inliers via Levenberg-Marquardt [63]. Figures 4.2c and 4.16 show representative results.

## Rigid motion estimation

The general setup follows [69, 101] and is essentially the same as for homography estimation, except now each model is a fundamental matrix $F=\left[K^{\prime} t\right]_{\times} K^{\prime} R K^{-1}$ corresponding to a rigid body motion ( $R, t$ ) and intrinsic parameters $K$ [63].

Again, SIFT matches work as data points. Initial proposals are generated by randomly sampling eight matching pairs. Fundamental matrices [63] are computed by minimizing the non-linear SSD error using Levenberg-Marquardt. Data costs measure the squared Sampson's distance [63] of a match with respect to each candidate fundamental matrix. Figures 4.1(c) and 4.18 show representative results.

### 4.6.2 Image segmentation

Our goal is to automatically partition an image into some small number of regular segments with consistent appearance. In contrast to superpixels, our segments can be of any size and need not be contiguous. We propose to label the image using the following form of energy ( $\star^{\prime}$ )

$$
\begin{equation*}
E(f, M)=\sum_{l \in \mathcal{L}} \underbrace{\sum_{p: f_{p}=l}-\log P\left(I_{p} \mid M_{l}\right)}_{\text {segment appearance }}+\underbrace{\lambda \sum_{p q \in \mathcal{N}}\left[f_{p} \neq f_{q}\right]}_{\text {segments' boundaries }}+\underbrace{\sum_{l \in \mathcal{L}} H(l) \cdot \delta_{l}(f)}_{\text {segments' labels }} \tag{4.63}
\end{equation*}
$$

where parameter $M_{l}$ describes probability distribution associated with label $l$. For example, if values $I_{p}$ are image intensities/colors ${ }^{5}$ then vector $M_{l}$ could represent an intensity histogram or parameters of some family of distributions.

[^9]

Figure 4.15: Unsupervised segmentation by clustering simultaneously over pixels and color space using Gaussian Mixtures (color images) and non-parametric histograms (gray-scale images). Notice we find coarser clustering on baseball than Zabih \& Kolmogorov [164] without over-smoothing. For segmentation, our energy is closer to Zhu \& Yuille [166] but our algorithm is more powerful than regioncompetition.

In what sense does segmentation energy (4.63) correspond to the goals proclaimed at the beginning of the previous paragraph? The third term sums penalties $h_{l}$ for each label (model $M_{l}$ ) used in the image. This directly encourages a small number of segments. The second term is a standard expression for regularity of segment boundaries.

Information theory helps to show how the first term in (4.63) yields segments with consistent appearance. Indeed, following Kraft-McMillan theorem [107], any probability distribution $P(I \mid M)$ corresponds to some coding scheme for storing image intensities. Moreover, $-\log P\left(I_{p} \mid M\right)$ is the number of bits required to represent any given intensity $I_{p}$ using coding scheme $P(I \mid M)$. Therefore,

$$
\sum_{p \in S}-\log P\left(I_{p} \mid M\right)
$$

is the number of bits required to describe the appearance of any segment $S \subset \mathcal{P}$ using coding scheme $M$. When optimizing over distribution $M$, the expression above yields the shortest possible description of segment $S$, that is

$$
|S| \cdot H(I \mid S)=\inf _{M} \sum_{p \in S}-\log P\left(I_{p} \mid M\right)
$$

where $H(I \mid S)$ is the entropy of intensities in segment $S$. Thus, optimization over all distribution models $M$ makes the first term of energy (4.63) equal

$$
\sum_{l \in \mathcal{L}}\left|S_{l}\right| \cdot H\left(I \mid S_{l}\right)
$$

where $S_{l}=\left\{p: f_{p}=l\right\}$ is a segment with label $l$. This quantity can be further optimized over segmentation (labeling) $f$. It achieves its minimum for any segmentation with constant intensity segments where $H(I \mid S)=0$. Such segments can be connected or disconnected. The size of the segments is also irrelevant. For example, single pixel segments are optimal for the quantity above. Alternatively, segments could be connected components of the same intensity pixels. More generally, low values of the quantity above correspond to segments with low variability of intensity, that is, segments with consistent or homogeneous appearance.

In our segmentation experiments based on energy (4.63) the appearance models $M_{l}$ are 256-dimensional histograms for greyscale images, and Gaussian mixtures in RGB space for color images. Initial proposals for models $M_{l}$ were generated by sampling small patches of the image, just like in $[166,164]$. Similarly to $[166,164]$ we iterated segmentation and model re-estimation steps to optimize our energy over $f$ and $M$. We did not use segmentation-specific heuristics such as merging or splitting the histograms. Figure 4.8 shows running-time performance of our coordinate descent approach using $\alpha$-expansions to optimize (4.63) over $f$, as in Section 4.3.

Our results in Figures 4.3 and 4.15 show how energy (4.63) balances regularity and homogeneity of segments. It is particularly instructional to compare image segmentation results in Figure 4.3(b)-(c). The result in (b) uses only spatial regularization as in energy (4.2), see [164]. This approach over-smoothes the segments even when the weight of the regularization term is too small to merge all "zebra" parts. The label costs term in (4.63) allows to obtain "zebra" (c)
without over-smoothing. In this case we do not depend on the spatial regularization to merge all "zebra" parts and smoothing weight $\lambda$ can be significantly reduced.

The label costs term in (4.63) could be used to obtain segments with certain preferred appearance by assigning penalties $h_{l}$ depending on $M_{l}$. Also note that a general version of our label costs term in $(\star)$ uses subsets of labels. This allows interesting new ideas for segmentation, as recently demonstrated in [94] in the context of object recognition.

It should be emphasized that we are not first to suggest energies with label costs for segmentation. A large amount of related work on image segmentation is based on minimum description length (MDL) principle [107] which provides information theoretic foundation for regularization energies like (4.63). The MDL principle was first proposed for unsupervised segmentation by Leclerc [98]. As further detailed in [39], the specific technical realization of the MDL principle in [98] is distinct from ours. Leclerc derives energies somewhat different from (4.63) and optimizes them using continuation technique similar to graduated nonconvexity [16]. Further more, to simplify optimization [98] makes approximations, e.g. (2), that effectively ignore the label costs term.

Zhu \& Yuille [166] used a continuous image segmentation energy inspired by MDL ideas of Leclerc. Specific formulation in [166] is much closer to ours and their functional is a continuous analogue of (4.63). They developed a region competition algorithm based on local contour evolution and explicit merging of adjacent regions to address the label cost term. A subsequent algorithm by Brox \& Weickert [25] uses level sets to recursively partition the domain until it no longer pays to add regions (labels). Ben-Ayed \& Mitiche [6] use multi-level sets to optimize an MDL-like region merging prior. Our work is first to demonstrate applications of powerful $\alpha$-expansion approach to MDL-based image segmentation using energy (4.63).

### 4.7 Empirical Performance of Algorithms

This section presents an empirical comparison for several algorithmic variants to minimizing energy ( $\star^{\prime}$ ) where both smooth costs and label costs are present. In particular, we compare algorithms from Section 4.3 and several algorithms originally designed for spatial regularization functional (4.2) which can be applied to ( $\star^{\prime}$ ) using some merging heuristics as in [69]. Our goal is to compare running times and energy values obtained on real examples in the context of geometric model fitting described in Section 4.6.1.

Figure 4.16 illustrates our first homography fitting example (see Section 4.6.1). The curves in (d) show how the energy ( $\star^{\prime}$ ) decreases in 50 different tests running Pearl with the extended $\alpha$-expansion algorithm from Section 4.3. Each test depends on some initial set of randomly sampled models. The algorithm can converge to different solutions illustrated in Figure 4.16a,b,c. Better results as in (a) correspond to solutions with lower energy values, and worse results as in (c) correspond to poor energy values. The black curve in Figure 4.17 is the average of 50 curves in Figure 4.16d. This section uses such average curves to compare different combinatorial algorithms for minimizing label cost energies. In addition to homography fitting results in Figure 4.17, we also use two rigid motion estimation examples (see Section 4.6.1) to compare similarly obtained average performance curves in Figure 4.18.


Figure 4.16: Homography fitting example ("Stairs"). Different runs of the algorithm (PEARL with $\alpha++$ ) in (d) converge to solutions with different energy values depending on a specific initial collection of randomly sampled models. As shown in (a-c), lower energy solutions correspond to better practical results.


Figure 4.17: Homography fitting example ("Stairs") for different algorithms minimizing energy ( $\star$ ): $\alpha++$ and $\alpha+$ are two versions of extended $\alpha$-expansion from Section 4.3; $\alpha \beta+$ is a straightforward modification of the standard $\alpha \beta$-swap [24]; $\alpha$-SM and $\alpha$-BM are standard $\alpha$-expansions with different merging heuristics [69]. The plots show values of energy ( $\star^{\prime}$ ) obtained after each iteration of segmentation and re-estimation, see Section 4.4. As in Pearl [69], the labels are initialized by randomly sampling 1000 models. Each plot above is obtained by averaging energy curves for 50 different initializations as in Figure 4.16d.

Now we briefly review combinatorial algorithms compared in this section. In contrast to other tested methods, the extended $\alpha$-expansion algorithm from Section 4.3 directly addresses label costs in ( $\star$ ) without any extra heuristics. We test two versions of the algorithm: $\alpha+$ (basic) consistently iterates expansion steps over all labels, and $\alpha++$ (adaptive) removes labels corresponding to empty expansions until the "last" iteration validating local minima with respect to all labels. Both versions have the same optimality guarantees (see Section 4.3). Our empirical results in Figures 4.17 and 4.18 suggest that $\alpha+$ and $\alpha++$ find solutions with comparable energy values. The adaptive method $\alpha++$ converges faster.

Other tested methods are based on standard algorithms for energy (4.2) adapted to label cost in ( $\star$ ) using some heuristics. For example, [69] uses basic $\alpha$-expansion [24] for the first two terms in $(\star)$ and adds a separate merging step to account for the label costs. Each merging step tries to replace some pair of labels $A$ and $B$ in the current solution with one label $C$. Two segments $\mathcal{A}=\left\{p: f_{p}=A\right\}$ and $\mathcal{B}=\left\{p: f_{p}=B\right\}$ are merged if and only if assigning some label $C$ to combined segment $\mathcal{A} \cup \mathcal{B}$ lowers overall energy $(\star)$. Note that merging decreases the second and the third terms in $(\star)$ but it can increase the first (data) term. Iterating standard $\alpha$-expansions with merging steps is guaranteed to decrease energy $(\star)$ after each iteration. Note that separate merging steps for minimizing MDL-based functionals like ( $\star$ ) were also used in [ 98,166 ] in the context of continuation methods and variational approaches.

We tested two merging heuristics [69]: $\alpha$-SM (simple merge) tries to merge two segments using $C=A$ or $C=B$, and $\alpha$-BM (best merge) tries the optimal label $C$ for two current segments $\mathcal{A}=\left\{p: f_{p}=A\right\}$ and $\mathcal{B}=\left\{p: f_{p}=B\right\}$

$$
C^{*}=\arg \min _{C} \sum_{p \in \mathcal{A} \cup \mathcal{B}} D_{p}(C) .
$$

Due to extra optimization procedure $\alpha$-BM is slower than $\alpha$-SM but it generates lower energy values, see Figures 4.17 and 4.18.

We also note that the standard $\alpha \beta$-swap algorithm [24] was originally designed for smoothness energy ( $\star$ ) but can be easily extended to label cost energy ( $\star$ ). At each step the swap algorithm works with two fixed labels $A$ and $B$ and a region $\mathcal{A} \cup \mathcal{B}$. Only two trivial outcomes of a swap move change the label costs: when all nodes in $\mathcal{A} \cup \mathcal{B}$ are assigned either label $A$ or $B$. The standard swap method does not account for the label cost term in ( $*$ ). Yet, it is easy to compare the outcome of an optimal $\alpha \beta$-swap move with two trivial solutions and choose one with the lowest value of energy ( $\star$ ). We use symbol $\alpha \beta+$ to refer to this algorithm and its empirical results in Figure 4.17.

While discrete energy ( $\star$ ) could be addressed by many combinatorial optimization techniques (e.g. [54, 98, 83]) or their modifications, our empirical evaluation is focused on graph cut methods that we consider more promising due to optimality guarantees associated with them. The experiments in Figure 4.17 show that $\alpha++$, an adaptive version of extended $\alpha$ expansion in Section 4.3, generated better quality solutions faster than other methods. Standard $\alpha$-expansion with a "best merge" heuristic $\alpha$-BM [69] obtained better energy values in Figure 4.18 but it was also much slower. Comparing $\alpha$-BM with $\alpha$-SM ("simple merge" version of the same algorithm) suggests that $\alpha$-BM benefits from adaptive new model proposals. In fact, $\alpha$-BM is the only method in our tests that used adaptively generated new proposals


Figure 4.18: Rigid motion estimation examples (Vidal's data set [145]) comparing different algorithms minimizing energy $(\star)$ : $\alpha++, \alpha+, \alpha-\mathrm{SM}, \alpha-\mathrm{BM}$. Algorithm $\alpha \beta+$ generated solutions with similar energy values but it was much slower than the other methods. Thus, we chose not to show its energy curves for the rigid motion estimation examples above.
in addition to basic model re-estimation. Note that rigid motion models in Figure 4.18 have higher dimensionality than (planar) homographies in Figures 4.16-4.17. Generating label proposals adaptively could be a practical mechanism improving exploration of larger label spaces of higher-dimensions.

Our general practical observation is that often all tested algorithms $\alpha++, \alpha+, \alpha \beta+, \alpha$-SM, $\alpha$-BM generate comparable results. In most cases, however, it is easier to use $\alpha++$ as it is fast, robust, and does not rely on extra merging heuristics. In higher dimensional model-fitting problems the combination of PEARL and $\alpha++$ may further benefit from additional applicationspecific mechanisms adaptively generating new model proposals.

### 4.8 Discussion

The potential applications of our algorithm are nearly as broad as for $\alpha$-expansion. Our new algorithm can be applied whenever observations are known a priori to be positively correlated, for example in space or in time, whereas classical mixture model algorithms (Section 4.5) are largely designed for i.i.d. data.

Our C++ code and MATLAB wrapper are available at http://vision.csd.uwo.ca/code/. Besides minimizing general energy $(\star)$ with $\alpha$-expansion, the code is further optimized in two important special cases:

1. when the energy reduces to (4.1) the solution is computed by the greedy UFL algorithm (Section 4.3.5), and
2. when only a small fraction of labels are feasible for any given data point (e.g. geometric models; labels localized to a patch) we support "sparse data costs" to dramatically speed up computation. ${ }^{6}$

Our new $\alpha$-expansion code optionally uses a simple strategy to invest expansions mainly on 'successful' labels. This is often faster, but can be slower, so we suggest selecting an expansion scheme (adaptive vs. standard cycle) empirically for each application.

Our energy is quite general but this can be a disadvantage in terms of speed. The $\alpha$-expansion step runs in polynomial time for fixed number of positive $H(L)$ terms, but higher-order label costs should be used sparingly. Even the set of per-label costs $\{H(l)\}_{l \in \mathcal{L}}$ slows down $\alpha$-expansion by $40-60 \%$, but this is still relatively fast for such difficult energies [139]. This slowdown may be because the Boykov-Kolmogorov maxflow algorithm [22] relies on heuristics that do not work well for large cliques, i.e. subgraphs of the kind in Figure 4.4. Even if faster algorithms can be developed, our implementation can test the merit of various energies before one invests time in specialized algorithms.

Category costs Our high-order label costs (on subsets of labels) seem to be novel, both in vision and in terms of the UFL problem, and can be thought of as a type of co-occurrence potential first proposed in [38]. A natural application is to group labels in a hierarchy of categories

[^10]and assign a category cost to each. This encourages labelings to use fewer categories or, equivalently, to avoid mixing labels from different categories (e.g. kitchen, office, street, beach) unless the local evidence is strong enough. With respect to object recognition/segmentation with co-occurrence, similar costs were independently developed by Ladický et al. [94]. We foresee applications of high-order label costs in motion and homography estimation.
Relation to Ladický et al. [94] The application in [94] is object recognition with cooccurrance statistics. They are motivated by the principle of parsimony: if several segmentations explain the image equally well, then the one that requires the fewest object labels should be preferred. They develop an extension to $\alpha$-expansion that is equivalent to our earlier work [38], but they also consider energies outside the class of co-occurrence potentials that we defined, i.e. beyond independent costs for each subset of labels costs. However, their class of energies is not submodular with respect to expansion and so they apply a heuristic with no guarantee of finding an optimal expansion move for energies outside the class of energies that we defined.

Relation to $P^{n}$ Potts [79] The $P^{n}$ Potts potential $\psi_{P}\left(f_{P}\right)$ is defined on clique $P \subseteq \mathcal{P}$ as

$$
\psi_{P}\left(f_{P}\right) \stackrel{\text { def }}{=}\left\{\begin{array}{ll}
\gamma_{\alpha} & \text { if } f_{p}=\alpha \\
\gamma_{\max } & \text { otherwise }
\end{array} \quad \forall p \in P\right.
$$

where $\gamma_{\alpha} \leq \gamma_{\max }$ for all $\alpha \in \mathcal{L}$. This potential encodes a label-specific reward $\gamma_{\max }-\gamma_{\alpha}$ for clique $P$ taking label $\alpha$ in its entirety, and acts either as simple high-order regularization (all $\gamma_{\alpha}=$ const) or as a form of high-order data cost (label-specific $\gamma_{\alpha}$ ).

Let $\bar{\alpha}$ denote the set of all labels except $\alpha$, i.e. the set $\mathcal{L} \backslash\{\alpha\}$. A regional label subset cost over clique $P$ can encode the $P^{n}$ Potts potential in energy $(\star)$ as follows:

1. Set cost $H_{P}(\bar{\alpha}):=\gamma_{\max }-\gamma_{\alpha}$ for each $\alpha \in \mathcal{L}$.
2. Add constant $(1-|\mathcal{L}|) \gamma_{\max }+\sum_{\alpha} \gamma_{\alpha}$ to the energy.

Each regional label cost $H_{P}(\bar{\alpha})$ is non-negative by definition of $\psi_{P}(\cdot)$, thus a $P^{n}$ Potts potential can be expressed as a sum of high-order label costs.

The $P^{n}$ Potts potential and its robust generalization [80] were designed to encourage consistent labelings over specific regions in an image. A special case of our potentials is very closely related to the robust variant: a basic per-label potential $H(l) \cdot \delta_{l}(f)$ can be expressed as a specific (concave) Robust $P^{n}$ Potts potential. Besides significant conceptual and motivational differences, the main technical difference is that our construction makes no reference to a "dominant label." By constructing a two-label Robust $P^{n}$ Potts potential at each dynamic clique $\mathcal{P}_{L}$ in our binary expansion step, we can encode an arbitrary concave penalty on the number of variables taking labels from a specific subset of labels. This generalizes our highorder potentials $\delta_{L}(\cdot)$ if needed.
Learning label costs We studied label costs in an unsupervised setting where parameters are chosen based on information criteria or tuned manually. It is important to note that energy ( $\star$ ) and the $\alpha$-expansion-based inference algorithm can be used in supervised settings as well. The label cost terms are included in energy ( $\star$ ) linearly and can thus be learned by max-margin methods [143, 146]. This approach was recently used for CRF learning, e.g. [141].

## Chapter 5

## Energies with Hierarchical Costs

We present new theoretical results for an interesting class of energies that is closely related to that of Chapter 4. The key result is that by considering energies with a 'hierarchical' cost structure we can propose a new algorithm we call hierarchical fusion ( $h$-fusion) that has better approximation guarantees than the classical $\alpha$-expansion algorithm. It turns out that such energies can elegantly model problems in computer vision such as detecting multiple objects, motions, homographies, or repetitive patterns in image data. The improved theoretical guarantees are important because, in practice, $\alpha$-expansion can easily get stuck in poor local minima for this useful class of energies.

We begin with a class of functionals $E(f)$ similar to the general form used in Chapter 4

$$
\begin{equation*}
E(f)=\sum_{p \in \mathcal{P}} D_{p}\left(f_{p}\right)+\sum_{p q \in \mathcal{N}} w_{p q} \cdot V\left(f_{p}, f_{q}\right)+\sum_{L \subseteq \mathcal{L}} H(L) \cdot \delta_{L}(f) \tag{5.1}
\end{equation*}
$$

where $\mathcal{L}$ is the set of labels, weight $w_{p q} \geq 0$ scales the strength of $V$ at edge $p q$, and $f: \mathcal{P} \rightarrow \mathcal{L}$ is a labeling. To describe an energy of the form (5.1) as having hierarchical costs we start by adding some tree structure defined over the label set. The root of the tree we denote by $r$, the leaves of the tree are the actual labels $\mathcal{L}$, and the remaining internal nodes (if any) belong to what we call the set of pseudo-labels $\mathcal{S}$. We express the tree structure by a child-to-parent map $\pi: \mathcal{L} \cup \mathcal{S} \rightarrow \mathcal{S} \cup\{r\}$, i.e. for any node $i \in \mathcal{L} \cup \mathcal{S}$ its parent node is given by $\pi(i)$. The functional $E(f)$ is still defined over labelings $f: \mathcal{P} \rightarrow \mathcal{L}$, but now there is some hierarchical grouping of these labels as illustrated by the example below.

Example 5.1. A hierarchical grouping of six labels (left) into groups $\mathcal{S}=\{1,2\}$ where, for example, $\pi\left(\ell_{4}\right)=2$ and $\pi(2)=r$. At right is a possible labeling $f: \mathcal{P} \rightarrow \mathcal{L}$, and a coarserlevel segmentation derived from grouping labels in $f$ according to the tree.

root
pseudo-labels $\mathcal{S}$
labels $\mathcal{L}$

actual labeling $f$

pseudo-labeling $\pi \circ f$

Merely declaring the labels to be 'grouped' does not in itself change the energy $E(f)$, nor does is the $\alpha$-expansion algorithm influenced by such label hierarchies. However, we will describe energies for which a 'good' tree can be defined so that our $h$-fusion algorithm is provably better than $\alpha$-expansion. The methods we present are such that if we choose a flat tree $(\mathcal{S}=\{ \})$ then all the results in this chapter reduce to those of Chapter 4 as a special case.

There are many problems for which the labels naturally form groups. In operations research, hierarchical variants of facility location problems have been studied [126, 138]. In computer vision, a recent trend is the use of context to resolve ambiguities in object recognition, e.g. [27, 94, 165]. The idea is that certain groups of labels are self-consistent because they appear in the same context, e.g. the cup, keyboard, desk labels all belong to the "office" context, while sink, microwave, oven labels all belong to the "kitchen" context. Or, in computer graphics, one may instead wish to automatically classify the faces of a 3D mesh into semantic parts for the benefit of artists and animators [76]. The part labels (e.g. arm, leg, tail, head, body) are naturally grouped by their context (humanoid, quadruped, chair). The illustration below helps to understand these two applications: object recognition on the left, mesh labeling on the right. Neither problem is fundamentally different from the other from an optimization point of view.


The present chapter is essentially divided into two parts: smooth costs (Sections 5.1-5.4) and label costs (Section 5.5). The first four sections build concepts in hierarchical smooth costs only, omitting any mention of label costs for simplicity. The final section revisits the problem and introduces new definitions, theorems and pseudocode to handle hierarchical label costs. Section 5.1 defines a class of smooth cost potentials $V(\cdot, \cdot)$ that we call hierarchical metric ( $h$-metric) potentials, while Section 5.2 discusses a simpler class we call hierarchical Potts ( $h$-Potts) potentials. Section 5.3 then describes the steps of our $h$-fusion algorithm and shows that $h$-metrics fully characterize the class of smooth costs for which $h$-fusion is applicable. Section 5.4 derives approximation guarantees for $h$-fusion with respect to different choices of tree structure, and gives worst-case examples to show that our bounds are sufficiently tight. Section 5.5 introduces the class of hierarchical and tree-structured label costs, and generalizes our $h$-fusion algorithm and approximation bounds to incorporate such costs.
Related work The most similar work to ours, by far, is a recent paper by Kumar \& Koller [92]. They use the concept of $r$-hierarchically well-separated tree metrics ( $r$-HST metrics) [10] to arrive at an algorithm that is essentially the same as the $h$-fusion that we introduce in this chapter. They only consider smooth costs (no label costs) but their analysis is quite different, providing a number of very nice results on approximating arbitrary metrics (not just $r$-HST metrics). Our work was developed independently and, though our treatment of smooth costs is different and useful, our analysis of label costs is the most novel contribution at this point in time.

The main idea of an $r$-HST metric is as follows. Assume we are given a tree with distances $d(i, j)$ defined on each edge from child $i$ to parent $j$. Further assume that we know the childparent distance gets cheaper by a factor of $r$ as we descend the tree, i.e. $\frac{d(i, j)}{d(k, i)} \geq r$ for some constant $r>1$. The total distance between two leaf nodes $\alpha$ and $\beta$ is the cumulative sum of edge distances along the path from $\alpha$ to $\beta$ in the tree. If the 'costs' of a pairwise potential $V(\alpha, \beta)$ correspond to such a distance function for all $\alpha, \beta$, then $V$ is said to be an $r$-HST metric.

Our concept of an $h$-metric is expressed directly in terms of constraints on $V(\cdot, \cdot)$, not on edges or distances traversed in the tree. Furthermore, it is easy to find $h$-metrics for which there is no equivalent $r$-HST metric representation, but every $r$-HST metric is an $h$-metric. So, $r$-HST metrics are a special case of $h$-metrics.

### 5.1 Hierarchical Metrics ( $h$-metrics)

From now until the beginning of Section 5.5 we concern ourselves with energies of the form

$$
\begin{equation*}
E(f)=\sum_{p \in \mathcal{P}} D_{p}\left(f_{p}\right)+\sum_{p q \in \mathcal{N}} w_{p q} \cdot V\left(f_{p}, f_{q}\right) . \tag{5.2}
\end{equation*}
$$

That is, we focus on energies with no label costs. This will help us to focus on the analysis of smooth costs and to present an initial version of the $h$-fusion algorithm that is much simpler.

We first introduce notation that is useful throughout the chapter when discussing trees. The following definitions are all with respect to some child-to-parent map $\pi: \mathcal{L} \cup \mathcal{S} \rightarrow \mathcal{S} \cup\{r\}$ and the tree that it defines. We use $\pi^{n}(i)$ to denote $n$ applications of the parent function, as in $\pi(\cdots \pi(i))$.

Definition 5.2. The set of children of node $j$ is denoted by

$$
\mathcal{I}(j)=\{i: \pi(i)=j\}
$$

Definition 5.3. The set of all nodes in the subtree rooted at $j$ is denoted by

$$
\operatorname{subtree}(j)=\left\{i: \pi^{n}(i)=j \text { for some } n \geq 0\right\}
$$

Definition 5.4. The set of labels (leaves) belonging to the subtree of node $i$ is

$$
\mathcal{L}_{i}=\{\ell \in \mathcal{L}: \ell \in \operatorname{subtree}(i)\}
$$

Definition 5.5. The lowest common ancestor (lca) of nodes $i, i^{\prime}$ is

$$
\operatorname{lca}\left(i, i^{\prime}\right)=j \text { such that } j=\pi^{n}(i)=\pi^{m}\left(i^{\prime}\right) \text { for minimal } n, m .
$$

With these definitions in mind, consider what it means to apply the tree structure shown in Example 5.1 over the labels. A hierarchical grouping of labels $\ell \in \mathcal{L}$ induces a grouping of the smooth cost values inside each $V\left(\ell, \ell^{\prime}\right)$ potential. Looking at the tree structure in Example 5.1
we can say that labels $\ell_{1}$ and $\ell_{2}$ are in the same group whereas $\ell_{1}$ and $\ell_{4}$ are from different groups; thus $V\left(\ell_{1}, \ell_{2}\right)$ can be interpreted as a "within-group cost" and $V\left(\ell_{1}, \ell_{4}\right)$ as a "betweengroup cost." The elements of $V$ 's smooth cost matrix are thus broken up into 'within-group' and 'between-group' entries. A simple example is given below, where the different regions of the $|\mathcal{L}| \times|\mathcal{L}|$ matrix are delineated by black lines and we assume $V(\alpha, \alpha)=0$.


Note that the costs in each block need not be constant, though we consider this case in Section 5.2.

What follows next is the key definition of this section. Later in Section 5.3 we will show that, if a smooth cost potential $V$ satisfies the constraint below with respect to some tree structure, the corresponding energy can be approximately minimized by our $h$-fusion algorithm. In fact we show that the characterization below is sufficient and necessary to be optimized by $h$-fusion.

Definition 5.6. We say that pair $(V, \pi)$ forms an $h$-metric potential if $\pi$ defines an irreducible ${ }^{1}$ tree and for every node $i \in \mathcal{L} \cup \mathcal{S}$ we have

$$
\begin{equation*}
V\left(\alpha_{1}, \alpha_{2}\right)+V(\beta, \gamma) \leq V\left(\alpha_{1}, \gamma\right)+V\left(\beta, \alpha_{2}\right) \quad \forall \alpha_{1}, \alpha_{2} \in \mathcal{L}_{i}, \beta, \gamma \in \mathcal{L}_{\pi(i)} \backslash \mathcal{L}_{i} \tag{5.3}
\end{equation*}
$$

Note that for the special case of a 'flat' tree where $\mathcal{S}=\{ \}$ then each set $\mathcal{L}_{i}$ in (5.3) contains only a single label $\{i\}$ and each $\mathcal{L}_{\pi(i)}=\mathcal{L}$. In that case we have $\alpha_{1}=\alpha_{2}=i$ and $\beta, \gamma \in \mathcal{L} \backslash\{i\}$, so the $h$-metric constraint reduces to the classic metric constraint for $\alpha$-expansion of $V(\alpha, \alpha)+V(\beta, \gamma) \leq V(\alpha, \gamma)+V(\beta, \alpha)$ given in [24].

Though the definition of an $h$-metric is important, the constraints involved can be more complex than for standard $\alpha$-expansion. Figure 5.1 shows a concrete example of an $h$-metric $(V, \pi)$ and suggests a way to visualize constraints (5.3) as a pattern in the matrix. However, we can express a condition that is simpler and yet sufficient for a pair $(V, \pi)$ to form an $h$-metric. First we define two quantities that will be useful in subsequent proofs.

Definition 5.7. Given a smooth cost potential $V$ and tree structure defined by child-to-parent map $\pi$ we define quantities $V_{i}^{\max }$ and $V_{i}^{\min }$ for each $i \in \mathcal{L} \cup \mathcal{S}$

$$
V_{i}^{\max }=\max _{\alpha, \beta \in \mathcal{L}_{i}} V(\alpha, \beta) \quad V_{i}^{\min }=\min _{\substack{\gamma, \zeta \in \mathcal{L}_{i} \\ \operatorname{lca}(\gamma, \zeta)=i}} V(\gamma, \zeta) .
$$

[^11]| $\begin{array}{llllllll}\ell_{1} & \ell_{2} & l_{3} & \ell_{4} & l_{5} & \ell_{6}\end{array}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\ell_{1}$ | 0 | 1 | 2 | 3 | 3 | 3 |
| $\ell_{2}$ | 1 | 0 | 1 | 3 | 3 | 3 |
| $\ell_{3}$ | 2 | 1 | 0 | 3 | 3 | 3 |
| $\ell_{4}$ | 3 | 3 | 3 | 0 | 2 | 4 |
| $\ell_{5}^{4}$ | 3 | 3 | 3 | 2 | 0 | 2 |
|  | 3 | 3 | 3 | 4 | 2 | 0 |

(a) example matrix

(b) example constraint configurations

| $\begin{array}{lllllll}l_{1} & l_{2} & \ell_{3} & l_{4} & l_{5} & \ell_{6}\end{array}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\ell_{1}$ | 0 | 1 | 2 | 4 | 4 | 4 |
| $\ell_{2}$ | 1 | 0 | 1 | 4 | 4 | 4 |
| $\ell_{3}$ | 2 | 1 | 0 | 4 | 4 | 4 |
| $\ell_{4}$ | 4 | 4 | 4 | 0 | 2 | 4 |
| $\ell_{5}$ | 4 | 4 | 4 | 2 | 0 | 2 |
|  | 4 | 4 | 4 | 4 | 2 | 0 |

(c) alternate matrix

Figure 5.1: Smooth cost matrix (a) is a concrete example of an $h$-metric when entries are grouped according to the tree structure $\pi$ from Example 5.1. A valid $h$-metric must satisfy all constraints of the form (5.3), and (b) shows two such constraints satisfied: $0+4 \leq 3+3$ is indeed true, and $2+4 \leq 3+3$ as well. Standard $\alpha$-expansion requires the former constraint, while only $h$-fusion on a tree such as $\pi$ requires the latter constraint. The smooth cost matrix (c) can be easily checked as $h$-metric via Lemma 5.8, whereas (a) fails Lemma 5.8 yet is still an $h$-metric according to the full Definition 5.6.

In other words, $V_{i}^{\max }$ is the maximum cost for any pair of labels in the subtree of node $i$, and $V_{i}^{\text {min }}$ is the minimum cost for two labels from different subtrees descended from $i$. For example, in Figure 5.1(a) one can see that the first parent node $s_{1}$ has $V_{s_{1}}^{\min }=1$ and $V_{s_{1}}^{\max }=2$. Similarly, for the root node $r$, this example has $V_{r}^{\min }=3$ and $V_{r}^{\max }=4$.

Lemma 5.8. The following condition is sufficient for $(V, \pi)$ to form an $h$-metric potential:

$$
\begin{equation*}
V_{j}^{\max }-V_{j}^{\min } \leq V_{j}^{\min }-V_{i}^{\max } \quad \forall i \in \mathcal{I}(j) \tag{5.4}
\end{equation*}
$$

Proof. We must show that if (5.4) holds then so does (5.3). Since we know for any $\alpha_{1}, \alpha_{2} \in \mathcal{L}_{i}$ and $\beta, \gamma \in \mathcal{L}_{\pi(i)} \backslash \mathcal{L}_{i}$ it follows that lca $\left(\alpha_{1}, \gamma\right)=\operatorname{lca}\left(\beta, \alpha_{2}\right)=\pi(i)$. By minimizing over all such possible cases, each term on the right-hand side of (5.3) can be bounded from below by $V_{\pi(i)}^{\min }=V_{j}^{\min }$. Likewise, the two terms on the left-hand side of (5.3) can be bounded from above by $V_{i}^{\text {max }}$ and $V_{j}^{\text {max }}$ respectively. We therefore have that $V_{i}^{\max }+V_{j}^{\max } \leq 2 V_{j}^{\min }$ implies inequality (5.3). Rearranging terms completes the proof.

Again, inequality (5.4) is sufficient but not necessary for $(V, \pi)$ to be an $h$-metric, as shown by comparing Figures 5.1(a) and 5.1(c). Roughly speaking, Lemma 5.8 suggests two things: that if the within-group costs $\left(V_{i}^{\max }\right)$ are cheaper than the between-group costs $\left(V_{j}^{\min }\right)$ then $(V, \pi)$ is more likely to form an $h$-metric, and that if the range of between-group costs is large then the maximal within-group costs should be cheaper by a corresponding amount.

### 5.2 Hierarchical Potts ( $h$-Potts)

The Potts potential is now standard for energy-based models computer vision, even though it was originally proposed in statistical mechanics by R. B. Potts [119]. A pairwise Potts potential is of the form $V(\alpha, \beta)=w \cdot \delta(\alpha \neq \beta)$ where $\delta$ is 1 if the condition is true, 0 otherwise, and $w$ is the cost that must be paid for $\alpha \neq \beta$. In computer vision the Potts potential is typically used


Figure 5.2: The smooth cost matrix for an $h$-Potts potential (left) comprises a number of regions with constant cost. The structure of these regions is determined by the tree structure $\pi$. In this example, $V(\alpha, \beta)=w_{5}$ and $V(\beta, \gamma)=w_{4}$. The tree structure imposes a nested hierarchy of Potts potentials, where the cost paid depends on the 'level' at which the discontinuity occurs.
in energies of the form

$$
\begin{equation*}
E(f)=\sum_{p \in \mathcal{P}} D_{p}\left(f_{p}\right)+\sum_{p q \in \mathcal{N}} w_{p q} \cdot \delta\left(f_{p} \neq f_{q}\right) \tag{5.5}
\end{equation*}
$$

where weight $w_{p q} \geq 0$ scales the attraction strength between variables $p$ and $q$. The larger the weight, the stronger the preference for choosing $f_{p}=f_{q}$ in the optimal labeling. Apart from preferring $f_{p}=f_{q}$ the Potts potential is agnostic about the remaining possibilities, i.e. the same cost $w_{p q}$ is paid for all cases $f_{p} \neq f_{q}$.

We now introduce a natural class of smooth costs that we call hierarchical Potts ( $h$-Potts) potentials. A pairwise $h$-Potts potential is defined by a pair $(V, \pi)$ where the cost $V(\alpha, \beta)$ depends only on the lowest common ancestor of the labels $\alpha$ and $\beta$.

Definition 5.9. We say that pair $(V, \pi)$ forms an h-Potts potential if $\pi$ is irreducible and $V$ is defined by a set of constants $\left\{w_{i}\right\}_{i \in \mathcal{L} \cup \mathcal{S} \cup\{r\}}$ such that

$$
\begin{equation*}
V(\alpha, \beta)=w_{\operatorname{lca}(\alpha, \beta)} \quad \forall \alpha, \beta \in \mathcal{L} \tag{5.6}
\end{equation*}
$$

where $w_{\ell}=0$ for all $\ell \in \mathcal{L}$.
Figure 5.2 shows the piecewise-constant structure of an $h$-Potts potential $(V, \pi)$ for a particular tree. Just as for $h$-metrics, the most natural application of $h$-Potts potentials is when labels are somehow grouped. Indeed, any $h$-Potts potential that satisfies constraints (5.3) is also an $h$-metric potential, but for $h$-Potts we can express the constraints in a simpler manner. It is this simplicity, along with the ubiquity of Potts in computer vision, that makes $h$-Potts worth characterizing separately from $h$-metrics.

First, we characterize the circumstances under which standard $\alpha$-expansion is applicable to an $h$-Potts potential $(V, \pi)$. This establishes the full class of possible $h$-Potts potentials as a subclass of metrics as defined in Chapter 2. Recall that a pairwise potential $V$ can be optimized by $\alpha$-expansion if and only if it satisfies the metric constraint, restated here:

$$
\begin{equation*}
V(\alpha, \alpha)+V(\beta, \gamma) \leq V(\alpha, \gamma)+V(\beta, \alpha) \quad \forall \alpha, \beta, \gamma \in \mathcal{L} . \tag{5.7}
\end{equation*}
$$

Theorem 5.10. An h-Potts potential $(V, \pi)$ is metric on $\mathcal{L}$ if and only if

$$
\begin{equation*}
w_{i} \leq 2 w_{j} \quad \forall i \in \operatorname{subtree}(j) \tag{5.8}
\end{equation*}
$$

Proof. In the case of an $h$-Potts potential, the metric constraint is equivalent to

$$
\begin{equation*}
0+w_{\operatorname{lca}(\beta, \gamma)} \leq w_{\operatorname{lca}(\alpha, \gamma)}+w_{\operatorname{lca}(\beta, \alpha)} \quad \forall \alpha, \beta, \gamma \in \mathcal{L} \tag{5.9}
\end{equation*}
$$

Because $\pi$ defines a tree structure, for every $\alpha, \beta, \gamma$ there exists $i, j \in \mathcal{S} \cup\{r\}$ such that, without loss of generality,

$$
\begin{align*}
j & =\operatorname{lca}(\alpha, \gamma)=\operatorname{lca}(\beta, \alpha), \text { and } \\
i & =\operatorname{lca}(\beta, \gamma) \text { such that } i \in \operatorname{subtree}(j) . \tag{5.10}
\end{align*}
$$

We can assume this arrangement because $(\alpha, \beta, \gamma)$ form what is sometimes called a rooted triple and there can only be up to two unique lowest common ancestors among them. We assume ancestor $i$ is in the sub-tree rooted at ancestor $j$, and possibly equal to $j$. For any particular $(\alpha, \beta, \gamma)$ and corresponding $(i, j)$ inequality (5.9) is equivalent to $w_{i} \leq 2 w_{j}$. Since $\pi$ defines an irreducible tree, for each $(i, j)$ there must exist corresponding sub-labels $(\alpha, \beta, \gamma)$ for which (5.9) holds. It follows that $w_{i} \leq 2 w_{j}$ holds for all pairs $(i, j)$ where $i \in \operatorname{subtree}(j)$ and completes the proof of (5.8).

The above result is useful when we (a) know that labels are grouped in some manner, and (b) wish to learn the ideal potentials from training data. Hierarchical Potts allows us to learn only a few coefficients $\left\{w_{i}\right\}$ rather than a full set of $|\mathcal{L}|^{2}$ smooth cost entries, while Theorem 5.10 gives us simple constraints for optimizing with $\alpha$-expansion.

However, an $h$-Potts potential being a metric does not necessarily imply that it is an $h$-metric, which is necessary in order to apply our improved $h$-fusion algorithm. The following theorem gives a simple, sufficient condition for $h$-Potts potentials to be optimized by $h$-fusion. It says that, so long as discontinuity costs never decrease as we ascend the tree, then the energy can be optimized by $h$-fusion.

Theorem 5.11. The following condition is sufficient for an $h$-Potts potential $(V, \pi)$ to form an $h$-metric:

$$
\begin{equation*}
w_{i} \leq w_{j} \quad \forall i \in \operatorname{subtree}(j) . \tag{5.11}
\end{equation*}
$$

Proof. For an $h$-Potts potential we have $V_{j}^{\min }=w_{j}$ for any node $j$. For an $h$-Potts potential that satisfies (5.11) we have in addition that $V_{j}^{\max }=\max _{i \in \text { subtree }(j)} w_{i}=w_{j}$. Inequality (5.4) then becomes $w_{j}-w_{j} \leq w_{j}-w_{i}$ which is equivalent to $w_{i} \leq w_{j}$. Since by assumption (5.11) this holds for all $i \in \operatorname{subtree}(j)$ then clearly it holds for all $i \in \mathcal{I}(j)$ and so by Lemma 5.8 any such $h$-Potts potential is also an $h$-metric.


Figure 5.3: Given two complete labelings $\hat{f}^{1}$ and $\hat{f}^{2}$ shown above, here with $\hat{f}_{p}^{1} \in\left\{\ell_{1}, \ell_{2}, \ell_{3}\right\}$ and $\hat{f}_{p}^{2} \in\left\{\ell_{4}, \ell_{5}, \ell_{6}\right\}$, there are many ways to fuse or 'stitch' them together. A fusion is a new labeling $f$ where each $f_{p} \in\left\{\hat{f}_{p}^{1}, \hat{f}_{p}^{2}\right\}$ (examples at right). Here we are fusing only two labelings, but in general any number of labelings may be combined via iteration.

### 5.3 Hierarchical Fusion with Smooth Costs

We now explain the steps of our hierarchical fusion ( $h$-fusion) algorithm, a better alternative to standard $\alpha$-expansion. Roughly speaking, the $\alpha$-expansion procedure (Section 2.2.2) minimizes a multi-label energy by solving a sequence of special binary energies. The main idea of $h$-fusion is to create a sequence of special multi-label energies, each of which is solved by running $\alpha$-expansion as a subroutine. These intermediate multi-label energies are designed to 'stitch' or to 'fuse' a particular set of existing labelings that were computed earlier, in a bottomup fashion. As we will show in Section 5.4, our $h$-fusion procedure turns out to provide better optimality guarantees than $\alpha$-expansion for energies with 'hierarchical' cost structure.

We call our algorithm $h$-fusion because our key multi-label energy at each step can be interpreted as performing fusion moves. The concept of a fusion move was introduced by Lempitsky et al. [100] as a powerful way to minimize energies $E(f)$ of the form (5.2). The main idea is that, given a two candidate labelings $\hat{f}^{1}$ and $\hat{f}^{2}$, a lower-energy labeling can be found by 'fusing' the best parts of each into a composite labeling. Figure 5.3 illustrates how new labelings are generated this way in our hierarchy. The key insight of [100] is that all fusion moves are of the form $\mathbf{x} \hat{f}^{1}+\overline{\mathbf{x}} \hat{f}^{2}$ where $\mathbf{x}$ is a vector of binary variables, and that the best fusion move can be computed by minimizing an energy $E_{\text {fuse }}(\mathbf{x})=E\left(\mathbf{x} \hat{f}^{1}+(1-\mathbf{x}) \hat{f}^{2}\right)$. Such a binary energy can also be expressed as

$$
\begin{equation*}
E_{\mathrm{fuse}}(\mathrm{x})=\sum_{p \in \mathcal{P}} D_{p}^{\prime}\left(x_{p}\right)+\sum_{p q \in \mathcal{N}} V_{p q}^{\prime}\left(x_{p}, x_{q}\right) \tag{5.12}
\end{equation*}
$$

where $D_{p}^{\prime}(x)=D_{p}\left(x \hat{f}_{p}^{1}+\bar{x} \hat{f}_{p}^{2}\right)$ and $^{2} V_{p q}^{\prime}(x, y)=w_{p q} \cdot V\left(x \hat{f}_{p}^{1}+\bar{x} \hat{f}_{p}^{2}, y \hat{f}_{q}^{1}+\bar{y} \hat{f}_{q}^{2}\right)$. In other words, each binary $x_{p}$ selects between $\hat{f}_{p}^{1}$ and $\hat{f}_{p}^{2}$. Note that this is extremely similar to the binary energy at the heart of $\alpha$-expansion. Indeed, an "expansion move on label $\alpha$ " can now be thought of as a fusion move where $\hat{f}^{1}$ is the current labeling and we simply set $\hat{f}^{2}=(\alpha, \alpha, \ldots)$, i.e. a constant labeling. Lempitsky et al. even propose using fusion moves as a way to parallelize $\alpha$-expansion by dividing the labels according to the number of CPUs.

However, the paper by Lempitsky et al. [100] assumes that the candidate labelings can be arbitrary and therefore the binary energy (5.12) is non-submodular in practice (see Chapter 2 for review). This makes each fusion step potentially $\mathcal{N} \mathcal{P}$-hard and so it cannot be solved

[^12]

Figure 5.4: The hierarchical fusion process for a particular tree. The first sub-problems combine groups of actual labels (leaves) in a pure $\alpha$-expansion procedure (left). The remaining sub-problems involve fusing the existing labelings in a bottom-up fashion throughout the tree (center) until finally the root labeling has been computed from its children (right). Each sub-problem is solved by invoking $\alpha$-expansion on a special multi-label fusion energy that is based on the labelings involved.
by a graph cut, unlike for $\alpha$-expansion. They therefore resort to a heuristic method known as QPBO [85, 124] which has no guarantee of finding a complete solution. In other words, the generality of their formulation precludes any approximation guarantees for the larger algorithm.

In contrast, we introduce $h$-fusion algorithm that uses an energy-driven criterion (good choice of tree structure) to determine a sequence of multi-label fusion energies. Furthermore, we introduced the concept of an $h$-metric to explicitly characterize the conditions for which $h$-fusion is guaranteed to have submodular binary moves. Submodularity allows the globally optimal fusion move to be computed by a single graph cut, just as for $\alpha$-expansion. This will allow us in Section 5.4 to prove approximation guarantees for $h$-fusion that generalize-and improve upon-the well-known guarantees of $\alpha$-expansion. Furthermore, we explain how to incorporate label costs into the fusion steps; to the best of our knowledge, we are the first to incorporate such high-order energy potentials into a fusion-based algorithm.

Our $h$-fusion algorithm is a simple recursive procedure that builds the final labeling in bottom-up fashion. There is one multi-label energy to solve for each internal node $j \in \mathcal{S} \cup$ $\{r\}$ in the tree, and each of these "fusion energies" is solved (up to a local minimum) by running $\alpha$-expansion. The local minima computed at one level of the tree are subsequently fused at the next-higher level of the tree until the root labeling has been computed. Figure 5.4 shows the order of sub-problems on a simple tree structure. The pseudocode for our recursive $h$-Fusion $(E, \pi, j)$ procedure is given below, where $E=(D, V)$ is the original multi-label energy to be optimized, $\pi$ defines the label hierarchy, and $j$ is the tree node whose labeling is to be computed. The $h$-fusion process is initiated by calling $h$ - $\operatorname{FUSION}(E, \pi, r)$ where $r$ is the root of the label hierarchy.

```
\(h\)-Fusion( \(E, \pi, j\) )
    if \(j \in \mathcal{L}\)
        return \((j, j, \ldots) \quad / / j\) is an actual label, so return constant labeling
    for \(i \in \mathcal{I}(j)\)
        \(\hat{f}^{i}:=h-\operatorname{FuSION}(E, \pi, i) \quad / /\) compute child labelings (parallel loop)
    \(E^{j}:=\operatorname{SetupFusion}(E, \pi, j)\)
    \(\hat{g}:=\alpha-\operatorname{Expansion}\left(E^{j}\right) \quad / /\) compute map \(\hat{g}: \mathcal{P} \rightarrow \mathcal{I}(j)\) that fuses the \(\hat{f}^{i}\)
    \(\hat{f}_{p}^{j}:=\hat{f}_{p}^{\hat{g}_{p}} \quad \forall p \in \mathcal{P} \quad / /\) convert child indices to raw label indices \(\mathcal{L}\)
    return \(\hat{f}^{j}\)
```

```
SETUPFUSION \((E, \pi, j)\) without label costs
    1 \(D_{p}^{\prime}(i):=D_{p}\left(\hat{f}_{p}^{i}\right) \quad \forall p \in \mathcal{P}, i \in \mathcal{I}(j) \quad / /\) configure \(\alpha\)-expansion to index \(\mathcal{I}(j)\)
    \(V_{p q}^{\prime}\left(i, i^{\prime}\right):=w_{p q} \cdot V\left(\hat{f}_{p}^{i}, \hat{f}_{q}^{i^{\prime}}\right) \quad \forall p q \in \mathcal{N}, i, i^{\prime} \in \mathcal{I}(j)\)
    return \(E^{\prime}=\left(D^{\prime}, V^{\prime}\right)\)
```

In $h$-fusion, the main subproblem (line 6) calls $\alpha$-expansion to fuse a set of labelings $\left\{\hat{f}^{i}\right\}_{i \in \mathcal{I}(j)}$. In this scenario $\alpha$-expansion is selecting a child index from $\hat{g}_{p} \in \mathcal{I}(j)$ for each pixel-it does not select from actual labels $\mathcal{L}$ until the recursion reaches the bottom of the tree (Figure 5.4, left). This temporary child-index map $\hat{g}$ must therefore be converted into an actual labeling $\hat{f}^{j}$ associated with tree node $j$ (line 7).

The $h$-fusion process must terminate because there are $|\mathcal{S} \cup\{r\}|$ calls to $\alpha$-expansion. The $\alpha$-expansion algorithm is guaranteed to reduce the energy at each internal step and therefore terminates at a local minimum in finite time [24]. In practice, $\alpha$-expansion is the basis of some of the fastest optimization algorithms for these kinds of energies [139, 4]. There is every reason to expect $h$-fusion to terminate as fast as standard $\alpha$-expansion, if not faster. First, the total number of nodes at each level of the tree shrinks by at least a factor of two (often much more) as we ascend the hierarchy, so the total number of $\alpha$-expansion invocations is $O(|\mathcal{L}|)$ and each invocation is a much smaller problem than running raw $\alpha$-expansion. Second, since the label hierarchy has a tree structure, the for-loop (line 4) can be executed in parallel. This allows for a number of simultaneous instances of $\alpha$-expansion, each fusing a different subset of nodes, ensuring full utilization of CPU resources on modern multi-core systems ${ }^{3}$.

We now arrive at a key result that precisely characterizes the class of smooth costs that $h$-fusion can handle.

Theorem 5.12. The $h$-fusion algorithm is applicable for smooth cost potential $V$ using label hierarchy $\pi$ if and only if $(V, \pi)$ forms an $h$-metric.

[^13]Proof. As discussed in [24, 87], a metric $V$ can be optimized by $\alpha$-expansion if and only if it satisfies

$$
\begin{equation*}
V(\alpha, \alpha)+V(\beta, \gamma) \leq V(\alpha, \gamma)+V(\beta, \alpha) \quad \forall \alpha \in \mathcal{L}, \beta, \gamma \in \mathcal{L} \backslash\{\alpha\} \tag{5.13}
\end{equation*}
$$

The above constraint is usually stated as holding for arbitrary $\alpha, \beta, \gamma \in \mathcal{L}$, rather than only for $\beta, \gamma \in \mathcal{L} \backslash\{\alpha\}$. Although this distinction does not matter for $\alpha$-expansion, it matters for $h$-fusion and so we explicitly start from (5.13).

In the $h$-fusion case, each local fusion metric $V_{p q}^{\prime}$ on line $\mathbf{2}$ of SETUPFUSION must satisfy this constraint and so $\alpha$-expansion can fuse a collection of labelings $\left\{\hat{f}^{i}\right\}_{i \in \mathcal{I}(j)}$ if and only if

$$
\begin{equation*}
V\left(\hat{f}_{p}^{i}, \hat{f}_{q}^{i}\right)+V\left(\hat{f}_{p}^{i^{\prime}}, \hat{f}_{q}^{i^{\prime \prime}}\right) \leq V\left(\hat{f}_{p}^{i}, \hat{f}_{q}^{i^{\prime \prime}}\right)+V\left(\hat{f}_{p}^{i^{i}}, \hat{f}_{q}^{i}\right) \quad \forall i \in \mathcal{I}(j), i^{\prime}, i^{\prime \prime} \in \mathcal{I}(j) \backslash\{i\} \tag{5.14}
\end{equation*}
$$

Note that $\hat{f}_{p}^{i}$ and $\hat{f}_{q}^{i}$ could each be any label in $\mathcal{L}_{i}$ and are not necessarily identical, unlike the $\alpha$-expansion case. The constraints on the original metric $V$ for $h$-fusion will therefore be more restrictive than for $\alpha$-expansion. Since inequality (5.14) must hold for all possible labelings $\hat{f}^{i}, \hat{f}^{i^{\prime}}$, and $\hat{f}^{i^{\prime \prime}}$ then it is equivalent to

$$
\begin{equation*}
V\left(\alpha_{1}, \alpha_{2}\right)+V(\beta, \gamma) \leq V\left(\alpha_{1}, \gamma\right)+V\left(\beta, \alpha_{2}\right) \quad \forall \alpha_{1}, \alpha_{2} \in \mathcal{L}_{i}, \beta, \gamma \in \mathcal{L}_{j} \backslash \mathcal{L}_{i} \tag{5.15}
\end{equation*}
$$

Since $j=\pi(i)$ then inequalities (5.15) are identical to (5.3), completing the proof.
Note that for any metric $V$ we can choose a flat tree structure, i.e. $\pi(\ell)=r$ for all $\ell \in$ $\mathcal{L}$, so that $(V, \pi)$ forms an $h$-metric. Applying $h$-fusion in this degenerate case is identical to the standard $\alpha$-expansion algorithm, so $h$-fusion inherits at least one basic approximation guarantee. However, for many potentials $V$ a different choice of tree structure yields a better approximation guarantee for our $h$-fusion algorithm, as we shall prove in Section 5.4.

### 5.4 Approximation Bound of $h$-Fusion (without label costs)

Our goal is to derive an optimality bound, and approximation guarantee, analogous to the ones for standard $\alpha$-expansion derived in [24] and in Chapter 4. Like $\alpha$-expansion's bound, the quality of our new bound is energy-dependent, and therefore instructs us on a case-by-case basis as to how much confidence we should place in the algorithm. Our improved bound generalizes that of $\alpha$-expansion but is more complex to express. We begin by defining some quantities that are useful for understanding the nature of $h$-fusion.

Definition 5.13. Given an h-metric $(V, \pi)$ we define the additional quantities

$$
b_{j}=a_{j}+\max _{i \in \mathcal{I}(j)} b_{i} \quad c=\max _{j \in \mathcal{S} \cup\{r\}} \frac{b_{j}}{d_{j}}
$$

where we use shorthand $a_{j}=V_{j}^{\max }$ and $d_{j}=V_{j}^{\min }$ (see Definition 5.7).
The quantity $c$ is most important because we will use it to bound the worst-case approximation error of the $h$-fusion algorithm.

value of $c$ for each pair $(V, \pi)$ shown

|  | $V_{1}$ | $V_{2}$ | $V_{3}$ |
| :--- | :--- | :--- | :--- |
|  | 3 |  |  |
| $\pi_{\mathrm{a}}$ | $3 / 3$ | $3 / 1$ | $8 / 1$ |
| $\pi_{\mathrm{b}}$ | $6 / 3$ | $4 / 3$ | $9 / 3$ |
| $\pi_{\mathrm{c}}$ | $9 / 3$ | $7 / 3$ | $12 / 8$ |
|  |  |  |  |

(minimal $c$ circled)

Figure 5.5: The top row shows three example smooth cost matrices. The first is a standard (flat) Potts potential with penalty $V_{1}\left(\ell, \ell^{\prime}\right)=3$ for any $\ell \neq \ell^{\prime}$ and so $c=1$ for a flat tree $\pi_{\mathrm{a}}$. Metrics $V_{2}$ and $V_{3}$ have varying penalties and so a flat tree yields $c=5$ and $c=8$ respectively. However, by applying $h$-fusion on tree structures $\pi_{\mathrm{b}}$ and $\pi_{\mathrm{c}}$ respectively (bottom row), we can achieve better $c$ for these particular metrics. The table at right shows other values of $c$ and demonstrates that the choice of tree is very important for achieving a good bound.

Observation 5.14. If $\pi$ defines a 'flat' tree, i.e. $\mathcal{S}=\{ \}$ and so all $\pi(\ell)=r$, then constant $c$ in Definition 5.13 reduces to the same constant used in the well-known $\alpha$-expansion bound:

$$
c=\frac{\max _{\alpha, \beta \in \mathcal{L}} V(\alpha, \beta)}{\min _{\gamma \neq \zeta \in \mathcal{L}} V(\gamma, \zeta)}
$$

As we will show, the main benefit of $h$-fusion is that, when the ratio $c$ above is large for standard $\alpha$-expansion, choosing a non-flat tree structure $\pi$ can result in a much smaller constant and thereby a better approximation guarantee than attainable through $\alpha$-expansion alone. The easiest way to understand how $V$ and $\pi$ affect bound $c$ is by looking at a few numeric examples. Figure 5.5 examines specific values of $c$ for various pairs of smooth cost matrices $V$ and tree structures $\pi$. These examples suggests that for each $V$ one wishes to optimize there exists an optimal choice of $\pi$ to give the best approximation guarantee. Since for every metric $V$ we can use a flat tree, then there always exists a tree for which $h$-fusion's guarantees are as good or better than those of $\alpha$-expansion.

We now state the formal property of $h$-fusion that makes it an improvement over standard $\alpha$-expansion, namely a better approximation guarantee when $V$ affords an $h$-metric ( $V, \pi$ ) with small coefficient $c$ as suggested by Figure 5.5. In what follows we assume that energy (5.2) is configured so that $D_{p} \geq 0, V$ is a metric [24], and thus $E(f) \geq 0$.

Theorem 5.15. If $f^{*}$ is a global minimum of energy (5.1) where all $H(L)=0$, and $\hat{f}$ is a local minimum of $h$-fusion on a tree structure $\pi$, then

$$
\begin{equation*}
E(\hat{f}) \leq 2 c E\left(f^{*}\right) \tag{5.16}
\end{equation*}
$$

where constant c is determined by $V$ and $\pi$ as in Definition 5.13.
Proof. Without loss of generality we assume that all weights are $w_{p q}=1$. Consider any local minimum $\hat{f}^{j}$ computed by $h$-fusion at internal node $j \in \mathcal{S} \cup\{r\}$, and let us choose some child
node $i \in \mathcal{I}(j)$. We first define a useful set of pixels with respect to a global optimum $f^{*}$ as

$$
\mathcal{P}_{i} \stackrel{\text { def }}{=}\left\{p: f_{p}^{*} \in \mathcal{L}_{i}\right\} .
$$

This set contains all pixels assigned a label within subtree $i$, and so for any other child $i^{\prime} \neq i$ we know that $\mathcal{P}_{i} \cap \mathcal{P}_{i^{\prime}}=\emptyset$.

We can produce a labeling $\hat{f}^{j \otimes i}$ within one $h$-fusion move from local minimum $\hat{f}^{j}$ as follows:

$$
\hat{f}_{p}^{j \otimes i} \stackrel{\text { def }}{=} \begin{cases}\hat{f}_{p}^{i} & \text { if } p \in \mathcal{P}_{i} \\ \hat{f}_{p}^{j} & \text { otherwise } .\end{cases}
$$

Since each $\hat{f}^{j}$ is known to be a local optimum w.r.t. expansion moves for each $i \in \mathcal{I}(j)$ we know that

$$
\begin{equation*}
E\left(\hat{f}^{j}\right) \leq E\left(\hat{f}^{j \otimes i}\right) \tag{5.17}
\end{equation*}
$$

The general strategy to use (5.17) for different $i$ to build an inequality that is ultimately of the form $E\left(\hat{f}^{j}\right) \leq E\left(f^{*}\right)+$ error. This will be achieved by breaking the energy terms in $E$ into parts in such a way that a recursive inequality can be established. The recursive inequality will then be expanded until all terms can be bounded relative to $E\left(f^{*}\right)$.

Let $\left.E(\cdot)\right|_{\mathcal{A}}$ denote a restriction of the summands of energy (5.2) to only the following terms:

$$
\left.E(f)\right|_{\mathcal{A}} \stackrel{\text { def }}{=} \sum_{p \in \mathcal{A}} D_{p}\left(f_{p}\right)+\sum_{p q \in \mathcal{A}} V\left(f_{p}, f_{q}\right) .
$$

We separate the unary and pairwise terms of $E(f)$ via interior, exterior, and boundary sets with respect to pixels $\mathcal{P}_{i}$ :

$$
\begin{array}{rlrl}
\mathcal{A}_{i}=\mathcal{P}_{i} & \cup & \left\{p q \in \mathcal{N}: p, q \in \mathcal{P}_{i}\right\} \\
\overline{\mathcal{A}}_{i} & =\mathcal{P} \backslash \mathcal{P}_{i} \cup & \cup\left\{p q \in \mathcal{N}: p, q \notin \mathcal{P}_{i}\right\} \\
\partial \mathcal{A}_{i} & = & & \left\{p q \in \mathcal{N}: p \in \mathcal{P}_{i}, q \notin \mathcal{P}_{i}\right\} .
\end{array}
$$

The following facts now hold:

$$
\begin{align*}
\left.E\left(\hat{f}^{j \otimes i}\right)\right|_{\mathcal{A}_{i}} & =\left.E\left(\hat{f}^{i}\right)\right|_{\mathcal{A}_{i}}  \tag{5.18}\\
\left.E\left(\hat{f}^{j \otimes i}\right)\right|_{\overline{\mathcal{A}}_{i}} & =\left.E\left(\hat{f}^{j}\right)\right|_{\overline{\mathcal{A}}_{i}} \tag{5.19}
\end{align*}
$$

Using (5.18) and (5.19) we can cancel out all the $\overline{\mathcal{A}}_{i}$ terms and rewrite (5.17) as

$$
\begin{equation*}
\left.E\left(\hat{f}^{j}\right)\right|_{\mathcal{A}_{i} \cup \partial \mathcal{A}_{i}} \leq\left. E\left(\hat{f}^{i}\right)\right|_{\mathcal{A}_{i}}+\left.E\left(\hat{f}^{j \otimes i}\right)\right|_{\partial \mathcal{A}_{i}} \tag{5.20}
\end{equation*}
$$

For each $i \in \mathcal{I}(j)$ inequality (5.20) contains a subset of all the energy terms in $\left.E\left(\hat{f}^{j}\right)\right|_{\mathcal{A}_{j}}$ pertaining to pixels $\mathcal{P}_{i}$. Let $\mathcal{I}^{*}=\left\{i \in \mathcal{I}(j): \mathcal{P}_{i} \neq \emptyset\right\}$ be the set of children whose sub-trees contain a label used by $f^{*}$. If we sum inequality (5.20) over all $i \in \mathcal{I}^{*}$, the left-hand side will contain all the terms in $\left.E\left(\hat{f}^{j}\right)\right|_{\mathcal{A}_{j}}$ (and more). Adding up all the left-hand sides we have

$$
\begin{equation*}
\left.\sum_{i \in \mathcal{I}^{*}} E\left(\hat{f}^{j}\right)\right|_{\mathcal{A}_{i} \cup \partial \mathcal{A}_{i}}=\left.E\left(\hat{f}^{j}\right)\right|_{\mathcal{A}_{j} \cup \partial \mathcal{A}_{j}}+\left.\sum_{i \in \mathcal{I}^{*}} E\left(\hat{f}^{j}\right)\right|_{\partial \mathcal{A}_{i} \backslash \partial \mathcal{A}_{j}} \geq\left. E\left(\hat{f}^{j}\right)\right|_{\mathcal{A}_{j}} . \tag{5.21}
\end{equation*}
$$

Using (5.21) and likewise adding up the right-hand sides of (5.20) we have

$$
\begin{align*}
\left.E\left(\hat{f}^{j}\right)\right|_{\mathcal{A}_{j}} & \leq\left.\sum_{i \in \mathcal{I}^{*}} E\left(\hat{f}^{i}\right)\right|_{\mathcal{A}_{i}}+\left.E\left(\hat{f}^{j \otimes i}\right)\right|_{\partial \mathcal{A}_{i}}  \tag{5.22}\\
& =\left.\sum_{i \in \mathcal{I}^{*}} E\left(\hat{f}^{i}\right)\right|_{\mathcal{A}_{i}}+\left.E\left(\hat{f}^{j \otimes i}\right)\right|_{\partial \mathcal{A}_{i} \cap \partial \mathcal{A}_{j}}+\left.E\left(\hat{f}^{j \otimes i}\right)\right|_{\partial \mathcal{A}_{i} \backslash \partial \mathcal{A}_{j}}  \tag{5.23}\\
& =\left.\sum_{i \in \mathcal{I}^{*}} E\left(\hat{f}^{i}\right)\right|_{\mathcal{A}_{i}}+\sum_{p q \in \partial \mathcal{A}_{i} \cap \partial \mathcal{A}_{j}} V\left(\hat{f}_{p}^{i}, \hat{f}_{q}^{j}\right)+\sum_{p q \in \partial \mathcal{A}_{i} \backslash \partial \mathcal{A}_{j}} V\left(\hat{f}_{p}^{i}, \hat{f}_{q}^{j}\right) \tag{5.24}
\end{align*}
$$

The first important observation about (5.24) is that each term $\left.E\left(\hat{f}^{i}\right)\right|_{\mathcal{A}_{j}}$ on the right-hand side can be substituted by recursively applying the inequality itself. We can recursively substitute, branching further and further down the tree, until the path finally stops at a leaf $\ell \in \mathcal{L}$ giving us base case $\left.E\left(\hat{f}^{\ell}\right)\right|_{\mathcal{A}_{\ell}}=\sum_{p \in \mathcal{P}_{\ell}} D_{p}\left(f_{p}^{*}\right)$. The sets $\left\{\mathcal{P}_{\ell}\right\}_{\ell \in \mathcal{L}}$ must be disjoint and their union is $\mathcal{P}_{j}$ so expression (5.24), when fully expanded, becomes

$$
\begin{equation*}
=\sum_{p \in \mathcal{A}_{j}} D_{p}\left(f_{p}^{*}\right)+\text { pairwise terms of the form } V\left(\hat{f}_{p}^{i}, \hat{f}_{q}^{\pi(i)}\right) . \tag{5.25}
\end{equation*}
$$

The second observation about (5.24) is that each edge $p q$ on an outer boundary $\partial \mathcal{A}_{i} \cap \partial \mathcal{A}_{j}$ appears once in the sum over $\mathcal{I}^{*}$ whereas each edge on an interior boundary $\partial \mathcal{A}_{i} \backslash \partial \mathcal{A}_{j}$ appears twice: once for $p \in \mathcal{A}_{i}$ and once for some $q \in \mathcal{A}_{i^{\prime}}$. Example 5.16, located after this proof, attempts to visualize this double-counting of pairwise terms. By careful accounting we collect all the $V\left(\hat{f}_{p}^{i}, \hat{f}_{q}^{\pi(i)}\right)$ terms generated by the recursive substitution and express (5.24) as ${ }^{4}$

$$
\begin{equation*}
=\sum_{p \in \mathcal{A}_{j}} D_{p}\left(f_{p}^{*}\right)+\sum_{p q \in \mathcal{A}_{j}}\left(\sum_{i \in \mathcal{J}\left(f_{p}^{*} ; f_{q}^{*}\right)} V\left(\hat{f}_{p}^{i}, \hat{f}_{q}^{\pi(i)}\right)+\sum_{i \in \mathcal{J}\left(f_{q}^{*} ; f_{p}^{*}\right)} V\left(\hat{f}_{p}^{\pi(i)}, \hat{f}_{q}^{i}\right)\right) \tag{5.26}
\end{equation*}
$$

where we define $\mathcal{J}\left(\ell ; \ell^{\prime}\right)$ to be the set of nodes along the path from a label $\ell \in \mathcal{L}$ up to, but not including, the lowest common ancestor of $\ell$ and $\ell^{\prime}$, namely

$$
\mathcal{J}\left(\ell ; \ell^{\prime}\right)=\left\{\ell, \pi(\ell), \ldots, \pi^{n-1}(\ell)\right\} \quad \text { where } \quad \pi^{n}(\ell)=\operatorname{lca}\left(\ell, \ell^{\prime}\right)
$$

All that remains is to bound each $V\left(\hat{f}_{p}^{i}, \hat{f}_{q}^{\pi(i)}\right)$ in terms of $V\left(f_{p}^{*}, f_{q}^{*}\right)$ using the factors $a_{i}, b_{i}, d_{i}$ described in Definition 5.13. For a particular edge $p q$ shown in (5.26) we must have each $V\left(\hat{f}_{p}^{i}, \hat{f}_{q}^{\pi(i)}\right) \leq a_{\pi(i)}$ and so their sum is

$$
\begin{equation*}
\sum_{i \in \mathcal{J}\left(f_{p}^{*} ; f_{q}^{*}\right)} V\left(\hat{f}_{p}^{i}, \hat{f}_{q}^{\pi(i)}\right) \leq a_{\pi\left(f_{p}^{*}\right)}+\cdots+a_{\operatorname{lca}\left(f_{p}^{*}, f_{q}^{*}\right)} \leq b_{\operatorname{lca}\left(f_{p}^{*}, f_{q}^{*}\right)} . \tag{5.27}
\end{equation*}
$$

 mation error at each edge $p q$ appearing in (5.26), giving upper-bound

$$
\begin{equation*}
\leq \sum_{p \in \mathcal{A}_{j}} D_{p}\left(f_{p}^{*}\right)+\sum_{p q \in \mathcal{A}_{j}}\left(2 \frac{b_{\operatorname{lca}\left(f_{p}^{*}, f_{q}^{*}\right)}}{d_{\operatorname{lca}\left(f_{p}^{*}, f q\right)}, f_{q}^{*}} V\left(f_{p}^{*}, f_{q}^{*}\right)\right) . \tag{5.28}
\end{equation*}
$$

[^14]If $j$ is the root of the tree, then $\left\{p \in \mathcal{A}_{j}\right\}=\mathcal{P}$ and $\left\{p q \in \mathcal{A}_{j}\right\}=\mathcal{N}$. Using the fact that any ratio $\frac{b_{i}}{d_{i}}$ is bounded from above by quantity $c$ (Definition 5.13) we arrive at

$$
\begin{align*}
& \leq \sum_{p \in \mathcal{P}} D_{p}\left(f_{p}^{*}\right)+2 c \sum_{p q \in \mathcal{N}} V\left(f_{p}^{*}, f_{q}^{*}\right)  \tag{5.29}\\
& =E\left(f^{*}\right)+(2 c-1) \sum_{p q \in \mathcal{N}} V\left(f_{p}^{*}, f_{q}^{*}\right)  \tag{5.30}\\
& \leq 2 c E\left(f^{*}\right) . \tag{5.31}
\end{align*}
$$

This completes the proof that $E(\hat{f}) \leq 2 c E\left(f^{*}\right)$ where $\hat{f}$ is the labeling generated at the root of the tree.

Theorem 5.15 is important because it helps us to better understand the energy-dependent qualities that make $h$-fusion a strong algorithm. Again, the key coefficient is $c$ and one can look at Figure 5.5 to see numerical values of $c$ on a few examples. To better understand the idea of the proof itself, we provide the following example.

Example 5.16. The following is meant to help understand how the proof of Theorem 5.15 works. An example h-Potts potential $(V, \pi)$ is shown below, at left, for a 5-label energy. Suppose that we ran $h$-fusion on a small $5 \times 5$ pixel grid $\mathcal{P}$ with simple nearest-neighbour edges $\mathcal{N}$, and the result was local minimum $\hat{f}^{7}$ shown below (computed by fusing $\hat{f}^{6}$ and labels 4,5 ). If the global optimum is $f^{*}$ shown at right, then clearly there is some approximation error.


|  | $\hat{f}^{6}$ |  |  |  | $\hat{f}^{7}$ |  |  |  |  | $f^{*}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 3 | 3 | 3 | 3 | 5 | 5 | 5 | 5 | 5 |  | 1 | 1 |  | 4 | 4 |
| 3 | 3 | 3 | 3 | 3 | 5 | 5 | 5 | 5 | 5 |  | 1 | 1 |  | 4 | 4 |
| 3 | 3 | 3 | 3 | 3 | 5 | 5 | 5 | 5 | 5 |  | 1 | 1 |  | 4 | 4 |
| 3 | 3 | 3 | 3 | 3 | 5 | 5 | 5 | 5 | 5 |  | 2 |  |  | 4 | 4 |
| 3 | 3 | 3 | 3 | 3 | 5 | 5 | 5 | 5 | 5 |  | 2 | 2 |  | 4 | 4 |

The key step is to understand how recursive application of (5.24) can transform $\hat{f}^{7}$ into $f^{*}$ while accumulating a bounded amount of error. Below (at left) we see each $p q \in \partial \mathcal{A}_{6}$ in the labeling $\hat{f}^{7 \otimes 6}$ can be bounded above by $V_{7}^{\max }=w_{7}$. Going deeper in the recursion (center) we see that each edge $p q \in \partial \mathcal{A}_{1}$ in $\hat{f}^{6 \otimes 1}$ can likewise be bounded by $V_{6}^{\max }=w_{6}$. Each such edge appears again when the other side is recursively descended, e.g. as part of $\partial \mathcal{A}_{4}$ (at right).

Now consider a worst-case example for $h$-fusion, where the local minima $\left\{\hat{f}^{i}\right\}$ are poor approximations all the way up the hierarchy. We will use this example to show that there are problem instances for which the optimality bound of Theorem 5.15 is tight.

Example 5.17. Consider an energy with labels $\ell_{1}, \ldots, \ell_{7}$ and only two variables $\mathcal{P}=\{p, q\}$. We use $h$-Potts potential $(V, \pi)$ shown below, at left. The h-fusion algorithm will first compute some labelings $\hat{f}^{1}, \hat{f}^{2}$ and then compute $\hat{f}^{3}$ as the solution. However, if the data costs $D_{p}(\cdot)$ and $D_{q}(\cdot)$ are of the form shown below, at right, then $h$-fusion can propagate approximation errors up the hierarchy. Specifically, $A \leq w_{1}, B \leq A+w_{2}$, and $K$ is a large constant.


To clarify, $\hat{f}^{1}=\left(\ell_{3}, \ell_{3}\right)$ is a local minimum for $\alpha$-expansion on the first three labels if $A \leq w_{1}$ because neither $\hat{f}_{p}^{1}$ nor $\hat{f}_{q}^{1}$ wish to change to $\ell_{1}$ or $\ell_{2}$ respectively. Likewise from $\hat{f}^{2}$. The data costs are designed to incur the same problem when labelings $\hat{f}^{1}, \hat{f}^{2}$ and label $\ell_{7}$ are fused to generate $\hat{f}^{7}$, i.e. that $\left(\ell_{7}, \ell_{7}\right)$ is a local minimum if $B \leq A+w_{2}$.

In Example 5.17 we can see that $E\left(\hat{f}^{3}\right)=2 B$ which we can assume to be $2\left(w_{1}+w_{2}\right)$ in the worst case. It follows by inspection that $f^{*}=\left(\ell_{1}, \ell_{4}\right)$ is the optimal labeling and $E\left(f^{*}\right)=w_{2}$. We therefore have an approximation error of $2 \frac{w_{1}+w_{2}}{w_{2}}$ which is equal to twice the constant $c$ from Definition 5.13. The tree structure from Example 5.17 can be extended to arbitrary height $k$ in a pattern that causes approximation error of $2 \frac{w_{1}+w_{2}+\cdots w_{k}}{w_{k}}=2 c$ at the root labeling. This leads to an important observation about Theorem 5.15.

Observation 5.18. Example 5.17 demonstrates a class of worst-case energies for which the approximation bound in Theorem 5.15 is tight.

### 5.5 Hierarchical Fusion with Label Costs

By now we have characterized the class of hierarchical smooth costs ( $h$-metrics) that can be optimized by our $h$-fusion algorithm. We now turn our attention to another important kind of energy term: label costs. Chapter 4 already demonstrated how label costs are useful in computer vision, especially in conjunction with smooth costs. In particular, the "category costs" mentioned in Section 4.8 are a kind of label subset cost that are useful for modeling a number of inference problems.

However, a major conclusion from that chapter (Theorem 4.1) was that the $\alpha$-expansion algorithm has poor optimality guarantees for in the case of label subset costs. If the energy contains a cost $H(L)$ assigned to label subset $L \subseteq \mathcal{L}$, then the worst-case the approximation error can multiply by a factor of $|L|$. The worst-case example on page 50 shows precisely how local minima occur when $|L|$ is large. In fact our entire $h$-fusion algorithm was originally motivated by the need to handle label costs that were problematic for $\alpha$-expansion. We will show that, when label subset costs are involved $(|L|>1)$, our $h$-fusion algorithm significantly improves upon the theoretical error bounds of $\alpha$-expansion, i.e. upon Theorem 4.1.


Figure 5.6: Result (a) is a straight-forward example of line-fitting via the Pearl procedure used in Chapter 4. The same procedure can be used for circle-fitting (b). When fitting a mixture of lines and circles (c) the random proposals naturally form two groups we can call 1 and 2. Adding costs $H\left(\mathcal{L}_{1}\right), H\left(\mathcal{L}_{2}\right)>0$ causes the energy to prefer solutions that explain the data using only one of the two groups (unless the data strongly justifies both categories, i.e. category costs from Section 4.8).

It is natural to ask, "in what sense are label subset costs 'hierarchical'?" The answer is that the subsets themselves may be nested in a way that corresponds to a hierarchy. In the simplest scenario, assume we have in mind a specific label hierarchy $\pi$ with labels $\mathcal{L}$ and pseudo-labels $\mathcal{S}$. Associated with each tree node $i \in \mathcal{L} \cup \mathcal{S}$ is a one-time cost $H\left(\mathcal{L}_{i}\right)$ for using any label in its corresponding subtree ${ }^{5}$. Figure 5.6 shows a toy application of this sort, where we want basic per-label costs as well as group costs. In these simple scenarios, label costs are 'nested' in the sense that the sets $\left\{\mathcal{L}_{i}\right\}_{i \in \mathcal{I}(j)}$ are disjoint and their union forms $\mathcal{L}_{j}$. Such subsets form a hierarchy of label costs that precisely mirrors the tree structure of $\pi$. We will make the concept of hierarchical label costs more precise in Definitions 5.21 and 5.24.

We are now ready to generalize our $h$-fusion algorithm so that it can handle both $h$-metric smooth costs and hierarchical label costs. There are four main steps in this section:

1. understand how label costs affect the multi-label fusion energy,
2. determine what class of label costs can be optimized by $h$-fusion,
3. extend the pseudocode for SetupFusion from Section 5.3, and
4. generalize our approximation bound for $h$-fusion from Section 5.4.

Ultimately we must extend the pseudocode for SetupFusion so that, when the fusion energy $E^{\prime}$ is configured, all relevant label costs in the original energy $E$ are accounted for. The necessary changes and limitations can be understood from the following examples. (It may help to review local label costs $H_{P}(\cdot)$ from Section 4.3.4.)

Example 5.19. Suppose we have the label hierarchy shown below, at left, along with two child labelings $\hat{f}^{1}$ and $\hat{f}^{2}$. We wish to compute the final labeling $\hat{f}^{3}$.


[^15]Assume label costs $H(L)>0$ for label subsets $L \in\left\{\left\{\ell_{1}\right\},\left\{\ell_{2}\right\},\left\{\ell_{3}\right\},\left\{\ell_{4}\right\},\left\{\ell_{1}, \ell_{2}\right\},\left\{\ell_{3}, \ell_{4}\right\}\right\}$. When computing $\hat{f}^{3}$, the multi-label fusion energy $E^{3}$ must correctly account for all $H(L)$ in the original energy. This is accomplished by using the following label cost terms to $E^{3}$, four of which are local to specific pixel subsets:


$$
\begin{array}{ll}
H^{\prime}(1):=H\left(\left\{\ell_{1}, \ell_{2}\right\}\right) & H_{B \cup C}^{\prime}(1):=H\left(\ell_{1}\right) \\
H^{\prime}(2):=H\left(\left\{\ell_{3}, \ell_{4}\right\}\right) & H_{A \cup D}^{\prime}(1):=H\left(\ell_{2}\right) \\
& H_{A \cup B}^{\prime}(2):=H\left(\ell_{3}\right) \\
& H_{C \cup D}^{\prime}(2):=H\left(\ell_{4}\right)
\end{array}
$$

The local label costs $H_{P}^{\prime}(I)$ above are needed to ensure that the true label costs are correctly encoded. For example, the fusion labeling below at left should pay all label costs except $H\left(\ell_{3}\right)$, whereas the fusion labeling at right should pay all costs except $H\left(\ell_{2}\right)$.


The key observation of Example 5.19 is that many of the global label costs in the original energy become local label costs in the corresponding fusion energy. This occurs because, for any labeling $\hat{f}^{i}$ being fused, a particular label $\ell \in \mathcal{L}_{i}$ need only occupy a small portion of $\hat{f}^{i}$. The label cost $H(\ell)$ should only be paid if index $i$ is chosen for at least one of those specific pixels-the remaining pixels cannot introduce label $\ell$. The same is generally true for a label subset cost $H(L)$ for some $L \subseteq \mathcal{L}$, except the situation becomes more complex and there are potential problems. As the next example will show, it is possible that for some $L$ the label cost $H(L)$ of the original energy cannot be converted to local label costs in the fusion energy. This has implications for the kinds of energies we can optimize with $h$-fusion.

Example 5.20. Suppose we have the same label hierarchy as Example 5.19, but this time we have the child labelings $\hat{f}^{1}$ and $\hat{f}^{2}$ shown below.


Assume the original energy contains a label subset cost $H\left(\left\{\ell_{1}, \ell_{4}\right\}\right)>0$. This cost should be paid in fusion energy $E^{3}$ if any pixel in $A$ is assigned pseudo-label 1 or any pixel in $B$ is assigned pseudo-label 2. Because each region is 'activated’ by a different label in the fusion energy, this kind of potential is not the kind of label cost we have dealt with thus far.

Example 5.20 begs the question: even though $H\left(\left\{\ell_{1}, \ell_{4}\right\}\right)$ cannot be encoded by a label cost in the fusion energy, can it be encoded anyway and still be optimized by $\alpha$-expansion? The answer is no, because the resulting energy potential is not submodular (Section 2.1.3) with respect to expansion moves. This can be seen in Example 5.20 by the fact that, if we let $E\left(i, i^{\prime}\right)$ denote the label cost of assigning index $i$ to pixels $A$ and index $i^{\prime}$ to pixels $B$, then

$$
\begin{equation*}
E(1,1)+E(2,2)=2 H\left(\left\{\ell_{1}, \ell_{4}\right\}\right)>H\left(\left\{\ell_{1}, \ell_{4}\right\}\right)=E(1,2)+E(2,1) . \tag{5.32}
\end{equation*}
$$

The above inequality means that a label cost $H\left(\left\{\ell_{1}, \ell_{4}\right\}\right)>0$ in the original energy can cause a supermodular potential in the fusion energy, and thus expansion moves are not applicable. In fact because this example has only two labels, we can conclude that the $\alpha \beta$-swap algorithm is also inapplicable inside the $h$-fusion step. Therefore, we must be careful that our $h$-fusion algorithm is used only when situations resembling Example 5.20 are impossible. That is why we introduced the concept of hierarchical label costs (Definition 5.24), and the simpler special case of tree-structured label costs (Definition 5.21) below.

Definition 5.21. Given a tree structure $\pi$ we say that $(H, \pi)$ forms "tree-structured label costs" if $H(L)>0 \Rightarrow L \in\left\{\mathcal{L}_{i}\right\}_{i \in \mathcal{L} \cup \mathcal{S}}$.

An energy $E(f)$ has tree-structured label costs if, with respect to some tree, the energy can be written as

$$
\begin{equation*}
E(f)=\sum_{p \in \mathcal{P}} D_{p}\left(f_{p}\right)+\sum_{p q \in \mathcal{N}} w_{p q} \cdot V\left(f_{p}, f_{q}\right)+\sum_{i \in \mathcal{L} \cup \mathcal{S}} H\left(\mathcal{L}_{i}\right) \cdot \delta_{\mathcal{L}_{i}}(f) . \tag{5.33}
\end{equation*}
$$

To motivate the above definition, we immediately state an approximation result concerning such energies.

Theorem 5.22. Suppose $f^{*}$ is a global minimum of an energy with $h$-metric $(V, \pi)$ and treestructured label costs $(H, \pi)$. If $\hat{f}$ is a local minimum of $h$-fusion, then

$$
\begin{equation*}
E(\hat{f}) \leq 2 c E\left(f^{*}\right)+\sum_{i \in \mathcal{L} \cup \mathcal{S}} H\left(\mathcal{L}_{i}\right) \tag{5.34}
\end{equation*}
$$

where constant $c$ is determined by $V$ and $\pi$ (Definition 5.13).
The multiplicative coefficient of $2 c$ in Theorem 5.22 is a substantial improvement over the analogous coefficient $\left(2 c+c^{\prime}\right)$ for standard $\alpha$-expansion (Theorem 4.1 on page 47). Recall that coefficient $c^{\prime}=\max _{H(L)>0}|L|-1$ and so, for an energy with tree-structured label costs, $c^{\prime}=\max _{i \in \mathcal{I}(r)}\left|\mathcal{L}_{i}\right|-1$ where $r$ is the root of the tree. This coefficient can be very large and so $\alpha$-expansion's optimality guarantees are poor in this case. Our $h$-fusion algorithm eliminates the factor of $c^{\prime}$ entirely and gives the best known approximation bounds for these kinds of hierarchical energies.

Instead of proving bound (5.34) directly, we will show that it follows from a more general theorem. Our $h$-fusion algorithm can actually handle a wider class of label costs that are still 'hierarchical' but not necessarily tree-structured.

Definition 5.23. Given a tree structure $\pi$, its "hierarchical label subsets" is the set

$$
\begin{equation*}
\mathcal{H}=\left\{L:\left(L \cap \mathcal{L}_{i}=\emptyset \vee L \subset \mathcal{L}_{i} \vee L \supseteq \mathcal{L}_{i}\right) \forall i \in \mathcal{S} \cup\{r\}\right\} \tag{5.35}
\end{equation*}
$$

An equivalent definition is to say that a subset $L \subseteq \mathcal{L}$ belongs to $\mathcal{H}$ if and only if $L=\cup_{i \in I} \mathcal{L}_{i}$ for some (possibly empty) set of sibling nodes $I$ in the tree. For example, let us assume $\mathcal{L}=\left\{\ell_{1}, \ldots, \ell_{6}\right\}$ and the label hierarchy contains three simple groups $S=\{7,8,9\}$ with $\mathcal{L}_{7}=\left\{\ell_{1}, \ell_{2}\right\}, \mathcal{L}_{8}=\left\{\ell_{3}, \ell_{4}\right\}, \mathcal{L}_{9}=\left\{\ell_{5}, \ell_{6}\right\}$. The hierarchical subsets are

$$
\begin{align*}
\mathcal{H}=\{\{ \}, & \left\{\ell_{1}\right\},\left\{\ell_{2}\right\},\left\{\ell_{3}\right\},\left\{\ell_{4}\right\},\left\{\ell_{5}\right\},\left\{\ell_{6}\right\}, \\
& \left\{\ell_{1}, \ell_{2}\right\},\left\{\ell_{3}, \ell_{4}\right\},\left\{\ell_{5}, \ell_{6}\right\},  \tag{5.36}\\
& \left\{\ell_{1}, \ell_{2}, \ell_{3}, \ell_{4}\right\},\left\{\ell_{1}, \ell_{2}, \ell_{5}, \ell_{6}\right\},\left\{\ell_{3}, \ell_{4}, \ell_{5}, \ell_{6}\right\} \\
& \left.\left\{\ell_{1}, \ell_{2}, \ell_{3}, \ell_{4}, \ell_{5}, \ell_{6}\right\}\right\} .
\end{align*}
$$

The sets of cardinality four in (5.36) are not tree-structured label costs, but they are hierarchical in a sense that we can optimize. Note that sets like $\left\{\ell_{2}, \ell_{3}\right\}$ and $\left\{\ell_{1}, \ell_{2}, \ell_{3}\right\}$ are not in $\mathcal{H}$ because they cannot be generated from a union of siblings in the particular hierarchy chosen.

Definition 5.24. Given a tree structure $\pi$ we say that $(H, \pi)$ form "hierarchical label costs" if $H(L)>0 \Rightarrow L \in \mathcal{H}$.

As we shall see, if an energy $E(f)$ has hierarchical label costs with respect to some tree, then $E(f)$ can be minimized by $h$-fusion on that tree. On the other hand, if the label costs are not hierarchical (e.g. arbitrary subsets $L \subseteq \mathcal{L}$ ) then there are cases where $h$-fusion can only be applied with a 'flat' tree and is therefore equivalent to standard $\alpha$-expansion.

Observation 5.25. Tree-structured label costs are a sub-class of hierarchical label costs. This follows from the fact that $\left\{\mathcal{L}_{i}\right\}_{i \in \mathcal{L} \cup \mathcal{S}} \subseteq \mathcal{H}$ for any tree structure, as can be seen by collecting only those elements of (5.35) for which $|I|=1$.

We are finally ready to generalize the pseudocode for SetupFusion (Section 5.3) to handle label costs. Keep in mind that the particular steps on lines 4-6 are intended to be a correct encoding only for hierarchical label costs, and would not always be correct for arbitrary $L \subseteq \mathcal{L}$.

```
SetupFusion \((E, \pi, j)\) with label costs
    \(D_{p}^{\prime}(i):=D_{p}\left(\hat{f}_{p}^{i}\right) \quad \forall p \in \mathcal{P}, i \in \mathcal{I}(j)\)
    \(V_{p q}^{\prime}\left(i, i^{\prime}\right):=w_{p q} \cdot V\left(\hat{f}_{p}^{i}, \hat{f}_{q}^{i^{\prime}}\right) \quad \forall p q \in \mathcal{N}, i, i^{\prime} \in \mathcal{I}(j)\)
    for each \(L \in \mathcal{H}\) such that \(H(L)>0\)
        \(I:=\left\{i \in \mathcal{I}(j): L \cap \mathcal{L}_{i} \neq \emptyset\right\} \quad / /\) indices of labelings containing \(L\)
        \(P:=\left\{p \in \mathcal{P}: \exists \hat{f}_{p}^{i} \in L, i \in I\right\} \quad / /\) pixels where some labeling is in \(L\)
        \(H_{P}^{\prime}(I):=H(L) \quad / /\) convert \(H(L)\) into regional label cost for \(E^{\prime}\)
    end
    return \(E^{\prime}=\left(D^{\prime}, V^{\prime}, H^{\prime}\right)\)
```

Note that on line $\mathbf{3}$ that for any $L \supseteq \mathcal{L}_{j}$ the corresponding $I$ is the full set of indices $\mathcal{I}(j)$, so these label costs are always paid for the subproblem at node $j$; we can optionally omit these label costs, and the fusion energy at node $j$ will still be correct up to an additive constant.

Theorem 5.26. The h-fusion algorithm is correct with hierarchical label costs.
Proof. We must prove that the multi-label fusion energy $E^{\prime}$ created by SetupFusion is consistent with the original energy $E$. Let $g: \mathcal{P} \rightarrow \mathcal{I}(j)$ be the labeling of $E^{\prime}$ that indexes the local minima $\left\{\hat{f}^{i}\right\}$, and let $f(g)$ be the corresponding labeling of $E$ defined by $f_{p}\left(g_{p}\right)=\hat{f}_{p}^{g_{p}}$. We must confirm that $E^{\prime}(g)=E(f(g))$ for all possible configurations of $g$.

The correctness of $D^{\prime}$ and $V^{\prime}$ are self-evident. Given a particular label subset $L$ with $H(L)>0$, the correctness of $H^{\prime}$ reduces to showing that $\delta_{L}(f(g))=\delta_{I}\left(g_{P}\right)$ where indices $I$ and pixels $P$ are as defined on lines $\mathbf{4}$ and 5 . In other words, we must have

$$
\begin{equation*}
\exists \hat{f}_{p}^{g_{p}} \in L, p \in \mathcal{P} \quad \text { if and only if } \quad \exists g_{p} \in I, p \in P \tag{5.37}
\end{equation*}
$$

where we know that $\hat{f}_{p}^{g_{p}} \in \mathcal{L}_{g_{p}}$. Because we assume hierarchical label costs (Definition 5.23), each $L$ belongs to one of four cases.

1. If $L \cap \mathcal{L}_{i}=\emptyset$ for all $i \in \mathcal{I}(j)$, then we know that any $\hat{f}_{p}^{g_{p}} \notin L$. Therefore setting $I=\emptyset$ ensures $\delta_{L}(f(g))=\delta_{\emptyset}\left(g_{P}\right)=0$ which is correct.
2. If $L \subset \mathcal{L}_{i}$ for some $i \in \mathcal{I}(j)$, then $I=\{i\}$ and $P=\left\{p: \hat{f}_{p}^{i} \in L\right\}$. Clearly if $g_{p} \neq i$ then $\hat{f}_{p}^{g_{p}} \notin L$ and so $f(g)$ contains a label in $L$ if and only if $g_{p}=i$ for some $p \in P$. Therefore $\delta_{L}(f(g))=\delta_{i}\left(g_{P}\right)$ holds in this case.
3. If $\mathcal{L}_{i} \subseteq L \subset \mathcal{L}_{j}$ for some $i \in \mathcal{I}(j)$, then clearly $P=\mathcal{P}$. By the hierarchical label costs assumption we must also have $L=\cup_{i \in I} \mathcal{L}_{i}$, and so $\delta_{L}(f(g))=\delta_{I}(g)$ holds in this case.
4. If $L \supseteq \mathcal{L}_{j}$ then $H(L)$ can be added to the energy as a constant or simply ignored.

Looking at the proof of Theorem 5.26 we can see that the special structure of hierarchical label costs is especially needed for the third case. If it were possible to have a subset $L \supset \mathcal{L}_{i}$ that could not be written as a union of $i$ 's siblings, then problematic cases like Example 5.20 would be possible. The resulting fusion energy could not be minimized by $\alpha$-expansion because the internal binary steps would be non-submodular and potentially NP-hard.

To understand the kind of situation where $h$-fusion is clearly a good idea, consider the problem instance in the example below. It is modeled after the simplest application of label subset costs, such as the scenario in Figure 5.6.

Example 5.27. Suppose we have variables $\mathcal{P}=\left\{p_{1}, \ldots, p_{n}\right\}$ and labels $\mathcal{L}=\left\{\ell_{1}, \ldots, \ell_{2 n}\right\}$. The labels are grouped into $\mathcal{L}_{1}$ and $\mathcal{L}_{2}$ as shown at left, and the data costs $D_{p}(\cdot)$ are shown in a table where $a>0$. We assume label costs $H\left(\mathcal{L}_{1}\right)=H\left(\mathcal{L}_{2}\right)=h$ for some constant $h>0$, and assume no smooth costs at all.



So long as $a \leq h$ the $\alpha$-expansion algorithm will consider $\hat{f}$ shown above to be a local minimum. Since $E(\hat{f})=n a \leq n h$ and $E\left(f^{*}\right)=h$, the approximation error for $\alpha$-expansion is linear in $n$. The $h$-fusion algorithm will compute intermediate labelings $\hat{f}^{1}=\hat{f}$ and $\hat{f}^{2}=f^{*}$, then fuse them to return $\hat{f}^{3}=f^{*}$ as the (globally optimal) final result.

We now focus our attention to the issue of theoretical approximation bounds. Example 5.27 showed a simple case with tree-structured label costs where $h$-fusion is a clear improvement over $\alpha$-expansion. It turns out that the cardinality of $I$ on line $\mathbf{4}$ of SETUPFUSION is an important quantity in the approximation bound for $h$-fusion. In general, the smaller the quantity $|I|$ when $I \subset \mathcal{I}(j)$, the better the approximation guarantees. We define a more general version of constant $c^{\prime}$ to incorporate this quantity, so that we may use it to express the bounds of $h$-fusion in our main Theorem 5.30.

Definition 5.28. We let $c^{\prime}$ denote the maximum cardinality of any index set I (SETUPFUSION, line 4) that is a strict subset of $\mathcal{I}(j)$, minus 1 . That is, the constant

$$
c^{\prime}=\max _{H(L)>0}|I(L)|-1 \text { where } I(L)=I \subset \mathcal{I}(j) \text { for some } j \text { such that } \bigcup_{i \in I} \mathcal{L}_{i}=L
$$

For example, suppose we again have $\mathcal{L}=\left\{\ell_{1}, \ldots, \ell_{6}\right\}$ and label groups $\mathcal{L}_{7}=\left\{\ell_{1}, \ell_{2}\right\}, \mathcal{L}_{8}=$ $\left\{\ell_{3}, \ell_{4}\right\}, \mathcal{L}_{9}=\left\{\ell_{5}, \ell_{6}\right\}$ used to generate (5.36). If our only label cost $H(L)>0$ were on subset $L=\left\{\ell_{5}, \ell_{6}\right\}$ then because $I(L)=\{9\}$ we are left with coefficient $c^{\prime}=0$. If instead we have a label cost on any subset $L \in\left\{\left\{\ell_{1}, \ell_{2}, \ell_{3}, \ell_{4}\right\},\left\{\ell_{1}, \ell_{2}, \ell_{5}, \ell_{6}\right\},\left\{\ell_{3}, \ell_{4}, \ell_{5}, \ell_{6}\right\}\right\}$ we have in each case $I(L) \in\{\{7,8\},\{7,9\},\{8,9\}\}$ yielding coefficient $c^{\prime}=1$. As we shall see, the approximation bounds of $h$-fusion are much stronger for energies where $c^{\prime}$ is small.

Observation 5.29. For a 'flat' tree structure $\pi$, the coefficient $c^{\prime}$ ' reduces to $\max _{H(L)>0}|L|-1$ which is exactly the coefficient used in the approximation bound of standard $\alpha$-expansion.

We can now state a generalized approximation bound for $h$-fusion when
Theorem 5.30. Suppose $f^{*}$ is a global minimum of an energy with $h$-metric $(V, \pi)$ and hierarchical label costs $(H, \pi)$. If $\hat{f}$ is a local minimum of $h$-fusion, then

$$
\begin{equation*}
E(\hat{f}) \leq\left(2 c+c^{\prime}\right) E\left(f^{*}\right)+\sum_{L \in \mathcal{H}} H(L) \tag{5.38}
\end{equation*}
$$

where $c$ (Definition 5.13) and $c^{\prime}$ (Definition 5.28) are constants.
Proof. We generalize the proof of Theorem 5.15. Again, without loss of generality assume uniform weights $w_{p q}=1$. With respect to nodes $i, j$ where $i \in \mathcal{I}(j)$, we repeat the following definitions verbatim. First, pixel set $\mathcal{P}_{i}$ based on optimal labeling $f^{*}$

$$
\mathcal{P}_{i} \stackrel{\text { def }}{=}\left\{p: f_{p}^{*} \in \mathcal{L}_{i}\right\} .
$$

Then, a fusion move $\hat{f}^{j \otimes i}$ based on two local minima $\hat{f}^{j}$ and $\hat{f}^{i}$

$$
\hat{f}_{p}^{j \otimes i} \stackrel{\text { def }}{=} \begin{cases}\hat{f}_{p}^{i} & \text { if } p \in \mathcal{P}_{i} \\ \hat{f}_{p}^{j} & \text { otherwise }\end{cases}
$$

The restriction of energy (5.1) to a subset of energy terms $\mathcal{A}$

$$
\left.E(f)\right|_{\mathcal{A}} \stackrel{\text { def }}{=} \sum_{p \in \mathcal{A}} D_{p}\left(f_{p}\right)+\sum_{p q \in \mathcal{A}} V\left(f_{p}, f_{q}\right) .
$$

Finally, a partition of all energy terms into the following sets

$$
\begin{array}{rlrl}
\mathcal{A}_{i}=\mathcal{P}_{i} & \cup & \left\{p q \in \mathcal{N}: p, q \in \mathcal{P}_{i}\right\} \\
\overline{\mathcal{A}}_{i} & =\mathcal{P} \backslash \mathcal{P}_{i} \cup & \cup\left\{p q \in \mathcal{N}: p, q \notin \mathcal{P}_{i}\right\} \\
\partial \mathcal{A}_{i} & = & & \\
& & \left\{p q \in \mathcal{N}: p \in \mathcal{P}_{i}, q \notin \mathcal{P}_{i}\right\} .
\end{array}
$$

Recall that the main strategy of the proof is to start from local minimum $\hat{f}^{j}$ and recursively transform it into $f^{*}$ via a set of expansion moves (fusion moves). Each move contributes an 'error' of sorts, but we can bound the total error by careful use of the following fact: each labeling $\hat{f}^{j}$ is a local minimum w.r.t. expansion moves, and so for all $i \in \mathcal{I}(j)$ we must have

$$
\begin{equation*}
E\left(\hat{f}^{j}\right) \leq E\left(\hat{f}^{j \otimes i}\right) . \tag{5.39}
\end{equation*}
$$

The new element in this proof is the possibility of label costs in the energy $E$. Let $E_{H}(f)$ denote the total label cost incurred by a labeling $f$, i.e. the sum of label cost terms. We can bound the label cost $E_{H}\left(\hat{f}^{j \otimes i}\right)$ of our fused labeling by

$$
\begin{equation*}
E_{H}\left(\hat{f}^{j \otimes i}\right) \leq E_{H}\left(\hat{f}^{j}\right)+\sum_{\substack{L \subseteq \mathcal{\mathcal { L } ^ { \prime }} \hat{\mathcal{L}}_{j} \\ L \cap \hat{\mathcal{L}}_{i} \neq \emptyset}} H(L) \tag{5.40}
\end{equation*}
$$

where $\hat{\mathcal{L}}_{j}$ and $\hat{\mathcal{L}}_{i}$ are the sets of unique labels appearing in $\hat{f}^{j}$ and $\hat{f}^{i}$ respectively.
Looking at the key inequality (5.39), recall from Theorem 5.15 that we can break the energy terms on each side into parts based on sets $\mathcal{A}_{i}, \overline{\mathcal{A}}_{i}$, and $\partial \mathcal{A}_{i}$. Because $\left.E\left(\hat{f}^{j \otimes i}\right)\right|_{\overline{\mathcal{A}}_{i}}=\left.E\left(\hat{f}^{j}\right)\right|_{\overline{\mathcal{A}}_{i}}$ these terms cancel out, and we can substitute $\left.E\left(\hat{f}^{j \otimes i}\right)\right|_{\mathcal{A}_{i}}=\left.E\left(\hat{f}^{i}\right)\right|_{\mathcal{A}_{i}}$. Along with bound (5.40) and canceling the $E_{H}\left(\hat{f}^{j}\right)$ terms we can now rewrite (5.39) as

$$
\begin{equation*}
\left.E\left(\hat{f}^{j}\right)\right|_{\mathcal{A}_{i} \cup \partial \mathcal{A}_{i}} \leq\left. E\left(\hat{f}^{i}\right)\right|_{\mathcal{A}_{i}}+\left.E\left(\hat{f}^{j \otimes i}\right)\right|_{\partial \mathcal{A}_{i}}+\sum_{\substack{L \subseteq \mathcal{L} \backslash \hat{\mathcal{L}}_{j} \\ L \cap \hat{\mathcal{L}}_{i} \neq \emptyset}} H(L) \tag{5.41}
\end{equation*}
$$

Again, let $\mathcal{I}^{*}=\left\{i \in \mathcal{I}(j): \mathcal{P}_{i} \neq \emptyset\right\}$ be the set of child nodes that contain a label used by $f^{*}$ in their subtree. We sum inequality (5.41) over all $i \in \mathcal{I}^{*}$ to arrive at a recursive expression, this time incorporating errors incurred by label costs. The key observation is that a particular label cost $H(L)$ appears once on the right-hand side for each element in the set $\mathcal{I}_{L}^{*}=\left\{i \in \mathcal{I}^{*}: L \cap \hat{\mathcal{L}}_{i} \neq \emptyset\right\}$. The sum of inequalities (5.41) thus implies

$$
\begin{equation*}
\left.E\left(\hat{f}^{j}\right)\right|_{\mathcal{A}_{j}} \leq\left(\left.\sum_{i \in \mathcal{I}^{*}} E\left(\hat{f}^{i}\right)\right|_{\mathcal{A}_{i}}+\left.E\left(\hat{f}^{j \otimes i}\right)\right|_{\partial \mathcal{A}_{i}}\right)+\sum_{L \subseteq \mathcal{L} \backslash \hat{\mathcal{L}}_{j}} H(L) \cdot\left|\mathcal{I}_{L}^{*}\right| \tag{5.42}
\end{equation*}
$$

where the quantity in parentheses is identical to that of Theorem 5.15. The above inequality can be recursively expanded for each $\left.E\left(\hat{f}^{i}\right)\right|_{\mathcal{A}_{i}}$ until the recursion stops at a label used by $f^{*}$. We already know that, after recursive substitution, the quantity in parentheses is bounded by

$$
\sum_{p \in \mathcal{P}} D_{p}\left(f_{p}^{*}\right)+2 c \sum_{p q \in \mathcal{N}} V\left(f_{p}^{*}, f_{q}^{*}\right)
$$

However, we must now argue for a bound on the total label cost accumulated by recursive application of (5.42). The central question is whether a particular subset $L$ that appears in (5.42) with $\left|\mathcal{I}_{L}^{*}\right|>0$ for node $j$ can appear again when we recursively substitute the children $i \in \mathcal{I}^{*}$. If the answer were 'yes' then each label cost $H(L)$ could appear more than $\left|\mathcal{I}_{L}^{*}\right|$ total times by the end of recursive expansion, leading to a worse bound. Fortunately, Lemma 5.31 proves that this is not the case; each $L$ appearing in the sum for $j$ and child $i$ (5.41) can never reappear in the sums for $i$ or its children.

If we let $\mathcal{H}^{*}$ denote the set of all subsets $L$ generated by recursive substitution of (5.42), we can thereby write

$$
\begin{equation*}
\left.E\left(\hat{f}^{j}\right)\right|_{\mathcal{A}_{j}} \leq \sum_{p \in \mathcal{P}} D_{p}\left(f_{p}^{*}\right)+2 c \sum_{p q \in \mathcal{N}} V\left(f_{p}^{*}, f_{q}^{*}\right)+\sum_{L \in \mathcal{H}^{*}} H(L) \cdot\left|\mathcal{I}_{L}^{*}\right| \tag{5.43}
\end{equation*}
$$

From now on we assume $j$ is the root of the tree structure, and so $\hat{f}^{j}=\hat{f}$, i.e. the final labeling output by $h$-fusion. Note that the left-hand side of (5.43) is still $\left.E\left(\hat{f}^{j}\right)\right|_{\mathcal{A}_{j}}$ which does not include the label costs incurred by $\hat{f}^{j}$. By adding $E_{H}\left(\hat{f}^{j}\right)$ to both sides we have $\left.E\left(\hat{f}^{j}\right)\right|_{\mathcal{A}_{j}}+E_{H}\left(\hat{f}^{j}\right)=E(\hat{f})$ on the left side, giving a new inequality below.

$$
\begin{align*}
E(\hat{f}) & \leq \sum_{p \in \mathcal{P}} D_{p}\left(f_{p}^{*}\right)+2 c \sum_{p q \in \mathcal{N}} V\left(f_{p}^{*}, f_{q}^{*}\right)+E_{H}(\hat{f})+\sum_{L \in \mathcal{H}^{*}} H(L) \cdot\left|\mathcal{I}_{L}^{*}\right|  \tag{5.44}\\
& =E\left(f^{*}\right)+(2 c-1) \sum_{p q \in \mathcal{N}} V\left(f_{p}^{*}, f_{q}^{*}\right)+E_{H}(\hat{f})-E_{H}\left(f^{*}\right)+\sum_{L \in \mathcal{H}^{*}} H(L) \cdot\left|\mathcal{I}_{L}^{*}\right| \tag{5.45}
\end{align*}
$$

All that is left is to re-group the summands in the last three terms (the label cost terms) in a way that proves our theorem. First we rewrite the three sums more explicitly, using $\hat{\mathcal{L}}$ and $\mathcal{L}^{*}$ to denote the unique labels used by $\hat{f}=\hat{f}^{j}$ and $f^{*}$ respectively.

$$
=\sum_{\substack{L \in \mathcal{H} \\
L \cap \mathcal{L} \neq \emptyset}} H(L)-\sum_{\substack{L \in \mathcal{H}  \tag{5.46}\\
L \cap \mathcal{L}^{*} \neq \emptyset}} H(L)+\sum_{L \in \mathcal{H}^{*}}^{\substack{L \cap \mathcal{H}^{*}=\emptyset \\
L \cap \hat{\mathcal{L}} \neq \emptyset}} \left\lvert\, \begin{gather*}
\substack{L \in \mathcal{H} \\
L \cap \mathcal{L}^{*} \neq \emptyset \\
L \cap \hat{\mathcal{L}}=\emptyset}
\end{gather*}\right.
$$

First note that if $\left|\mathcal{I}_{L}^{*}\right|>1$ then this means $L \supset \mathcal{L}_{i}$ for some $\mathcal{L}_{i} \cap \mathcal{L}^{*} \neq \emptyset$ and so $L \cap \mathcal{L}^{*} \neq \emptyset$ also. We can break the last sum in (5.46) into two parts based on whether $L \cap \mathcal{L}^{*} \neq \emptyset$.

$$
\begin{equation*}
=\sum_{\substack{L \in \mathcal{H} \\ L \cap \mathcal{H}^{*}=\emptyset \\ L \cap \hat{\mathcal{E}} \neq \emptyset}} H(L)+\sum_{\substack{L \in \mathcal{H}^{*} \\ L \cap \mathcal{L}^{*}=\emptyset}} H(L)-\sum_{\substack{L \in \mathcal{H} \\ L \cap \mathcal{L}^{*} \neq \emptyset \\ L \cap \hat{\mathcal{L}}=\emptyset}} H(L)+\sum_{\substack{L \in \mathcal{H}^{*} \\ L \cap \mathcal{L}^{*} \neq \emptyset}} H(L) \cdot\left|\mathcal{I}_{L}^{*}\right| \tag{5.47}
\end{equation*}
$$

We can also show that $L \in \mathcal{H}^{*} \Rightarrow L \cap \hat{\mathcal{L}}=\emptyset$ as follows. If $L \in \mathcal{H}^{*}$ then there must be some node $i$ such that $L \cap \hat{\mathcal{L}}_{i}=\emptyset$ and $L \subset \mathcal{L}_{i}$. We know from (5.60) in Lemma 5.31 that $\hat{\mathcal{L}} \cap \mathcal{L}_{i} \subseteq \hat{\mathcal{L}}_{i}$, so this implies $\emptyset=L \cap \hat{\mathcal{L}}_{i} \supseteq L \cap\left(\hat{\mathcal{L}} \cap \mathcal{L}_{i}\right)=L \cap \hat{\mathcal{L}}$. This means the two leftmost sums of (5.47) have disjoint $L$ and can be bounded by simply $\sum_{L \in \mathcal{H}} H(L)$. It furthermore implies that, for every $L$ appearing in the rightmost sum of (5.47), the same $L$ must appear in the negative sum. Putting these together we have upper bound on label costs

$$
\begin{align*}
& \leq \sum_{L \in \mathcal{H}} H(L)+\sum_{\substack{L \in \mathcal{H}^{*} \\
L \cap \mathcal{L}^{*} \neq \emptyset}} H(L) \cdot\left(\left|\mathcal{I}_{L}^{*}\right|-1\right)  \tag{5.48}\\
& \leq \sum_{L \in \mathcal{H}} H(L)+c^{\prime} \cdot \sum_{\substack{L \in \mathcal{H}^{*} \\
L \cap \mathcal{L}^{*} \neq \emptyset}} H(L)  \tag{5.49}\\
& \leq \sum_{L \in \mathcal{H}} H(L)+c^{\prime} E_{H}\left(f^{*}\right) \tag{5.50}
\end{align*}
$$

We can therefore revise bound (5.45) to

$$
\begin{align*}
E(\hat{f}) & \leq E\left(f^{*}\right)+(2 c-1) \sum_{p q \in \mathcal{N}} V\left(f_{p}^{*}, f_{q}^{*}\right)+c^{\prime} E_{H}\left(f^{*}\right)+\sum_{L \in \mathcal{H}} H(L)  \tag{5.51}\\
& \leq E\left(f^{*}\right)+(2 c-1) E\left(f^{*}\right)+c^{\prime} E\left(f^{*}\right)+\sum_{L \in \mathcal{H}} H(L)  \tag{5.52}\\
& \leq\left(2 c+c^{\prime}\right) E\left(f^{*}\right)+\sum_{L \in \mathcal{H}} H(L) \tag{5.53}
\end{align*}
$$

Thus completing the proof.
Lemma 5.31. If label subset $L$ appears in the summand of (5.41) for node $j$ and child $i$, then $L$ does not appear in the summands of (5.41) for any $k \in$ subtree $(i)$.
Proof. To be clear, let us restate the claim more formally. Let $\mathcal{H}^{j \otimes i}$ denote all subsets $L$ appearing in the label cost summands of (5.41) when applied to node $j$ and child $i$, i.e.

$$
\begin{equation*}
\mathcal{H}^{j \otimes i} \stackrel{\text { def }}{=}\left\{L: L \cap \hat{\mathcal{L}}_{j}=\emptyset, L \cap \hat{\mathcal{L}}_{i} \neq \emptyset\right\} \tag{5.54}
\end{equation*}
$$

We must prove that $L \in \mathcal{H}^{j \otimes i} \Rightarrow L \notin \mathcal{H}^{k \otimes l}$ for any $k \in \operatorname{subtree}(i)$ and $l \in \mathcal{I}(k)$.
First note that for each $L \in \mathcal{H}^{j \otimes i}$ we have

$$
\begin{align*}
L \cap \hat{\mathcal{L}}_{j}=\emptyset & \Rightarrow L \nsupseteq \mathcal{L}_{j}  \tag{5.55}\\
L \cap \hat{\mathcal{L}}_{i} \neq \emptyset & \Rightarrow L \cap \mathcal{L}_{i} \neq \emptyset \tag{5.56}
\end{align*}
$$

By the hierarchical label cost assumption (Definition 5.23) we can use (5.55) and (5.56) to conclude that $L \in \mathcal{H}^{j \otimes i} \Rightarrow L \subset \mathcal{L}_{j}$.

Now consider the set $\mathcal{H}^{j \otimes i} \cap \mathcal{H}^{k \otimes l}$. By the definition (5.54) an element $L$ of this joint set must satisfy at least the following conditions:

$$
\begin{align*}
& L \cap \hat{\mathcal{L}}_{i} \neq \emptyset  \tag{5.57}\\
& L \cap \hat{\mathcal{L}}_{k}=\emptyset  \tag{5.58}\\
& L \subset \mathcal{L}_{k} . \tag{5.59}
\end{align*}
$$

However, no subset $L$ can satisfy all three conditions, as we now show. In the $h$-fusion algorithm, if $\hat{f}^{i}$ contains a label $\ell \in \mathcal{L}_{k}$, then $\hat{f}^{k}$ must contain $\ell$ as well-after all, there is no other way that a label in $\mathcal{L}_{k}$ could have propagated up to $\hat{f}^{i}$. This relation can be restated as

$$
\begin{equation*}
\hat{\mathcal{L}}_{i} \cap \mathcal{L}_{k} \subseteq \hat{\mathcal{L}}_{k} \quad \forall k \in \operatorname{subtree}(i) \tag{5.60}
\end{equation*}
$$

Starting from (5.57) we can say

$$
\begin{align*}
& L \cap \hat{\mathcal{L}}_{i} \neq \emptyset \\
\Rightarrow & L \cap\left(\hat{\mathcal{L}}_{i} \cap \mathcal{L}_{k}\right) \neq \emptyset  \tag{5.59}\\
\Rightarrow & L \cap\left(\hat{\mathcal{L}}_{k}\right) \neq \emptyset
\end{align*}
$$

which contradicts requirement (5.58). Thus $\mathcal{H}^{j \otimes i} \cap \mathcal{H}^{k \otimes l}=\emptyset$ for all $k \in \operatorname{subtree}(i)$ and our proof is complete.

Theorem 5.30 is a general result for hierarchical label costs (Definition 5.24), but recall that tree-structured label costs (Definition 5.21) are a simple special case. We can now prove Theorem 5.22 simply by proving that constant $c^{\prime}=0$ for tree-structured label costs.

Proof of Theorem 5.22. Start with the definition of $c^{\prime}$ (Definition 5.28), i.e. given some hierarchical label costs $(H, \pi)$

$$
c^{\prime}=\max _{H(L)>0}|I(L)|-1 \text { where } I(L)=I \subset \mathcal{I}(j) \text { for some } j \text { such that } \bigcup_{i \in I} \mathcal{L}_{i}=L
$$

It is sufficient to show that if $(H, \pi)$ forms tree-structured label costs then $\left|I\left(\mathcal{L}_{i}\right)\right|=1$ for all nodes $i \in \mathcal{L} \cup \mathcal{S}$. Clearly we must have $I\left(\mathcal{L}_{i}\right)=\{i\}$ because $\emptyset \subset \mathcal{L}_{i} \subset \mathcal{L}_{j}$ and the $\mathcal{L}_{i}$ are disjoint sets; no $\mathcal{L}_{i}$ can be written as the union of other siblings. Therefore $|I(L)|=1$ for all $L$ such that $H(L)>0$.

### 5.6 Discussion

The main results of this chapter are a characterization of hierarchical costs ( $h$-metrics and hierarchical subsets), the $h$-fusion algorithm itself, and a significant improvement on the approximation bound of $\alpha$-expansion. These results are theoretical, but we foresee a number of applications for such energies.
Applications of hierarchical costs Computer vision is full of problems for which hierarchical costs are natural. The most obvious is using hierarchical context (e.g. [27]) for image segmentation, where in theory we could group the labels into some appropriate context as depicted at the outset of this chapter. This is a very rudimentary form of context but can be integrated with segmentation via an energy with hierarchical $V$ and $H$ terms.

In vision it is also common to assign labels that have geometric meaning, such as depths (e.g. [24, 95]), homographies or motions (e.g. [14, 70]). For example, Isack and Boykov [70] start with a set of observations (points, matches, etc.) and use random sampling to generate


Figure 5.7: A visual depiction of how hierarchical line fitting might work with label costs. Each label corresponds to a possible line, and the points want to be labeled by a line that passes nearby. A label cost $H(\ell)$ discourages a line from being used unless there are enough points-otherwise the points take the outlier label (constant penalty per point). However, if we group lines into families of orientation, we could add group costs $H\left(\left\{\ell_{k}, \ldots\right\}\right)$ and encourage solutions that use a few families of parallel lines.
hundreds of candidate geometric models, much the way Ransac does [46]. They formulate the model fitting problem as a labeling problem where each label represents a candidate model. They find a labeling that corresponds to a good configurations of models, and do this by minimizing an energy. However, there are many situations where geometric models fall into a natural hierarchy. Figure 5.7 is a hypothetical example to illustrate this point. Analogous hierarchical relationships exist between, for example, a fundamental matrix (a rigid motion) and the family of homographies (families of correspondences) compatible with that fundamental matrix [63].

Furthermore, hierarchical costs can be useful for detecting patterns, for compression, and for learning a database of inter-dependent patches from images [59].
Generalizing facility location In the optimization and operations research communities, uncapacitated facility location (UFL) is a well-studied problem [134]. The UFL problem assigns a 'facility' to serve each client such that the cost to clients is balanced against the cost of 'opening' facilities. UFL is connected to our energy because if we let $\mathcal{L}$ denote the facilities and $\mathcal{P}$ denote the clients then every problem instance can be expressed as minimizing an energy of the form

$$
\begin{equation*}
E(f)=D(f)+\sum_{\ell \in \mathcal{L}} H(\ell) \delta_{\ell}(f) \tag{5.61}
\end{equation*}
$$

In vision, the UFL problem has recently been applied to motion segmentation by Li [101] and by Lazic et al. [97].

There exist variants of UFL that allow for a hierarchy of facilities, e.g. [138, 126]. This generalization allows for more realistic modeling of complex interdependencies between facilities themselves. Some of these works derive constant-factor approximation bounds for hierarchical facility location, e.g. [77], but all such works assume metric client costs where the costs $D_{p}(\cdot)$ are computed as distances from a particular center. Without this assumption, Feige's hard-
ness result still holds. Strategies for optimizing hierarchical UFL include linear programming relaxation, primal-dual algorithms and, very recently, message passing algorithms [55].

We can encode a kind of hierarchical facility cost with our framework as follows. Suppose facilities $\ell_{1}$ and $\ell_{2}$ require the services of facility $\ell_{3}$, which costs 50 to open. A label cost $H\left(\left\{\ell_{1}, \ell_{2}, \ell_{3}\right\}\right):=50$ correctly accounts for the shared dependency of $\ell_{1}$ and $\ell_{2}$ on $\ell_{3}$. If we furthermore have a facility $\ell_{4}$ that depends on both $\ell_{3}$ and some facility $\ell_{5}$ (cost 80), then our label costs should instead be $H\left(\left\{\ell_{1}, \ell_{2}, \ell_{3}, \ell_{4}\right\}\right):=50$ and $H\left(\left\{\ell_{4}, \ell_{5}\right\}\right):=80$.

Furthermore, our $h$-fusion algorithm can handle smooth costs $V$, which to the best of our knowledge are novel for UFL. In the UFL setting, $V\left(f_{p}, f_{q}\right)$ can encode an explicit preference that clients $p$ and $q$ be serviced by the same facility. When clients are social, there are many scenarios where such a preference makes sense. When client costs $D$ are metric (e.g. Euclidean distance) then this preference is implicitly encoded in $D$. However, when the client costs are not metric, such as clients connected by an irregular network despite being physically close, then our smooth costs $V$ may be useful for modeling such problems.
Improving our bound Recall that minimizing label costs is NP-hard by reduction from Set-Cover. Due to a hardness result by Feige [43], we know that a $\ln |\mathcal{P}|$-approximation is the best possible Set-Cover in polynomial-time. However, Hochbaum [64] gave a simple greedy algorithm for Set-Cover and proved that it yields precisely a $\ln |\mathcal{P}|$-approximation, the best possible according to Feige. If label costs are arbitrary in (5.61), then $\alpha$-expansion's bound is also arbitrarily bad. So, there is a huge gap between what $\alpha$-expansion can achieve on (5.61) versus what Hochbaum's greedy algorithm can guarantee. For hierarchical label costs alone, it is possible to use Hochbaum's algorithm as a subroutine within $h$-fusion (rather than using $\alpha$-expansion). One may ask if $h$-fusion would inherit better approximation guarantees in that case. When smooth costs $V$ are incorporated, it is not clear how Hochbaum's approach could be usefully applied, yet such a "best of both worlds" solution would be valuable.
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[^0]:    And in memory of Kyle.

[^1]:    ${ }^{1}$ Two labelings are 'neighbours' if they are similar according to $\mathcal{M}$; note that this use of the word 'neighbour' has nothing to do with neighbouring variables defined by $\mathcal{N}$.

[^2]:    ${ }^{2}$ This assumption serves to make our notation more bearable. In general, the layers may represent an image at different resolution, matching the scale at which the corresponding part's features appear in the data.

[^3]:    ${ }^{3}$ We thank Derek Hoiem so, so much for making code [66] available.

[^4]:    ${ }^{4}$ In our framework, it is actually possible to create a spring-like attraction force between boundaries of $i$ and $j$ via opposing " $i$ attracts $j$ " and " $j$ attracts $i$ " interactions of large radius. However, the strength of this attraction is unfortunately coupled with surface regularization strength, leading to unwanted oversmoothing for most applications.

[^5]:    ${ }^{1}$ In [67] the algorithm is briefly described on page 6 and mixes binary and multi-label variables in a way such that we are unsure of the exact method of implementation/proof, but the goal is clearly analogous to a special case of our extended $\alpha$-expansion for energy ( $\star$ ).

[^6]:    ${ }^{2}$ Adding an arbitrary constant to $D_{p}(\cdot)$ or $V_{p q}(\cdot, \cdot)$ does not affect the optimal labeling, so finite costs can always be made non-negative.

[^7]:    ${ }^{3}$ Metric-UFL is a special case that can be approximated to within a constant factor [134]. In our work we assume arbitrary costs $D_{p}(\cdot)$. Unfortunately, some papers refer to metric-UFL simply as UFL.

[^8]:    ${ }^{4}$ The elliptical version of $K$-means explicitly estimates a covariance matrix $\Sigma$ so that each set of parameters is $\theta_{l}=\left\{\mu_{l}, \Sigma_{l}\right\}$.

[^9]:    ${ }^{5}$ In general, $I_{p}$ could represent any feature at pixel $p, e . g$. texture.

[^10]:    ${ }^{6}$ Sparse data costs were not used in our experiments.

[^11]:    ${ }^{1}$ A tree is irreducible if all its internal nodes have at least two children, i.e. there are no 'redundant' parent nodes and so $\mathcal{L}_{\pi(i)} \backslash \mathcal{L}_{i}$ is never an empty set.

[^12]:    ${ }^{2}$ Note that here $w_{p q}$ is just the weight of edge $p q$ and should not be confused with an $h$-Potts coefficient $w_{i}$.

[^13]:    ${ }^{3}$ However, parallel max-flow/min-cut algorithms such as $[35,135,104]$ are still of importance, even in our scenario. In a shared-memory architecture, if each thread frequently reads/writes to memory outside its cache (large working-set size) then bus contention inhibits parallelism. Each thread in a parallel max-flow algorithm has a smaller working-set size than do many threads each with their own full graph to handle. One should therefore consider a balanced approach when experimenting with parallel graph cut techniques.

[^14]:    ${ }^{4}$ Due to our assumption that $V(\ell, \ell)=0$ we can simply sum over all $p q \in \mathcal{A}_{j}$ instead of only where $f_{p}^{*} \neq f_{q}^{*}$.

[^15]:    ${ }^{5}$ Recall $\mathcal{L}_{i}=\{\ell \in \mathcal{L}: \ell \in \operatorname{subtree}(i)\}$ is the set of labels (leaves) within the subtree of node $i$ (Definition 5.4).

