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ABSTRACT 

Nipah belongs to the family of paramyxoviruses that cause numerous fatal 

diseases in humans and farm animals. There are no FDA approved drugs for Nipah or 

any of the paramyxoviruses. Designing antiviral therapies that are more resistant to viral 

mutations require understanding of molecular details underlying infection. This 

dissertation focuses on obtaining molecular insights into the very first step of infection 

by Nipah. Such details, in fact, remain unknown for all paramyxoviruses. Infection 

begins with the allosteric stimulation of Nipah virus host binding protein by host cell 

receptors. Understanding molecular details of this stimulation process have been 

challenging mainly because, just as in many eukaryotic proteins, including GPCRs, PDZ 

domains and T-cell receptors, host receptors induce only minor structural changes (< 2 

Å) and, consequently, thermal fluctuations or dynamics play a key role. This work 

utilizes a powerful molecular dynamics based approach, which yields information on 

both structure and dynamics, laying the foundation for its future applications to other 

paramyxoviruses. It proposes a new model for the initial phase of stimulation of Nipah’s 

host binding protein, and in general, highlights that (a) interfacial waters can play a 

crucial role in the inception and propagation of allosteric signals; (b) extensive inter-

domain rearrangements can be triggered by minor changes in the structures of 

individual domains; and (c) mutations in dynamically stimulated proteins can induce 

non-local changes that spread across entire domains.  



 1 

 

 

 

CHAPTER 1 

INTRODUCTION 

Viral infections have been one of the leading causes of health concern around 

the globe. In humans, the severity of viral infection can manifest into a mild or a morbid 

form, as seen in common cold (1, 2), or poliomyelitis (3, 4) respectively. In a report, 

Center for disease control and prevention (CDC) listed the 10 leading causes of death 

in the United States for the years 2013 and 2014, where death due to influenza and 

pneumonia were ranked 8th (5).  Fatality due to viral infection is a common occurrence 

in other species as well, causing extensive damage to poultry, livestock, and 

domesticated animals. Furthermore, there have been reports of infections transmitted 

across species, which is of grave concern especially, in farms where livestock are 

raised together (6-14). Viral infections can be prevented with vaccinations or treated 

using antiviral therapies that generally interfere in the viral infection process (15-19).  

The viral infection process begins with the attachment of the virus to the host cell, 

where entry proteins on the virus recognize and bind to specific receptors on the host. 

The virus entry is mediated either by membrane fusion of the host and viral membranes, 

as in the case of enveloped viruses, or the virus penetrates the membrane of the host 

cell as seen in non-enveloped viruses (15, 20-23). For enveloped viruses, the entry 

proteins are embedded on the viral membrane. This makes them an easy and attractive 

target for drug molecules to bind (17, 22, 24-26). Therefore, one of the promising 
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approaches for the treatment of viral infection is to design inhibitors acting on the entry 

protein (15, 18, 19, 27-29). Although designing entry inhibitors is a potentially 

compelling approach, there are challenges like, high mutation rates of a virus and low 

potency of inhibitors due to the mechanisms developed by a virus to evade these 

therapeutic agents. The various evasion strategies of the entry protein include, for 

example, oligomeric occlusion (30), glycosylation (31), conformational masking (32), 

multivalent interactions (33), etc.  To overcome these challenges a detailed knowledge 

of the entry proteins and their mechanism of actions is necessary (15).  

 This dissertation deals with the study of the entry mechanism of the enveloped 

Nipah virus (NiV). It belongs to the family Paramyxoviridae, which are negative-sense, 

single-stranded RNA viruses, responsible for numerous diseases in humans and 

livestock. They are highly contagious and are transmitted through the respiratory route 

causing infections like croup, bronchiolitis, pneumonia, and also other systemic 

infections like measles, mumps and encephalitis (34-38). Paramyxovirus infection is 

reported to be the most common viral infection accounting for at least 5% of pediatric 

intensive care unit admissions with significant morbidity (39). Infections by respiratory 

syncytial virus (RSV), parainfluenza viruses (PIVs) and the human metapneumoviruses 

(hMPV) are known to outnumber the infections caused by influenza and other 

respiratory viruses (40-53). The past two decades have witnessed the emergence of 

paramyxoviruses via cross-species transmission, of which the genus of Henipavirus is 

known to be highly lethal. In countries like Bangladesh, Malaysia and India, NiV has 

caused encephalitis with ~70% mortality (54-56). Furthermore, reports of neurological 

problems and relapse of encephalitis years after initial infection, necessitates the 
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immediate attention to design antiviral drugs for treatment, not vaccination. The most 

frightening mode of transmission happens from human–to–human via physical contact, 

which makes highly dense populated regions vulnerable (57, 58). The lack of effective 

treatment, poor preventive measures and high pathogenicity makes NiV a biosafety 

level 4 virus. This exemplifies the gravity of the danger this virus poses in the event of 

an outbreak. Hence, it becomes essential to study the entry protein of NiV and its 

mechanism at the molecular level, which will provide fundamental information towards 

developing antiviral therapies. 

The entry mechanism of NiV and most other paramyxoviruses (59-65) involve the 

concerted action of two membrane glycoproteins, the host binding protein and the 

fusion protein. The host binding protein recognizes and binds to its specific receptor, 

which stimulates it to activate (66-68). Upon activation, the host binding protein triggers 

the fusion protein, which facilitates the fusion of the host and viral membranes (Figure 

1.1) (54, 65, 69-71).  

 
Figure 1.1 Schematic representation of the viral entry mechanism. The host binding 
protein on attaching to its receptor is stimulated to activate the fusion protein. The 
activated fusion protein in turn, fuses the virus and the host membranes. 
 

Host binding 
protein

Receptor
Host 
membrane

Viral membrane

Activation
Stimulation

Fusion Protein
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This work focuses on the molecular mechanisms underlying the stimulation of the 

viral host binding protein.  Over the past few decades, numerous different experimental 

strategies (60, 62, 63, 72-76) have been used to probe the stimulation mechanism of 

the paramyxovirus host binding proteins, and have yielded a wealth of information. X-

ray crystallography and biochemical assays (59, 71, 77-86) show that there are two 

distinct domains in the host binding protein — one domain binds to host receptor and 

the other domain interacts with and activates the fusion protein. While the different 

family members of paramyxovirus bind to different host receptors, ranging from sugars 

to proteins (63, 68, 79, 86-89), the overall structure of the host binding protein is 

conserved across the paramyxovirus family. Additionally, while the mechanism of 

allosteric communication between the host binding and fusion activation domains is 

unknown, there is now growing consensus that this mechanism is conserved (62, 63, 

74). The results from these experiments form the foundation of the different proposed 

models of fusion activation, which are discussed in Chapter 2. Although there is a cellular 

level understanding of the underlying mechanism of the stimulation of the host binding 

protein on attachment to its receptor, an insight at the molecular level is lacking.  

The primary reason why the allosteric stimulation mechanism remains unknown, 

despite extensive structural and biochemical studies, is that the receptor binding domain 

undergoes little to no change in structure upon binding to the host receptor (Figure 1.2). 

The X-ray structures of apo and bound states of the receptor binding domain of the host 

binding protein have been analytically compared, and the calculated RMSD is found to 

be < 2 Å (72, 86, 90-92).  
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Figure 1.2 X-ray structures of representative receptor binding domains belonging to the 
three subfamilies of paramyxovirus host binding proteins (HN, H and G) (63). In each 
case, the X-ray structure of the receptor free state (blue) is superimposed over the 
structure of the receptor bound state (red), and the RMSD between the backbone atoms 
of these structures are indicated. The receptors are shown in green. The receptor 
binding induces only minor backbone changes in these receptor binding domains (93-
95). 
 

In fact, other well studied eukaryotic proteins, like G-protein couple receptors 

(GPCRs) and PDZ domains, have also exhibited < 2 Å displacement on ligand binding 

(96-98). Similar behavior is also reported in other eukaryotic proteins, for example, 

cyclic AMP dependent protein kinase (PKA) (99), nicotinic receptor (nAChR) (100), 

catabolite activator protein (CAP) (101), epidermal growth factor receptor (EGFR) (102, 

103), and many more (104). Both experimental and computational studies corroborate 
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that the allosteric signaling depends not only on small structural changes, but also on 

changes in thermal fluctuations. 

Molecular dynamics (MD) is a powerful technique that can provide direct 

atomistic level insights into the role of both the structure and dynamics in allosteric 

signaling. It is an established and reliable technique to study the relation between a 

protein’s structure, its dynamics and function (105-107). Furthermore, one can obtain 

information about the time dependent motion of individual atoms, thus presenting the 

possibility to find answers to questions related to the properties of a model system with 

high molecular level details which can be used in synergism with experiments to obtain 

a better understanding of the system (106-112). MD simulations can be used to obtain 

an understanding and develop hypothesis about molecular behavior to connect the 

three-dimensional structure of the host binding protein to its dynamics. In Chapter 3, we 

provide a brief discussion on MD and other simulation techniques employed in this 

study. 

Chapter 4 examines the details of signal inception at the receptor binding site of 

the host binding protein. The crystal structure of receptor-bound state of the receptor 

binding domain of the host binding protein shows that there are an exceptionally large 

number of water molecules at the protein-protein interface (Figure 1.3) (113). In fact, 

this extensive interface has the second highest number of water molecules. Do these 

water molecules play any role in signal inception? There are numerous molecular 

simulation studies of protein-protein interfaces where interstitial waters are not modeled 

explicitly (114-116), and can this interface be also modeled without discrete waters? 

Water is known to behave differently at interfaces. Do these interstitial waters behave 
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like interfacial waters, or because of their high numbers, do they exhibit bulk-like 

properties? 

 

Figure 1.3 Histogram plot indicating average water molecules at protein–protein 
interfaces. The red box marks the bin corresponding to the number of water molecules 
at the interface formed between the NiV host binding protein and its receptor.   

Chapter 5 examines the effect of receptor binding on the interface between two 

receptor binding domains. Interpretations from cellular assays have yielded contrasting 

models (60, 62, 63, 73). While there are no direct observations, one set of experiments 

suggests that the receptor-induced changes are large (69). However, only small 

receptor-induced changes have been reported in the cases of the PIV5 and NDV 

homologs of the host binding protein (59, 91, 117-119). But at the same time, it has 

been argued that the overall fusion stimulation mechanism is conserved across all 

subfamilies. How can such divergent explanations be interpreted? It is also known that 

receptor binding induces minor changes in the receptor binding domain, which leads to 

the question of how do the small changes transmit to the interface between two 

adjacent receptor binding domains?  
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Chapter 6 deals with the construction of the full length ectodomain, What is 

known from crystallography and the modeling work in Chapter 5 is the structure of the 

receptor binding domain and the interface of two receptor binding domains. In this 

regard the structure of domain that activates the fusion protein in not known. In addition 

the interface of the fusion activation domain and the receptor binding domain needs to 

be identified. It is important to construct the full length structure of the ectodomain to 

answer two main questions. Firstly, how does the signal get transmitted to the fusion 

protein activation domain? Secondly, what is the form of the signal at the fusion protein 

activation domain? Crystallographic studies on NDV and PIV5 homologs, and 

biochemical studies suggest that the overall architecture of the ectomains is conserved 

across all subfamilies, which provide the starting point for this study.  

Finally, Chapter 7 summarizes the finding and outlines the future directions. 

  



 9 

 

 

 

CHAPTER 2 

NIPAH VIRUS 

2.1 Family: Paramyxoviridae 

 
Figure 2.1 Phylogenetic tree of the Paramyxoviridae family. The tree was generated 
using Cobalt in NCBI (120). The fusion protein sequences were aligned by the fast 
minimum evolution method, and visualized using the Fig Tree program. Representative 
members of each genus of the Paramyxovirinae and Pneumovirinae subfamilies are 
shown (genera are shown in blue). Abbreviations: APIV-1, avian parainfluenza virus 1; 
CDV, canine distemper virus; HeV, Hendra virus; HMPV, human metapneumovirus; 
HPIV-3, human parainfluenza virus 3; HRSV, human respiratory syncytial virus; MeV, 
measles virus; NDV, Newcastle disease virus; NiV, Nipah virus; PIV-5, parainfluenza 
virus 5 (Reprinted with permission from (10). Copyright Cambridge University Press 
2011). 
 

Nipah virus belongs to the Paramyxoviridae family, which consists of non-

segmented, negative-sense, single-stranded enveloped RNA viruses. They are 

classified into two subfamilies, Paramyxovirinae and Pneumovirinae (10, 54). The 
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subfamily Paramyxovirinae consists of five genera, namely Respirovirus, Morbillivirus, 

Rubulavirus, Avulavirus and Henipavirus, shown in Figure 2.1. Nipah virus belongs to 

the genus Henipavirus (121).  

Paramyxoviruses are highly contagious and transmitted through respiratory route 

causing respiratory infections like croup, bronchiolitis and pneumonia, also systemic 

infections like measles, mumps and encephalitis. The lethality of these viruses is 

evident from the multiple accounts discussed below. Recent studies state that 

Paramyxovirus infections account for 5% of pediatric intensive care unit admissions with 

significant morbidity (39). Center for Disease Control and Prevention lists respiratory 

syncytial virus (RSV) as the most common cause of infection in young children 

worldwide (122).  An extrapolation from an US based population analysis deduces 

57,527 hospitalizations of children between 2-5 years annually (46). It is predicted that 

RSV infection will cause hospitalization of approximately 177,525 patients < 65 years 

with an annual death rate of 8% i.e. 14,000 adult patients (45). According to the World 

Health Organization review of March 2016, measles is the leading cause of death 

among young children accounting for 114900 deaths globally in 2014 (123). The Merck 

veterinary manual rates the avian paramyxovirus serotype 1 (PMV-1) or Newcastle 

disease virus (NDV) as the most virulent among all the known 11 PMV serotypes (124, 

125), hence important as a pathogen for poultry. It is known to infect more than 236 

species of poultry animals (126) and virtually all 8000 species of birds are susceptible to 

NDV infection (127). Paramyxoviruses, in general have a high rate of allopatric 

divergence (128) and hence exhibit one of the highest rates of cross-species 

transmission among RNA viruses (89).  
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2.2 Lethality and geographical distribution of Nipah 

 
Figure 2.2 Total number of NiV infected people by year in Bangladesh and India.  
 

The genus Henipavirus includes HeV and NiV. They have recently emerged as 

bat-borne viruses that are highly lethal in a broad range of mammalian hosts (7, 10, 12, 

129-132) and NiV has also caused mortality in humans. Human infection by the HeV is 

very rare with only 7 cases being reported in the past 2 decades (133). On the other 

hand, the NiV presents itself as a more lethal member of the genus. This is evident from 

Figure 2.2, which shows the number of deaths in India and Bangladesh alone caused 

by the NiV infection in humans over the past 15 years (57, 58, 134-136). In addition, 

reports of infection in Malaysia since 1995 shows a human fatality rate of ~40% (55, 

137). The major cause of death has been related to encephalitis on relapse.  

Although, the first instance of human infection was reported in 1998, the Nipah 

virus was known to exist in its natural reservoir, the fruit bats of the genus Pteropus.  It 
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is well known that for any species to be unharmed by a virus infection, it must contain 

the specific neutralizing antibodies, which are produced by way of a defense 

mechanism. Therefore, one can map out the spread of the virus both geographically 

and within various species by verifying its presence. In this case, the neutralizing 

antibodies have been found in bat species of Australia, Malaysia, Singapore, Cambodia, 

India, Bangladesh and Madagascar (138-142) across three continents. The 

transmission of NiV from the bats to humans has occurred via the following pathways as 

apparent from the epidemiological studies. The most frequently implicated and direct 

route is ingestion of fresh date palm sap, containing bat saliva. Though bats are the 

primary reservoir of the virus, it can be transferred to domesticated animals that can act 

as vectors and transmit the disease to humans in close contact. This commonly 

happens when the domesticated animal ingests fruits laden with bat saliva. Finally, the 

most frightening mode of transmission happens from person-to-person (57, 58, 143) via 

physical contact, which makes highly dense populated regions vulnerable. The lack of 

effective treatment, poor preventive measures and high pathogenicity makes NiV a 

biosafety level 4 virus. This exemplifies the gravity of the danger this virus poses in the 

event of an outbreak. 

2.3 Proposed models of fusion activation 

Over the years, different experimental techniques have been instrumental 

towards understanding and investigating the G protein. Here, we discuss the working 

mechanism of the receptor binding protein, which as mentioned in Chapter 1, is crucial 

to the infection mechanism. For the infection to initiate, the paramyxovirus entry 

requires the coordinated action of two viral membrane proteins: the receptor binding 
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protein and the fusion protein (F). The receptor binding protein on attaching to specific 

host receptor is stimulated to activate F. The activated F protein, in turn, facilitates the 

fusion of the virus and the host membranes. The receptor binding protein of 

paramyxoviruses can be designated as H, HN or G depending on its functionality (10, 

61, 62, 74, 82, 88, 144). If the receptor binding protein has both hemaglutinin (sialic acid 

binding) and neuraminidase (sialic acid cleaving) functions, they are called HN proteins 

(Eg. PIV5) (91, 145, 146), while for those that lack the neuraminidase activity but can 

bind to sialic acid are called H proteins (Eg. MeV) (75, 81, 83, 84). In the case where 

they do not bind to the sialic acid, i.e. in Henipavirus, they are named the G protein (88).  

The G protein of Nipah virus binds to cellular receptors ephrin B2/B3 of its hosts 

(66, 68, 79, 147). An approach to inhibit F-activation is to prevent the binding process, 

and this can be achieved by inactivating either of the proteins, G or ephrins, 

participating in binding. Experiments based on binding assays reveal that the G protein 

has extremely high (pico molar to subnano molar) binding affinity (66, 68) to ephrin, and 

owing to the fact that ephrin is found in neurons, smooth muscle, arterial endothelial 

cells and capillaries (148-151), the viral infection is found to be systemic in nature (66, 

79, 152, 153). Additionally, ephrins are known to play a key role in cellular development, 

especially in the nervous and vascular systems (148, 154), which suggest that 

rendering the ephrins inactive in order to prevent the infection is not a viable option. The 

widespread occurrence of ephrins in vertebrates (148, 155-159) makes them potential 

targets across various species to the severe systemic infection caused by Nipah. This 

highlights the fact that the only approach to prevent its infection is by targeting the G 

protein. In order to do so, we need a fundamental understanding of the functionality of 
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the G protein at a molecular level so that the signal transduction can be intercepted to 

prevent the activation of G.  

 
Figure 2.3 Schematic representation of the host binding protein highlighting the 
tetrameric architecture. The blue and yellow colors are used to highlight the two-fold 
symmetry of the dimer-of-dimers structure. The green bars indicate the receptor binding 
site. 

Structurally the G protein is a type II membrane glycoprotein (82, 90) (schematic 

in Figure 2.3) that consists of a cytoplasmic tail, a transmembrane region, which 

anchors the protein to the viral envelope, and an ectodomain comprising of a N-terminal 

fusion protein (F) activation domain (FAD) and a C-terminal receptor binding domain 

(RBD). The receptor binding domain is composed of a propeller-shaped structure, 

where β-sheets are arranged cyclically around an axis through the center similar to the 

blades of a propeller. The center of the propeller forms the active site or the receptor 

binding site (shown as green bars in figure) and binds to its receptor ephrin, which gives 

it the name, the receptor binding domain (86, 90). Recently, from x-ray crystallography 

studies, Bowden et. al. were able to obtain partial information about the structure of the 

G protein. However, based on their experimental work and combining it with the results 

obtained by Yuan et. al (96-98)., and Welch et. al., it was possible to hypothesize the 

full length architecture of G as represented in Figure 2.3. The receptor binding sites 
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located on the RBD is the only component in this figure which was crystallographically 

resolved by Bowden et. al.  Furthermore, experiments on the FAD evidence that it 

occurs as a tetramer with the presence of specific inter-monomer interactions, and 

shows that the tetrameric architecture is essential to retain the functional form of G (81, 

117, 160).  

Experiments including binding assays (66, 68), flow cytometry (70, 77), circular 

dichroism spectra (69, 70, 77), cell-cell fusion assays (69, 70), monoclonal antibody 

assays (69, 161), etc. help us to formulate an idea of the mechanism involved in fusion 

activation. Based on these experimental studies two models have been proposed to 

explain the fusion activation in the paramyxoviruses: (i) the dissociation or “clamp” 

model and (ii) the association or “provocateur” model (see Figure 2.4) (61, 63, 64, 73, 

74, 162, 163). In case of the dissociation model, the receptor binding protein retains the 

F protein in its metastable, prefusion form. Upon receptor binding, the F is released, 

triggered to refold and drive merging of the viral and host membranes. In the 

association model the receptor binding protein actively triggers the metastable F protein 

by destabilizing it after binding to its receptor. A major difference between the two 

models is that, in the dissociation model the receptor binding protein retains the 

prefusion F conformation, whereas, in the association model the receptor binding 

protein destabilizes the prefusion F. The provocateur model suggests that F can be 

expressed in its prefusion form without the host binding protein (61). In case of Nipah 

virus, the experimental results support the dissociation model (61, 161, 164-167). There 

is now new evidence that the overall stimulation mechanism is partially conserved 
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across all members of the paramyxovirus family (62), but it still remains undetermined. 

In both the model, it is the G protein, which once stimulated triggers the F protein.  

 
Figure 2.4 The protein-protein interaction between the host binding protein and F 
triggers the F protein. In case of (a) the “clamp” model, the host binding protein and F 
protein dissociate upon receptor engagement with the host binding protein, allowing the 
F protein to be triggered, while in (b) the “provocateur” model the F and the host binding 
protein associate on the surface of the viral membrane only to dissociate after receptor 
engagement. The host binding protein is illustrated in orange as a globular head (RBD) 
linked, via a flexible linker, to a four helix bundle stalk (FAD). The receptor binding site 
is shown as a blue triangle. The F protein is illustrated as a purple trimer with the 
domain that refolds in green. The receptor molecule is illustrated as a light brown 
cylinder with a red triangle as the attachment point (Reprinted with permission from 
(61). Copyright Elsevier B.V. 2014). 
 
This hints to the fact by understanding the G stimulation process, one can gain a 

general insight into the activity of other receptor binding proteins in the paramyxovirus 

family. Currently, there are no molecular models to explain the stimulation of G by 

ephrin binding to activate F. We use a computational approach to observe the structural 

and dynamics changes induced by ephrin binding to G. We utilize this knowledge to 

Host membrane

Viral membrane

(a)  “Clamp” or “dissociation” model

(b)  “Provocateur” or “association” model
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formulate a working hypothesis while performing our MD simulations and analyses 

(details in section 5.3 and 6.2.2). The information from these experiments often 

supplements our results, and helps create a platform for a comparative study. 

 
Figure 2.5 Residues that affect fusion protein activation. The blue indicate residue 
when mutated resulted in hypo-fusogenecity and the yellow are the residues, which do 
not alter fusogenecity when mutated 

Results from flow cytometry (70, 77), circular dichroism spectra (69, 70, 77), cell-

cell fusion assays (69, 70) and monoclonal antibody assays (69, 161) indicate that 

triggering of the F protein involves the exposure of the FAD. It can be inferred from 

these experiments that the FAD is important for conformational integrity, G-F 

interactions and F triggering; hence this region is termed the F-activation domain (FAD). 

(71, 144, 146, 160-162, 166, 168-171). Additionally, biochemical and biophysical 

studies suggest that the ephrin induced conformational changes in G involves certain 

residues at the base of FAD critical for the activation of F constitute the F-activation site 

(69, 77). Figure 2.5 highlights the residues on RBD, which upon mutation affects the 

fusion protein activation and Table 2.1 lists the various experimentally observed 
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mutations done on FAD of G. Only those residues are listed whose contribution to 

fusogenecity have been successfully tested.  

Table 1.1 List of experimental mutations done on Nipah virus. The * indicate 
fusogenicity similar to wild type, ↑ indicate hyper-fusogenicity and ↓ indicate hypo-
fusogenicity and blank is non-fusogenic. 
 

Mutation	
   Fusion	
   Year	
  
T103A 
T117A 
T119A 
S129A 

 
↑ 
 
↑ 

2016 (165) 

N159A 
I160A 
S161A 
P163A 
N164A 
P165A 
L166A 
P167A 

 
↑ 
 
 

* 
* 
* 
* 

2015 (70) 

C146S 
C158S 
C162S 

 
2012 (160) 

N72Q 
N159Q 

* 2012 (161) 

I83A 
I94A 

I101A 
I105A 
I112A 
I120A 
I124A 
I131A 
I138A 
I155A 
I160A 
I170A 

* 
* 
* 
* 
* 
* 
* 
* 
* 
↓ 
↓ 
* 

2008 (166) 
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The content of this table has been continually updated since the inception of the work 

presented in this dissertation, which began in 2012. The receptor binding protein 

activates the fusion protein only when stimulated. Thus, the mutations on G that affect 

the fusion positively (hyperfusogenic) or negatively (hypofusogenic) are the ones that 

are important to induce G stimulation. In all the cases, the cell surface expression and 

ephrin binding are determined and fusion is measured based on the syncytium 

formation (63, 66, 69, 71, 76, 77, 172). Taken together, it is known that the receptor 

binding sites are > 2 nm away from the F activation site (65, 71, 76, 80, 87, 144, 146, 

160-162, 166, 168-171, 173). Furthermore, the RBDs are arranged as dimer-of-dimers, 

with the FAD serving as a two-fold axis of symmetry (65). 

2.4 Dynamic allostery in fusion activation 

The word “allosteric” was first coined in 1961 by Jacques Monod and François 

Jacob (174) from the Greek word allo meaning other or different and steric meaning 

solid, as used in steric hindrance. Over the past decades, the interpretation of allostery 

has evolved which we briefly discuss below. 

The classical idea of allostery states that, if there are two topologically distinct 

sites, presumably distant from each other within one protein and each bind to different 

ligands, it is possible that they may interact despite being non-overlapping in their 

molecular structure (175, 176). This mechanism is illustrated in the top panel (allosteric 

protein) of Figure 2.6. Here, the protein contains two sites, namely, the allosteric and 

the active sites. The protein is considered functionally “inactive” in the absence of any 

ligand, however, when the ligand binds to the allosteric site, it induces a change in the 

functional/structural properties of the active site, thereby altering the protein to its 
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“active” state. The activation of the protein by this process completes the allosteric 

mechanism and allows the protein to interact with the substrate.  

 
Figure 2.6 Schematic representation of the unified concept of allostery (Adapted with 
permission from (177). Copyright Wiley-Liss, Inc. 2004). 
 

Later, in 1965,the Manod Wyman Changeux (MWC) model was proposed (178), 

which assumes that an allosteric enzyme comprised of multiple subunits can exist in 

two different conformations, i.e. active (R) or inactive (T). These subunits are expected 

to collectively maintain identical conformation as shown in the lower panel of Figure 2.6. 

According to the MWC model, allostery results in the inter-conversion of the protein 

from its R to T state or vice versa, in a concerted manner.  

Two decades later, in 1984 researchers Cooper and Dryden, in their theoretical 

work introduced the concept of dynamically mediated allosteric interactions which 

revolutionized our understanding of allostery, and inspired more research in this 

direction (96). Their study demonstrated that these interactions essentially require long-

range inter-site communication with the aid of atoms or structural groups dispersed 

throughout the protein, such that, it directly or indirectly experiences the presence of 
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ligands at each of the concerned sites (96). This was the first explicit articulation of 

dynamic allostery, which showed the theoretical relevance of entropic energetic 

contribution to biological functions. Here the authors demonstrated using statistical 

thermodynamic formalism that, changes in the frequency and amplitude of thermal 

fluctuations in a protein upon ligand binding could result in cooperative energies (order 

of a few kcal/mol) without perturbing the average structure. They showed that the ligand 

binding may have different effects on the protein: (a) the presence of a ligand can 

stabilize certain conformational sub-states over others and result in a shift in the mean 

of the probability distribution which is essentially the conformational change in the 

conventional sense; (b) the shape of the distribution might be affected where a narrower 

or broader distribution represents a conformational ensemble shift in the protein 

structure due to ligand binding. They explain allostery as a change in the conformational 

dynamics in the absence of a gross structural change in the protein, which is observable 

in the thermodynamics of the ligand attachment. 

With the significant advancements in various experimental techniques and help 

from high computing power, researchers today are able to come up with a more refined 

understanding of the mechanics involved within a protein and its periphery. Based, on 

the outcome of both experimental and theoretical work, there is a growing consensus 

that all proteins are potentially allosteric (177, 179). A modern concept related to the 

population shift within conformations, also called the “new view” was introduced to 

describe allostery and accommodate the increasing evidence of the flexible nature of 

proteins. Several studies indicate that ligand binding at one site of the allosteric protein 

can effectively shift the population by redistributing the molecular ensembles, which, 
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results in conformational changes at some other sites. Thus, proteins should be treated 

as a dynamic ensemble of conformational states (177, 180). Based on this concept, 

experimentally, Otteman et. al. and Yu et. al. reported conformational changes as small 

as 1 Å which resulted in enormously amplified responses at sites 100 Å away (181, 

182).  

Moving forward with the established idea that proteins are flexible, whose 

conformations can be treated as statistical ensembles, and studying them from a 

thermodynamic point of view based on the foundation laid by Cooper and Dryden, the 

full dynamic spectrum of allosteric systems permits a classification of the regulatory 

strategies pertaining to its ensemble nature (176).  

 
Figure 2.7 A schematic representation of the different allosteric systems that undergo 
change in the conformational ensemble upon activation (Adapted with permission from 
(176). Copyright Nature Publishing Group 2014). 
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Based on the above discussions, it is possible to categorize the different 

allosteric systems depending on the type of change in dynamics they exhibit upon 

activation by ligand binding as shown in Figure 2.7. Below, we present the 5 different 

dynamic allosteric processes known and cite relevant examples. (i) The rigid body 

motion, as shown in the figure is generally associated with structure based motion such 

as in the tetrameric form of haemoglobin (183, 184). (ii) The PDZ domain is known to 

exhibit modulation of ligand binding affinity via side chain dynamics (185). (iii) A unique 

example of backbone dynamics has been reported in CAP homodimer. The binding 

energetics of the ligand quenches its dynamics in the bound-state and induces a 90° 

change in the conformation of its DNA binding domain depicted using black cylinders in 

figure (186-188). (iv) An example where local unfolding plays a role in allostery is 

aminoglycoside N-(6′)-acetyltransferase II (AAC) — a homodimeric enzyme from 

Enterococcus faecium which has been reported to switch from positive cooperativity at 

low temperature to negative cooperativity at higher temperature (189). The local 

unfolding is illustrated using spaghetti-like lines in the figure. From a thermodynamic 

standpoint, such systems demonstrate a change in enthalpy of binding as the 

temperature increases, which is a signature of local binding (190). (v) The intrinsically 

disordered proteins (IDPs) are a challenge to the structure–function paradigm. They do 

not possess any stable tertiary structure under physiological conditions as shown in the 

figure (191-193), yet several IDPs have been reported to exhibit complex allosteric 

coupling behavior. For example, in α-synuclein, its N-terminal membrane-binding 

domain has been found to couple to its C-terminal disordered region via allostery (194).   
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The ensemble representation of allostery highlights the statistical nature of the 

allosteric coupling process unlike the classic notion of allosteric pathway that portrays a 

static picture of the protein. It conveys a deterministic picture of the signal propagation 

process, wherein each molecule at any instant is in the same conformation or at least 

can be equally well represented by the same average conformation. With the recent 

developments in computation it has been established that the ensemble model can be 

used as a potential framework for interpreting long-time scale MD simulations of 

allosteric proteins (195). The current speed and accuracy of all-atom MD simulations 

makes it a powerful tool to generate the energy landscape maps of the allosteric 

processes and also allows one to track the changes in dynamics of the conformational 

ensemble (176). We discuss the various computational methods implemented to study 

allosteric stimulation of Nipah virus host binding protein in the next chapter.  

X-ray crystallography indicates that the receptor binding induces only a minor 

change in the structure o the receptor binding domain of G (Figure 1.2). Also other G 

analogues were included the HN and H proteins of PIV5 and MeV respectively. The 

results from the RMSD calculations indicate that receptor binding induces only small 

structural changes in their respective RBDs (63). Consistently in the Nipah RBD, the 

RMSD between the x-ray structures of its apo and ephrin bound states is < 2 Å (86, 90). 

Could this be an artifact of experimental technique due to the low temperatures? MD 

simulations at physiological temperature (93, 94) and were found to have similar low 

RMSD values. Under such conditions, receptor induced changes in thermal motions 

cannot be neglected. As we have learnt from many eukaryotic proteins like GPCR, PDZ 

domains, etc, where receptor binding also induces minor structural changes, signal 
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transduction occurs via a combination of receptor-induced changes in structure and 

dynamics. Such dynamic allostery is observed when the ligand binding at one site of the 

allosteric protein effectively shifts the population by redistributing the molecular 

ensembles, which, results in conformational changes at some other sites (96, 98, 177, 

179, 180, 196). A host of experimental techniques including isothermal titration (197, 

198), differential scanning calorimetry (199-201), fluorescence anisotropy detection 

(202-204) and circular dichroism (205, 206) are used to study allostery in proteins. 

However, nuclear magnetic resonance (NMR) stands out, as it allows the possibility to 

probe protein dynamics in a wide range of time scales: from picosecond to nanosecond 

dynamics of side chains and from microsecond to millisecond dynamics of the 

backbone (98, 188, 207-214) (215). Although, NMR provides an excellent resolution of 

less than 2 Å in identifying conformational changes, it is applicable to proteins with 

molecular masses less than 50 kDa (216, 217). In this regard, owing to the large size of 

the host binding protein (molecular mass of monomer ~65 kDa and tetramer ~ 280 kDa) 

(160), NMR is not a feasible technique to study its allostery. However, all-atom 

simulation techniques are a powerful alternative approach to investigate the proteins 

dynamics at the molecular scale (106, 109, 195, 218, 219). 
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CHAPTER 3 

COMPUTATIONAL TECHNIQUES 

All atom simulations can provide the intricate detail concerning individual particle 

motions as a function of time (106-108). A recent approach to understanding a system 

or to decipher its working mechanism has been to perform both experiments and 

simulations in tandem. For instance, simulations and NMR experiments (220, 221) help 

us obtain a better understanding about the structure, dynamics and thermodynamics of 

biological macromolecules. More often than not, simulations provide intricate details 

that may not be evident and obvious from experiments (222). Typically, based on the 

system and its property of interest, one can decide the simulation technique to adopt. 

Conducting simulations require an interdisciplinary approach, where concepts of 

physics, chemistry, biology, computer science and statistics are implemented in unison 

(223).  

The study of proteins poses challenge owing to their complexities. Simulations 

allow us to gain information of such organic systems at a molecular level to study 

different properties of proteins such as, protein folding, protein dynamics, thermal 

stability, structure prediction etc. Any biological activity of a system, such as, protein – 

protein, protein – ligand or protein – water involves interactions that are mediated by 

multiple physical forces, which may have a static or dynamic origin. Depending on the 

user’s focus of study, one can chose an appropriate technique to simulate such systems 
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over different time scales (195, 224, 225). For example, the study of protein dynamics 

requires one to perform a residue wise analysis of the translation, rotation and 

fluctuation in its conformity, which occurs over comparatively shorter time scales, and 

hence necessitates a simulation technique that samples the conformational space by 

providing a time resolution much shorter than the phenomena itself. In order to study 

any event occurring over longer time scales, such as protein folding, Monte Carlo (MC) 

simulations are performed. Although MC simulations allow us to study the global 

changes in protein dynamics, it does not provide any detail about the molecular motion 

of individual residues. Here, MD is found to be the best technique to simulate protein 

dynamics at longer time scales by tracking the time dependent evolution of individual 

molecular motions. 

While performing MD simulations, the protein is placed in a solvent that is either 

implicit or explicit in description (114), and the choice of the solvent has critical impact 

on the analysis and outcome of the simulation. The solvent used to perform a simulation 

is primarily determined based on (i) size of the protein, and (ii) time scale of the 

biological event. In this regard, an optimal computation time can be achieved by 

choosing implicit solvent to study large proteins at longer time scales (~ µs), however, 

explicit solvent is usually considered to simulate biological events occurring at shorter 

time scales (~ ps to ns). For any macromolecule simulated using an implicit solvent, the 

motion of its atoms is governed by the Langevin equation, which implies that the 

dynamics of the macromolecule is stochastic in nature. However, when one implements 

explicit solvent, the time dependent atomic motions follow the classical Newtonian laws 
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of motion, essentially making the molecular dynamics of the system deterministic. We 

discuss this further detail in section 3.1. 

In section 3.2, we discuss the details of structure prediction tools implemented to 

model the FAD, whose structure as discussed in Chapter 1 is unknown. The two tools 

used are (i) Homology modeling and (ii) Ab initio prediction. Homology modeling is a 

comparative technique, which takes advantage of the fact that evolutionarily related 

proteins have similar sequences, and therefore, by performing optimal structural 

superposition of the known and unknown structures, it is possible to determine the 

unknown structure. Ab initio prediction performs MC simulations that do not use forces, 

but compare energies of multiple conformations generated for the target sequence. One 

can identify the native structure corresponding to the lowest energy. Finally, in section 

3.3, we discuss the technique based on inverse machine learning, which is used to 

quantify the changes in conformational ensembles arising from dynamic allostery.	
  

3.1 Stochastic dynamics 

While simulating proteins on longer time scales, it has to be taken into account 

that protein atoms are localized by their covalent interactions, while those in a fluid are 

not. One can use equations of motion to model the dynamics of individual fluid particles. 

If the masses (𝑚!) and initial position coordinates (𝒓𝒊) at 𝑡 = 0, of N particles in a 

solvent are known, one can calculate velocity (𝒗𝒊 =   
!𝒓𝒊
!"
  ) and describe the dynamics of 

the system by Langevin equation (226, 227).  

𝑚!
!𝒗𝒊
!"
= −𝑚!𝛾𝒗! − 𝛁𝑉 𝒓! + 𝑨 𝑡  (3.1) 
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In Equation 3.1, 𝛾 is a friction coefficient, and 𝑨 𝑡  is a fluctuating force that can 

be approximated by Gaussian white noise on the time scale considered. The protein 

and solvent environment exert the average effective potential 𝑉 𝒓!  that confines the 

motion (226).	
  One can perform simulations by solving the Langevin equation, which 

forms the basis for stochastic dynamics.	
   In order to simulate long-time phenomena, 

stochastic modeling of the internal motions is found to be a useful approach, in which 

only the relevant portion of the protein is explicitly included and the remainder of the 

molecule, as well as the solvent, serves to provide an effective potential, a frictional 

drag, and a heat bath (226, 228, 229). A significant amount of computational time can 

be saved by implementing this technique, where the solvent molecules are not explicitly 

present in the system, but are rather approximated by the frictional drag and the white 

noise associated with thermal motions of solvent molecules. In such a case, the solvent 

is referred to as being implicit. However, if one accounts for the actual presence of 

solvent molecules, i.e. explicit description of solvent, the simulations become time 

consuming. In such simulations, approximations involving frictional drag or 

consideration of the fluctuating force become unnecessary. So, for explicit solvents, by 

setting 𝛾 = 0 and removing the term 𝐴 𝑡 , Equation 3.1 essentially takes the form of 

Newton’s equation of motion (Equation 3.2), and the situation evolves to performing 

deterministic molecular dynamics (MD) simulations. Below, we present a brief 

introduction to the principals involved in MD. We have used the Groningen Machine for 

Chemical Simulations (GROMACS) version 4.3.5 application to perform all MD 

simulations (230).  
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3.1.1 Explicit solvent molecular dynamics simulation 

The central idea of MD is based on classical mechanics, which iteratively solves 

the Newton’s equations to study an N body system. Specifically, if the masses and initial 

position coordinates (at 𝑡 = 0) of N particles are known, one can employ the MD 

approach (231). In MD, the force acting on an atom is computed by Newton’s first law of 

motion (Equation 3.2). 

𝑭! = 𝑚! ∙ 𝒂!   = 𝑚! ∙
!𝒗𝒊
!"
= 𝑚! ∙

!!𝒓𝒊
!!!

               (3.2) 

𝑭! = − !"
!𝒓!

           (3.3) 

Here, 𝑚! and 𝑟! is the mass and position of the 𝑖 th atom. It is to be noted that in order 

to compute the velocity (𝒗!) and acceleration (𝒂!  ), we must know the time interval (𝑑𝑡) 

over which the motion of the  𝑖 th atom is considered to occur, in other words, the time 

interval between which the atom experiences a successive force (𝑭!!!). The force, 𝑭! 

is related to potential energy, 𝑉, as shown in Equation 3.3. Equations 3.2 and 3.3 are 

solved simultaneously over the time step (𝑑𝑡), which constitutes a single MD step. This 

process continues iteratively over a specified number of MD steps as per the user’s 

discretion.  

For a system in which the initial velocity of the N atoms is unknown, one must 

assign the respective velocities to the individual atoms. The initial velocities of the 

atoms are coupled to the temperature (𝑇) of the system and it must be noted, that the 

velocities and their distribution are determined using the Maxwell-Boltzmann distribution 

function prior to the first MD step.  
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The potential energy, 𝑉, in Equation 3.3, is incorporated in MD as an input 

parameter, which is also known as the force field. These force fields have been 

parameterized to reproduce quantum mechanical calculations on small model 

systems, then adjusted to provide improved agreement with higher-quality ab initio data, 

crystallographic structures or experimental data (232). A force field consists of both 

bonded and non-bonded interactions. The bonded interactions can be classified as (i) 

two bodied, in which the distance between two atoms are considered, (ii) three-bodied, 

where the angle between atoms are taken into account and (iii) four-bodied in which the 

dihedral angles are maintained. The non-bonded interactions include the Lennard-

Jones potential, electrostatic and the van der Waals interactions. 

While running the MD simulations, one can set it up as an NVE (constant 

number, constant volume, and constant energy) ensemble or an NVT ensemble where 

the temperature is maintained constant. From the biological point of view, it is essential 

to maintain physiological conditions, which entails a temperature of 310 K and an 

atmospheric pressure of 1 bar, hence, we use the NPT ensemble unless otherwise 

mentioned. It is important to control the temperature of the system to prevent it from 

drifting during equilibration or as a result of force truncation or integration errors.  

The MD simulations are performed inside a space-filling box, dimensions of 

which are carefully determined based on the size of the system and number of atoms. 

As the simulation progresses, and the positions of the atoms are updated, edge effects 

of finite size may develop, which can be eliminated by applying periodic boundary 

conditions.  The effect of these boundary conditions can be visualized as a space-filling 

box surrounded by translated copies of itself. Hence, this creates an impression that the 
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system has no boundaries and is infinite. The artifact of periodic conditions replaces the 

artifact from unwanted boundaries in an isolated cluster. 

Finally, the coordinates are written in an output file at regular intervals. A 

representation of these coordinates as a function of time is called a trajectory. It is 

important to monitor the temperature and energies at the required values throughout the 

simulation. Eventually, the system reaches an equilibrium state, which can be 

determined by observing the time evolution of parameters like temperature, energy, 

RMSD, or other distinct predefined factors. The equilibrated trajectory is then used for 

statistical averaging to calculate various macroscopic properties.  

Implementation: All the MD simulations are carried out under isobaric-isothermal 

boundary conditions, and using Gromacs version 4.5.3 (230). Temperature is 

maintained at 310 K using an extended ensemble approach (233, 234) and with a 

coupling constant of 0.2 ps. An extended ensemble approach (235) is also used for 

maintaining pressure. Pressure is maintained at 1 bar using a coupling constant of 1 ps 

and a compressibility of 4.5 x 10-5 bar-1. We also examine the effect of imposing 

alternative boundary conditions, including the canonical and micro-canonical boundary 

conditions, as discussed in the results section. The protein and ions are described using 

OPLS-AA parameters (236), and the water molecules are described using TIP4P 

parameters (237). While the TIP4P water model is known to over-estimate diffusion 

(238), it reproduces bulk water reorientational processes observed in the experimental 

spectrum (239). Note that while we do not model induced effects explicitly, which are 

important to both ionic interactions (240, 241) and hydrogen bonding (242-245), we 

discuss the implications of this approximation in the results section. Electrostatic 
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interactions are computed using the particle mesh Ewald scheme (246) with a Fourier 

grid spacing of 0.15 nm, a sixth-order interpolation, and a direct space cut-off of 10 Å. 

van der Waals interactions are computed explicitly for interatomic distance up to 10 Å. 

Charge neutrality of the three MD unit cells are maintained by selecting appropriate 

differences between the numbers of Na+ and Cl- ions. The bonds in proteins are 

constrained using the P-LINCS algorithm (247), and the geometries of the water 

molecules are constrained using SETTLE (248). These constraints permit use of an 

integration time step of 2 fs. The motion of the center of mass is reset every 100 ps. 

System specific MD parameters including system size and length of trajectory are 

provided in the respectively in Chapter 4 and Chapter 5. 

3.1.2 Implicit solvent simulation 

Implicit solvent is described by a continuum model, where the total free energy of 

the solvated molecule can be expressed as 𝐸!"! = 𝐸!"# + ∆𝐺!"#$, (249) where 𝐸!"# is the 

molecule’s energy in vacuum, and  ∆𝐺!"#$, is the solvation free energy, in other words, 

the energy required to transfer the molecule from vacuum into the solvent.	
  𝐸!"# is a 

classical potential function that accounts for interactions and physical components, such 

as bond and angle stretching, torsional twist, and van der Waals and Coulomb 

interactions. The solvation free energy is composed of two components, an electrostatic 

and a non-electrostatic component, such that ∆𝐺!"#$ = ∆𝐺!" + ∆𝐺!"# . To account for the 

electrostatic component ∆𝐺!", generalized Born (GB) is implemented. It is a fast but 

approximate method to calculate molecular electrostatics in solvent described by the 

Poisson Boltzmann equation such that water is modeled as a dielectric continuum. The 
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total electrostatic force 𝑭!   on an atom 𝑖, is the net force from partial changes 𝑭!
!!!"#$ 

on the atom minus the GB force 𝑭!!"   on the atom, hence  

𝑭! = 𝑭!
!!!"#$ − 𝑭!!"          (3.4) 

The 𝑭!!" on atoms is a derivative of the total GB energy, which is a function of the 

relative atom distance 𝒓!", the effective distance 𝑓!" and the dielectric between atoms 

𝑖  and 𝑗. The effective distance 𝑓!"   is determined by the GB function 

𝑓!" = 𝑟!"! + 𝛼!𝛼!𝑒
!!!"

!

!!!!!       (3.5) 

where 𝛼 is the Born radii of the atoms. The non-electrostatic component of free energy 

∆𝐺!"#, is found to be proportional to the total solvent-accessible surface area of the 

molecule, with a proportionality constant obtained from experimental solvation energies. 

This can be incorporated in the simulations by choosing a surface tension value, which 

accounts for the free energy associated with cavity formation, and is modeled as a 

linear function of the atomic surface area. The inclusion of the surface tension value is 

related to the frictional drag coefficient (𝛾 ) and fluctuating force (𝑨 𝑡 ), which as 

discussed above are essential approximations in describing implicit solvent. 𝑨 𝑡  is a 

form of white noise that is represented by a Gaussian, and is related to 𝛾 by the 

fluctuation dissipation theorem (250). Therefore, we can perform stochastic dynamics to 

study protein in implicit solvent, by following a method similar to that discussed in 

section 3.1.1, but in this case, we replace Equation 3.2 by Equation 3.1.  
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Implementation: In the stochastic simulation the partial charges on the atoms and the 

connectivity between them are described using the OPLS-AA force field,(236) and their 

Born radii are computed at every time step using the Onufriev-Bashford-Case (OBC) 

scheme.(249) Both systems are simulated under isothermal conditions, where the 

temperature is maintained at 310 K using an extended ensemble approach(233, 234) 

and with a coupling constant of 0.2 ps. In accordance with the OBC scheme, the solvent 

is described using a dielectric constant of 80, and the electrostatics and van der Waals 

interactions are truncated beyond interatomic distances of 24 Å. Also in accordance 

with the OBC scheme, the free energy associated with cavity formation is modeled as a 

linear function of the atomic surface area using a surface tension of 0.005 kcal/mol/Å2. 

The bonds in proteins are constrained using the P-LINCS algorithm.(247) The G protein 

and the G-B2 complex are simulated for 1.1 x 106 integration time steps, and the first 

0.1 x 106 time steps are left out as equilibration. 

3.1.3 Accelerated conformational sampling 

As discussed in the previous section, MD simulations use atomistic empirical 

force fields, which require a time step of the order of femtoseconds for proper 

integration of the equations of motions. This permits an accurate resolution of the 

fastest motions (typically in the order of ps) in the system like bond stretching and bond 

bending. However, events like protein folding, domain re-orientation etc. often occur at 

longer timescales that may extend into microseconds or milliseconds. In this regard, 

simulating events spanning over such long time scales becomes a computing challenge 

as the total computing time can take several months. To overcome this problem a 
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variety of methods have been developed, commonly referred to as enhanced sampling 

techniques (231, 251).  

Metadynamics is one of these methods, which uses the enhanced sampling 

technique to explore the infrequent rare events whose occurrence can extend into the 

millisecond time scale. We use metadynamics to probe different conformations and 

domain orientations in proteins. It is a method that facilitates sampling by the 

introduction of an additional bias potential, that acts on a set of selected number of 

degrees of freedom referred to as reaction coordinates or collective variables (CVs). At 

every MD step, a history dependent bias potential is deposited as a function of the CVs 

in the form of Gaussians hills as  

𝑉! 𝑆 𝑥 , 𝑡 = 𝑤  𝑒𝑥𝑝 − (! ! !!!)!

!!"!!!!!,!!!,..!!!       (3.6) 

where for a new Gaussian added after a time interval 𝑡!, the bias potential (𝑉!) at 

time 𝑡 is related to the height  (𝑤) and width (𝛿𝑠) of the Gaussians as shown. Here, 𝑠!   =

  𝑆(𝑥(𝑡))  is the value of the collective variable at time 𝑡. This potential fills the minima in 

the free energy surface as the MD progresses, and assists the system in escaping the 

energy minima to visit new regions in the configuration space that are practically 

inaccessible within reasonable computing time in the case of unbiased or conventional 

MD simulations (252-255). 

Finally by adding up all the bias potential introduced at every time step, one can 

reconstructs the multidimensional free energy of the complex system, which is based on 

the artificial dynamics performed in the space defined by the CVs. The CVs basically 

provide a coarse-grained description of the system. It is important that the description of 

the CVs is such that it can distinguish between the initial and the finals states and 
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identify all the relevant intermediate states. To carry out metadynamics, we have used 

the Plumed patch with GROMACS (256).  

Reports suggest that it is difficult to decide when to terminate a metadynamics 

run, and opinions may be divided based on the user. This is because the free energy 

does not converge to a definite value but fluctuates around the correct result in a single 

run. This uncertainty in the results is due to an average error, which is proportional to 

the square root of the bias potential deposition rate (257, 258). From a practical 

standpoint, continuing a run carries the risk that the system is irreversibly pushed in 

regions of configurational space that are physically irrelevant. To avoid this shortcoming 

in metadynamics, a slightly modified technique called ‘well-tempered metadynamics’ 

has been developed over the years, and implemented to great effect. This approach 

utilizes a self-healing umbrella sampling method and offers the possibility of controlling 

the regions of free energy surfaces that are physically meaningful to explore (259).  

3.2 Protein structure prediction 

As outlined in Chapter 1, our motivation is to generate the complete structure of 

the G protein, of which the FAD has no established structure. We take advantage of 

existing protein structure prediction tools to address this. Protein structure prediction is 

the process of developing the three dimensional structure of the protein from the 

knowledge of its amino acid sequences. They can be broadly categorized into three 

types based on their modus operandi: (i) prediction based on information available in 

sequence and structural databases, commonly known as homology modeling or 

comparative modeling, (ii) ab initio methods based entirely on physicochemical 

principles and (iii) threading, also known as the fold-recognition method is a method to 
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model proteins which have the same fold as proteins of known structures, but do not 

have any homologous proteins with known structure (260, 261). In this dissertation, we 

use homology modeling as well as ab initio methods to generate the structure of the 

FAD in the G protein, where the sequence of the G. 

3.2.1 Homology modeling 

Homology modeling is both a sequence and a template based technique. When 

this technique was first introduced in the 1960s, structures were constructed using the 

information obtained from structure alignment about the template core regions, its loops 

and side chains (260, 262). More recently, homology modeling encompasses the 

approach where one can approximate positions of conserved atoms in the templates to 

calculate coordinates of the final model (263, 264) or even use distance geometries and 

optimization techniques to satisfy spatial restraints obtained from the sequence-

template alignments (265-267). In general, homology modeling involves four major 

steps: (i) finding known structures on which the sequence to be modeled is templated, 

(ii) aligning the sequence with the templates, (iii) building a model, and (iv) evaluating 

the final model (268, 269). The structure to be modeled is commonly referred to as the 

query or target sequence. 

To address the first step, the template for modeling the sequence can be 

searched by using various sequence comparison tools such as BLAST, (270, 271) 

which matches the sequence similarities. Once the possible templates are identified, in 

order to perform step (ii), these sequences are aligned using programs for multiple 

sequence alignment like CLUSTAL OMEGA (272). For steps (iii) and (iv), we use 

MODELLER to build our three dimensional structures (273-275). Here, the modeling is 
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implemented by satisfying the spatial restraints in the template structure. In this real-

space optimization method, the program starts by building the model using the distance 

and dihedral angle restraints of target sequence derived from the sequence alignment 

with 3D structures of the template. Certain force field terms are added to enforce proper 

stereochemistry (276). This together forms the objective function, which once optimized 

generates the model in Cartesian space. The end result is an all-atom model of a 

sequence, which is based on its alignment to one or more related protein structures 

(268). Also, based on the user’s discretion, MODELLER can generate multiple possible 

structures, which are accompanied by their respective model evaluation scores, or a 

figure of merit. Therefore, by considering the scores, one can gauge the accuracy of the 

predictions and make an informed judgment of the final structure (277). It must be kept 

in mind that the accuracy of a model is directly proportional to the percentage sequence 

identity to its template (269, 277, 278). 

We would like to add that MODELLER can also handle steps (i) and (ii) for 

generic cases, however, for our system, we did not opt these features. Instead, we 

manually used BLAST and CLUSTAL OMEGA as mentioned above. Later in Chapter 6, 

we discuss all the aspects mentioned above and explain our choice of this manual 

implementation.  

3.2.2 Ab initio structure prediction 

The basic assumption at the heart of this method is that a protein sequence 

tends to fold to a native conformation or ensemble of conformations near the global 

free-energy minimum. The most successful approach for ab initio structure prediction is 

achieved by utilizing the knowledge-based energy functions (279). Knowledge-based 
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potentials refer to the empirical energy terms derived from the statistics of the solved 

structures existing in the Protein Data Bank (PDB) (280). These terms include, (a) the 

generic and sequence independent terms like the hydrogen bonds and local backbone 

stiffness of a polypeptide chain (281) and, (b) the sequence dependent terms like pair 

wise residue contact potential (282), distance dependent atomic contact potential (283-

285) and secondary structure propensities (286, 287). This method was first 

successfully demonstrated by Bowie and Eisenberg, who assembled small fragments of 

proteins taken from the PDB library to generate their protein models (288).   

We use a tool developed on the knowledge-based potential named ROSETTA 

(289, 290) to perform ab initio structure prediction. Once the sequence is provided as 

input into ROSETTA, it serially fragments the complete sequence into sections, or local 

sequences, comprising of 3 residues. Following this, every local sequence is compared 

to the existing data in the PDB for structural similarity, and consequently a library is 

created depending on the information collected. Parallelly, another library is created for 

sections obtained by fragmenting the original sequence every ninth residue. These two 

libraries are then used to construct a crude low resolution structural model of the target 

sequence based on the conformations specified by the heavy backbone and the Cβ 

atoms. This low resolution structure is then subjected to an all-atom refinement 

procedure using an all-atom physics based energy function that include van der Waals 

interactions, pair wise solvation free energy, and an orientation-dependent hydrogen-

bonding potential, thereby yielding a possible conformation. Then the conformation is 

refined where, multiple rounds of Monte Carlo sampling are carried out to minimize the 

positional uncertainty of the local sequences (291, 292), before the final stable structure 
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is determined. As suggested by the developers of ROSETTA, once must perform this 

process to generate a minimum of 10,000 structures, which provides a reasonably good 

statistical sampling. Finally, a score is associated with every structure and it is 

determined by considering a function, which consists of sequence-independent terms 

representing hard sphere packing, α-helix and β-strand packing, and the collection of β-

strands in β-sheets along with the more important sequence-dependent terms 

representing hydrophobic burial and specific pair interactions such as electrostatics and 

disulfide bonds. One can identify the best structure by comparing the score of each 

conformation. We specifically use the Fold and Dock module of ROSETTA that allows 

the incorporation of symmetry and symmetric constraints (293), the details of which are 

provided in Chapter 6. 

3.3 Analysis of conformational ensembles 

To study the allostery involved in the stimulation of the host binding protein, one 

needs to analyze the ensemble of the three dimensional configuration to observe the 

intrinsic motions, which are known to be tightly related to the changes induced by ligand 

binding (182, 294-299). It is important to characterize the molecular motions 

quantitatively, because it provides a basis to directly correlate the changes in 

thermodynamic properties to its corresponding changes in molecular motion (107). This 

becomes challenging because it involves the comparison of two high dimensional data 

sets (300, 301). 

The traditional approach to compare two conformational ensembles of proteins, 

ℝ =    {𝑟!, 𝑟!, . . . , 𝑟!}  and ℝ′ =    {𝑟!′, 𝑟!′, . . . , 𝑟!′}  , where r denotes a 3n-dimensional 

coordinate and m denote the number of conformations in the ensemble, is to compare 
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their respective summary statistics, like centers-of-masses (CoMs) and root mean 

square fluctuations (RMSFs). However, if a subset of the summary statistics of the two 

ensembles are found to be identical, it does not imply that the remaining 3n−6 summary 

statistics of two ensembles will also be identical (302). The general problem of finding 

and choosing a feature that appropriately distinguishes two ensembles can be 

overcome by comparing ensembles directly against each other, and prior to any 

dimensionality reduction. A further advantage of comparing ensembles directly against 

each other is that the resulting quantification naturally embodies differences in 

conformational fluctuations.  

We use a method recently developed to compare the ensembles (93, 94). It 

quantifies the difference between two ensembles in terms of a metric, 𝜂, that satisfies 

two conditions: (i) 𝜂 ℝ → ℝ′ =   𝜂 ℝ′ → ℝ , and (ii) if 𝜂 ℝ → ℝ′ =   𝜂 ℝ′ → ℝ′′ , then 

𝜂 ℝ → ℝ′ =   𝜂 ℝ → ℝ′′ . This metric is also universal in that it is not bounded by 

system type or size, and can be used to examine differences in ensembles at any 

structural hierarchy for example the functional groups, amino acids, or the secondary 

structures.  

Mathematically, 𝜂  is a function of the geometrical overlap between 

conformational ensembles, ℝ  and ℝ′. 

𝜂 = 1 −    ℝ ∩ ℝ′    (2.6) 

It is normalized, that is, 𝜂 ∈ 0, 1  and it takes up a value closer to unity as the 

difference between the ensembles increases. ℝ ∩ℝ′  is estimated by solving an 

inverse machine learning problem. In the traditional sense, machine learning is used for 

data classification (303-308) – the classification function, or machine F   r ,  is first 
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trained on a set of instances with known group identities, and then used for predicting 

the group identity of an unclassified instance. In principle, the conformational ensembles 

ℝ  and ℝ′ can also serve as training data to train a classification function, F   r ,  which 

can, in turn, be used to predict whether an unseen conformation belongs to ℝ  or ℝ′. It is 

known that if F   r   is constructed and trained appropriately, then the overlap between 

ℝ  and ℝ′ can be extracted from F (r) (94).  

We calculate the 𝜂  values RBD in its monomeric and dimeric forms and use it to 

our benefit to understand the effect of ephrin binding on the G protein.  

  



 44 

 

 

CHAPTER 4 

ROLE OF WATER IN SIGNAL INCEPTION 

X-ray crystallography (86, 90) suggests that the interfaces of G with ephrins B2 

and B3 are extensive, with interface areas greater than 2500 Å2. In addition, the X-ray 

structure of the G-B2 complex contains a large number of interstitial water molecules, 

which is, in fact, three times greater than the average numbers of water molecules 

found in other protein-protein interfaces (shown in Figure 1.3) of comparable sizes (113, 

309). In this regard, the following questions arise, (i) Does the resolution of water 

molecules in X-ray structures generally imply that their dynamics are sluggish, or is the 

interface between G and ephrins sufficiently wet for the dynamics of interstitial water 

molecules to be similar to the bulk? and (ii) In general, how do the dynamics of water at 

protein-protein interfaces compare against the dynamics of water at protein-water 

interfaces? Furthermore, water is known to govern the dynamics of the protein binding 

groves and often the protein response is dominated by the rearrangement of the water 

network on the protein surfaces (97, 310-312). Thus the question arises, does the 

interfacial water at the G-B2 interface contribute to the inception of the allosteric signal 

at the receptor binding site? 

4.1 Interfacial water and protein function 

The dynamical properties of water at protein surfaces have been studied 

extensively using both experimental and computational techniques (313-325). 



 45 

Experimental techniques typically include nuclear magnetic resonance spectroscopy, 

magnetic resonance dispersion, dielectric relaxation, neutron scattering as well as time-

resolved fluorescence. These techniques measure the time scales of rotational and 

translational dynamics of interfacial water molecules, but they detect different physical 

phenomena and, consequently, are subject to different interpretations. Computational 

techniques primarily constitute molecular dynamics simulations in which interatomic 

forces are obtained by treating polarization effects implicitly or explicitly, or at the 

quantum mechanical level, and the choice of the specific treatment is determined by the 

system size, observation time and spatial resolution. Together, these techniques allow 

observation of a wide range of time and length scales. While a complete picture of the 

complex interactions of hydration water molecules that accounts for all the data is still 

lacking, there is little doubt that the dynamics of interfacial water molecules are 

statistically different from those in the bulk. In fact, there is also now growing consensus 

that water molecules at the protein-water interface translate and rotate slower compared 

to the bulk (320, 326-358). Additionally, the extent of the shift depends on the complex 

interplay of protein surface chemistry and topology, that is, whether water molecules are 

present in cavities or near hydrophobic/hydrophilic moieties, or near backbone/side 

chain groups, or near concave/convex surfaces. 

In this chapter, we extend such studies to systems where water molecules at the 

interface of the G protein and ephrin to decipher the role of interfacial water in allosteric 

signal inception. As mentioned earlier in Chapter 1, in one of the two protein-protein 

complex, the Nipah virus G protein binds to cellular ephrin B2, and in the other, the 

same G protein binds to ephrin B3. These two ephrins share only a modest sequence 
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identity of 50% (Figure 4.1), even at the protein-protein interface. The interactions of G 

with these ephrins constitute the first step in Nipah infection (66, 68, 79). 

 

Figure 4.1 Seqeunce alignment of ephrin B2 (UniProt ID: P52799) and ephrin B3 
(UniProt ID: Q15768) showing the modest identity. 

4.2 Properties of interstitial water at Nipah virus-host protein-protein interface 

To characterize the properties of water molecules present in the interfaces of the 

G-B2 and G-B3 protein complexes, we generated separate ~ 1 2 𝜇𝑠  long MD 

trajectories of the G-B2 and G-B3 complexes, respectively, in explicit solvent. We begin 

the analysis by defining a scheme to distinguish between interstitial and bulk water 

molecules. The MD unit cells corresponding to the apo, B2 bound and B3 bound states 

of G contained a total of 30367, 40900, and 40666 water molecules, respectively. 
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4.2.1 Statistical definition of interstitial water 

The interfaces formed between G and ephrins are known to be uneven. As a 

result, this rules out a definitive scheme for discriminating between the interstitial and 

bulk water molecules. Hence a scheme based on density distribution was adopted.   

 

 
Figure 4.2 Water distribution in the interstitial regions of the G-ephrin complexes. (a) 
Normalized density of water (𝜌 𝜌!) as a function of the perpendicular distance from the 
axes joining the geometric centers of G and ephrins (b) Partial view of the G-B2 
complex showing a superimposition of the 69 interstitial water molecules resolved in the 
x-ray structure (red spheres), and the 65 highest occupancy regions observed in the MD 
simulation (yellow mesh). The axis of the right circular cylindrical region that connects 
the geometric centers of the G and B2 is drawn as a dashed black line (Reprinted with 
permission from (95). Copyright American Chemical Soceity 2014). 
 

Figure 4.2a shows the water density variation as a function of the perpendicular 

distance from the axes joining the geometric centers of the G and the ephrins. In this 
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calculation only those water molecules that lie within the right circular cylindrical regions 

bounded by disks containing the geometric centers of G and ephrins have been 

considered. The heights of these cylinders are the distances between the geometric 

centers of the G and the ephrins. The average distances between the geometric centers 

of the G and the ephrins are 32.8 ± 0.2 Å and 34.7 ± 0.2 Å, respectively, for the G-B2 

and G-B3 complexes. As shown in Figure 4.2a, the density distribution function exhibits 

an inflection point at a radial distances of 10 Å. Hence, the interstitial regions is defined 

as a 20 Å wide cylinder which thereby includes the region around the inflection point. 

The average numbers of water molecules in the interstitial regions of the G-B2 and G-

B3 complexes are 65.3 ± 4.0 and 67.6 ± 3.9, respectively. These averages are 

comparable to the 69 water molecules resolved in this interstitial region in the X-ray 

structure of the G-B2 complex. Furthermore, the 65 highest occupancy regions in the 

MD simulation of the G-B2 complex coincide well with the positions of the water 

molecules resolved in in the X-ray structure (Figure 43b). 

4.2.2 Diffusion Coefficients 

Figure 4.3 shows the integrated form of the velocity autocorrelation of interstitial 

water molecules: 

𝐷 𝜏 = 1
3 𝒗 0 ∙ 𝒗(𝜏)   𝑑𝑡!

!   (4.1) 

The double angular brackets in Equation 4.1 denote averages computed over the 

ensemble as well as the number of water molecules in the interstitial region. The 

diffusion coefficient of the interstitial water molecules is obtained from the Green-Kubo 

relationship (359) as a limiting case 𝐷 = 𝐷(𝜏 → ∞). The diffusion coefficient obtained 

from periodic systems, however, needs to be corrected for finite size effects.  



 49 

 
Figure 4.3 Integrated form of the velocity autocorrelation of water molecules, D(𝜏), 
occupying the interstitial regions in the G-B2 and G-B3 protein complexes (Reprinted 
with permission from (95). Copyright American Chemical Soceity 2014). 
 

According to the hydrodynamic theory of diffusion,(360, 361) the leading order 

correction to the diffusion coefficient obtained from a cubic periodic cell is inversely 

proportional to the length of the cell, 

𝐷!"#$ = 𝐷 + !!!"
!!"#

= 𝐷 + !
!
  (4.2) 

In the equation above, η is the viscosity, ξ = 2.837 is a constant, and L is the 

length of the cubic cell. The higher order corrections to Equation 4.2 are relatively small. 

Instead of computing the viscosity needed for estimating the correction, we estimate the 

correction factor α empirically (360, 361). To accomplish this, we computed the diffusion 

coefficient of bulk water D from three different cubic cells of lengths 24.83, 31.85 and 

40.70 Å (Figure 4.4).  
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Figure 4.4 Diffusion coefficient D of water estimated from cubic periodic cells with 
different lengths L. D has units of m2/s and 1/L has units of m-1 (Reprinted with 
permission from (95). Copyright American Chemical Soceity 2014). 
 

In all the three simulations, water densities were maintained at 0.987 kg/dm3. D 

is estimated from the velocity autocorrelations. While the slope of the line fitted to these 

data points yields α, the ordinate intercept yields the diffusion coefficient of bulk water 

corrected for finite size effects. The value obtained for 𝐷!"#$  is 4.96 10-9 m2/s. Different 

system sizes were used to simulate the G-ephrin complexes, and the finite size 

correction was calculated to be 3.1% of D.  After accounting for this correction, we find 

that the diffusion coefficients of interstitial water molecules in the G-B2 and G-B3 

complexes are 0.62 ± 0.07 x 10-9 and 0.57 ± 0.16 x 10-9 m2/s, respectively. The standard 

deviations were obtained by dividing the trajectory into four separate blocks. The 

estimated values of the diffusion coefficients of interstitial water molecules are found to 

be almost an order in magnitude smaller than the computed bulk water diffusion 

coefficient. This difference is significantly larger than the mismatch between the 

computed and experimental estimates for the diffusion coefficient of bulk water. The 

experimental estimate for the diffusion coefficient of bulk water at 310 K is reported to 

be 3.1 x 10-9 m2/s (362, 363). Our results indicate that despite the exceptionally high 
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wetness of the interfaces,(309) the interstitial water molecules diffuse fairly sluggishly. 

In addition, the effect of the difference in the chemical environment of the two ephrins 

on water diffusion is negligible. 

4.2.3 Residence times 

In this section we investigate if the water molecules in the interstitial regions 

exchange with the bulk? Figure 4.5 shows the residence time correlation, 

𝑅 𝜏 = ! ! !(!)
!

  (4.3) 

of the water molecules present in the interstitial regions of the G-B2 and G-B3 

complexes. In Equation 4.3, the product 𝑠 0 𝑠(𝜏) takes up a value of unity if a water 

molecule occupies the interstitial region continuously over a time interval 𝜏. Note that in 

the estimation of averages, we do not include the water molecules present continuously 

from the beginning to the end of the analysis portion of the trajectory.  

Interestingly, only one such “trapped” water in the G-B2 complex and four such 

water molecules in the G-B3 complex are seen. These trapped water molecules amount 

to less than 6% of the total water molecules in the interstitial regions. Modeling the 

residence time correlation as a sum of two exponential functions,(321) 

𝑅 𝜏 = 𝐴𝑒!! !! + (1 − 𝐴)𝑒!! !!   (3.4) 

reveals two distinct subpopulations, A and (1 - A), of fast and slow exchanging water 

molecules. We use unweighted least square fitting to determine the values of A, 𝜏! and 

𝜏! . In the interstitial region of the G-B2 complex, we find that 93% of the water 

molecules have residence times of 𝜏! = 1.4 ps, and the remaining fraction of water 

molecules have longer residence times of 𝜏!  = 64.7 ps. Consistently, a similar 
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distribution of the fast and slow exchanging water molecules in the interstitial region of 

the G-B3 complex, with A = 91%, 𝜏! = 1.3 ps and 𝜏! = 44.7 ps is calculated. 

 
Figure 4.5 Residence time correlation of the water molecules, R(𝜏), occupying the 
interstitial regions in the G-B2 and G-B3 protein complexes (Reprinted with permission 
from (95). Copyright American Chemical Soceity 2014). 
 

In these calculations the denotation of a continuous occupancy over time is 

subject to the choice of the observation time interval. Nevertheless, it is expected that 

the observation time intervals shorter than the ones used (∆𝜏 < 0.25 ps) will reveal 

additional discontinuities, resulting in smaller computed residence times(364). 

Therefore, it can be safely concluded from this analysis are that more than 94% of the 

water molecules in the interstitial regions exchange with the bulk and that they have 

residence times less than 100 ps. More importantly, the interstitial water molecules tend 

to occupy crystallographic positions (Figure 4.3b), and exchange with bulk solvent. It is 

to be stressed that these residence times should not be compared directly to the 

reported residence times of water molecules at protein-water interfaces because R(𝜏) is 

also a function of the shape and size of the observation volume. 
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Probing the folding and unfolding processes of proteins as a function of temperature is a major challenge in biophysics.

Here we examine the effects of temperature spikes that heat and cool proteins within tens of nanoseconds. Our results show
these spikes are capable of causing irreversible changes sufficient to eliminate protein activity.

The folding and unfolding of proteins over milliseconds is commonly described using conventional chemical kinetics and
transition-state theory (1). On submicrosecond timescales, it has been reported that proteins are simply too large to undergo
the significant structural changes required for folding, and that the assumptions of conventional rate kinetics break down (1).
“Speed limits” for protein folding of the order of 1 µs have been reported (2,3). In general, smaller and less complex proteins
fold and unfold more quickly than larger proteins, and most cases of folding near the “speed limit” involve polypeptides <100
residues in size.

In the case of unfolding, the opportunity exists to substantially increase the rates by increasing the temperature. “T-jump”
experiments have observed unfolding of proteins on microsecond timescales (4,5), and significant structural change of small
proteins in nanoseconds (6). Molecular dynamics simulations performed at high temperatures (100��225�C) have predicted
an unfolding “speed limit” of ⇠0.1 ns (7), but so far no experiments have been able to show unfolding near this limit.

Temperature-jump experiments are restricted to temperatures below the boiling point of the solution, thus limiting the
rate at which unfolding may occur. Attempts to heat proteins to higher temperatures have been made (8), but these simul-
taneously induce nonthermal effects (extreme levels of electromagnetic fields and microbubbles) likely to affect proteins.
Here, we use a technique that can heat proteins to

Biophysical Journal 00(00) 1–0
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4.2.4 Hydrogen bond dynamics 

To evaluate quantitatively the dynamics of hydrogen bonds made by interstitial 

water molecules a method based on autocorrelation functions of hydrogen bond 

populations (365-367) is implemented. In this method the hydrogen bond correlation 

function is defined as 

𝑐 𝜏 = ! ! !(!)
!

   (4.5) 

where, ℎ(𝜏) is a hydrogen bond indicator function. ℎ(𝜏) assumes a value of unity if a 

tagged hydrogen bond at 𝜏= 0 also exists at time 𝜏. Otherwise, ℎ 𝜏  = 0. Therefore, 𝑐 𝜏  

describes the probability that tagged hydrogen bond at 𝜏 = 0 is also bonded at a time 𝜏, 

regardless of whether it breaks intermittently during the time interval 𝜏. To account for 

the intermittent breaking of hydrogen bonds, a second correlation function is defined, 

𝑛 𝜏 = ! ! !!!(!) !(!)
!

  (4.6) 

In this correlation function, 𝐻(𝜏) takes up a value of unity if a tagged hydrogen 

bonded pair at 𝜏 = 0 is not hydrogen-bonded at time 𝜏, but the donor and acceptor 

atoms of the tagged pair are within some predefined distance. Otherwise, 𝐻(𝜏) = 0. 

Essentially, 𝑛 𝜏  describes the probability that the donor and acceptor atoms of tagged 

hydrogen bond at 𝜏 = 0 are not hydrogen bonded at 𝜏, but are within some distance that 

allows the pair to re-engage in hydrogen bonding. In the original Luzar-Chandler 

model,(366-368) this cut-off distance was chosen as 3.5 Å, which corresponds roughly 

to the first minimum in the oxygen-oxygen radial distribution function of bulk water (369, 

370). Consequently, this choice of cut-off distance implies that donor-acceptor pairs that 

are within the first coordination shell are considered to have the ability to re-engage in 
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hydrogen bonding. Associating 𝑐 𝜏  and 𝑛 𝜏  with populations of unbroken and broken 

hydrogen bonds at time 𝜏, respectively, the kinetics of hydrogen bond formation can be 

modeled as 

!"(!)
!"

= −𝑘𝑐 𝜏 + 𝑘′𝑛(𝜏)  (4.7) 

where 𝑘 and 𝑘′ are rate constants. The inverse of the rate constant 𝑘 is considered to 

be the average hydrogen bond life-time, that is, 𝜏!" = 1/𝑘. The time derivative of 𝑐 𝜏  is 

essentially a reactive flux correlation function,(366, 367) 

!"(!)
!"

= ! ! !!!(!)
!

  (4.8) 

where ℎ 0 = 𝑑ℎ 𝑑𝜏 !!!
. 

To determine the hydrogen bond life times of interstitial water molecules from 

Equation 4.7, we first determine the correlation functions 𝑐 𝜏 , 𝑛 𝜏  and  𝑑𝑐(𝜏)/𝑑𝑡 , and 

then use least square fitting to solve for the rate constants 𝑘 and 𝑘′ (371). A geometric 

definition of hydrogen bond used in the Luzar-Chandler model is adopted in this study. 

Accordingly to their definition, a pair of donor (D) and acceptor (A) atoms, with at least 

one of them being an interstitial water oxygen, are considered hydrogen bonded if they 

are separated by less than 3.5 Å, and simultaneously the A-D-H angle is less than 30º. 

The angle of 30º corresponds roughly to the amplitude of librations that break hydrogen 

bonds, as estimated from Debye-Waller factors. Various other definitions for hydrogen 

bonds have been proposed in the literature, based on energetics or electronic structure, 

and they yield similar results for hydrogen bonding kinetics in bulk water (372). In our 

calculations, we consider all the nitrogen and oxygen atoms within the proteins to be 

potential acceptors and the subset of acceptors that are bonded to the hydrogen atoms 
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as donors. Also, we do not include the weak hydrogen bonds involving protein carbon 

atoms (373-376) in the analysis. 

 
Figure 4.6 Time evolution of the number of hydrogen bonds (HB) made by interstitial 
water molecules in the G-B2 complex. The solid lines overlaying the number evolutions 
correspond to average values. The total number of hydrogen bonds is a sum of the 
numbers of protein-water and water-water hydrogen bonds (Reprinted with permission 
from (95). Copyright American Chemical Soceity 2014). 
 

Our rationale for not considering weak hydrogen bonds is that their 

thermodynamic stability emerges primarily from induced effects, which are not modeled 

explicitly in non-polarizable force field simulations (241, 375, 377). 

Figure 4.6 shows the time evolution of the number of hydrogen bonds made by 

interstitial water molecules in the G-B2 complex. As mentioned above, there are on an 

average 65 water molecules present in the interstitial region of the G-B2 complex. The 

interstitial water molecules make about 153 ± 10 distinct hydrogen bonds, out of which 

48% involve protein functional groups.  

An analysis of the protein-water hydrogen bonds shows that in the majority of 

cases water serves as a donor. It can be seen that on an average, each interstitial water 

molecule is engaged in forming 3.3 hydrogen bonds, which is comparable to the 
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Time (ns)
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number of hydrogen bonds made by a water molecule in the bulk phase. Separate 

simulations of bulk water indicate that a water molecule makes on an average 3.4 

hydrogen bonds in the bulk phase, which is consistent with previous studies of the 

TIP4P water model (242). In addition, about 10% of the interstitial water molecules (6 ± 

2) form hydrogen bonds simultaneously with both proteins in the complex, essentially 

bridging the interaction between them. A visual inspection of these bridging water 

molecules indicates that they are not clustered at any specific site of the protein-protein 

interface. The interstitial water molecules in the G-B3 complex exhibit similar overall 

statistics, and make 165 ± 10 distinct hydrogen bonds, out of which about 50% are with 

protein functional groups. In this case, 10 ± 3 water molecules serve to bridge the two 

proteins.  

Figure 4.7 shows the autocorrelation functions of hydrogen bonds made by 

interstitial water molecules in the G-B2 complex. We have calculated correlation 

functions for all hydrogen bonds made by the interstitial water molecules and also 

separately for the water-water and water-protein hydrogen bonds. These correlations 

are estimated using observation time intervals of 2 fs, which is necessary for computing 

𝑑𝑐(𝜏)/𝑑𝑡  (368).  The estimated values of 𝑑𝑐(𝜏)/𝑑𝑡  obtained from the numerical 

derivative of 𝑐 𝜏  do not match those obtained from Equation 3.8 for observation time 

intervals greater than 2 fs. The correlation profiles for interstitial water molecules in the 

G-B3 complex are similar to those in the G-B2 complex. 
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Figure 4.7 Autocorrelation functions of hydrogen bond populations, c(𝜏) and n(𝜏), of the 
interstitial water molecules in the G-B2 complex (Reprinted with permission from (95). 
Copyright American Chemical Soceity 2014). 
 

The rate constants obtained from these correlation functions are listed in Table 

4.1. The data in Table 4.1 also examines the effect of external boundary conditions on 

hydrogen bond dynamics. We find that for bulk water, canonical boundary conditions 

produce a hydrogen bond lifetime similar to that obtained from a Gibbs ensemble.  

In addition, choosing a relaxation time constant for the Nose–Hoover chain that 

weakens temperature coupling by a factor of 5 has a negligible effect on 𝜏!". Simulating 

bulk water under microcanonical boundary conditions, however, produces a 𝜏!" longer 

than that obtained from a canonical ensemble. Nevertheless, this difference is not 

related per se to the altered thermodynamic boundary conditions.  
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Probing the folding and unfolding processes of proteins as a function of temperature is a major challenge in biophysics.

Here we examine the effects of temperature spikes that heat and cool proteins within tens of nanoseconds. Our results show
these spikes are capable of causing irreversible changes sufficient to eliminate protein activity.

The folding and unfolding of proteins over milliseconds is commonly described using conventional chemical kinetics and
transition-state theory (1). On submicrosecond timescales, it has been reported that proteins are simply too large to undergo
the significant structural changes required for folding, and that the assumptions of conventional rate kinetics break down (1).
“Speed limits” for protein folding of the order of 1 µs have been reported (2,3). In general, smaller and less complex proteins
fold and unfold more quickly than larger proteins, and most cases of folding near the “speed limit” involve polypeptides <100
residues in size.

In the case of unfolding, the opportunity exists to substantially increase the rates by increasing the temperature. “T-jump”
experiments have observed unfolding of proteins on microsecond timescales (4,5), and significant structural change of small
proteins in nanoseconds (6). Molecular dynamics simulations performed at high temperatures (100��225�C) have predicted
an unfolding “speed limit” of ⇠0.1 ns (7), but so far no experiments have been able to show unfolding near this limit.

Temperature-jump experiments are restricted to temperatures below the boiling point of the solution, thus limiting the
rate at which unfolding may occur. Attempts to heat proteins to higher temperatures have been made (8), but these simul-
taneously induce nonthermal effects (extreme levels of electromagnetic fields and microbubbles) likely to affect proteins.
Here, we use a technique that can heat proteins to
calibrated temperatures well above 100�C without these potentially destructive effects. Our measurements achieve heat/ cool
times of 40 ns, with significant cooling within 10 ns.

By measuring protein activity we monitor the active site of proteins without making assumptions about how much sec-
ondary structure remains intact away from the active site. In this article, we define unfolding to refer to a structural change
significant enough to cause loss of protein activity.

All reports of thermally induced unfolding on a nanosecond timescale have used proteins that unfold reversibly. In this
article, nanosecond temperature spikes are applied to two enzymes, horseradish peroxidase isozyme C (HRP-C) and catalase,
which have previously been shown to
irreversibly unfold when heated (9,10). Temperature spikes
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r (Å)
c(⌧) = hh(0)h(⌧)i/hh(0)h(0)i
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R(⌧) = hs(0)s(⌧)i/hs(0)s(0)i
sas

D = lim
⌧!1

1/3

Z ⌧

0
hv(0).v(t)idt (1)

sas
r = 10 Å
sas
n(⌧) = hh(0)[1 � h(⌧)]H(⌧)i/hh(0).h(0)i
sas
�dc/d⌧ = kc(⌧) � k0n(⌧)
sas

R(⌧) = hs(0)s(⌧)i/hs(0)s(0)i = Ae�⌧/⌧1 + (1 � A)e�⌧/⌧2 (2)

D(⌧) (3)

⌧ (ps)

(4)

(5)

————
Probing the folding and unfolding processes of proteins as a function of temperature is a major challenge in biophysics.

Here we examine the effects of temperature spikes that heat and cool proteins within tens of nanoseconds. Our results show
these spikes are capable of causing irreversible changes sufficient to eliminate protein activity.

The folding and unfolding of proteins over milliseconds is commonly described using conventional chemical kinetics and
transition-state theory (1). On submicrosecond timescales, it has been reported that proteins are simply too large to undergo
the significant structural changes required for folding, and that the assumptions of conventional rate kinetics break down (1).
“Speed limits” for protein folding of the order of 1 µs have been reported (2,3). In general, smaller and less complex proteins
fold and unfold more quickly than larger proteins, and most cases of folding near the “speed limit” involve polypeptides <100
residues in size.

In the case of unfolding, the opportunity exists to substantially increase the rates by increasing the temperature. “T-jump”
experiments have observed unfolding of proteins on microsecond timescales (4,5), and significant structural change of small
proteins in nanoseconds (6). Molecular dynamics simulations performed at high temperatures (100��225�C) have predicted
an unfolding “speed limit” of ⇠0.1 ns (7), but so far no experiments have been able to show unfolding near this limit.

Temperature-jump experiments are restricted to temperatures below the boiling point of the solution, thus limiting the
rate at which unfolding may occur. Attempts to heat proteins to higher temperatures have been made (8), but these simul-
taneously induce nonthermal effects (extreme levels of electromagnetic fields and microbubbles) likely to affect proteins.
Here, we use a technique that can heat proteins to
calibrated temperatures well above 100�C without these potentially destructive effects. Our measurements achieve heat/ cool
times of 40 ns, with significant cooling within 10 ns.

By measuring protein activity we monitor the active site of proteins without making assumptions about how much sec-
ondary structure remains intact away from the active site. In this article, we define unfolding to refer to a structural change
significant enough to cause loss of protein activity.

All reports of thermally induced unfolding on a nanosecond timescale have used proteins that unfold reversibly. In this
article, nanosecond temperature spikes are applied to two enzymes, horseradish peroxidase isozyme C (HRP-C) and catalase,
which have previously been shown to
irreversibly unfold when heated (9,10). Temperature spikes

Biophysical Journal 00(00) 1–0

All
Protein-Water
Water-Water



 58 

Table 4.1 Hydrogen bond lifetimes of water molecules 𝜏!" in the bulk phase and in the 
interstitial regions of the G-B2 and G-B3 complexes. 𝜏! is the relaxation time constant of 
the Nose – Hoover chain (Reprinted with permission from (95). Copyright American 
Chemical Soceity 2014). 
 

System  Ensemble 𝒌 𝒌! 𝝉𝑯𝑩 (ps) 
Bulk Experiment  

NPT 
NVT(𝜏!" = 1) 
NVT(𝜏!" = 5) 

NVT*(𝜏!" = 1) 

NVE*(𝑇 = 313   ± 5𝐾) 

 
0.56 
0.55 
0.56 
0.33 
0.32 

 
1.17 
1.11 
1.17 
1.01 
0.95 

2.6 
1.79 
1.82 
1.79 
3.03 
3.13 

G–B2  
 
 
 
 
 

G–B3 

all 
Wat–Wat 
Wat–Pro 
all 
Wat–Wat 
Wat–Pro 
All 
Wat–Wat 
Wat–Pro 

NPT 
 
 
NVE* 𝑇 = 310   ± 1𝐾  

 
 
NPT 

0.23 
0.24 
0.18 
0.12 
0.14 
0.09 
0.28 
0.34 
0.16 

1.44 
1.58 
1.10 
0.87 
0.92 
0.67 
1.71 
2.01 
0.96 

4.44 
4.22 
5.53 
8.13 
7.35 

10.99 
3.55 
2.91 
6.21 

 

It arises primarily from the changes introduced (shown by asterisk in Table 4.1) into the 

Hamiltonian and integration algorithm for obtaining energy conservation and 

temperature stability in the microcanonical ensembles (230). In the case of the two 

protein – protein complexes, the life times are estimated for all the hydrogen bonds 

made by the interstitial water molecules and also separately for the hydrogen bonds 

made between the interstitial water molecules (Wat – Wat) and between the interstitial 

water molecules and the protein (Wat – Pro). The experimental data shown in Table 3.1 

is taken from elsewhere (378). 

The following changes were introduced – (i) the restraints on all bonds, including 

those of water molecules, are released and, consequently, a smaller integration time 

step of 0.5 fs is used; (ii) while long range electrostatics are computed using the particle 



 59 

mesh Ewald scheme, short range electrostatic interactions are truncated using a switch 

function in which they are reduced linearly between 9 and 10 Å; and finally, (iii) the van 

der Waals interactions are computed by re-normalizing them such that they decay to 

zero smoothly over the 10 Å of direct space. Implementing these changes into the 

canonical ensemble produces a 𝜏!" quantitatively comparable to that obtained from the 

microcanonical ensemble. We therefore attribute the differences in the interstitial water 

dynamics between the Gibbs and the microcanonical ensembles to the altered 

simulation protocol and not to the altered boundary conditions. 

We find that irrespective of the external boundary conditions the hydrogen bond 

lifetimes (𝜏!") of interstitial water molecules are 2-3 times longer than those in the bulk. 

This increase in 𝜏!"  is not entirely due to the longer lifetimes of hydrogen bonds 

involving protein side chains. The water-water hydrogen bond lifetimes in the G-B2 

interface are two times longer than those in bulk water. Nevertheless, these shifts are 

within the range expected at protein-water interfaces (320, 321, 323, 325) and so these 

results suggest that the hydrogen bond dynamics at the protein-protein interfaces are 

statistically similar to those at the protein-water interfaces. Explicit polarization effects 

have not been accounted for in these calculations. However, it is known from literature 

that the inclusion of polarization, results in longer hydrogen bond lifetimes (242, 244, 

245) perhaps arising from damped librations. In this regard, the hydrogen bond lifetimes 

computed for the interstitial water molecules in G-B2/B3 complexes can be considered 

to be on the lower limit. 
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4.2.5 Dipole correlations 

At this point, our results suggest that the hydrogen bond lifetimes of interstitial 

water molecules are longer compared to those in the bulk water. So, the question that 

arises is, how do the overall rotational dynamics of the water molecules in the interstitial 

regions differ from those in the bulk water? To examine this we compute the dipole 

correlation function, 

𝑀ǁ 𝜏 = !ǁ(!) !ǁ(!)/!!!!
!ǁ(!)/!! !   (4.9) 

where 𝜇ǁ is the component of the water dipole moment parallel to the axis joining the 

geometric centers of G and ephrins. 𝑛! and 𝑛! refer to the number of interstitial water 

molecules in frames separated by a time interval 𝜏. Under the isotropic conditions 

maintained in bulk water, for all 𝑛! =   𝑛! , 𝑀ǁ 𝜏 = 𝑀(𝜏) . Figure 4.8a shows 𝑀ǁ 𝜏  

estimated for interstitial water molecules in the G-B2 and G-B3 complexes. Due to the 

observational time interval being 0.25 ps, this analysis does not capture the sub-

picosecond (ultrafast) rotational relaxation of water molecules (379). For both the 

complexes, the correlation function decays asymptotically to a nonzero value, which 

indicates an orientational preference for the interstitial water molecules. This is 

confirmed by evaluating the radial distribution of water dipoles about the axes joining 

the geometric centers of the G and the ephrins (Figure 4.8b). We attribute this 

orientational preference to the asymmetric distribution of charged residues at the G-

ephrin interface. Additionally, we observe that there are no Na+ or Cl- ions present in 

these interstitial regions, as determined from their respective radial distribution functions 

(shown in Figure 4.9). Hence, we can safely eliminate any influence on 𝜇ǁ arising from 

the presence of ions at the protein-protein interfaces.  
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Figure 4.8 (a) Dipole correlations, 𝑀ǁ(𝜏), of the interstitial water molecules in the G-B2 
and G-B3 complexes. (b) Distribution of water dipoles, 𝜇ǁ, estimated as a function of the 
radial distance, r, from the axis joining the geometric centers of G and B2/B3 (Reprinted 
with permission from (95). Copyright American Chemical Soceity 2014). 
 

Modeling the dipole correlation function as a sum of two exponential functions, 

𝑀ǁ 𝜏 = 1 − 𝐵 𝐴𝑒!! !! + 1 − 𝐴 𝑒!! !! + 𝐵  (4.10) 

reveals two distinct subpopulations, A and (1-A), corresponding to the fast and slow 

rotating water molecules. The constant B in Equation 4.10 accounts for the limiting non-

zero value of M(𝜏 → ∞ ) and refers to the fraction of water molecules that exhibit a 

permanent orientational preference along the axes joining the geometric centres of the 

Biophysical Journal: Biophysical Letters 3

⇢/⇢0

⌘ = 1 � s/2m
r (Å)
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Probing the folding and unfolding processes of proteins as a function of temperature is a major challenge in biophysics.

Here we examine the effects of temperature spikes that heat and cool proteins within tens of nanoseconds. Our results show
these spikes are capable of causing irreversible changes sufficient to eliminate protein activity.

The folding and unfolding of proteins over milliseconds is commonly described using conventional chemical kinetics and
transition-state theory (1). On submicrosecond timescales, it has been reported that proteins are simply too large to undergo
the significant structural changes required for folding, and that the assumptions of conventional rate kinetics break down (1).
“Speed limits” for protein folding of the order of 1 µs have been reported (2,3). In general, smaller and less complex proteins
fold and unfold more quickly than larger proteins, and most cases of folding near the “speed limit” involve polypeptides <100
residues in size.

In the case of unfolding, the opportunity exists to substantially increase the rates by increasing the temperature. “T-jump”
experiments have observed unfolding of proteins on microsecond timescales (4,5), and significant structural change of small
proteins in nanoseconds (6). Molecular dynamics simulations performed at high temperatures (100��225�C) have predicted
an unfolding “speed limit” of ⇠0.1 ns (7), but so far no experiments have been able to show unfolding near this limit.

Temperature-jump experiments are restricted to temperatures below the boiling point of the solution, thus limiting the
rate at which unfolding may occur. Attempts to heat proteins to higher temperatures have been made (8), but these simul-
taneously induce nonthermal effects (extreme levels of electromagnetic fields and microbubbles) likely to affect proteins.
Here, we use a technique that can heat proteins to
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Water dynamics at protein-protein interfaces: A molecular dynamics
study of virus-host receptor complexes
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Abstract

The dynamical properties of water at biological interfaces are different from those in bulk water. Experiments as well as
simulations indicate that water diffuses and orients at rates that depend on both the chemistry as well as the topology of the
interface. Here we utilize molecular dynamics simulations to determine the nature and extent to which the dynamical proper-
ties of water are shifted from their bulk values when they occupy interstitial regions between two proteins. We consider two
natural protein-protein complexes, one in which the Nipah virus G protein binds to cellular ephrin B2, and the other in which
the same G protein binds to ephrin B3. These protein-protein interactions constitute the first step in Nipah infection. We find
that despite the low sequence identity of 50% between ephrins B2 and B3, the dynamical properties of interstitial waters in the
two complexes are similar. In both cases, we find that the interstitial waters diffuse ten times slower compared to bulk water.
In addition, despite their resolution in crystal structures, more than 95% of the waters in the interstitial regions exchange
with the bulk within 150 ns. The interstitial waters also exhibit dipole relaxation times and hydrogen bond lifetimes an order
in magnitude longer than bulk water. These deviations from bulk values are generally much larger than those observed at
protein-water interfaces. To gauge the functional relevance of the interstitial water, we examine quantitatively how implicit
solvent models compare against explicit solvent models in producing ephrin-induced shifts in the G configurational density.
Ephrin-induced shifts in the G configurational density are critical to the allosteric regulation of viral fusion. We find that the
two methods yield strikingly different induced changes in the G configurational density, which suggests that the interstitial
waters may also contribute to the allosteric signaling, and therefore, are functionally important.

Insert Received for publication Date and in final form Date.
Correspondance: svarma@usf.edu

Introduction

The dynamical properties of water at biological interfaces are different from those in bulk water (? ? ? ? ? ? ? ? ? ? ? ). How
are they different?

In general, the fundamental trend observed from experiments and simulations is that water diffuses, relaxes and orients
slower at protein-water and lipid-water interfaces, as compared to in the bulk.

1. First hydration shell of proteins in denser
IMPORTANT FOR METHODS: crystal WATERs in B2 and not B3. So retaining the crystal waters has not effect on the

overall properties.
———— Equations:
⇢/⇢0
r (Å)
————
Probing the folding and unfolding processes of proteins as a function of temperature is a major challenge in biophysics.

Here we examine the effects of temperature spikes that heat and cool proteins within tens of nanoseconds. Our results show
these spikes are capable of causing irreversible changes sufficient to eliminate protein activity.

© 2013 The Authors
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⇢/⇢0

⌘ = 1 � s/2m
r (Å)
c(⌧) = hh(0)h(⌧)i/hh(0)h(0)i
as
R(⌧) = hs(0)s(⌧)i/hs(0)s(0)i
sas

D = lim
⌧!1

1/3

Z
⌧

0
hv(0).v(t)idt (1)

sas
r = 10 Å
sas

n(⌧) = hh(0)[1 � h(⌧)]H(⌧)i/hh(0)h(0)i (2)

sas

�dc(⌧)

d⌧
= kc(⌧) � k0n(⌧) (3)

sas

R(⌧) = hs(0)s(⌧)i/hs(0)s(0)i = Ae�⌧/⌧1 + (1 � A)e�⌧/⌧2 (4)

D(⌧) (5)

⌧ (ps)

⌧
rlx

=

R1
0 ⌧c(⌧)d⌧
R1
0 c(⌧)d⌧

(6)

⌧
rlx

0 = 1/k (7)

⌧
rlx

0 ⌧
rlx

M(⌧) =
hµk(0)µk(⌧)i
hµk(0)µk(0)i = Ae�⌧/⌧1 + (1 � A)e�⌧/⌧2 + B (8)

µk
⌧ (ns)
————
Probing the folding and unfolding processes of proteins as a function of temperature is a major challenge in biophysics.

Here we examine the effects of temperature spikes that heat and cool proteins within tens of nanoseconds. Our results show
these spikes are capable of causing irreversible changes sufficient to eliminate protein activity.

The folding and unfolding of proteins over milliseconds is commonly described using conventional chemical kinetics and
transition-state theory (1). On submicrosecond timescales, it has been reported that proteins are simply too large to undergo
the significant structural changes required for folding, and that the assumptions of conventional rate kinetics break down (1).
“Speed limits” for protein folding of the order of 1 µs have been reported (2,3). In general, smaller and less complex proteins
fold and unfold more quickly than larger proteins, and most cases of folding near the “speed limit” involve polypeptides <100
residues in size.

In the case of unfolding, the opportunity exists to substantially increase the rates by increasing the temperature. “T-jump”
experiments have observed unfolding of proteins on microsecond timescales (4,5), and significant structural change of small
proteins in nanoseconds (6). Molecular dynamics simulations performed at high temperatures (100��225�C) have predicted
an unfolding “speed limit” of ⇠0.1 ns (7), but so far no experiments have been able to show unfolding near this limit.

Temperature-jump experiments are restricted to temperatures below the boiling point of the solution, thus limiting the
rate at which unfolding may occur. Attempts to heat proteins to higher temperatures have been made (8), but these simul-
taneously induce nonthermal effects (extreme levels of electromagnetic fields and microbubbles) likely to affect proteins.
Here, we use a technique that can heat proteins to
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Abstract

The dynamical properties of water at biological interfaces are different from those in bulk water. Experiments as well as
simulations indicate that water diffuses and orients at rates that depend on both the chemistry as well as the topology of the
interface. Here we utilize molecular dynamics simulations to determine the nature and extent to which the dynamical proper-
ties of water are shifted from their bulk values when they occupy interstitial regions between two proteins. We consider two
natural protein-protein complexes, one in which the Nipah virus G protein binds to cellular ephrin B2, and the other in which
the same G protein binds to ephrin B3. These protein-protein interactions constitute the first step in Nipah infection. We find
that despite the low sequence identity of 50% between ephrins B2 and B3, the dynamical properties of interstitial waters in the
two complexes are similar. In both cases, we find that the interstitial waters diffuse ten times slower compared to bulk water.
In addition, despite their resolution in crystal structures, more than 95% of the waters in the interstitial regions exchange
with the bulk within 150 ns. The interstitial waters also exhibit dipole relaxation times and hydrogen bond lifetimes an order
in magnitude longer than bulk water. These deviations from bulk values are generally much larger than those observed at
protein-water interfaces. To gauge the functional relevance of the interstitial water, we examine quantitatively how implicit
solvent models compare against explicit solvent models in producing ephrin-induced shifts in the G configurational density.
Ephrin-induced shifts in the G configurational density are critical to the allosteric regulation of viral fusion. We find that the
two methods yield strikingly different induced changes in the G configurational density, which suggests that the interstitial
waters may also contribute to the allosteric signaling, and therefore, are functionally important.

Insert Received for publication Date and in final form Date.
Correspondance: svarma@usf.edu

Introduction

The dynamical properties of water at biological interfaces are different from those in bulk water (? ? ? ? ? ? ? ? ? ? ? ). How
are they different?

In general, the fundamental trend observed from experiments and simulations is that water diffuses, relaxes and orients
slower at protein-water and lipid-water interfaces, as compared to in the bulk.

1. First hydration shell of proteins in denser
IMPORTANT FOR METHODS: crystal WATERs in B2 and not B3. So retaining the crystal waters has not effect on the

overall properties.
———— Equations:
⇢/⇢0
r (Å)
————
Probing the folding and unfolding processes of proteins as a function of temperature is a major challenge in biophysics.

Here we examine the effects of temperature spikes that heat and cool proteins within tens of nanoseconds. Our results show
these spikes are capable of causing irreversible changes sufficient to eliminate protein activity.

© 2013 The Authors

0006-3495/08/09/2624/12 $2.00 doi: 10.1529/biophysj.106.090944
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G and the ephrins. A weighted least square fitting was done to determine the values of 

A, B, 𝜏!  and 𝜏!. In the interstitial region of the G-B2 complex, about 5.6% of the water 

molecules exhibit a permanent orientational preference along the geometric centres of 

G and B2. The results indicate that 69% of the water molecules have re-orientational 

times of 𝜏! = 6.0 ps, about 25% have longer re-orientational times of 𝜏! = 248.8 ps. 

While the fast relaxation time is of the same order as that of the relaxation time in bulk 

phase, more than a quarter of interstitial water molecules relax at rates 2 orders in 

magnitude slower than bulk water, which is reminiscent of an anisotropic polar 

environment.  

 
Figure 4.9 The number of ions estimated as a function of the radial distance, r, from the 
axis joining the geometric centers of G and B2/B3. 
 
An alternative interpretation of this result is that the set of interstitial water molecules 

have two different relaxations timescales, one corresponding to that of bulk water, and 

another that is a hundred-fold slower. In the interstitial region of the G-B3 complex, the 

rotational relaxation of water is much slower, with 81% of the water molecules relaxing 

with a 𝜏! = 38 ps, only 14% relaxing with a 𝜏! = 7317 ps. A similar residual fraction of 

water molecules permanently orient between the sequences of ephrins B2 and B3. The 
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difference in relaxation rates of interstitial water molecules in the G-B2 and G-B3 

complexes emerges primarily from differences between the sequences of ephrins B2 

and B3. This is because the G-B2 and G-B3 complexes are structurally similar (RMSD < 

2 Å). In general, these results show that chemistry can affect dipole relaxation rates 

significantly, and highlight that the dielectric response of interstitial solvent is unlike that 

of bulk water. 

4.3 Explicit solvent vs. implicit solvent simulations 

Consistent with the X-ray structure of the G-B2 complex,(90) our explicit solvent 

MD simulations indicate that the G-ephrin complexes accommodate an exceptionally 

high number of water molecules in their interstitial regions. Additionally, while the 

interstitial water molecules tend to occupy crystallographic sites, most interstitial water 

molecules exchange with the bulk solvent every hundred picoseconds. But what specific 

physiological role do these interstitial water molecules serve? 

The binding of ephrin B2/B3 to G causes G to activate another viral protein, F 

(66, 68, 79, 90). Upon activation, F mediates virus-host membrane fusion. Since ephrins 

and the F protein bind to G at mutually exclusive sites, the effect of ephrin binding must 

transduce to the F-binding site of G to activate F (66, 68, 79, 90, 94). This F-activating 

allosteric signal, is contained within the changes in the conformational density of G 

brought about by ephrin binding (94). If ℝ!"# and ℝ!"#$% represent, respectively, the 

conformational densities sampled by the G protein in its apo and ephrin-bound states, 

then the F-activating signal is contained within the ephrin-induced conformational 

density shift ∆ℝ ∶=   ℝ!"# → ℝ!"#$%. Now if the water molecules at the G-ephrin interface 

were to contribute to the allosteric activation of F, then they must contribute to ∆ℝ.  
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The difference between two three dimensional (3D) conformational ensembles 

was quantified using a method based on support vector machines (93, 94) as described 

in section 3.3. For the analyses shown in this chapter, the optimized values for the 

Lagrange multiplier (C) and the width of the transformational Kernel (𝛾) chosen were 102 

and 10-1 respectively. The mean absolute error between the computed and analytical 

values of the discriminability index (η) was found to be 3.2%. 

To examine whether the interstitial water molecules contribute to ∆ℝ , we 

determine ∆ℝ from explicit solvent simulations and compare them quantitatively to the 

∆ℝ obtained from a separate set of implicit solvent simulations. We expect explicit and 

implicit solvent models to yield different ∆ℝ because (a) the two models describe bulk 

solvent differently, and (b) implicit solvent models do not account for the discrete nature 

of water molecules at the G-ephrin interface. Given the high numbers of water 

molecules at the G-ephrin interface, the lack of their specific volumes in the implicit 

solvent model can alter the G-ephrin interface. In addition, since about 10% of the 

interstitial water molecules hydrogen bond simultaneously with both proteins, bridging 

the interaction between the two proteins, their absence could directly alter the G-B2 

binding modes. The absence of discrete water molecules at the G-B2 interface could, 

therefore, lead to altered ∆ℝ. 

Figure 4.10 shows two primary differences in the G-B2 interface predicted from 

explicit and implicit solvent simulations. Compared to the explicit solvent model, (a) the 

implicit solvent model predicts a smaller distance between G and B2, which presumably 

results from the absence of discrete water molecules at the interface, and (b) the implicit 

solvent model predicts a smaller width of the G cavity into which the GH loop of B2 
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inserts, which can also be attributed to the absence of discrete water molecules at the 

interface. These two structural differences signify that in the absence of explicit water 

molecules in the implicit solvent model, the G-B2 interface is more compact. 

 

 
Figure 4.10 Effect of the treatment of the solvent on the structural properties of the G-
B2 interface (a) Probability distribution of distances between the geometric centers of G 
and B2 proteins obtained from implicit and explicit solvent simulations of the G-B2 
complex. (b) Partial view of the G protein showing its B2 binding site. The structure of 
the G protein taken from the explicit solvent simulation of the G-B2 complex is rendered 
as a yellow van der Waals surface, and the structure of the G protein taken from the 
implicit solvent simulation of the G-B2 complex is rendered as a blue van der Waals 
mesh. The GH loop of B2 that inserts into the G cavity is shown as a magenta ribbon 
(Reprinted with permission from (95). Copyright American Chemical Soceity 2014). 
 

Figure 4.11a compares the ∆ℝ  obtained from explicit and implicit solvent 

simulations. The ∆ℝ are estimated separately for each amino acid of G in terms of a 
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quantity that we refer to as discriminability (η) (93, 94). This quantity is normalized and 

bounded, that is, 𝜂 ∈ 0,1)  and it takes up a value closer to unity as the difference 

between the conformational densities increases.  

 

 
Figure 4.11 Comparison of B2-induced conformational density shifts in G, as estimated 
from implicit and explicit solvent simulations. (a) The 416 dots represent the 
conformational density shifts for the 416 residues in G. The dots colored red correspond 
to residues that are part of the allosteric signalling pathway. (b) The 114 dots represent 
the conformational density shifts of a subset of the residues of G that satisfy the 
condition given by Equation 4.11 (Reprinted with permission from (95). Copyright 
American Chemical Soceity 2014). 
 
We determine separately for each residue in the G head domain between its 

representative ensembles in the apo and the B2 bound states. Since we are simulating 
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416-residue segment of the G head domain, a comparison between the two G 

ensembles yields 416 η values, one η for each residue. Each of the two ensembles is 

represented by 2001 conformations extracted at regular intervals from their respective 

simulations. Doubling or reducing the ensemble size by a factor of 2 affects the 

quantification minimally (93).  

Prior to extracting the ensemble of a residue from the G head domain, all the 

simulated configurations of G head domain are least square fitted on to the X-ray 

coordinates of the G head domain. Structure fitting is necessary to remove the bias of η 

against whole molecule rotation and translation, as that is not the goal of this 

comparison. We expect the least-square algorithm to be adequate for structure fitting 

because the structural differences between the apo and bound states are small (380, 

381). Also, during ensemble comparison we consider only the heavy atoms. The ∆ℝ 

values estimated from the explicit and implicit solvent simulations are statistically 

different with a Pearson correlation of 0.28 (Figure 4.11a). This difference is even more 

pronounced for residues that are known to participate in allosteric signaling (94). This 

difference reflects the overall effect of treating the solvent using a mean field 

approximation. 

Although the absence of discrete interstitial water molecules in the implicit 

solvent simulation contribute to this difference, this analysis does not delineate their 

specific role. To gain further insight into the specific contribution of the interstitial water 

molecules to ∆ℝ, further analysis was done. We identify the subset of residues in the G 

protein whose conformational densities in the apo state are unaffected by the treatment 

of the bulk solvent. This is done by estimating the difference between the 
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conformational density values obtained from both the explicit and implicit solvent 

simulations for each residue in the apo state of the G protein. This difference is denoted 

as 𝜂!"#↔!"#. This is followed by filtering out the residues whose 𝜂!"#↔!"# are smaller 

than a certain tolerance. We choose 𝑑! = 𝐵𝑇 8𝜋!𝑇!"#$ as the tolerance, which is the 

mean square deviation of a residue obtained from crystallographic B factors (86). The 

ratio 𝑇 𝑇!"#$ rescales the B factors from X-ray diffraction temperature Txray = 100 K to 

physiological temperature T = 310 K (380, 381). Consequently, if a given residue meets 

the condition in Equation 4.11, 

𝜂!"#↔!"# < erf  (𝑑 2)  (4.11) 

then the difference between its conformational density obtained from the explicit 

and implicit solvent simulations is smaller than the spread in the residue's electron 

density observed in the X-ray diffraction data. Note that the error function in Equation 

4.11 represents the transformation of the tolerance to the appropriate Hilbert space 

where η is estimated (94). Out of 416 about 114 residues of G meet this criterion, and 

even for these residues the explicit and implicit solvent simulations produce statistically 

different B2-induced shifts (with a Pearson correlation of 0.15) in the conformational 

density (Figure 4.11b). Since the conformational densities of these residues in the apo 

state are not affected by the treatment of solvent, this difference reflects the specific 

effect of treating the G-B2 interaction using a mean field approximation. 

Taken together with the results from Figure 4.11, this analysis suggests that the 

differences observed in ∆ℝ estimated from the implicit and explicit solvent models are 

partially due to the absence of explicit interstitial water molecules in the implicit solvent 

model, thereby supporting the hypothesis that the interstitial water molecules also 
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contribute to ∆ℝ. This finding, however, does not generalize the idea that implicit solvent 

models should not be used for investigating protein-protein complexes. In fact, there are 

numerous examples in literature where protein-protein interactions have been modeled 

successfully using implicit solvent models (115, 116, 249, 382). The G-ephrin complex 

is unique in the sense that it sandwiches an exceptionally large amount of water at its 

interface, and our results indicate that the treatment of explicit solvent becomes critical 

for such cases. 

4.4 Summary 

In this chapter, we study systems where water molecules occupy interstitial 

regions between two proteins. Specifically, we consider two natural protein-protein 

complexes, both of which are formed independently during the fusion of Nipah viruses 

with host cells. In one complex, the Nipah virus G protein binds to cellular the ephrin B2, 

and in the other the same G protein binds to the ephrin B3. While the two complexes 

are structurally similar, the two ephrins share only a modest sequence identity of ~50%, 

even in the portions that form the interface.  

The atomistic MD simulations reveal that while the interstitial water molecules 

tend to occupy crystallographic sites, most water molecules exhibit residence times of 

less than 100 ps in the interstitial region. Therefore, we argue that the crystallographic 

sites for water should not be viewed as sites for “bound” water molecules, but rather as 

preferred sites for water occupancy. The dynamical properties of the interstitial water 

molecules in the two complexes are quantitatively different, the trend in their shifts with 

respect to bulk values are similar. Since the two ephrins are topologically similar, the 

quantitative differences in water dynamics emerge primarily from the differences in the 
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sequences of the two ephrins. The effect of chemical difference is seen predominantly 

in dipole relaxation rates, and not as much in diffusion rates or residence times or 

hydrogen-bond lifetimes. 

In addition, despite the exceptional wetness of the protein-protein interfaces, the 

dynamics of interstitial water molecules are considerably slower compared to the bulk. 

In the G complexes the interstitial water molecules diffuse at rates 10 times slower 

compared to bulk water. Additionally, the interstitial water molecules exhibit hydrogen 

bond lifetimes 2-3 times longer than bulk water. This increase is not entirely due to the 

presence of protein-water molecules hydrogen bonds. The water-water hydrogen bond 

lifetimes also increase in the interstitial regions, indicating that the rattling events that 

break hydrogen bonds are slower. Nevertheless, these shifts in hydrogen bond lifetimes 

are within the range expected at protein-water interfaces, and so these results suggest 

that the hydrogen bond dynamics at the protein-protein interfaces are statistically similar 

to those at the protein-water interfaces. Our results further indicate that the majority of 

interstitial water molecules exhibit dipole relaxation times similar to those in the bulk, 

however, there is an appreciable fraction whose relaxation times are 100-1000 fold 

longer than bulk water. 

To gauge the functional relevance of the interstitial water molecules, we have 

performed a quantitative study on how the implicit solvent models compare against the 

explicit solvent models in producing ephrin-induced shifts in the G conformational 

density. The ephrin-induced shifts in the G conformational density are critical to the 

allosteric activation of the viral fusion protein, F. The implicit solvent model predicts a 

more compact G-B2 interface compared to the explicit solvent model, with G and B2 
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being physically closer to each other presumably because of the absence of the 

discrete interstitial water molecules at the G-B2 interface. The two models yield 

strikingly different induced changes in the G conformational density, even for those 

amino acids whose conformational densities in the apo state are unaffected by the 

treatment of the bulk solvent. Together these results suggest that the interstitial water 

molecules contribute to the allosteric activation of F, and therefore, are functionally 

important for a proper description of allosteric transitions. Hence, from here on, we 

always use explicit solvent while performing MD simulations. 
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CHAPTER 5 

HOST RECEPTOR INDUCED CHANGES IN RECEPTOR BINDING DOMAIN 

5.1 Background 

Experiments show that the G protein interacts with the ephrin and F through 

separate sites located on two different domains, the RBD and the FAD. No model 

explaining this allosteric coupling has been proposed yet. In fact, the analogous 

mechanisms in other paramyxoviruses also remain undetermined. The structural 

organization of G is such that allosteric coupling must involve at least one of the two 

interfaces – the RBD-FAD interface and/or the RBD-RBD interface shown in Figure 1.2. 

Here we study the RBD-RBD dimer of the Nipah G protein in its ephrin free and ephrin 

bound states by performing molecular dynamics simulations. 

The primary goal in this chapter is to understand the specific effects of ephrin on 

the RBD-RBD interface, which remains unknown, but has been implicated to play a vital 

role in the allosteric stimulation of G (93, 94, 147). Additionally, we have carried out MD 

simulations of the RBD-RBD dimer in the event of a triple mutation, V209V210G211→AAA. 

The residues VVG are part of the RBD, and distant from both the ephrin-RDB and the 

RBD-FAD interfaces. It is known that their mutation to the alanines affects neither the 

expression of G nor its binding to ephrin (77). Yet, the triple mutation abolishes the 

ability of G to activate F. If we find that the stimulation-deficient mutant does not modify 
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the response of ephrin-binding on the RBD-RBD rearrangement, then we will conclude 

that the ephrin-induced rearrangement in the RBD-RBD interface is not a sufficient 

condition for the G stimulation. Together, this MD study will inform us of the effect of 

ephrin binding on the RBD-RBD interface and will also provide insight into the role of 

RBD-RBD interfacial rearrangements in triggering G stimulation. 

The details of the MD parameters are provided in Chapter 3. The systems 

discussed in this chapter, the ephrin-free state comprises of 356,770 particles, and the 

ephrin-bound state comprises of 435,254 particles. We also estimate the free energy of 

the RBD-RBD interface in both its ephrin-free and ephrin- bound states by carrying out 

accelerated conformational sampling (252, 383, 384). 

5.2 Wild type dimer 

5.2.1 Construction of model 

Although there are no experimentally established structures of the RBD-RBD 

dimer of NiV G, we were able to construct the initial dimer model for carrying out the MD 

simulations. This was done by incorporating and integrating the following information 

from multiple experimental reports. Firstly, the X-ray structures for the isolated NiV RBD 

as well as its complex with ephrin (86, 90) were identified. Secondly, both the ephrin 

free and ephrin bound structures of the NiV RBD, which have been subjected to MD at 

physiological temperature, and have been found to be stable (93, 94). Thirdly, Bowden 

et al. (80) had proposed a RBD-RBD interface for the G protein of the HeV (PDB ID: 

2X9M), which served as a suitable template to construct the initial model of the RBD-

RBD interface of Nipah G.  
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Figure 5.1 Aligned sequences of the G proteins of NiV (UniProt Q9IH62) and HeV 
(UniProt O89343) viruses. Sequence identity is 78.5 % and sequence similarity of 89.2 
%. 
This approach was implemented because (a) the G protein of HeV is a closely related 

homolog of the NiV G protein (89% sequence similarity, Figure 5.1), and (b) X-ray 

structures of the ephrin-free and the ephrin-bound states of the HeV virus RBD closely 

match the respective X-ray structures of the NiV RBD (Figure 5.2) (80, 86, 90). The 

sequence alignment shown in Figure 5.1 was done using Clustal Omega (272).   
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Figure 5.2 Superimposed X-ray structures of NiV and HeV RBDs in their (a) Apo states, 
and (b) ephrin bound states. 
 

Firstly, the X-ray structures for the isolated RBD as well as its complex with 

ephrin (86, 90) were identified. Secondly, both the ephrin free and the ephrin bound 

structures of the RBD have been found to be stable (93, 94). Thirdly, Bowden et al. (80) 

had proposed a RBD-RBD interface for the G protein of the HeV (PDB ID: 2X9M) which 

served as a suitable template to construct the initial model of the RBD-RBD interface of 

the G protein of NiV. This approach was implemented because (a) the G protein of HeV 
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is a closely related homolog of the NiV G protein (89% sequence similarity, Figure 5.1), 

and (b) X-ray structures of the ephrin free and the ephrin bound states of the HeV RBD 

closely match the respective X-ray structures of the NiV RBD (Figure 4.2) (80, 86, 90). 

The sequence alignment shown in Figure 5.1 was done using Clustal Omega (272).   

 

 
Figure 5.3 Initial models of the RBD-RBD interface in the (a) ephrin free state, and (b) 
ephrin bound state. The structure in grey is the RBD-RBD dimer (PDB ID: 2XM9) of 
HeV, which is used for templating the initial models of the NiV RBD-RBD dimer.  
 

The RBD-RBD interface of HeV G protein was proposed (80) by consolidating 

data concerning the (a) packing interactions within the crystals, (b) conservation 

patterns within the RBD-RBD interfaces of analogous receptor binding proteins of other 

paramyxoviruses, and (c) the distribution of the N-linked glycosylation sites on the RBD. 

In particular, the distribution of the glycosylation sites on the RBDs of NiV and HeV are 
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such that they permit only one specific face of the RBD to dimerize with an adjacent 

RBD – the remaining faces of the RBDs contain protruding glycosyl chains that result in 

steric clashes. Therefore, there remains no ambiguity concerning the dimerization face 

of the RBD, although Bowden et al. (50) had pointed out that the relative orientation 

between the two RBDs in the ephrin free and bound states couldn’t be conclusively 

assured. Nevertheless, the NiV RBD-RBD model constructed using the HeV template 

serve as an excellent starting point for MD simulations, which we utilize to determine the 

relative orientations between the RBDs. 

In order to construct the initial model of the RBD-RBD interface in the ephrin free 

state, we took the monomeric form of Nipah’s RBD (94) from our earlier simulations 

(Chapter 3). The thermalized conformation of the RBD (640 ns snapshot) was taken 

and two of its copies were geometrically fitted individually onto the two RBDs of HeV’s 

RBD-RBD dimer. The two geometric fits yielded identical least squared fit values as 

expected because the RBD-RBD interface is known to be symmetric. The fits showed a 

very low RMSD of < 2 Å thereby substantiating our supposition. The templated model is 

shown in Figure 5.3.  

We used the same protocol to construct the initial model of the RBD-RBD dimer 

in the ephrin bound state, but in this case we took a thermalized conformation at 460 ns 

from our simulation of the NiV’s ephrin-bound RBD monomer (94). Even in this case, 

the geometric fits were excellent (RMSD < 2 Å). The reason that the structures of both 

the ephrin free and ephrin bound RBDs fit excellently on to the RBD of the HeV (80) is 

because, (Figure 5.2) the difference between the ephrin free and ephrin bound 

structures of the RBD is small (86, 90, 93, 94), as discussed in section 1.2. Note that 
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after fitting the RBD of the ephrin-RBD complex to the RBD of the HeV RBD-RBD 

template, we applied the resulting rotational matrix to ephrin. The water molecules 

sandwiched between ephrin and the RBD were retained and subjected to the rotational 

matrix. As mentioned in the previous chapter, these interstitial water molecules are 

critical not only to the structural integrity of the RBD-ephrin interface, but also to the 

inception of the ephrin binding signal at the RBD-ephrin interface (95). The two 

constructed RBD-RBD dimers were then energy-minimized, solvated separately in salt 

solutions and then subjected to MD. The ephrin free state and the ephrin bound state 

comprised of 356,770 and 435,254 particles respectively. 

5.2.2 Effect of receptor binding on dimer 

We examine how the small changes induced by ephrin in individual RBDs affect 

the interface between two RBDs. Since a single RBD-RBD template was used for 

constructing the initial models of both the ephrin free and ephrin bound dimers, the 

orientations between the two RBDs in these initial models are identical.  

The two templated dimer models were subjected to separate MD simulations. 

Figure 5.4 shows the molecular definitions of the collective variables, 𝑑!"#, 𝜃!"#!, and 

𝜃!"##, used to describe the interface between the two RBDs. Figure 5.5.a tracks the time 

evolution of the three collective variables that describe the interface between the two 

RBDs in a dimer: 𝑑!"#, 𝜃!"#!, and θ!"##. The RBD-RBD interface of the ephrin bound 

state is strikingly different from that of the ephrin free state. Repeating these simulations 

by assigning different initial velocity distributions in the simulations yields the same 

result confirming that the RBD-RBD interface of the ephrin bound state is markedly 

different from that of the ephrin free state. Figure 5.5a further shows that the two 
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simulations conducted of the ephrin bound state yield identical RBD-RBD orientations; 

however, the two simulations of the ephrin free state yield slightly different RBD-RBD 

orientations. To understand the latter, we visualize the RBD-RBD interfaces obtained 

from these simulations with respect to the position of the FAD as shown in Figure 5.5b.  

 
Figure 5.4 Illustration of the molecular definitions of collective variables. A RBD is 
drawn as a yellow cartoon and ephrin is drawn as a grey cartoon. 𝑑!"#   is the distance 
between the center of masses (ℝ!"#) of the backbone atoms of two RBDs. 𝜃!"#! is the 
angle between the central axes 𝒂    of the two RBDs. We construct 𝒂 = (ℝ!"#!! −
ℝ!"#!!)/ ℝ!"#!! ℝ!"#!!  by defining two points ℝ!"#!!and ℝ!"#!!.These two points 
are the centers of masses of the backbone atoms of the two halves of RBD divided by 
the plane shown in blue. This plane is defined by the normal 𝒏 = (ℝ!"!!"# −ℝ!"#)/
ℝ!"!!"# ℝ!"#  and the point ℝ!"#. 𝜃!"##  is the angle of rotation of the RBD about its 

central axis. Geometrically it is the angle between the axes 𝒃 of the two RBDs. This axis 
is defined as 𝒃 = (ℝ!"#/!! −ℝ!"#)/ ℝ!"#/!! ℝ!"# , where ℝ!"#/!! is the center of 
mass of the backbone atoms of 𝛽3 blade of RBD. The 𝛽3 blade is highlighted in red and 
its terminal residues are indicated. It is chosen over the other 𝛽-blades because its 
structure and dynamics undergo the least change upon RBD-ephrin complexation (93, 
94). 
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Figure 5.5 (a) Time evolutions of collective variables that describe the interface 
between the two RBDs of a dimer. The two lines for each of the ephrin free and ephrin 
bound states indicate two separate MD simulations. 𝑑!"#, 𝜃!"#!, and θ!"##   are discussed 
in Figure 5.4. (b) Final snapshots of the RBD-RBD interface in MD simulations. 
 

Note that two superimposed structures are shown for the ephrin free state, to 

highlight the slightly different RBD-RBD geometries. The location of the FAD relative to 

the RBD-RBD dimer is depicted according to the structure of the full length ectodomain 
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proposed by Broder and coworkers (65), which was homology modeled on the X-ray 

structures of the G analogs in the Newcastle Disease Virus and the parainfluenza virus 

(80, 87). We emphasize that the FAD tends to interact more extensively with the RBDs 

in the ephrin free state, as compared to the ephrin bound state. Therefore, the reason 

the two simulations of the ephrin free state produce slightly different RBD-RBD 

interfaces could be due to the absence of the RBD-FAD interface in our simulations. 

Based on the outcome of these simulations, we can conclude that the ephrin binding 

induces a significant change in the RBD-RBD orientation. 

Time scales that can be simulated for classical MD are in the range of hundreds 

of nanoseconds, however rare events in biological systems are known to occur at order 

of magnitude larger (252, 253). MD simulations to attain such large timescales is 

computationally expensive, hence to observe the biological events one can utilize 

methodologies aimed at accelerating rare events using the available computer time with 

improved efficiency. Metadynamics is one of many techniques available that allows 

enhanced sampling in MD simulations and reconstructing the free-energy surface as a 

function of few selected degrees of freedom, the collective variables (CVs) (described in 

Figure 5.4). 

We simulate the ephrin-free state and ephrin-bound state. We note that while 

free energy profiles obtained from a single metadynamics simulation converge 

theoretically under the long time scale limit (385-388), achieving convergence for the 

systems studied here is challenging from a practical standpoint, as they consist of 

hundreds of degrees of freedom that can potentially contribute to free energies, and our 

system sizes exceed 350K particles. For these systems we, therefore, generate five 
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separate (75 ns long) metadynamics trajectories for each state, and then use the 

resulting standard deviations as our estimate for convergence.  

 From the conformational sampling using metadynamics we find over hundreds 

of local minima on the averaged hypersurfaces U(𝑑!"#, 𝜃!"#!, θ!"##) of both the ephrin 

free and the ephrin bound states. Nevertheless, grouping those that lie within each 

other’s standard deviations leads to the identification of only seven statistically 

discernible clusters in the ephrin free state and eleven clusters in the ephrin bound 

state. We represent the clusters using their respective deepest energy wells, 

𝑈 𝑑!"#!"# ,𝜃!"#!!"#,𝜃!"##!"# . Figure 4.7 shows the four deepest energy wells for each state, as 

well as the RBD-RBD orientations corresponding to them. 𝑈(𝑋) |!!"#,!!"#   is the free 

energy along the variable 𝑋, with variables 𝑌 = 𝑌!"# and 𝑍 = 𝑍!"#.  

Table 5.1 Collective variables of the four deepest statistically discernible minima in the 
receptor free state and the receptor bound states.  
 

𝑠!"# Receptor free state Receptor bound state 
Min1 Min2 Min3 Min4 Min1 Min2 Min3 Min4 

𝑑!"# (nm) 
𝜃!"#! (rad) 
𝜃!"## (rad) 

5.10 
1.35 
1.10 

5.10 
1.20 
1.25 

5.00 
1.80 
0.70 

5.35 
1.50 
1.05 

4.65 
2.05 
0.60 

4.70 
2.00 
0.65 

4.75 
1.95 
0.70 

4.90 
1.85 
0.75 

 

The coordinates of these minima are provided in Table 5.1.  Figure 5.6c 

illustrates the orientation of the G protein in its ephrin free and bound states. The RBD-

RBD conformations corresponding to these energy minima are also shown, along with 

their U(𝑑!!", 𝜃!"#!, θ!"##) values scaled with respect to the deepest minimum. We depict 

only the asymmetric case of the relative orientation between the stalk and the RBD 

dimer however, it is possible that both the RBDs rotate in relation to the stalk. These 

two sets of preferred conformations are clearly different from each other.  
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Figure 5.6 The four deepest free energy minima on the RBD-RBD interfacial free 
energy hypersurfaces U(𝑑!"# , 𝜃!"#! , θ!"##) determined for the (a) ephrin-free and (b) 
ephrin-bound states and (c) shows illustration of the same. All energies are in the units 
of kJ/mol. 
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The RBD-RBD conformations corresponding to the deepest wells in the ephrin bound 

state are explored during sampling of the ephrin free state, but they do not emerge as 

the energetically preferred conformations in the ephrin free state. 

 
Figure 5.7 Time evolutions of Gaussian heights obtained from well–tempered 
accelerated conformational sampling of ephrin free and bound states.  
 

  The results obtained from the metadynamics simulations are found to be in 

agreement with our understanding of the RBD-RBD dimer system as explored by the 

MD studies. However the large error bars from the five separate simulations indicate 

that the system is not converged. We therefore simulate the ephrin free state and ephrin 

bound state using well-tempered accelerated conformational sampling. As shown in 

Figure 5.7, the non-diminishing nature of the Gaussian heights indicate that the 
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simulations for both the ephrin free and ephrin bound states need to be further 

continued until convergence is achieved. The coordinates of 𝑑!"#, 𝜃!"#! and θ!"## at the 

deepest minima of the ephrin bound states are 4.88 nm, 1.20 rad and 0.80 rad while 

that of ephrin free state are 4.48 nm, 2.00 rad and 0.30 rad respectively. Hence, 

irrespective of the simulation technique adopted, we arrive at the same conclusion that 

the RBD-RBD orientation in the ephrin free and the ephrin bound states are dissimilar. 

Hence, from here on we have used MD as the simulation technique to further probe the 

RBD-RBD dimer system.  

Next, we test the reversibility of the structural transition, that is, whether the RBD-

RBD interface in the ephrin free state changes to that of the ephrin bound interface if 

the ephrins are attached to the RBDs when the RBDs in the dimer are oriented about 

each in the ephrin free state. Four separate MD simulations were preformed to verify 

this.  

We initiated all these simulations using an RBD-RBD orientation representative 

of the ephrin free state (𝑑!"# = 5.0  nm, 𝜃!"#! = 1.3  rad, and θ!"## = 1.1  rad). Two of these 

MD simulations were started after re-solvating the RBD-RBD dimer in salt solution and 

energy minimizing. These two simulations served as the controls (blue lines in Figure 

5.8) and we expect that the RBD-RBD orientation was maintained throughout the 

simulation. The remaining two simulations were initiated following an additional 

preparatory step where we substituted the two ephrin free RBDs with pre-equilibrated 

conformations of the ephrin bound RBDs. The latter two simulations shown by red lines 

(Figure 5.8) are, therefore, of the ephrin-bound state, but initiated from an RBD-RBD 

interface preferred in the absence of ephrin. If the ephrin induced structural transition 
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were indeed reversible, then this substitution would result in the RBD-RBD interface to 

return to the orientation we observed when the RBDs were bound to ephrin. This is 

exactly what we observe. The RBDs in these simulations reorient and the interfaces 

return to the orientation as shown in Figure 5.5b. 

 
Figure 5.8 Time evolutions of interfacial collective variables, 𝑑!"#, 𝜃!"#!, and 𝜃!"## in four 
separate MD simulations. 
 

Next, we attempt to understand how the ephrin binding induces a structural 

transition in the RBD-RBD interface? First we examine the ephrin-RBD interface. Since 

the interface consists of four salt bridges (90), it is plausible that the ephrin influences 

the RBD-RBD interface via through-space electrostatics. However, it is known from 

experiments that alanine-substitution of the non-polar residues in the ephrin binding 
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site, such as W504, impact the G-stimulation negatively without affecting the ephrin 

binding (172). This suggests that ephrin’s influence on the RBD-RBD interface is not 

entirely due to through-space electrostatics which hints to the fact that the inception of 

the signal at the ephrin-RBD interface must constitute the changes in the conformational 

ensembles of the residues in RBD’s ephrin binding site. We quantify the ephrin induced 

shifts in the conformational ensembles of RBD’s residues in terms of a normalized 

metric η, which is a function of the geometrical overlap between the two conformational 

ensembles (see section 3.3). For computing η, we constructed the conformational 

ensembles of the ephrin free and ephrin bound states, that is, ℝ!"#and ℝ!"# , by 

extracting snapshots at regular intervals from the equilibrated section of their respective 

trajectories (Figure 4.6a and Figure 4.8). We generated two separate trajectories for 

each state, which provided enhanced sampling for the extracted conformations, similar 

to our previous study on the PHPT1 protein (389). Prior to extracting the coordinates of 

a residue, the entire conformation of the RBD was least-square fitted onto the X-ray 

structure of the RBD, which was necessary to remove any bias in η against whole 

molecule rotation and translation (93). Figure 5.9a shows the η values calculated for all 

the residues in the RBD, highlighting those that are interacting with ephrin. Residues 

belonging to the RBD’s ephrin binding site, that is, residues that are within 5Å from the 

ephrin in the X-ray structure of the ephrin-RBD complex (90), are highlighted in darker 

lines. The horizontal dashed line indicates 𝜂 = 𝑒𝑟𝑓(1 2), which is equal to a CoM shift 

of 1Å where there is no change in fluctuation (93). As we expected, the ephrin binding 

indeed alters the conformational ensembles of all the residues in RBD’s ephrin binding 

site. 
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Figure 5.9 (a) Ephrin induced conformational ensemble shifts (η) of the residues in the 
RBD. (b) Conformational ensembles, ℝ!"#  and ℝ!"#, of selected residues belonging to 
RBDs ephrin-binding site. 
 

The comparison of the conformational ensembles in the ephrin free and ephrin 

bound states also informs us that the ephrin induced changes in RBD’s ephrin binding 

site are not restricted to changes in the CoMs of the amino acid backbones. The effect 

of ephrin binding results in the reorientation of the amino acid side chains, dampening of 

the fluctuations of the residues and, surprisingly, the enhancement of the fluctuations of 

certain other residues (Figure 5.9b).  

Furthermore, the extent of the conformational ensemble change of a residue is 

not correlated with the residue’s contribution to the G-stimulation (Table 5.2, shown 

later). A residue’s influence on the G stimulation is the effect its mutation has on fusion, 

as ephrin binding is known to be unaffected by these mutations. This is evident from the 
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site-directed mutagenesis experiments reported earlier (67, 172). These changes in the 

RBD’s ephrin binding site combined with the through-space electrostatics seem to 

trigger the RBD-RBD interfacial reorientation. 

Table 5.2 List of η of residues constituting the ephrin binding site in RBD. 
 

Residue Mutation 𝜼 Fusogenicity 
C216 
G238 
S239 
C240 
S241 
R242 
L305 
Y389 
S390 
N394 
I401 
R402 
N404 
F458 
P488 
G489 
Q490 
S491 
Q492 
P500 
E501 
W504 
E505 
G506 
V507 
Q530 
T531 
A532 
E533 
D555 
N557 
A558 
Q559 
E579 
I580 
Y581 
I588 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

A 
A 
 

S 
A 
A 
K 
Q 
 

A 
 
 
 
 

A 

0.9930 
0.9931 
0.9930 
0.9957 
0.9872 
0.9453 
0.3013 
0.8514 
0.9114 
0.7808 
0.6504 
0.5632 
0.7377 
0.8680 
0.8839 
0.9649 
0.9872 
0.9860 
0.9767 
0.9341 
0.8690 
0.7698 
0.8831 
0.9694 
0.8971 
0.8470 
0.8046 
0.9808 
0.7490 
0.7616 
0.9010 
0.8891 
0.9527 
0.7815 
0.9538 
0.9902 
0.6876 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

0-20% of wt 
20-40% of wt 

 
 

40-50% of wt 
40-50% of wt 
20-40% of wt 
0-20% of wt 

 
20-40% of wt 

 
 
 
 

No expression 
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Experimental results show that mutations of these residues impact the G-

stimulation negatively, some to a greater extent than others (67, 172), but with minimal 

effect on ephrin-binding. It is to be noted that the ephrin binding alters the backbone 

CoMs of Q530, A532, E533 and N557. The residue E505 undergoes a side chain 

reorientation. Ephrin binding dampens the fluctuations of T531 and Q530, but enhances 

the fluctuations of W504. The structure of the RBD shown (Figure 5.9b) in the 

background in grey is representative of the ephrin bound state, and is included solely for 

visualization. 

Next, we examine the RBD-RBD interfaces in the ephrin free and the ephrin 

bound states. As shown in Figure 4.6b, the RBD-RBD interface in the ephrin bound 

state is more extensive compared to the ephrin free state. This however does not imply 

that ephrin binding leads only to the formation of new RBD-RBD contacts. In fact, ephrin 

binding disrupts 8 out of 20 inter-RBD residue-residue contacts and creates 15 new 

inter-RBD residue-residue contacts (Figure 5.10).  

Additionally, since the RBD-RBD conformation in one state is not preferred to the 

other state, we conclude that the ephrin induces inter-RBD rotation by disfavoring 

certain contacts and preferentially favoring other inter-RBD contacts. Furthermore, as 

shown in Figure 5.10 the residues constituting the RBD-RBD interface do not exhibit 

any specific preference toward residue chemistry or polarity, in fact, our results 

evidence that about one half of the residues constituting the RBD-RBD interface are 

non-polar. 
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Figure 5.10 (a) Frequency of the inter-RBD contacts. A residue is considered to be in 
contact with adjacent RBD is it is within 5 Å of the adjacent RBD. (b) Residues 
constituting the RBD-RBD interface in the ephrin free and ephrin bound states. A 
residue is considered to constitute the RBD-RBD interface if its contact frequency with 
the adjacent RBD is greater than 50%. 
 

Interestingly, while none of the residues constituting the RBD-RBD interface 

undergo any large changes in backbone CoMs, almost all of them undergo some form 

of conformational ensemble shifts as shown in Figure 5.11. The conformational 

ensembles are depicted using 8 representative snapshots taken from two independent 

sets of MD runs. The yellow color is used to denote the adjacent RBD in the RBD-RBD 

dimer. The intrinsic conformational ensembles do not exhibit any ephrin induced 

changes. Also, we do not observe any systematic trend in the type of the conformational 
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ensemble shifts. This is apparent from the difference in the type of changes seen in the 

residues, for example, some residues (D585) undergo changes primarily in their 

backbone CoMs, while other residues (T206) show shifts in their side chain orientations. 

In some cases, the residues (G328) exhibit only fluctuation changes. Consequently, a 

direct relationship between the ephrin-induced ensemble shifts and their contributions to 

RBD-RBD interfacial reorientations cannot be drawn. There are specific ephrin-induced 

changes, whose contributions to inter-RBD reorientation appear rationalizable (for 

example, residues D585 and R589). In the ephrin free state, the RBD’s are distant from 

each other, however, the ephrin bound state behaves differently where they form an 

intra-RBD salt bridge, and stay close to their respective counterparts in the adjacent 

RBD. It is therefore plausible that the ephrin binding brings these two residues in 

proximity to each RBD, negating the electrostatic repulsion between them and their 

respective counterparts. This allows the two RBDs to form a compact dimeric structure. 

It is expected that an alanine-substitution of one of these residues will hinder the 

formation of the RBD-RBD orientation that is seen in the ephrin bound state, and 

thereby, impact the G stimulation negatively. On the other hand, a double analine-

substitution should impact the G stimulation positively. However, one can expect, 

moderate salt concentrations to counter the effects of such substitutions. 

Combining the results so far, we infer that ephrin binding alters the 

conformational ensembles of several residues in both, the ephrin binding site as well as 

the RBD-RBD interface. While these changes in the conformational ensemble are small, 

they trigger a large reorientation of the RBD-RBD interface. The nature of the interfacial 

rearrangement is such, that it enhances the solvent-exposure of the FAD. This finding is 
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in good agreement with a proposed model on the fusion regulation of the NiV, 

essentially stating, that the stimulation of G by ephrin exposes the FAD, which, in turn 

allows G to activate F (61). 

 
Figure 5.11 Comparison of conformational ensembles of RBD-RBD interfacial residues 
in their ephrin-free and ephrin-bound state. 
 
5.3 Molecular dynamics simulation of stimulation-deficient mutant  

Five of the residues that constitute the RBD-RBD interface in the ephrin bound 

state are L202, S204, T206, V210 and G211. These residues have been mutated to 

alanine in experiments, and all of these mutations are known to have a negative impact 

on G-stimulation (77). In particular, the triple mutation, V209V210V211→AAA leads to the 

complete loss in fusion without affecting the ephrin binding. In the discussion below, we 
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find answers to the following questions, (i) do the residues contribute to the stability of 

the RBD-RBD interface in the ephrin bound state? And, (ii) does the alanine substitution 

prevent the G stimulation by disfavoring ephrin induced interfacial reorientation? 

 
Figure 5.12 Time evolutions of interfacial collective variables, 𝑑!"#, 𝜃!"#!, and 𝜃!"##, in 
four separate MD simulations of the triple-mutant, VVG→AAA.  
 

To address this, we performed MD simulations of the triple mutant, VVG→AAA. 

In the first step, we introduced the triple mutation in the monomeric forms of the RBD. 

The 640 ns and 460 ns snapshots  of the MD trajectories simulated for the analysis of 

the wild-type form in Chapter 3 (94, 95) were used to introduce the triple mutation in the 

monomeric forms of, the ephrin free and the ephrin bound RBDs.  
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These mutated structures were energy-optimized, re-solvated in salt solutions, 

and then equilibrated for 200 ns, at which point, the conformational RMSDs and 

potential energies were thermalized. The starting conformations of the ephrin free and 

ephrin bound dimers were constructed from the final snapshots of these simulations by 

least-square fitting two copies of the RBDs on their respective RBD-RBD orientations 

observed in the absence and presence of ephrin. These constructed dimers were again 

energy optimized, re-solvated in the salt solutions and then subjected to MD. We 

conducted two simulations for each state, and tracked the time evolution of the 

collective variables that describe the interface between the two RBDs in the dimers as 

shown in Figure 5.12. 

Figure 5.13 compares the collective variables and the representative RBD-RBD 

conformations obtained from these simulations to that of the wild type dimer. The 

alanine-substitution of VVG affects the RBD-RBD interface of the ephrin bound state, 

suggesting that these residues contribute to the stability of the RBD-RBD interface in 

the ephrin bound state.  

Surprisingly, the effect of ephrin binding to the mutated RBD still induces a large 

interfacial reorientation that brings the two RBDs closer to each other, and away from 

the C-terminal region of the stalk domain. Effectively, the nature of the ephrin induced 

interfacial rearrangement preferentially enhances the solvent-exposure of the FAD. 

Based on experimental results, it is known that the triple mutation abrogates G-

stimulation. The outcome of the MD simulations suggest that the ephrin-induced solvent 

exposure of the stalk may be important, however, it is solely not the sufficient condition 

for G stimulation. 



 96 

 

 
Figure 5.13 Effect of the triple mutation, V209V210G211→AAA, on the RBD-RBD 
interfaces in the ephrin free and ephrin bound states. The standard deviations are 
estimated from block averaging. 
 

So how does the triple mutation abrogate the G-stimulation? The overall ephrin-

binding signal that transduces to the FAD is essentially part of the conformational 

ensemble shifts in the RBD induced by ephrin binding (94, 96-98). The triple mutation 

must therefore be altering the original signal in the wild type RBD, ∆ℝ ∶= ℝ!"# →

ℝ!"# (quantified in Figure 4.9a), to a different signal ∆ℝ! ≔ ℝ!"#
! → ℝ!"#

! . 

To gain insight into the mutation induced shifts in the signal, we determine the 

subset of residues whose ∆ℝ ≠ ∆ℝ! based on the technique introduced in section 
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θroll (rad) 0.56 ± 0.03 0.32 ± 0.03
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3.3. This was done by constructing the ensembles ℝ!"#
!  and ℝ!"#

!  from the MD 

trajectories of the mutated dimers and then estimating the difference 𝜂! between them, 

similar to how 𝜂  was determined as shown in Figure 5.9a from the ensembles ℝ!"# and 

ℝ!"# . Then, we estimate 𝜂!"# , and 𝜂!"# , which are the differences between the 

conformational ensembles ℝ!"# and ℝ!"#, and ℝ!"# and ℝ!"#
!  respectively. The set of 

residues, which satisfy the inequality, ∆ℝ ≠ ∆ℝ!are those that satisfy at least one of 

the following three conditions: 

𝜂 − 𝜂! > 2×𝑀𝐴𝐸, 

𝜂!"# > erf 1 2 𝑎𝑛𝑑 

𝜂!"# > erf  (1 2)    (5.1) 

where MAE is the mean absolute error of our method for quantifying differences 

between the Guassian ensembles. The first inequality in Equation 5.1, ensures that the 

difference between the magnitudes of the ephrin induced ensemble shift in the wild-type 

and the mutant RBDs is greater than the error of our method. In the latter two 

inequalities, the upper limit erf 1 2  corresponds to a shift in the CoM of 1 Å in the 

Hilbert space where 𝜂 values are estimated when there is no change in the thermal 

fluctuations (94). The latter two inequalities therefore place a tolerance on the mutation 

induced ensemble shift in the ephrin-free and the ephrin-bound states. 

Applying the conditions stated in Equation 5.1, and choosing a MAE = 3.2%, our 

analysis indicated that about 75% residues exhibit ∆ℝ ≠ ∆ℝ!. Choosing a larger MAE 

= 5.8%, we find that about 60% of the residues exhibit ∆ℝ ≠ ∆ℝ! . Figure 5.13a 
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compares 𝜂 against 𝜂!, and highlights the residues that satisfy the inequality ∆ℝ ≠

∆ℝ!.  

 

 
Figure 5.14 (a) Comparison of the ephrin-induced conformational ensemble shifts 
between the wild type RBD (η) and the mutated RBD (ηm). Residues identified to exhibit 
∆ℝ ≠ ∆ℝ!  using MAE= 5.8% in Equation 5.1 are highlighted in red. (b) X-ray structure 
of RBD (center) highlighting the subset of residues (red spheres) that exhibit ∆ℝ ≠
∆ℝ!. Also shown are conformational ensembles of selected residues, including those 
proximal to the RBD-FAD interface. Note that the RBD structures shown in the 
backgrounds in grey are representative structures, and are included solely for visual 
orientation. 
 
Visualizing the identities of these residues on the X-ray structure of the RBD, it is 

evident that these residues are located near the mutation site and appear to spread 

across the entire RBD (Figure 5.14b). In general, one would expect that the extent of 
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the shift may be inversely related to the distance from the mutation site; however, no 

such relationship can be inferred from the data shown in Figure 5.12. 

Figure 5.14b shows the conformational ensembles of selected residues, 

including those near the RBD-FAD interface. Experiments show that the alanine-

substitution of D468 impacts the G-stimulation negatively, suggesting that it is part of 

the signal transduction pathway (147). In the wild type form, ephrin induces a distinct 

shift in D468’s conformational ensemble, however, this shift is missing in the event of 

the triple mutation. Figure 5.14b shows the conformational ensembles of a cluster of five 

other residues proximal to the RBD-FAD interface. Similar to the D468 case, these 

residues are not perturbed by ephrin binding in the event of the mutation. Hence, our 

MD simulations suggest that the VVG mutation abrogates the G stimulation by 

suppressing the propagation of the ephrin binding signal via the RBD-FAD interface. 

5.4 Summary 

The results shown in this chapter investigates how the RBD-RBD interface of 

NiV’s G protein is affected by ephrin binding. For the MD simulations, the initial model of 

the RBD-RBD interface was templated based on the RBD-RBD interface of the 

homologous G protein of the HeV virus (80). We show evidence that the ambiguity in 

the templated initial model lies not in the identity of RBD’s dimerization face, but in the 

relative orientation between the two RBDs, which we explore using MD, for both the 

ephrin free and the ephrin bound cases. 

The ephrin binding is found to induce a large change in the RBD-RBD interfacial 

orientation, which is also reversible. Ephrin induces this reorientation by disfavoring 

certain contacts and also preferentially favoring other inter-RBD contacts. The residues 
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constituting the RBD-RBD interface do not exhibit any specific preference toward 

residue chemistry or polarity, and almost all of these residues undergo some form of 

conformational ensemble shift, associated either with a change in side-chain orientation 

or change in fluctuation or change in backbone CoM. None of the residues undergo any 

large change in its intrinsic structure. Essentially, ephrin induces large inter-RBD 

reorientations mediated by minor changes in individual RBDs. 

Visualizing the ephrin-induced inter-RBD rearrangement in the context of the 

position of FAD, our results demonstrate that the interfacial rearrangement favours the 

enhancement of solvent-exposure of the FAD. To gain further insight, we also simulated 

the effect of ephrin binding on the RBD-RBD interface of a stimulation deficient mutant. 

The mutation affects the interfacial arrangement in the ephrin bound state, and also 

enhances the solvent-exposure of the FAD. We therefore conclude that the ephrin 

induced solvent exposure of the stalk may be important to G stimulation, but is not a 

sufficient condition. However, there is no experimental structure of the full length 

ectodomain of the G protein, and this inference is derived purely on the basis of a model 

of the ectodomain proposed by Broder and coworkers (65), which was homology 

modeled using the X-ray structures of the full length ectodomains of the receptor 

binding proteins of other paramyxoviruses. Our simulations clearly evidences that 

ephrin induces equivalent RBD-RBD interfacial rearrangements in both wild type and 

stimulation-deficient RBD dimers. 

A statistical analysis of ephrin induced conformational ensemble shifts in the wild 

type and stimulation-deficient mutant dimer shows that the mutation has a global effect 

on the conformational ensemble of the RBD. Additionally, we show that the mutation 



 101 

suppresses ephrin induced shifts in residues located near the RBD-FAD interface, 

despite the fact that the mutation is at the RBD-RBD interface. This indicates that the 

mutation abrogates G stimulation by suppressing the signal that is mediated to the FAD 

via the RBD-FAD interface.  
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CHAPTER 6 

TOWARDS CONSTRUCTION OF FULL LENGTH ECTODOMAIN MODEL  

6.1 Background 

Presently, we are able to obtain a molecular level understanding of signal 

transduction in the RBD-RBD dimer, but in order to understand what is the form of the 

signal and how it is transmitted through the RBD-FAD interface, one needs to identify 

the interface which requisites knowledge of the structure of the FAD. The FAD contains 

the F-activation site, which is the destination of the allosteric signal that is initiated at the 

receptor binding site leading to the stimulation of the G protein makes it intriguing, since 

one can use the start and end points to map the allosteric signaling pathways. An 

insight into this allosteric pathway of G-stimulation is crucial for the integrated 

understanding of the viral entry process that involves G-stimulation followed by F-

activation that initiates the fusion of the host and viral membranes.  

Experiments suggest constitutively active nature of the FAD, where a truncated 

G protein containing only a segment of the FAD without the RBD, was found to activate 

the F protein leading to syncytia. However, it is not confirmed if the structure of the FAD 

remains unchanged when the RBD is cleaved. It was inferred from these experiments 

that the RBD is not only responsible for G-stimulation upon binding to the appropriate 

receptor, but it is also important to prevent premature F-activation, which is primarily 

achieved by concealing the F-activation site on the FAD (69). This implies that on ephrin 
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binding there must be an inter-RBD rearrangement resulting in the solvent exposure of 

the FAD. Consequently, one can infer that in the case of a G-stimulation deficient 

mutant, the F-activation site should remain concealed, suggesting that there must not 

be any inter-RBD rearrangements. In contrast, MD simulation in Chapter 5, indicate that 

both the wild type and the stimulation-deficient G undergo similarly large RBD-RBD 

rearrangements, suggesting that the solvent exposure of FAD is not the only criteria for 

G-stimulation. This leads to one of the following scenarios, (i) the signal gets 

progressively suppressed at the FAD, or (ii) it is not transmitted altogether beyond the 

RBD-FAD interface to the F-activation site in the mutant.  

Nevertheless, currently there does not exist any experimentally resolved 

structure of the FAD. Hence, it becomes essential to model the FAD. As mentioned in 

section 2.1 disordered regions can be involved in allosteric signaling, hence it becomes 

imperative to verify the presence or lack of such disordered regions in the FAD. We 

therefore use the protein disorder prediction tool PrDOS (390), which is a widely used 

tool among many others (391-393), to evaluate the possibility of structural disorder. 

Every residue in the sequence is assigned a binary disordered/ordered tag, in the range 

[0,1], which corresponds to probability values above/below 0.5, respectively (394). A 

probability above 0.5 is reserved for a disordered residue. The disorder probability for 

each residue of the G protein (1 – 602 amio acids) is plotted in Figure 6.1. Although 

residues in the regions 194 – 198 and 392 – 398, in the RBD (residue 177 – 602) are 

predicted as disordered, we know from x-ray crystallography that it is the six-bladed β-

propeller C-terminal region (90). The residues in the range 1 – 100 form the N-terminal 

cytoplasmic tail and the transmembrane helix. Since we aim to model the FAD, we 
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focus on the disorder probability of the region between residues 101 – 176, 

corresponding to the FAD.  

 
Figure 6.1 The disorder probability prediction for each residue. The residues with 
probability higher than 0.5, marked by the black dashed line are predicted as 
disordered. 
 

The peak seen between residues 139 – 144 (NENVND), can be attributed to the 

presence of a cluster of polar residues, which is known to result in disorder (298, 395, 

396). However six residues are too few to establish disorder. Reports on sequence 

alignment of the G to other paramyxoviruses show the presence of a similar cluster of 

polar residues, which is part of the protein sequence that connect the RBD and FAD 

(160, 397). Any specific contribution of this region towards the functionality of G has not 

been reported (398-400).  

6.2 Overall strategy 

FAD of two other paramyxoviruses, namely the HN proteins of NDV and PIV5 

have been crystallographically resolved (91, 92). Both of them consist of a parallel 

tetrameric α-helical coiled coil structure commonly referred to as four-helix bundle (4HB) 

shown in Figure 6.2 (91, 92, 146). As mentioned earlier in Chapters 1 and 2, there is no 
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structural information on the FAD of the G protein, however the secondary structure 

prediction and sequence alignments to existing proteins indicate that the FAD of G has 

similar α-helical structure (74, 166).  

 
Figure 6.2 Tetrameric architecture of the viruses belonging to the Paramyxoviridea 
family (a) NDV and (b) PIV5. Each monomeric unit is shown in a different color. Due to 
the high symmetry in the structure only two helices of the 4HB are distinctly visible. 
 
Although the sequence identity of the G protein with the HN of NDV and PIV5 is very 

low, precisely 17.78% and 20.30% respectively (Figure 6.3) (272), we know from 

several experimental reports that  the G is a tetramer with the FAD forming the 4HB 

similar to the structure of the HN of NDV and PIV5 (shown in Figure 6.2). It is to be 

noted that the length of FAD in the G protein is significantly longer, approximately 40 

amino acids, than the other HN proteins. The difference in length especially in the 

regions between residues 100-183 are visible as gaps, in the aligned sequence shown 

in Figure 6.3. These extra regions lead to certain unique structural features in the G 

protein, which are unseen in other paramyxoviruses, which is discussed in details in the 

later sections.  

                        (a) NDV                                                    (b) PIV5
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Figure 6.3 Aligned sequences of the G proteins of NiV (UniProt Q9IH62) and HN 
proteins of PIV5 (UniProt P04850) and NDV (UniProt P12554).  
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Our overall strategy involves constructing the constituent regions of FAD and 

using the information on RBD-RBD interfaces in bound/apo states from Chapter 5 we 

will compile the full-length ectodomain by mapping onto a low resolution cryo-EM 

surface density. This is an established technique used to construct a full length protein 

by compiling the existing three dimensional structural information of its different 

constituting domains (401-405), discussed later. 

6.3 Molecular modeling approach 

Based on the sequence, structural similarity to other paramyxovirus host binding 

proteins and data available from experiments done on the FAD of G protein, one can 

identify three distinct regions and model their structures. Our aim is construct the 

separate regions and then piece them together to obtain the final full length FAD. We 

will assemble these regions to obtain a final model of the FAD, and eventually construct 

the ectodomain (using a method discussed in section 6.3). Reports of sequence 

alignment of the region between residue 101 – 145 with other paramyxoviruses, most 

importantly PIV5 and NDV indicate the presence of 4 helical bundle (160). There are 

three cysteine residues in FAD between the region 146-162, which are known from 

mutagenesis experiments to be crucial for the maintenance of the dimer-of-dimer 

architecture of the G protein by forming disulphide bonds (160). The last 14 amino 

acids, residues 163-176 are known to be unique to the Henipavirus (160) and are rich in 

prolines, which forms the linker between the FAD and RBD. Based on the above 

information, we divide the FAD into three regions, (i) residues 101-145 constitute the 

helical bundle region, (ii) the disulphide-bridged region consist of residues 146-162 and 

(iii) the proline-rich linker region defined by residues 163-176. We present an elaborate 
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discussion in the following sections on how the experimental results help us to obtain an 

understanding of the possible structures of these individual regions, thereby, aiding in 

making an appropriate choice of regions specific modeling tools. 

 
Figure 6.4 Sequence of the FAD highlighting the residues forming the basis for dividing 
the FAD into three separate regions. The hydrophobic repeat in the helical bundle 
region is highlighted in blue, the cysteine residues are shown in red in the disulphide–
bridged region and the proline residues are indicated in green in the proline–rich linker 
region. 
 

Modeling a protein is possible by using a myriad of tools available for academic 

use. As discussed in Chapter 3, the use of the tool depends upon the user’s 

requirements, desired end product, amount of experimental information available on the 

query protein, and also on the opportunity to refine/validate the model by predicting 

experimental mutations. In this section we specifically focus on modeling the three 

regions mention above and discuss our approach and the rationale behind our 

decisions to model each region.   

6.3.1 Homology modeling of helical bundle region 

In the early 1950s it was postulated that there is a range of possible sequence 

periodicities in the regular packing of the helices that can favor the α-helical 

configurations with the number of residues per turn, such as 4⧸1  (4 residues over a 

single turn), 7⧸2 (7 residues over 2 turn), 11⧸3, 15⧸4, and 18⧸5, which are often 

referred to as tetrad, heptad, hendecad and so on (406, 407). These repeats play a 

crucial role in the determination of the packing interactions in the helices to form the 

coiled coil structures. Several of these coiled coil structures are known to contain 
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discontinuities in a periodically recurring pattern (408-412), suggestive of a structural 

model with local changes that can possibly impact the protein functionalities. The 

discontinuity can be of different forms, for example a four heptads plus a skipped 

residue making a total of 29 residues of a local segment that is repeated throughout the 

protein (408, 409), or four heptads followed by a skipped residues that shifts the heptad 

repeat pattern in the ensuing three heptads, which is seen in the hemagglutinin 

glycoprotein of the influenza virus or the HA protein (411). This disruption in the repeat 

pattern is known to affect the pitch profile, which is the rate of winding of the α-helices 

around each other in the coiled coil structure and is also a key determinant of both 

intramolecular and intermolecular interactions (413). Such interruptions in the repeat 

pattern can initiate or terminate the super-helical twists, thereby altering the pitch of the 

coiled coil structure. 

 
Figure 6.5 The general arrangement of hydrophobic residues in 4 helical bundle 
conformation shown using a schematic of the top view. The hydrophobic residues, 
shown in blue reside on the inside, away from the solvent while the hydrophilic residues 
(yellow) prefer to interact with the solvent. 
 

A four-helix-bundle or the 4HB topological arrangement is attained by proteins 

when the interfaces between the helices consist mostly of hydrophobic residues such 

Hydrophobic+residues+

Hydrophillic+residues+
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that the polar side chains are exposed on the surface interacting with the solvent 

environment,  as shown in the schematic  in Figure 6.5. Often the 4HB form coiled coils, 

which are bundles of α-helices that are wound into super-helical structures. (406) They 

can run in the same directions called parallel or in opposite directions termed 

antiparallel (414). It is the α-helices packing interactions (Figure 6.6) of the residues at 

the hydrophobic core that contribute to the nature of the final coiled coil structure, which 

can also be interpreted from the sequence of the hydrophobic residue repeats within 

each individual helix (406, 415). Depending on the repeat motif mentioned earlier, the 

hydrophobic residues can be arranged in the sequence such that every first and fourth 

residue is hydrophobic in a heptad, or every first, fourth and eighth residue of the 

hendecad forms the core and so on (414). The possible arrangements that can lead to 

specific interactions are shown in Figure 6.6. As shown, these residues at the core of 

the helical bundle can in general be classified into parallel, perpendicular or acute 

interactions depending on the orientation of the side chain of the residues in an 

individual helix with respect to the adjacent helices (415). These interactions are 

primarily dominated by the first and fourth residues of the repeating motifs, which form 

the a-layer and the d-layer respectively in the hydrophobic core of the helix. The specific 

arrangements and orientations of the side chains result from the various non-covalent 

interactions at the core that give the structure its stability. The nature of the a-layer and 

d-layer, whether continuous or discontinuous can manifest into columnar helical bundles 

or twisted super helices respectively.  

The sequences of the 4HB regions of the FAD of the paramyxoviruses show a 

predominant existence of the heptad or hendecad repeat pattern (146, 160). In the 
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heptad repeat every first and fourth residue is hydrophobic, thereby allowing the two 

turns over seven residues to form the helix, while in the case of the hendecad, every 

first, fourth and eighth residue is hydrophobic leading to the three turns of a helix over 

eleven residues (406). Thus identifying the appropriate motif occurring in the FAD of G 

is essential in selecting the template to be used during homology modeling and is 

crucial for the proper prediction of the FAD region of the G protein. 

 
Figure 6.6 The packing interactions at the core of the helical bundles between the 
hydrophobic residues highlighting the different interactions of the side chains indicated 
as blue ball and sticks. 
 

The template for modeling the sequence can be searched by using the various 

sequence comparison tools such as BLAST (270, 271) based solely on sequence 

similarity. A BLAST analysis of the sequence of the FAD returned a total of eighteen 

proteins with sequence identity more than 30%, of which sixteen belonged to the same 

genus (Henipavirus), however none of these proteins have an experimentally resolved 

three dimensional structure in the database (416). Although, there are no three 
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dimensional structures with high sequence identity, we can utilize the FAD structures of 

other viruses belonging to the Paramyxoviridae family as the basis to template the 

structure of FAD of G. Once we identify the appropriate template, we can perform 

homology modeling, which is a sequence and three dimensional structured template 

based technique (273).  

Here we discuss our basis for choosing an appropriate template prior to 

homology modelling the FAD of G, by performing a comparative study of sequences 

(Figure 6.3) and structures (Figure 6.4) of HN of PIV5 and NDV. Although the sequence 

identity of the G protein of NiV as a whole to the HN of NDV and PIV5 is as low as 

17.78% and 20.30% respectively, it belongs to the same family of the virus; moreover 

multiple experiments indicate similar conformations of the proteins and also the 

conserved core mechanism of their functionalities (10, 59, 61-64, 76, 88). 

 
Figure 6.7 Sequence of FAD of NiV G aligned to HN of NDV and PIV5. The 4HB 
heptad repeats of PIV5 are labeled a and d in grey, followed by the transition point 
highlighted in red and the hendecad repeat labeled a, d and h in black. Only the repeats 
common in NiV are highlighted in blue.  
 

The isoleucine, proline, and two serines are conserved in the sequences of NiV 

G, NDV HN and PIV5 HN, (indicated by stars at the bottom row in the sequence 

alignment profile in Figure 6.7) however, a difference emerges when the hydrophobic 

repeats are compared (417). The hydrophobic repeats for PIV5 are labeled in the top 

row, while only those common to the NiV are highlighted with blue boxes in the figure. 

The repeats of several paramyxoviruses are known to be shifted – the motif changes 
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from a heptad repeat to a hendecad. The transition point between heptad and hendecad 

is highlighted in red in Figure 6.7 (160). The first and fourth residue of the heptad repeat 

are labeled on the top row as a and d respectively in grey, signifying its contribution in 

forming the a-layer and the d-layer. After the transition point the first, fourth and eighth 

residues are depicted as a, d and h respectively. The PIV5 HN has a serine at this 

transition point which gives the 4HB a kink to initiate a slight super-helical twist (146), 

while in case of the NDV HN, this transition point is occupied by a valine, which being 

hydrophobic in nature renders the 4HB conformation to form a continuous and 

uninterrupted coiled coil structure (92). To visualize the impact this subtle detail in the 

sequence can have on the tertiary structure, we show the 4HB conformation of PIV5 in 

Figure 6.8.  

 
Figure 6.8 The x-ray crystallographic structure of host binding protein of PIV5 4 helical 
bundle FAD. The hydrophobic residues forming the a-layer and the d-layers of the 
motifs at the core are shown in blue. The serine at the transition point between heptad 
and hendecad repeat is highlighted in red. 



 114 

Unlike the NDV HN, the NiV G protein has a serine at the transition point. 

Moreover the repeat pattern of heptad disrupted by the serine and followed by 

hendecad repeat is similar to that of PIV5. Hence, we decide to use PIV5 as our 

template for homology modeling. 

The four helices of the PIV5 structure are not identical (91, 92, 146, 160); they 

have minute differences between each other as illustrated in Figure 6.9. The RMSDs 

are calculated (shown in figure) for all three helices with respect to one helix. To retain 

the uniqueness of each of the helices one should model them separately. 

 
Figure 6.9 Root mean squared deviation (RMSD) of the three helices shown in colors 
blue, pink and green with respect to the yellow helix. 

Based on the method discussed in section 3.2.1, we first aligned the sequences 

of PIV5 HN and NiV G as shown in Figure 6.7 using CLUSTAL OMEGA (272). We 

homology modeled the four helices by generating several structures using MODELLER 

version 9.15 (273, 274). The obtained structures must be assessed to rank them and 

identify the native structure. Since the native structure of a protein is generally the 

lowest free energy of all states, one can argue that the assessment of the final structure 

can be done by evaluating the free energy surface of a protein derived by thorough 
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sampling of the potential energy surface. However, since the potential energy surface is 

defined by molecular mechanics force fields, certain errors may originate from the 

approximations in the force fields (105, 418). To minimize such errors, an alternate 

method can be used which involves a scoring function whose global minimum 

corresponds to the native structure from multiple sampled structures of different 

sequences available in the database (419-425). The DOPE score, is the outcome of the 

default scoring function in MODELLER (273-275). It is a statistical potential specifically 

optimized to evaluate the homology modeled structure and is an acronym for Discrete 

Optimized Protein Energy. Here, the reference state explicitly depends on the sizes of 

the native structures, which are used to derive the statistical potential and this method 

claims to improve the results leading to increased accuracy of protein structure 

assessment (418). The score is so defined that the structure with the lowest value is the 

one closest to the native form. Hence, we identify the DOPE scores of the helices, and 

then construct the final model based on the structural alignment of the helix with the 

lowest DOPE score. This is done by aligning the Cα atoms of the hydrophobic core 

highlighted in Figure 6.7 of the NiV G onto the Cα atoms of the PIV5 HN 4HB structure.   

We proceed by identifying a suitable approach to obtain the final model. In the 

first approach, which we call the multiple sequence alignment approach, the structural 

information from all four helices are utilized to generate 2000 structures. From these 

modeled structures, one helix is identified corresponding to the lowest DOPE score. 

Then, we superimpose it onto the four helices of the template structure. This results in a 

symmetrical 4HB region as shown in Figure 6.10.  However, the model obtained by this 
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approach is not ideal since it does not preserve the naturally occurring difference 

between the helices noticed in the 4HB of PIV5 (depicted in Figure 6.9).  

 
Figure 6.10 The homology model obtained by the multiple sequence alignment 
approach, such that a single helix is generated from the structural information of all four 
helices and superimposed, which generates this perfectly symmetrical structure. The 
hydrophobic core residues are colored in blue and the serine in red. 
 

In our second approach, called individual alignment approach, each sequence is 

aligned to the 4HB region of G so that the structural alignment of each helix is 

individually retained. We generate 500 structures of each helix totaling to 2000 

structures. The lowest score structure is then selected from the four clusters containing 

the 500 structures of separate helices and templated to construct the final 4HB of G as 

shown in Figure 6.11. The residues forming the hydrophobic core are highlighted to 

emphasize the retention of the innate packing information of PIV5 HN (shown in Figure 

6.8). Therefore, this approach provides us a reliable structure of the final model of the 

4HB region of FAD. 
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Figure 6.11 The structure obtained from homology modeling using structural 
information of each of the helices separately. The hydrophobic residues forming the 
core are colored in blue and the serine is depicted in red. 
  
6.3.2. Ab initio structure prediction of disulphide-bridged region 

As shown in the sequence alignment in Figure 6.3 there are a total of seventeen 

cysteine residues of which fourteen are in the RBD and are essential for the six bladed 

β-propeller forming seven disulphide bonds (86). The remaining three cysteine residues 

C146, C158, and C162 lie in the FAD as shown in the Figure 6.12. 

To study the functional role of these cysteine residues, their involvement in 

intermolecular disulfide bond formation and their contribution to the oligomeric structure 

of G, the individual cysteine residues were mutated to serine experimentally (160). 

Results from Western blotting and SDS-PAGE indicate that cysteine residues 158 

and/or 162 maybe involved in intermolecular disulfide bond formation. It was 

undetermined whether both of these cysteine residues formed disulfide bonds or if due 

to the proximity of these residues to each other, a mutation in one residue affected the 

ability of the other to form a disulfide bond (160). These mutants were reported as 

fusion defective after studying its effect on F activation, that was verified by an analysis 
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of syncytia or multinucleated giant cell formations (160). Thus, the effect of the 

mutations on fusion provides conclusive evidence that these disulphide bonds are 

essential to maintain the oligomeric structure of G. Based on the above results; a 

possible arrangement of the disulphide bonds was estimated as illustrated in Figure 

6.12. Since, we do not have any known structure that can be used as a template to 

model this region, we cannot use homology modeling as a tool here. In this regard, we 

resort to ab initio methods and apply the experimentally obtained constraints in the 

disulphide bond region to perform predictive modeling. 

 
Figure 6.12 C158 and C162 form double inter-subunit disulfide bonds (dotted lines) and 
the dimer-of-dimer structure is formed by the inter-subunit disulfide bond formation 
through C146 (dotted line). The cylindrical barrels depict the RBD. The monomers are 
labeled as A, B, C and D, to indicate the constraints implemented in the simulation 
(Adapted with permission from (160). Copyright 2012 American Society for 
Microbiology). 
 

Based on the method discussed in section 3.2.2 we used the fold and dock 

module of ROSETTA, that allows ab initio prediction method, symmetric protein 

assembly and inclusion of constraints (293). The fold and dock module is a combination 

of the symmetric assembly protocol and the ROSETTA ab initio structure prediction 

protocol, where the internal degrees of freedom of a monomer, and rigid body degrees 

of freedom between monomers that are symmetric are simultaneously sampled (290, 
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292, 293, 426). It works efficiently for the prediction of structures of intertwined 

symmetric assemblies (427-429). The implementation of the symmetric assembly 

protocol allows predicting the structure of a symmetrical protein assembly based on the 

structure of a single subunit, and the constraints incorporated between the subunits. 

Hence, the applicability of this module suits the scenario in this region, where the single 

subunits are the monomers (A, B, C, or D), and the inter-monomer constraint is 

determined by the nature of disulphide bonds (see Figure 6.12). 

First, fragment libraries of three and nine residue lengths are generated using the 

target sequence, by matching them with various structures available in the PDB 

database. We use the Robetta server that provides an automated tool to create PDB 

based fragment libraries for all the overlapping fragments of three and nine residues 

(426). As seen in Figure 6.4, there are seventeen residues (C146 –C162) in the 

disulphide-bridged region. Prior to starting the ab initio calculations, we select the target 

sequence such that it contains the entire disulphide bridge region and ten residues 

(A136 – K145) from the 4HB region. By including the residues from the 4HB region, and 

then performing the ab initio calculations, we essentially add another constraint that 

allows us to filter out and eliminate the structures (among thousands of possible 

structures generated by using ROSETTA) in which the helicity within the residues A136 

– K145 are not maintained. Inclusion of these residues also allows us to connect the 

two constituting FAD fragments together. 

We generated 10000 structures, which were then grouped following an energy 

clustering procedure using the cluster application in ROSETTA, (described in chapter 3) 

yielding 15 distinct clusters. We find, that more than 50% of the total number of 
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structures falls into two clusters, indicating that the final structure may belong to one of 

the two. In Figure 6.13, we show the specific structures corresponding to the minimum 

energy in these two clusters. 

 
Figure 6.13 The two clusters with the lowest energies obtained after clustering the 
10000 structures. The N-terminal of cluster 2 retains the helices in the 4HB region, 
highlighted in yellow. 
 

Cluster(1(((

Cluster(2(((
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Visualization of the two structures from the respective clusters show that while 

cluster 1 appears to develop a bulge in the middle where the individual monomers bend 

outwards, in the case of cluster 2, it maintains a more columnar, cylindrical conformity.  

In cluster 1, we find that the individual helices which are a continuation of the 4HB 

region seem to point outward, hinting an inconsistency in the structure in comparison 

with the final model of 4HB obtained from homology modeling (Figure 6.11). Therefore, 

it can be safely concluded that the conformation represented in cluster 2 is better 

related to the final model of the 4HB region, i.e. the structure of the residues of the 4HB 

region shown (yellow) in Figure 6.13 conforms in a manner to maintain continuity with 

the 4HB region (Figure 6.11), and hence is more favorable. 

6.3.3 Structure prediction of proline-rich linker region using accelerated 

conformation sampling 

In general, the proline rich region is found in certain proteins and is known to play 

a crucial role in assembly and regulation of intracellular signaling (430-433). This region 

is not present in the paramyxovirus family except in the Henipavirus genus, and is 

known to connect the RBD and the FAD (160). As shown in Figure 6.14, there exists a 

gap in the alignment profile when the sequences of G are aligned to Morbillivirus H 

proteins using the conserved PP-XX-I/V motif, confirming that the proline-rich region is 

unique to G. In this region, out of the fourteen residues (P163 – E176), four of them are 

prolines.  

The structure of a proline residue contains a nitrogen atom, which is covalently 

bound within a five-membered ring, an unusual structure where the side chain is 

cyclized back onto the backbone amide position (434, 435). This restricts the residue’s 
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backbone conformational motion. In addition, the presence of N-CH2 group restricts the 

motions of the residue preceding the proline. This -CH2 group prevents it from being a 

hydrogen bond donor. Together these restrictions make proline a ‘helix and β-sheet 

breaker’, giving the simplified view that proline disrupts secondary structure by inhibiting 

the backbone to conform to α-helix or β-sheet conformation. Another alternate 

interpretation is, proline overrides other forms of secondary structure to conform to its 

own kind of secondary structure (433-435).  

 
Figure 6.14 Alignment of G proteins of Henipavirus to H proteins of Morbillivirus to 
emphasize the uniqueness of the proline-rich region. The gap shown using dashed line 
when the sequences of G are aligned to Morbillivirus H proteins using the conserved 
PP-XX-I/V motif highlighted in red with white lettering (Adapted with permission from 
(160). Copyright 2012 American Society for Microbiology). 
 

In the case of proteins containing the proline-rich region, the sequences are 

known to have specific motifs corresponding to their functional roles (434, 435). In this 

regard, there exists no sequence match between the motif of G and any other protein 

containing a proline-rich region. Due to this, we cannot template the proline-rich region 

of G to that of another protein, thereby preventing us from the use of any template 

based structure prediction technique. Therefore, for the purpose of our work, we are 

interested to identify if there is a preferred distance between the RBD and FAD. This 

can be done by estimating the end-to-end distance of the proline rich region in its 

preferred conformation, which can be obtained my monitoring its evolution in the free 

energy space. 
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Figure 6.15 (a) Time evolution of Gaussian heights, and (b) shows the corresponding 
free energy surface as a function of CV (distance), calculated at different intervals of the 
simulations. 
 

We apply well-tempered accelerated conformational sampling technique (section 

3.1.3) to explore the various preferred energy orientations of the proline rich linker 

region (436). It is a method that facilitates sampling by the introduction of an additional 

bias potential or force that acts on a set of selected number of degrees of freedom 

referred to as CVs. A history dependent bias potential is deposited as a function of the 

CVs in the form of Gaussians. Our CV is the distance between centers–of–masses of 

the C–terminal and N–terminal of this fragment. The structure corresponding to the 

minimum energy can be identified as that with the preferred conformation. 
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Figure 6.16 Representative preferred conformations obtained from accelerated MD 
simulations of sequence containing 14 residues.  
 

The 14 residues in the proline-rich linker region of G are such that the end 

residues constitute of a non-polar proline at the N-termnal and a polar glutamic acid at 

the C-terminal. We simulate the sequence containing the 14 residues by setting the 

lower bound for the CV at 0.5 nm. The end-to-end distance of the residues of the N–

termini and C–termini provides the preferred conformation of the linker to connect the 

RBD to FAD. Hence, an end-to-end distance of < 0.5 nm is not feasible to 

accommodate the RBD and FAD. To identify the preferred conformation we calculate 

the free energy at different intervals as the simulation progresses. The simulation was 

continued until convergence was achieved which is evident from the time evolution of 

Gaussian heights (Figure 6.15a). The convergence is indicated by the diminishing 

nature of Gaussian heights. Figure 6.16b shows the free energy surface as a function of 

the end–to–end distance of the proline rich linker region. In Figure 6.15b, the free 

energy surface does not show a distinct minimum value for distance between 0.5 nm – 

4 nm. In Figure 6.16, we show two representative conformations of the proline rich 
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linker region when the end–to–end distance is 0.5 nm and 4.5 nm. Thus there is no 

preferred end-to-end distance, which means that the proline rich region serves simply 

as a flexible linker. Or perhaps its structure depends on interactions with the FAD and 

RBD, which will be examined when combining these structures using cryo-EM.  

6.4 Mapping molecular model onto cryo-electron microscopy protein surface 

Cryo-EM is a form of transmission electron microscopy, where biological samples 

are cooled down to cryogenic temperatures (Liq. N2), in order to minimize thermal 

fluctuations. The cryogenic environment is essential to obtain an electron density map 

of the molecules with reduced uncertainty in their positions. Additionally, one can 

achieve atomic-resolution of complex, dynamic molecular assemblies, by integrating 

cryo-EM density maps to the different modalities for structure determination, such as X-

ray crystallography and nuclear magnetic resonance spectroscopy.  

 
Figure 6.17 a. Electron density map of the CA tube of HIV-1 capsid. b. MDFF model of 
the HIV-1 capsid assembly, superimposed with the electron density map. Three CA 
hexamers, with N-terminal domains shown in blue and C-terminal domain in orange 
(Adapted with permission from (405). Copyright 2013 Nature Publishing Group). 

a b
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Figure 6.17a is shown as an example of a typical cryo-EM density map obtained 

for CA tube of HIV-1 capsid (437). Such cryo-EM maps can be subjected to methods 

such as rigid-fragment fitting (438-440), as implemented in DireX (441), Flex-EM (442) 

applications, or flexible fitting as done in Rosetta (443) and FRODA (444) to refine the 

structural information. These methods use low-frequency normal modes 

(445) deformable elastic networks (441) and cross correlation (446) or least squares 

difference between experimental and simulated maps (447) to drive the structure into 

the cryo-EM density. Other methods use Molecular Dynamics Flexible Fitting (401, 402, 

448) (MDFF) where molecular dynamics (MD) is performed to match structures 

obtained from crystallography and electron microscopy data. Numerous structures have 

been successfully resolved using MDFF, including ribosomes some(403, 449-451), 

photosynthetic proteins (452, 453), chaperonins (454), myosin (455), etc. Figure 6.17b 

shows an atomic model for the entire assembly of CA hexameric protein of HIV-1 capsid 

(456), obtained using MDFF. In this case, Zhao et. al. built the linker and missing loops 

using homology modeling, and then the atomic structures of the N-terminal domain and 

the C-terminal domain were docked into the electron density, which was followed by 

applying MDFF to get the final structure (405).  

The discussion above highlights the reliability, utility and advantage of generating 

the structure of a macromolecule by mapping its molecular model onto the protein 

surface obtained from cryo-EM microscopy. Therefore, we identify this technique as a 

prospective route to obtain the complete structure of the G protein at a molecular level, 

which can be conveniently achieved by acquiring the cryo-EM density map from our 
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collaborators. This presents the opportunity for future research to gain a comprehensive 

understanding of the complete structure and allosteric signaling in G. 

6.5 Summary 

The FAD contains the F-activation site, which is the destination of the allosteric 

signal that is initiated at the receptor binding site leading to the stimulation of the G 

protein which makes it intriguing, since one can use the start and end points to map the 

allosteric signaling pathways. Therefore, in order to understand how the signal from the 

RBD is transmitted through the RBD-FAD interface, one needs to identify the interface 

which requisites knowledge of the structure of the FAD.  

We model the FAD by breaking it down into three regions. We use the protein 

disorder prediction tool, to identify any residues forming structural disorder. We note 

that G is structured, which allows us to use structure prediction tools to model the 

regions in FAD.  

The 4HB region is modeled using homology modeling, which required us to 

identify an appropriate template. For this, we compare the 4HB regions of the HN of 

PIV5 and NDV paramyxoviruses, and infer that HN of PIV5 is a suitable template owing 

to its similarity in the hydrophobic repeat to that of the G protein. We performed 

homology modeling using two approaches, namely, the multiple sequence alignment 

approach and the individual alignment approach. We find, in case of the individual 

alignment approach, the innate packing information of HN of PIV5 is retained. 

Therefore, this approach provides us a reliable structure of the final model of the 4HB 

region of FAD. 
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Experiments show, that the disulphide bonds in the FAD are essential to maintain 

the oligomeric structure of G. There exists no known structure that can be used as a 

template to model the disulphide-bridged region, hence, we cannot use homology 

modelling as a tool. In this regard, we resort to ab initio methods and apply the 

experimentally obtained constraints in the disulphide bond region to perform predictive 

modelling. Prior to starting the ab initio calculations, we select the target sequence such 

that it contains the entire disulphide bridge region and ten residues (A136 – K145) from 

the 4HB region. By including the residues from the 4HB region, and then performing the 

ab initio calculations, we essentially add another constraint that allows us to filter out 

and eliminate the structures in which the helicity within the residues A136 – K145 are 

not maintained. The predicted structures are grouped following an energy clustering 

procedure, which resulted in 15 distinct clusters, of which 2 contained more than 50% of 

the generated structures. We then identify one as the most favorable based on the 

criteria of the constraints applied. 

In the proline rich linker region, out of the 14 residues (P163 – E176), four of 

them are prolines. There exists no sequence match between the motif of G and any 

other protein containing a proline rich linker region. Hence, we cannot template the 

proline rich linker region of G to that of another protein, which prevents us from the use 

of any template based structure prediction technique. Therefore, we focus on identifying 

the length of the proline rich linker region, to estimate the distance between the RBD 

and FAD. We proceed by estimating the end-to-end distance of the proline rich linker 

region in its preferred conformation, which can be obtained my monitoring its evolution 

in the free energy space. We apply well-tempered accelerated conformational sampling 
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technique to explore the various preferred energy orientations of the proline rich linker 

region. We find that the location of the minimum energy is not distinct, meaning the 

distance between the two ends of the proline rich linker does not have any preferred 

conformation.  
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CHAPTER 7 

CONCLUSION AND FUTURE DIRECTIONS 

This work demonstrates the applicability of molecular dynamics to identify and 

characterize the details underlying dynamic allosteric stimulation of the host binding 

protein of NiV, paving the way for its application to the study of other paramyxoviruses. 

The research presented in this dissertation provides a new approach to model a protein 

structure, and study the allosteric mechanism involved.  

Figure 7.1 summarizes the findings obtained while studying the allosteric 

stimulation of the host binding protein of NiV. We find, that interstitial water behave a lot 

like interfacial waters and its explicit description is important for modeling signal 

inception. Our study of two receptors (ephrin B2/ B3) with dissimilar sequences (< 50% 

sequence similarity), indicate a quantitative difference in the dynamics of interstitial 

water, but the trends in the shifts with respect to the values of bulk water are found to be 

similar. Despite the high wetness of the protein-protein interfaces, the dynamics of 

interstitial water is considerably slower compared to the bulk.  

We find that ephrin binding induces a large change in RBD-RBD interfacial 

orientation, which is reversible. Ephrin induces this reorientation by disfavoring certain 

contacts and also preferentially favoring other inter-RBD contacts. The residues con- 

stituting the RBD-RBD interface do not exhibit any specific preference toward residue 

chemistry or polarity, and almost all of these residues undergo some form of 



 131 

conformational ensemble shift, whether it is a change in side-chain orientation or 

change in fluctuation or change in backbone center-of-mass. None of the residues, 

however, undergo any large change in intrinsic structure.  

 
Figure 7.1 Timeline representation of progress of research. The x-ray 
crystallographically resolved receptor binding domain in the apo (blue) and bound (red) 
states together with the proposed dimer-of-dimer architecture (schematic shown) 
formed the starting point. In 2014, the crucial role of interfacial water in the inception 
and propagation of allosteric signal was established. In 2015, a new model was 
proposed wherein extensive inter-domain rearrangements triggered by minor structural 
changes in the individual domains. In 2016, the constituent regions of the F-activation 
domain were modeled.  
 
Essentially, ephrin induces large inter-RBD reorientations through only minor changes 

in individual RBDs. Visualizing the ephrin-induced inter-RBD rearrangement in the 

context of the position of FAD, we find that the interfacial rearrangement is such that it 

will enhance the solvent-exposure of the FAD. This finding essentially supports a 

proposed model of fusion regulation of the NiV where stimulation of G by ephrin 

exposes FAD, which in turn, allows G to activate F. To gain further insight, we also 

simulate the effect of ephrin binding on the RBD-RBD interface of a stimulation-deficient 
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mutant. We find that while the mutation does affect interfacial arrangement in the ephrin 

bound state; the ephrin induced interfacial rearrangement is still such that it will 

enhance the solvent-exposure of the FAD. We therefore, conclude that while ephrin 

induced solvent exposure of FAD may be important to G stimulation; it by itself is not a 

sufficient condition.  

We model the constituent regions of the fusion protein activation domain involved 

allosteric pathway in the full length ectodomain of the host binding protein, using 

structural prediction tools by implementing a bottom–up approach. We use a 

combination of homology modeling, ab initio structure prediction and accelerated 

conformational sampling techniques to model the three regions. The full length G 

protein structure can be constructed in order to extensively study the allosteric 

mechanism induced by receptor binding. This can be done by mapping the developed 

molecular model onto cryo-EM data of the protein surface as discussed in Section 6.3. 

The outcome of this research prompts intriguing questions that need to be addressed: 

(i) What is the molecular detail of the allosteric pathway in the full length ectodomain? 

(ii) Can we identify this allosteric communication pathway to identify specific residues as 

targets to design allosteric drugs? The answers to these questions hold promise 

towards advancement in the treatment of infections by NiV and other paramyxoviruses. 

In general, from our analysis of interstitial water at the G-B2 and G-B3 interface, 

we see that the interstitial water molecules exchange with the bulk water, and also have 

lower diffusion coefficients suggesting their sluggish behavior due to the formation of 

hydrogen bonds with the proteins. But, is this dynamic behavior of interstitial water 

independent of the protein system to which they belong? To verify this, we simulated 
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and carried out similar analyses of the interstitial water molecules in two different 

complexes, namely, the BLIPII–TEM1 and BLIPII–TEM22. We justify the choice of 

these two complexes and provide preliminary data in Appendix A. A more detailed 

analytical approach is necessary, which can be addressed by performing simulations on 

other complexes. How do the following influence the dynamics of interstitial water: (i) 

topology of the protein–protein interface, (ii) volume of the protein–protein interface, (iii) 

physicochemical nature of the protein–protein interface, and (iv) size of constituting 

proteins? Future work in this direction will help us to gain knowledge about the global 

behavior of interstitial water, if any, which may be instrumental in developing specific 

solvent models to define interstitial water. 

Do the water molecules on the protein-water interface at the protein surface play 

any role in allosteric signaling? We establish that interfacial water at the protein-protein 

interface plays a crucial role in the inception and propagation of the allosteric signal. 

Explicit description of solvent at the interstitial region is essential for the proper inception 

of the allosteric signal at the receptor binding site of the host binding protein. Building on 

this, we use explicit solvent and identify the receptor induced allosteric stimulation of the 

dimeric receptor binding domain. We find that extensive inter-domain rearrangements 

are triggered by minor structural changes in individual domains. Based on our analysis, 

we make testable forward predictions concerning the specific mechanism of allosteric 

signaling. We also find that mutations in dynamically stimulated proteins can induce 

non-local changes that extend to the entire protein.	
  

In addition, what remain undetermined are the specific relationships between the 

conformational ensemble shifts of topologically distant allosteric sites. Identifying such 
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causal links between distant sites remains an area of active research in the field of 

protein allostery, and such relationships are relatively unknown even for several well-

studied proteins like GPCRs and PDZ domains. This is essentially a N–body correlation 

problem, but the correlation that needs to be studied is not in conformational 

fluctuations, but in their ensemble shifts. It is to be noted that analytical tools to perform 

such calculations are being developed in our lab, which will help to identify such causal 

links between distant sites.  
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APPENDIX A 

STUDY OF WATER DYNAMICS AT TEM–BLIP(II) INTERFACES  

The choice of the protein complexes for this study was done based on the 

following criteria; (i) the system must have comparable number of interstitial water 

molecules as seen in the crystal structure of the G protein, and (ii) the nature of 

interactions at the protein-protein interfaces must be different from that of the G-ephrin 

complexes. By doing so, we eliminate any bias in the outcome of the analysis that may 

be develop from the type of interactions. In this regard, the BLIPII complexes were 

found be suitable candidates to study the parameters like diffusion coefficient and 

residence time.  The BLIPII-TEM1 complex has a large number of water molecules 

resolved at the protein-protein interface as evident from the crystal structure and hence 

belong to the same bin as G-B2 (shown in Figure 4.2). Also, the BLIPII-TEM1 complex 

has a smaller binding interface area of 2187 Å2 compared to the G-B2 complex (457). In 

accordance with the second criteria, the type of interaction at the interface is known to 

be different in the BLIPII complexes. In case of the G complexes the ephrin binds via an 

induced fit mechanism with the G-H loop pushing into the cavity at the center of the β-

propeller structure of G (90). In contrast, the BLIPII, also a β–propeller  structure 

interacts with the TEMs by blocking their catalytic site with the hot spot residues 

arranged in congruence with the O-ring model on its binding surface (457). We also 

chose a natural mutant of TEM1 that contains the mutations at the binding interface, 

which will most likely alter its chemistry.  
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MD simulations were carried out using the same parameters as discussed in 

Chapter 3. For the analyses, we applied the same scheme used in the G complexes to 

define the interstitial water as discussed in section 4.2.1. The interstitial region (Figure 

A1) can be identified by the inflection point at 10 Å similar to that observed in the case 

of the G complexes. Hence, the interstitial region is defined as a cylinder of diameter 20 

Å and height determined by the average distances between the geometric centers of 

the BLIPII and the TEMs. The heights of the cylinders were calculated to be 34.4 ± 0.3 

Å and 33.4 ± 0.3 Å for the BLIPII-TEM1 and BLIPII-TEM22 complexes respectively.  

 
Figure A1 Water distribution in the interstitial regions of the BLIPII complexes. 
Normalized density of water (𝜌 𝜌!) as a function of the perpendicular distance from the 
axes joining the geometric centers of TEM and BLIPII.  
 

The average number of water molecules occupying the interstitial region of 

BLIPII-TEM1 and BLIPII-TEM22 is found to be 71.8 ± 3.5 and 69.4 ± 5.9 respectively. 

The values are comparable to the number of water molecules present at the interstitial 

region of G complexes.  The diffusion coefficient values were calculated to be 0.71 ± 

0.08 x 10-9 for BLIPII-TEM1 and 0.49 ± 0.04 x 10-9 m2/s for BLIPII-TEM22 which are of 

the same order as that found for the G-ephrins. This implies that the residence time and 
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number of hydrogen bonds per water molecules should also be same as those 

calculated for G complexes. As expected a residence time 𝜏! = 1.3 ps (shown in Figure 

A2) is calculated in 92% of the water molecules is, and the remaining fraction of water 

molecules have longer residence times of �!  = 54.6 ps. Consistently, a similar 

distribution of the fast and slow exchanging water molecules in the interstitial region of 

the BLIPII-TEM22 complex is calculated, yielding, A = 93%, 𝜏! = 1.3 ps and 𝜏! = 71.1 

ps.  

 
Figure A2 Residence time correlation of the water molecules, R(𝜏), occupying the 
interstitial regions in the BLIPII-TEM1 and BLIPII-TEM22 protein complexes. 
 

Therefore, based on the results obtained from the BLIPII complexes, we can 

safely conclude that the qualitative nature of the dynamics of water at protein-protein 

interfaces is similar to that seen in the G-ephrins. Thus, we find that the qualitative 

dynamical behaviour of interstitial water is indeed independent of the protein system, 

however, further research in this direction is needed.  
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