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Abstract

The current extremely volatile business world requires firms to deal with a wide
range of risks that pose threats to their organisations. The poor practices of risk
management, based on Traditional Risk Management (TRM), was cited time and
time again in the aftermath of the recent Global Crisis. Enterprise Risk Management
(ERM) has been advocated as a solution to the problems of TRM. The aim is to
centralise the management of risk within the organisation and ensure that the board
deals with the risk. Hence strategic, external, internal, operational, compliance and
reputational risk are dealt with jointly. In doing so, it is expected that ERM will bring

value creation to firms.

One of the main limitations facing researchers is the lack of a good standardised
measurement of ERM implementation; therefore, it has not been possible to establish
whether ERM does actually bring benefit to firms. In addition, many companies have
set up ERM initiatives, but they lack a clear understanding of the factors that will
lead to successful ERM implementation. The remaining unanswered problematic
situation has led to two unanswered questions that will determine whether the
solution to ERM implementation is avoiding potential pitfalls and improving
business sustainability. Firstly, does ERM implementation have an impact on firm
performance? And secondly, which is the firm-specific characteristic that leads to

better ERM implementation level?

This thesis answers the aforementioned questions by proposing a reliable ERM
measurement method, and then testing whether firms that adopt ERM actually
improve financial performance and determine the influential factor of ERM
implementation. The proposed method for measuring ERM implementation is based
on the components developed from the current ERM frameworks, where contribution
scoring can be standardised to measure ERM implementation level. To demonstrate
its viability, data was collected from publicly listed firms in Thailand and was then
compared to three alternative methodologies: cluster analysis (CA), principal
component analysis (PCA) and partial least squares (PLS). The results show that the
proposed method did well compared to the alternatives, both statistically and in

prediction performance.
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The relationship between the proposed ERM measurement and firm performance is
then considered by taking appropriate control variables into account, such as the
firm’s size and characteristics, industry effects, sales growth and the external
environment: technology, market uncertainty, as well as economic factors. By using
data from the Thailand Stock Exchange, it was found that implementing ERM could
improve firm performance in term of Tobin's Q, ROE and ROA. The results show
that ERM and firm performance are related. For the influential factor of ERM
implementation, the empirical results show that a firm’s size and economic factors
have a statistically positive relationship with a high level of ERM implementation,
while lower ERM scores show more revenue volatility than those who have well-
implemented ERMs. Furthermore, technology and growth are positively related to

each ERM in the scoring system considered.
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Chapter One

Introduction
1.1 Introduction

Doing business in the 21™ century is more complex, versatile and uncertain than in
the past. The challenges and opportunities come together with a wide range of risks
that are based on a company’s view of risk management (Power, 2013). An example
of this is the 2008 financial crisis, which started in the USA and rapidly spread to
other Western countries. It led to the failure of some major business, for example
Lehman Brothers, and the resulting slowdown caused problem for a number other
businesses, like Citigroup, AIG and Washington Mutual. Several economists
predicted that the recession that followed the 2008 crisis would be the worst since the
Great Depression in the 1930s. After 2008, the effects of the crisis have continued
and expanded beyond Western economics into other regions of the world.
Furthermore, the European financial debt crisis of 2012 has caused considerable
trouble for their trading partners in Asia and Africa. In 2013, Moody’s downgraded
the UK triple-A credit rating for the first time since the 1970s. The ongoing US
economic downturn and the European financial crisis could create economic
meltdown chain reactions that the world has not seen for half a century. These
financial crises threaten a global crisis that would be the worst that anyone has seen

in the last 50 years.

Both risk and uncertainty have had major impacts on most organisations (Protiviti,
2006). Organisations have to observe, manage and control numerous internal and
external variables that pertain to risk and uncertainty, as well as their potential
outcomes. They are also concerned with their ability to predict and manage both
positive and negative outcomes that result from various kinds of risk. Berinato
(2004) stated that: "Balancing risk is becoming the only effective way to manage a
corporation in a complex world." The effective management of risks can minimise
its impact on an organisation and also create numerous opportunities for it to excel in

today’s dynamic business environment.



This aforementioned phenomenon has led to a large number of organisations finding
ways to manage risk and uncertainty. Risk management is a concept that can become
a fundamental part of the business (Arena et al., 2010, Mikes, 2008, Power, 2013).
Enterprise Risk Management (ERM) is a systematic, integrated approach which
attempts to evaluate holistically and manage all of the risks a firm faces, in order to
achieve the company’s objective (Dickinson, 2001). ERM has become an
increasingly popular business strategy in the enterprise (e.g. Hopkin, 2012, Ittner and
Oyon, 2014). Firms usually employ it as a tool to evaluate their risk attitude, identify
and prioritise their risks, and determine which risks should be accepted, mitigated or
avoided. COSO (2004) stated that ERM helps management to align risk appetite and
strategy, providing a better response to risk, integrate the view of risk management,
enhance cooperate governance, reduce operational surprise and losses, seize
opportunities and reduce unacceptable performance variability. The objective of
implementing ERM is to provide a reasonable assurance that the company's business
objective will be achieved and enhance value creation (Nocco and Stulz, 2006).
However, there is still little existing academic research about ERM (Bromiley et al.,
2014) and especially the impact of ERM implementation on firm performance

(Pagach and Warr, 2010).

Dr. Bonnie Hancock, Executive Director of Enterprise Risk Management, stated in
an interview with Steve Dryer, Managing Director and Practice Leader at Standard &
Poor’s (S&P), on October 2, 2012, that: "I've been disappointed, so far, frankly, in
how difficult it has been to sort of — even the very basic benefits of ERM to be
understood and valued by management of companies by — and more importantly, by
the owners of those organizations, who you would think would be holding

management to a very high standard. And sadly, that’s not the case in most cases."

Many researchers attempted to study the impact of ERM and its relationship with a
firm’s performance. Most studies used proxies to indicate whether a firm had
implemented ERM, such as having a Chief Risk Officer (CRO) appointed or use of
an ERM keyword. Most previous researches were studied based on secondary data. It
is, therefore, essential to gather information on all ERM components so as to gain

insight into ERM implementation. This will then allow the assessment of the impact



of ERM on organisations. This holistic view of ERM requires accurate data on ERM
implementation. Secondary data, such as annual report or financial statement, may be
not enough to gather ERM components, such as strategy setting, corporate culture,
risk awareness, risk appetite, risk framework and risk structure. The best way to
gather information about ERM implementation is to ask companies directly for the

information.

As the evidence has shown, the lack of reliable measurements to determine ERM
performance means that most of the studies fail to solve the problem of assessing the
relationship between ERM measurement and the firm’s performance (Kraus and
Lehner, 2012). Moreover, most prior ERM studies involve companies in the
insurance sector. Only few studies are in the non-insurance related market. It is
therefore pertinent to conduct the study in the non-insurance related industry as well.
The connection between ERM and firm performance has still not been resolved, and
there is a need for more research in this area by academics (e.g. Fraser and

Schoening-Thiessen, 2010, Mikes and Kaplan, 2013).

1.2 The Driver of Enterprise Risk Management

The concept of ERM and its implications on financial and accounting risks has
continued to gain the attention of the business community since the early 2000's
(Pooser, 2012). ERM has also become a popular topic amongst researchers since
many crises have emerged which affected the long-term value of large corporations.
Its importance was further exemplified by the Enron scandal and the enactment of
the Sarbanes-Oxley Act of 2002. The act required the board of directors to take on
the responsibility to identify and monitor the company’s risks. Many countries
outside the US have adopted risk and control frameworks, although the term and
guidelines might vary from country to country; CoCo in Canada, King Report in
South Africa and Turnbull Report in the UK. The Turnbull Report guideline was
updated in 2005 following a previous Internal Control: Guidance for Directors on the
Combined Code in 1999, in which the requirement for risk disclosure was promoted
and incorporated into stock exchange rules. Recently in 2010, the US Securities and
Exchange Commission (SEC) has forced publicly traded companies to disclose the

role of their board of directors in overseeing risk management in their annual proxy



statements. From the company’s perspective, the executives surveyed in the
Accenture 2011 Global Risk Management Study revealed that 83 percent of
executives perceived the importance of ERM and would expect to spend time and
effort to improve their risk management approach in response to the current
economic crisis. The crisis has promoted ERM as a top priority to be considered by
top managers and directors within companies, as well as others government

regulators and stakeholders.

Moreover, credit rating agencies, such as Moody’s and Standard & Poor’s (S&P),
have shown interest in how risks are assessed and managed in the firms. They have
looked at whether a firm has implemented the ERM system as a factor in their rating

of insurance, banking and even non-financial firms since 2008.

1.3 Research Objective and Questions

ERM may be an effective tool for businesses to achieve their company objectives.
The recent global crises made ERM implementation a top priority for most
companies. Regulators and financial consultants also support the initiation and
implementation of ERM by most companies. Their goal is to help improve the
performance of firms by effectively managing their related risks. Furthermore, credit
rating agencies employ the ERM system as a factor in their company rating of both
financial and non-financial firms. Many firms attempted to develop their ERM
system, hoping it would serve as a business protocol that would ensure their survival

in an increasingly volatile business world.

The goal of ERM implementation is to help companies to achieve their objectives,
which mostly relates to improving the firm's performance. The importance of ERM
and the growth of ERM implementation means there is a need for a reliable ERM
measurement method to explore whether adopting ERM actually improves the
financial performance of firms. The findings of this study will provide empirical

evidence and new ways of measuring ERM benefits.

The main objective of this research is to adopt the rigorous holistic perspective of
ERM. It aims to investigate the relationship between ERM implementation and the

firm’s performance.



The overall objective can be divided into five main research sections, which are:

1. To review various ERM definitions and frameworks and to develop an
understanding of key features of ERM implementation within listed

companies.

2. To develop possible approaches to measuring ERM implementation and

evaluate their predictive accuracy.

3. To explore the current stage of ERM implementation in Thailand’s listed

Companies.

4. To examine whether the implementation of ERM increases financial

performance.

5. To examine which characteristics of firms influence their successful ERM

implementation.

In summary, this research will adopt the contingency perspective and aims to
investigate the relationship between ERM implementation and firm performance by
offering new insights that are based on additional empirical evidence. Figure 1.1

presents a summary of the research aims and objectives as follows:

Developing the proposition and components of
efficient and reliable ERM measurements

Structuring effective ERM scoring

Understanding the Current
state of Risk Management
in Thai Listed Companies

Evaluation of ERM
and the values

Figure 1.1 Summary of research aims and objective



1.4 Research Method Design Strategy

This study uses exploratory research methodology based on quantitative techniques

that has the following research strategies:

1. The early phase of this research contains a literature review of the ERM topic and
related information and consists of reviews of various definitions and frameworks of
ERM accord in relation to the gathering of ERM contributions for listed companies.
The focus is on gathering ERM components to create ERM measurements and a
better understanding of the current stage of ERM implementation. By reviewing
ERM questionnaires that have been constructed in the academic literature and
international standard ERM frameworks, such as COSO ERM framework, ISO
31000, Standard and Poor's ERM rating and other relevance sources of ERM and risk
governance field, a survey instrument has been developed. This survey aims to create
a measure of the ERM implementation from the respondents who provide a broad,
factual picture of the current implementation of risk management, risk governance

and enterprise risk management in the Thailand.

2. In order to empirical test the research questions, it is essential to collect an
appropriate sample size that allows statistical analysis. The quantitative method is
used to achieve a large set of responses. In general, ERM was initially implemented
in financial companies and now has spread to non-financial companies. Therefore,
the sample size in this study is all of the 518 Thai listed companies in The Stock
Exchange of Thailand (SET). The initial analysis provided both the descriptive
analysis and statistical analysis, such as the Heckman correction and reliability test,
which can be used as evaluation indicators and create reliability, as well as to correct

measurement errors.

3. A measure of ERM implementation is proposed which integrates the ERM
components recorded in the survey. This measure is then compared to three
alternative approaches. These are cluster analysis (CA), principal components
analysis (PCA) and partial least square analysis (PLS). The analysis is performed and

the judgement is made about both applicability and assessment.



4. The next phase is the collection of relevant data to assess the relationship between
ERM implementation and company performance. Control variables are chosen,
based on the literature, such as a firm’s size and characteristics, effects on industry
sales growth and the external environment, such as technological, market and
economic variables. The set of control variables are derived from the public datasets
of Thai listed companies, namely "SETSMART" and DataStream, which provide
information on financial statements, such as balance sheet, income statement and the
company profile. Various types of firm performance measurements are considered:

Return on Equity, Return on Asset and Tobin's Q.

5. This research also studies the factors that influence the success of ERM within
organisations. Based on previous literatures, a set of proposed relationship between
ERM implementation and firm-specified characteristic are considered in the ordinal
regression model. In doing this, it allows the identification of those factors that have

a positive impact on ERM implementation.

Therefore, the overall conceptual model of the research can be presented as Figure

1.2.

ERM Survey
All Thai Listed Companies

ERM Scoring

Firm Performance

1. ERM Scoring
2. ERM Clustering Analysis
3. ERM Principal Components

Analysis (PCA)
4. ERM Partial Least Square
(PLS) Determinant of ERM

Figure 1.2 Conceptual model



1.5 Structure of Thesis

This thesis, including seven chapters, proceeds as follow. This thesis framework is
shown as Figure 1.3. Chapter 1 provides the background and motivation for this
study, and both the research objectives and questions are presented. The chapter then
describes the research method design strategy and concludes with the contributions

of this research.

Following this chapter, Chapter Two presents the overview of risk and risk
management. It provides the background and application of risk management
practice in this research. This chapter then reviews the various definitions and
framework of ERM. A unifying ERM definition and the common components of
effective ERM are provided, allowing the development of a new ERM Scoring
system, and related research is explored. The relevant literature of the previous
method of measuring ERM; the relationship between ERM and financial
performance; and the determinant of ERM studies are reviewed. The possible firm-
specification factors that led to the effectiveness of the ERM program are explored in
this chapter. Overall, this chapter provides the background of risk and risk
management, the definition and framework of ERM, the common ERM components

and possible factors employed in this thesis.

Chapter Three features the research design and methodology that was used in this
study. The research setting begins by providing the rationale behind the choosing
sample. The survey methods of gathering ERM measuring components and data
collection of other variables are presented in detail. Then, the regression model of
ERM and form performance and the regression model of determinant of ERM
implementation are described. The data processing involved in the data treatment and

data process is also presented.

Chapter Four proposes a method for measuring ERM implementation that is based
on the components developed from the current ERM frameworks. The unified ERM
components are constructed to explore how to measure the level of ERM

implementation. These ERM components form the questionnaire that is used in this



study to demonstrate its viability, and the data was collected from publicly listed

firms in Thailand.

Chapter Five presents the results of the survey of ERM in Thai Listed Companies.
This chapter shows an initial view of the ERM process and functions in Thailand by
outlining the progress and awareness of risk in companies and in ERM
implementation. The results of this survey identify both the current state of cooperate
risk management at the enterprise level and the next practical step to create effective

ERM within enterprises.

Chapter Six proposes an ERM measuring method by integrating well-implemented
ERM components where the contribution measuring can be standardised. As a result,
the survey data was collected from Thai listed companies in Stock Exchange of
Thailand to construct a possible ERM measuring model. Four ERM measurement
methods are proposed in this chapter by comparing simple ERM Scoring methods
with three different statistical approaches regarding cluster analysis approach,
principal components analysis approach and partial least square analysis. Moreover,
this is an exploratory study that focuses on providing the better ERM implementation
levels by examining how different components enhance the outcome depending on
the dimensions, such as the fundamental of risk management structure, evidence of
risk management, risk governance, responsibility and accountability, and risk

management processes.

Chapter Seven provides and discusses the main results of this study. This study uses
linear stepwise regression analysis to explore the relationship between the proposed
ERM measurement and firm performance in term of Tobin's Q, ROE and ROA, and
the results thus far have been inconclusive. The chapter considers the model by
taking into account appropriate control variables. In addition, the result of ERM
implementation of non-financial companies is separately analysed to examine the
relationship with firm performance. Then, this chapter compares the results of the
predictive ERM measurement models. This is based on regression analysis of the
basis of the relationship with company performance, taking into accounting control
variables. The results of AIC are reported as a criterion instrument for selecting the

most appropriate predictive statistical model in the ERM method. This study also



highlights the determinants of ERM implementation, which is critical to the
understanding of ERM practice, and the ordinal logistic regression model that is used
to examine the determinants of ERM analysis. Finally, the results are presented and

discussed.

In conclusion, Chapter Eight summarises the main findings and draws conclusions of
this study. The main contributions and implication relating to this research are
presented. The limitations of this research are presented and suggestions for future

study are provided.

1.6 Contribution of the Research

Regulators, consultants and corporate governance advocates, all suggest that the
implementation of ERM can improve firm performance. Executives and boards face
pressure to adopt ERM from SEC regulation and other regulators. For example,
many companies are currently attempting to implement the ERM system from an
international organisation standard or guidelines from consultants (Desender and
Lafuente, 2010). With the high pressure to implement ERM, academic researchers,
people who manage risk, business owners and financial and non-financial companies

are more concerned about whether ERM can create value.

One of the main limitations that faces researchers is the lack of a good measurement
of ERM implementation. This thesis provides an approach to ERM measurement that
will aid discussion into the effectiveness of ERM. ERM Scoring is developed in this
research with the aim of having an effective and reliable ERM assessment criterion.
The primary objective is to provide a measure of the level of effective risk
management within a company. An ERM score makes it likely that the companies
will have a level of effectiveness of risk management. This score indicates the ERM
standards and practices of listed companies, and it gives international visibility to the
fact that a company is well governed, which might be attractive to investors. The
research provides an ERM Scoring method, not only for financial companies, but
also for non-financial companies, so that companies can recognise the level of ERM

in their business. The results of the research may provide some guidance for all listed

10



companies at different levels of ERM to develop greater efficiency and more

effective risk management.

In addition, the lack of clear empirical evidence proves that the value of ERM could
continue to limit the effectiveness of ERM implementation (Hoyt and Liebenberg,
2011). Furthermore, it is costly and takes considerable effort for the highest-level
executives to implement a successful ERM implementation within an organisation
(Beasley et al., 2008). Therefore, this research is exploratory and provides insights
into whether effective ERM implementation improves a firm’s performance. It helps
practitioners, regulators, consultants and others to understand the importance of
ERM better and make a decision about what is the best way to implement risk
management in the company, and which components of ERM effect the firm’s

performance.

Moreover, when many companies have to setup ERM initiatives, they lack an
understanding of the factors that will influence the success of these initiatives. This
study also highlights the determinants of ERM implementation, which is critical to
the understanding of ERM practice. This will be of benefit to practitioners, business

advisors and regulators.

Currently, there is no regulation to recognise listed companies that comply with the
ERM framework. Risk management guidance in each country exists and regulators
obviously advocate the importance of maintaining an effective risk management
system. This research provides some exploratory elements of effective risk
management and the benefits of ERM by using various frameworks that will help
regulators to propose effective risk management guidance. With this in mind, this
study embarked on the first survey on risk management practice in Thailand to
increase understanding of the state of risk management and provide effective risk
management components. The results of this research survey can lead to an
increasing expectation being placed on the importance of risk management by

regulators, especially in Thailand.

These results, from the ERM survey to testing the ERM measurement method, have

contributed to the improvement of good risk management. This is evident by:

11



1. Listed companies — exploiting it as a benchmarking tool that assists in improving
the implementation of risk management and might be used as the KPI of firm

performance.

2. Investor/analysts — who gather information about ERM as part of their credit
assessment in a similar way to a credit rating agency, such as S&P and Moody's.
Investors can incorporate the ERM assessment into their decision making about

investments in listed companies.

3. Regulatory Agencies — these indicate the essentials of listed companies’ ERM
practices and key ERM components, and provide proper guideline or policy where

appropriate.

4. Research — the reliable ERM measurement method can contribute to further ERM

studies.

Overall, this research demonstrated a reliable ERM measurement of whether the
implementation of ERM increases the financial performance or creates value. It can
be enhanced by certain contributions from modelling the ERM framework and
scoring, thus leading to greater understanding of the benefits of implementing ERM
and the determinants of ERM.

12



Introduction

The importance of Enterprise Risk Management

The various definitions and frameworks of ERM accord, in relation to the gathering of
the ERM contribution for listed companies.

Developing the proposition and component of efficient and reliable ERM scoring on
theoetical bases

Sample and Measures

The result of the current stage of ERM in Thai Listed Companies

ERM Scoring - analysis outcome comparison

ERM Scoring Versus Performance

Determinant of ERM

Conclusion and Suggestions

Figure 1.3 Thesis structure
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Chapter Two
Literature Review
2.1 Introduction

This chapter lays a foundation for the study by covering risk and risk management. It
starts by exploring the term risk and then devotes the latter part of the chapter to
investigate the background and application of risk management practice. Risk and
uncertainty (Knight, 1921) are everyday aspects of life for both people and
organisations. Companies cannot avoid taking risks because it is a part of business
activity and is required if they are to survive and drive value creation. They should
decide whether a risk is acceptable and if it is not, what the process to deal with the
risk is. Organisations also have to be capable of tackling uncertainty and events that
are unpredictable need to be dealt with since they can always happen. Both risk and
uncertainty can have both good outcomes for business and bad outcomes. Risk
management is hardly a new concept; the principles and applications of risk
management have been around since possibly the 17" Century in Europe. This
chapter attempts to explore these elements with a discussion about the basic concept

of risk and uncertainty, as well as risk management, in the first section.

The second part of the chapter covers the definition of ERM and its components by
looking at various frameworks and the literature. From the corporate and accounting
scandals that have occurred since 2002 to the financial crisis in 2008, it has become
increasingly apparent that risk exposures are more dynamic, complex and diverse.
Enterprises have faced a wide range of risk in their portfolio of risk. Many businesses
fail as a result of both unexpected circumstances and their inability to take into
account the interrelationships between different types of risk, such as operation,
financial and strategic risk. Stakeholders and regulators have pressured the board of
directors of companies to perform more systematically and rigorously when it comes
to risk management, and with a greater understanding. The ERM concept proposed
in the past decade has received growing interest from practitioners and academics.
ERM has been advocated as a solution to the problems of traditional risk

management (TRM). It is supposed to overcome the silo-based approach to risk
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management of TRM within an organisation by taking a holistic strategic approach.
The aim is to centralise the management of risk within the organisation and ensure
that the board takes responsibility for managing risk in the organisation. As a result,
strategic, external, internal, operational, compliance and reputational risk will be
dealt on a joint basis. In doing this, it is expected that there will be advantages for the
organisation, as they will gain the ability to merge risk and achieve consistency. The
difficulty is that there are many alternative definitions and standards that have been
associated with ERM since 2004. Therefore, the definitional problem that is faced
when using the term ERM has led to difficulties in its implementation. Various
definitions and frameworks of ERM are discussed in this part of the chapter in order
to propose a unifying ERM definition and find the common components of effective

ERM.

The last part of this chapter considers previous academic research into the field of
ERM. The emergence of ERM in practice has influenced the researchers’ attention.
Although ERM is of increasing interest to practitioners, academic research that
presents a better understanding of ERM is still very limited. This problem has been
caused by difficulties in measuring ERM for each enterprise. Therefore, this part of
the chapter starts with the previous method of measuring of ERM implementation,
including previous research into proxy methods, the ERM rating from Standard and
Poor’s and index methods. Previous research about the relationship between ERM
and financial performance are then reviewed. After that, this chapter explores the
firm-specification factor that has led to the effectiveness of the ERM program.

Finally, there is a conclusion.

2.2 Risk and Risk Management

2.2.1 Definitions of Risk

Risk is a very general term but it has several connotations. Rausand and Heyland
(2004) stated that, "If you ask ten people what they mean by the word risk, you will
most likely get ten different answers.” When the Society for Risk Analysis
established a committee to define "risk", it suggested in its final report, which took

four years of deliberation to put together, that it might be better not to make such a
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definition. Kaplan (1997) said that each researcher should define and explain clearly
what their risk definition is. It is therefore fundamental in this paper to understand
the basis of the definition of risk in order to find the right definition and link this

"risk" definition with risk in the context of business.

The Oxford English Dictionary (2013) definition of risk is as follows: "a situation
involving exposure to danger", and Webster's Dictionary (2013) also emphasises the
negative aspects of risk as the "possibility of loss or injury or someone or something
that creates or suggests a hazard"”. In this context, risk is used to show negative

consequences.

The origin of the word risk can be found in the twelfth century and is thought to be
from either the Arabic word risq or the Latin word risicum (Kedar, 1970). Risq might
appear to relate to "chance outcomes in general and have neither positive nor
negative implication". Therefore, taking a risk can also result in a positive outcome.
Risque has mainly negative connotations but the circumstances can be positive.
Therefore, in common English usage, the word risk commonly refers to a negative

event.

There are various terms that are related to the word "risk", such as "chance",
"possibility", "danger", "gamble", "hazard", "jeopardy", "peril", "speculation" and
"uncertainty" (Rudasingwa, 2006). Although these terms for risk and uncertainty are
often used interchangeably, they are different. Risk can relate to the uncertain effect
that an event might have, which can be either positive or negative. There is a sense of
the relative level of the event’s probability and is unlike uncertainty, which only
considers an event where the probability is unknown (Pritchard, 2010). Liu (2011)
mentioned that Knight (1921) had given the first modern definition of risk and
uncertainty, which is generally defined as "the probability of something undesirable
happening". Risk derives from uncertainty (Blackwell and Girshick, 1954, Boritz,
1990). Blackwell and Girshick (1954) define risk as a function of the combination of
the loss function, which stems from uncertainty, and the decision function. Boritz
(1990) defines risk as uncertainty in the same way. Risk is defined as “the possibility

of loss as a result of a combination of uncertainty and exposure flowing from
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investment decisions or commitments". It can be mentioned that risk is a combination
of uncertainty, possibility and chance that will happen in the future and can have
both a positive and negative impact. It can therefore be said that risk is everywhere,
not only for businesses, but also for everyone else who experiences uncertainty about
a future event that might result in an unexpected or adverse outcome. This can be
called “risk”. Ansell and Wharton (1992) concluded that the common usage of the
meaning of risk has changed overtime "from one of simply describing any unintended
or unexpected outcome, good or bad, of a decision or course of action to one which
related to undesirable outcome and the change of their occurrence". Therefore, risk
can range from a positive to a negative event and it might be appropriate to apply the
risk definition of Ansell and Wharton (1992) in this research, who said: "4 risk is any

unintended outcome of a decision or course of action."

Many authors have provided a definition of risk. Risk, in an organisational context is
traditionally defined as anything that can have an impact on the achievement of the
company’s objective, or as a negative event that could disrupt performance. The
concept of ERM involves both negative and positive sides, such as losses and the
possibility of increasing value for stakeholders. Hopkin (2012) summarised the

definition of risk in the business context, as shown in Table 2.1:

Table 2.1 Definitions of risk, as used in the business context

Organisation Definition of Risk

Ward (2000) The cumulative effect of the probability of uncertain occurrences that

may have a positive or negative effect on a project’s objectives.

ISO 31000 (2009) The effect of uncertainty on an objective. Note that the effect may be
positive, negative or a deviation from the expected outcome. Risk is
also often described by the event, a change in circumstances or a

consequence.

IRM (2002) Risk is a combination of the probability of an event and its

consequences, which can range from positive to negative.

HM Treasury (2004) Uncertainty of an outcome, within a range of exposure. This arises
from a combination of the impact and the probability of potential

events.

(Adapted from Paul Hopkin, 2012)
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Alternative definitions are provided to show that there is a wide range to the nature
of risk that can affect an organisation. The international guide to the risk-related
definition is ISO 31000. This defines risk as the “effect of uncertainty on objectives".
Hopkin (2012) pointed out that this definition requires a level of knowledge about
risk management used in the organisation. Whereas the Institute of Risk
Management (IRM) says, "Risk is the combination of the probability of an event and
its consequence. Consequences can range from positive to negative” (Hopkin, 2012).
This is a practical definition that can be easily applied. The Institute of Internal
Auditors indicates that risk is measured in terms of its consequences and the
likelihood of these happening. Many organisations define the term of risk in very
different ways. Over time, a number of different terms have been created that make

the meaning of risk more complex.

Hopkin (2012) provided a comprehensive definition of the word risk in the business
context, concluding that a major risk to an organisation is: "An event with the ability
to impact (inhibit, enhance or cause doubt about) the mission, strategy, project,
routine operation, objective, core process, key dependencies and/or the delivery of
stakeholder expectations" (Hopkin, 2012). This definition is likely to bring the word
risk into the organisation in a practical way. Hampton (2009) definition of enterprise
risk is related to Hopkin's risk definition. This definition is the possibility that actual
results will not be related to the expected outcome, and that risk has two main

characteristics, which are:

1. Variability: the expected outcome from a business operation or objective

may not match with the forecast, plan, timeframe or budget that was expected.

2. Upside risk: the outcome of the events is better than expected and so can

be called an opportunity.

In other words, enterprise risk or company risk involves any risk or uncertainty that
comprises of both negative and positive outcomes. While looking at the downside of
possibility, it is essential to minimise the possibility of operational surprise and
losses by preventing and detecting this while carrying out business operational tasks.

On the positive side, it is possible to seize opportunities as well as detect threats and
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to increase the likelihood of the business achieving their objective and increasing

their value.

2.2.2 Risk Management Definition

Risk management has a different definition (Hopkin, 2012), which is based on both
its origin and practice. The practice of risk management began in ancient times, in
the earliest period of human existence, and during everyday life our human nature
exploits our experiences and uses our instinct to survive. In 1998, a letter from
Douglas Barlow, a risk manager of Canada’s Massey Ferguson Company, to the
author gave genetic expression to this, which reiterates this sentiment that risk
management is innate (Kloman, 2010). Homo sapiens survived by developing “an
expression of an instinctive and constant drive for defence of an organism against
the risk that are part of the uncertainty of existence” (Kloman, 2010). A few
philosophers in ancient times, such as Homer, Odysseus, Thucydides, etc, tried to
resolve uncertainty by emphasising conservation, deduction and prediction, which
demonstrated the process of risk management. After examining the Renaissance and
Enlightenment eras, Bernstein (1996) described in ‘Against the Gods’ the theory that
“the idea of risk management emerges only when people believe they are to some
degree a free agent,” and developed the concept of risk and opportunity. People are
thus able to use both experience and data to calculate the probabilities and so predict

what should happen in the future.

Looking at the business context, it is clear that insurance may be regarded as the
origin of risk management. An organisation can manage risk by reducing possible
hazards through insurance. An early key development in risk management emerged
during the 1950s as a result of the insurance management function in the US, and
then the concept of contingency planning emerged in the 1960s, which has became
more essential to businesses. Owing to the high cost of insurance and the fact it was
insufficient to protect businesses, risk management became a more popular method
to safeguard a firm’s assets and control its business operation. In Western Europe
and the US, the concept of risk management placed emphasis on the cost-benefit

issue during the 1970s. This expanded the concept of the total cost of risk, or risk

19



financing and control, which fuelled a major development in risk management during
the 1980s. The application of risk management procedures developed considerably
due to enterprises, financial institutions and also project management. In the 1980s,
financial departments initially established a financial risk management approach by
integrating risk and a financial perspective together. From the 1980s to the 1990s,
risk management tools and techniques combined to deal with market risk, credit risk
and operational risk for financial institutions. As businesses faced many uncertainties
that were not insurable, there was a need to protect shareholder value. During the
period, risk management was defined as “the method of approaching a problem of
how to deal with pure threats which threaten an organization...” (Pritchard, 1978).
Afterwards, the risk management characteristics for risk management practitioners
changed from insurance, or the security function (Vaughan and Vaughan, 2002), to
protecting business. Risk management developed to consider risk as having both
positive and negative outcomes (Ward and Chapman, 2003). Insurance has now

become one of the options that can be used to manage hazards and risks.

There was a refocusing of risk management during the early 1990s (e.g. Power,
2004, Power, 2007, Spira and Page, 2003). Subsequently it was referred to as TRM,
when the types of risk expanded to cover the external environment, including:
competitors, legal, medical, markets; business strategies and policies: capital
allocation, product portfolio, policies, business process execution: planning,
technology, resources; people: leadership, skills, accountability, fraud; analysis and
reporting: performance, budgeting, accounting, disclosure and technology and data

(Stroh, 2005). The principle has now moved away from its origins of trying to

transfer risk to third parties, to the better management of risks and opportunities by
minimising the level of risk itself (Hopkin, 2012). Risk management is not only
about avoiding negative outcomes, since risk can involve both positive and negative
indeterminacy. However, risk management was still characteristically regarded as the
management of risk on a “silo” basis, with each department managing risk through
their own responsibility with each type of risk, such as external, internal, operational,
compliance and reputational risk, independently managed and conducted in a narrow

and limited fashion, through fragmented activities.
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During the mid-1990s to 2000s, the concept of ERM developed from a focus on
managerial and corporate governance. The new position of Chief Risk Officer (CRO)
was created during this period. Businesses were encouraged to develop this risk
management system by financial scandals, such as Enron and WorldCom, and its
rapid growth was due to the Sarbanes-Oxley Act of 2002 in the US. ERM has been
advocated as a solution to the problems of TRM. Corporate governance advocates
that the concepts underlying ERM aid the appropriate handling of risk within an
organisation. Many ERM frameworks developed during that time gave the
components of effective risk management, and ERM was taken up by banks,
insurance companies and energy companies. For example in 2004, a Tillinghast-
Towers Perrin survey reported that around 40 percent of the insurance industry used
ERM implementation and had a CRO position. The 2008 financial crisis created
more fuel to the question of TRM and led to both financial and non-financial
companies taking a holistic, strategic and process-oriented approach to ERM that
would handle both the external and internal risks that an organisation might face,

with the intention of enhancing shareholder value.

Current definitions of risk management are various and depend on the organisation
providing the definitions. See Table 2.2 for some potential definitions. Hence, risk
management is a way of dealing with a range of uncertainty about the outcomes of
situations that affect value creation. From the past to the present, risk management
has had the same objective. It aims to both manage and control uncertainty in order
to ensure that the operational process continues and deals with the possible risk
impact on corporate achievement. All of these terms can be called “Risk
Management”. Whatever it is called, the substance is more critical than its title. The
different procedures and components of risk management can lead to the
development of different names for risk management from time to time. For
example, "Risk Management" (RM) and "Contemporary Risk Management" (CRM)
are known as “Traditional Risk Management (TRM)”. The concept under study is
“Enterprise Risk Management” (ERM) and hence part of “Governance Risk and
Compliance” (GRC). Some academics and practitioners claim that ERM and GRC
are interchangeable (e.g. Mashal, 2013, Racz et al., 2010), whilst other groups claim
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that GRC is a newer concept that is driven by governance and compliance, and ERM

is a part of GRC (e.g. Banham, 2007, Dafikpaku, 2011).

Table 2.2 Definition of risk management

Organisation Definition of Risk Management

IRM (2014) Process which aims to help the organisation understand, evaluate and take
action on all of their risks, with a view to increasing the probability of success

and reducing the likelihood of failure.

ISO 31000 (2009) | Coordinated activities to direct and control an organisation with regard to risk.

Hopkin (2012) The set of activities within an organisation that is undertaken to deliver the

most favourable outcome and reduce the volatility or variability of that

outcome.
HM Treasury All the processes involved in identifying, assessing and judging risks, assigning
(2004) ownership, taking actions to mitigating or anticipating them, as well as

monitoring and reviewing the process.

Caver (1985) The method of managing that concentrates on identifying and controlling the
areas or events that have a potential to cause unwanted change... it is no more

and no less than informed.

(Adapted from Paul Hopkin, 2012)

2.3 Difference between ERM and TRM

The main characteristics of ERM are different from the characteristics of TRM
because the ERM approach is integrative and holistic, by unifying all of the different
types of risks and integrating them into the organisation’s overall objectives
(Rodriguez and Edwards, 2009). In contrast, a TRM approach usually uses a silo-
bases approach. Silos occur when organisations view each type of risk as a stand-
alone object and so act on each risk independently from the other types of risk they

face (Pagach and Warr, 2010).

Hence, ERM proposes a paradigm shift in risk management that allows companies to
evaluate their risk attitude, identify and prioritise risks, and determine which risks
should be accepted, mitigated or avoided in an integrative and holistic review
process. ERM also focuses on developing an appropriate risk management strategy
and adopting an enterprise-wide risk management process, with support from

employees across all levels of the company who can help to achieve the company's
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objectives (Rodriguez and Edwards, 2009, Gordon et al., 2009). The differences
between TRM and ERM, adapted from Banham (2004), are shown in Table 2.3.

Table 2.3 Differences between TRM and ERM

Traditional Risk Management Enterprise Risk Management
A "Silo" approach An "Holistic" approach
Risk as individual hazards Risk viewed in the context of business strategy
Risk identification and assessment Risk portfolio development
Focus on discrete risks Focus on critical risks
Risk mitigation Risk optimisation
Risk limits Risk strategy

(Adapted from Banham, 2004)

2.4 ERM Definitions and Frameworks

A more structured ERM framework has been adopted by a number of companies to
suit their organisation and enhance their short and long-term shareholders' values
(Beasley et al., 2008, Hoyt and Liebenberg, 2011). The designs and implementations
of the company’s ERM framework are usually based on the experiences and
knowledge gained from their past internal control processes (Tonello, 2007). The
difficulty of ERM implementation is that there are many alternative definitions and
standards associated with ERM practice. There is also still a lack of consensus
regarding mutual terminology (e.g. Aven, 2012, Henriksen and Uhlenfeldt, 2006,
Raz and Hillson, 2005). Hence, ERM has become very idiosyncratic in

implementation.

The existence of a range of ERM definitions and frameworks arises from the
principles and guidelines about implementation that have been issued by
international organisations, such as COSO ERM framework (COSO, 2004), Casualty
Actuarial Society framework (CAS, 2003) and International Standard for Risk
Management (ISO 31000, 2009). Moreover, consultancies and professional
organisations have also constructed their own ERM frameworks and made
recommendations throughout the business as a comprehensive approach to managing
risk. Each ERM framework has attempted to create effective risk management and

bring clarity to the field; however, no standard has emerged that can establish
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uniformity as a global ‘best’ practice. Instead, they have introduced new problems
and more confusion (Aven, 2012). There might be a need for more focus on
foundation issues and a way to harmonise both risk management practice and

definitions of risk (Liuksiala, 2013).

Mikes and Kaplan (2013) has indicated that the current ERM research paradigm is
based upon an inaccurate and insufficient concept of ERM. Research into ERM has
shown signs of maturity, but there are still only a few significant and productive

results.

Each ERM framework should have some linkages and connections that will lead to a
better understanding, as well as harmonise risk management practices, by
establishing common practice. The subsequent section will review and discuss the

foundation of several ERM definitions and frameworks.

2.4.1 International ERM Standard: Definition and Framework

In the following sections, the researcher will examine each of the existing ERM
frameworks: 1) COSO ERM framework, 2) ISO31000 3) Casualty Actuarial Society
(CAS) and 4) Standard & Poor's Enterprise Risk Management: Analysis into
Corporate Credit.

2.4.1.1 COSO ERM Frameworks

COSO ERM (2004) framework is the most widely accepted ERM framework (shown
in Figure 2.1). As there are inconsistent definitions of the concept of risk
management across various industries, COSO attempted to develop a consistent risk
management definition by signing a contract with the public accounting firm Price
Waterhouse Cooper (PWC) and proposing an ERM framework. The COSO ERM
framework is the most popular definition of ERM that is used in accounting literature
(Beasley et al., 2005). It started in the US after the corporate fraud-related failure of
the US Corporation Enron led to the passage of the Sarbanes-Oxley Act (SOX) of
2002. Specifically, SOX Section 404 required US listed companies to use a control
framework in their internal control assessments that provides specific requirements,

which correlate with COSO's internal control framework concept in order to
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implement both appropriate internal control and financial reporting transparency.
When COSO’s internal control developed into COSO ERM, this new framework
became the primary framework used by US enterprises and became accepted
worldwide (Gordon et al., 2009, Fraser and Schoening-Thiessen, 2010, Berinato,
2004, Power, 2009). Power (2007) states that the COSO ERM framework is "a
world-level template for best practice”. The COSO ERM differs from previous
COSO internal control frameworks (COSO, 1994) because it applies a
comprehensive view of the enterprise that includes strategic issues and a deeper

methodology of risk assessment (Cendrowski and Mair, 2009).

Figure 2.1 shows the comparison components of the COSO framework. Both
frameworks use a three-dimensional model as a matrix in the form of a cube with a
front (Ist horizontal rows dimension), top (2nd slices) and side (3rd vertical
columns). The 1st horizontal rows represent the risk management process
components, the 2nd slices represent the entity's objectives and the 3rd vertical
columns are the organisational units of the entity. The first dimension is the
horizontal rows. The COSO internal control (1992) framework has five components,
including control environment, risk assessment, control activities, information and
communication and monitoring. The COSO ERM (2004) framework expanded the
risk assessment component from the previous framework by adding three new
components, which are objective setting, event identification and risk response for
effective risk management. Therefore, COSO ERM (2004) has eight components,
including internal environment, objective setting, event identification, risk
assessment, risk response, control activity, information, and communication and
monitoring. The second dimension is slices. COSO internal control (1992) has three
entity objectives, including operations, financial reporting and compliance. The
COSO ERM (2004) framework added a strategic objective into the new framework.
Consequently, COSO ERM (2004) is determined to be effective in four categories of
objectives, including strategic, operations, reporting and compliance, respectively.
The third dimension is vertical columns. The control of COSO internal control
(1992) exists within a designated function or activity; meanwhile, COSO ERM
(2004) is applied to multiple levels of the enterprise, from entity level to individual

division, business unit and subsidiary.
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Figure 2.1 Comparison of the COSO ERM framework

COSO defined Enterprise Risk Management as:

"A process, effected by an entity's board of directors, management and other
personnel, applied in strategy setting and across the enterprise, designed to identify
potential events that may affect the entity, and manage risks to be within its risk
appetite, to provide reasonable assurance regarding the achievement of entity
objectives.”

COSO’s ERM is thus presented as a comprehensive and holistic way for an
enterprise to manage risk across the entire organisation to achieve their objectives

(Mikes, 2009, Pagach and Warr, 2010).

However, Fraser and Schoening-Thiessen (2010) found that COSO's ERM manual,
which was initially published in the framework by COSO, was not being considered
as a key source of information and guidance for implementing ERM in the firm, as it
was a general framework and difficult to both understand and implement. They
suggested that if the company wanted to follow the COSO framework, it might be
better to follow the ‘Guide to Enterprise Risk Management: Frequently Asked
Questions’ by Protiviti (2006) because it was more understandable. Gjerdrum et al.
(2011) have stated that: "The COSO ERM Framework is a complex, multi-layered
and complicated directive that many organizations have found difficult to

implement."
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2.4.1.2 ISO 31000: the International Risk Management Standard

ISO 31000 was published in 2009 (ISO31000, 2009) as the Principles and Guidelines
on Implementation by the International Organization for Standardization, which was
revised from the Australia/New Zealand risk management standard (AS/NZS 4360).
Its framework gained popularity in Australia, but it has not been widely adopted in
the US or UK (Everett, 2011). The main principle of this standard aims to provide
generic guidelines on effective risk management by using the concept of risk
governance and a centralised concept to the process of managing risk in order to
accomplish the strategic objectives of the firm as an effect of the uncertainty
approach. The risk management process established a detailed context by supporting
a coordinated view of risk and consultation that could be applied to the entire level.
ISO 31000 uses the general term of “risk management” in its standard. It defines risk
management as

“coordinated activities to direct and control an organization with regard to risk” and

defines the risk management framework as a “set of components that provide the

foundations and organizational arrangements for designing, implementing, monitor,
reviewing and continually improving risk management throughout the organization”.

The strength of the ISO 31000 risk management approach is its identification of the
risk owner, which is essential for accountability, communication and the importance
of risk management training throughout the organisation. This framework provides a
concept where risk management is centralised and linked to the business objectives
of all levels of the organisation by planning, management and governance (Gjerdrum
et al., 2011). The authors also recommends that internal audit or risk managers, who
have already fully implemented COSO ERM and are considering changing to ISO
31000, do not necessarily have to switch completely. There is a high degree of

commonality between the two approaches.

Some also claim that the purpose of ISO 31000 is to provide the principles and
generic guidelines on risk management for any public, private, enterprise,
association, group or individual. The standards and guidelines introduced apply to all
firms and they also try to manage all types of risk. This means they are too general
and lack specific meaning, so it might not be a good guideline or step-by-step

method to implement ERM (Mikes and Kaplan, 2013). Leitch (2010) stated that:
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“Many of the definitions in I1SO 31000 are not clear and meaningful, let alone close
to the actual usage of the terms.” For example, ISO 31000 defines risk as the effect
of uncertainty on objectives. This definition leads to different interpretations of the
exact meaning of risk. ISO 31000 is unclear and leads to an illogical decision if
followed. It is impossible to comply with and does not have a mathematical basis, as

it has little to say about probability, data and models (Aven, 2012).

2.4.1.3 Casualty Actuarial Society Framework

In 2003, the Casualty Actuarial Society (CAS) had an ERM committee and
summarised the ERM process. It was based on the Australia/New Zealand risk
management standard (AS/NZS 4360), which was an early version of ISO 31000.
The main objective of risk management is similar to COSO ERM and the ISO 31000

framework in that it focuses on value creating and achieving the firm’s objectives.
CAS (2003) defines ERM as:

"The discipline by which an organization in any industry assesses, controls, exploits,
finances, and monitors risks from all sources for the purpose of increasing the
organization's short- and long-term value to its stakeholders."

The CAS recommends establishing an independent risk management structure for
implementing ERM, e.g. the CRO, the CRO's staff and the risk management
committee. These approaches also provide the ERM synonym with “strategic risk
management”, “integrated risk management” and “holistic risk management”. These
all highlight a comprehensive view of risk management that changed from the “silo”

approach of managing different risk within an organisation to a holistic approach.

Therefore, many researchers use these synonyms as keywords to identify ERM.
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2.4.1.4 Standard & Poor's and Enterprise Risk Management

Standard & Poor’s (S&P) have included an ERM component in their credit rating
analysis of companies since 2005, which is based clearly on ERM in the energy,
financial services and insurance sectors (Desender and Lafuente, 2009). With the risk
and uncertainty still continuously a concern for business enterprises, S&P introduced
an ERM rating approach in 2008 for non-financial companies as part of their
corporate credit rating analysis. Therefore, to achieve a good S&P rating both
financial companies and non-financial companies should focus on risk management
culture and strategic risk management. With a high credit rating score, companies
can lower their borrowing costs and benefit by making their stakeholders more
confident. S&P did not create a new definition but instead created four major
analytic components as part of ERM. These components included: analysis of risk
controls, analysis of risk management culture and governance, analysis of emerging

risk preparation and analysis of strategic risk management.

S&P’s ERM classifications give precedence to the real value of ERM by creating a
culture of risk resilience, which is demonstrated in the firm’s strategic risk
management. S&P’s is concerned about the variability of a company’s management
oversight, strategic linkage, resilience and their ability to adapt to changing
conditions that have an influence on their credit rating (S&P, 2008). The problem
with the S&P’s ERM rating is that, while assessing the effectiveness of ERM, it is
subject to judgement (Hampton, 2009). S&P does not indicate any ERM framework
and how to implement ERM to achieve good practice, it just mentions the
components of effective risk management when scoring a company’s risk
management process. S&P does not require companies to comply with any particular

standard, only to provide adequate evidence of effective risk management.

Therefore, most of the companies still use COSO ERM or ISO 31000 frameworks to
follow and implement ERM, but it is essential to consider the indicators of effective

risk management by S&P in order to strengthen the ERM process.

In summary, the various definitions of ERM taken from the International Standard

Organization and academic circles are summarised in Table 2.4.
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Table 2.4 Definitions of ERM from International Standard Organization

Definition Reference by
ERM Definition previous
. literatures
COSO “A process, effected by an entity's board of directors, management Beasley et al.
(2004) and other personnel, applied in strategy setting and across the (2008)
enterprise, designed to identify potential events that may affect the Arnold et al.
entity, and manage risks to be within its risk appetite, to provide (2011)
reasonable assurance regarding the achievement of entity objectives.” | Gordon et al.
Scope of Risk: 1. Strategic risk 2. Operational risk 3. Reporting risk (2009)
4.Compliance risk Tahir and
Razali (2011)
Pagach and
Warr (2010)
Desender and
Lafuente
(2010)

ISO (2009) | “It is not a stand-alone activity that is separate from the main Purdy (2010)
activities and processes of the organization. Risk management is part | Aven (2011)
of the responsibilities of management and an integral part of all Lalonde and
organizational processes, including strategic planning and all project | Boiral (2012)
and change management processes.”

Scope of Risk: Mention all risk types, especially those separated into:
1. Financial risk 2. Infrastructure risk 3. Marketplace risk 4.
Reputational Risk
CAS "The discipline by which an organization in any industry assesses, Seik et al.

(2003) controls, exploits, finances, and monitors risks from all sources for (2011)
the purpose of increasing the organization's short- and long-term Acharyya
value to its stakeholders." (2009)
Scope of Risk: 1.Hazard risk 2.Operational risk 3.Financial risk Gordon et al.
4 Strategic risk (2009)

S&P ERM | “... is tailored to each insurer's risk profile and focuses on five main | McShane et al.
rating areas: risk management culture, risk controls, emerging risk (2011)

management, risk models, and strategic risk management.”

Scope of Risk: All key risks in the risk register

Baxter et al.

(2013)

30




2.4.2 ERM’s Definitional Dilemma

There are no universally accepted definitions of ERM that have been agreed upon by
both international organisations and academics. Kraus and Lehner (2012) has
investigated various definitions from 25 studies and found that 13 of them adopted
the ERM framework as a definition and 11 created their own definition from their
diverse literature reviews. This inconsistency and lack of uniformity in ERM
frameworks has created confusion amongst practitioners and researchers (Mikes and
Kaplan, 2013, Nielson et al., 2005). Power (2007) indicated that COSO's ERM
framework is the one that is generally accepted in studies of ERM. Hence, the COSO
ERM definition is used in many ERM studies (e.g. Beasley et al., 2008, Arnold et al.,
2011, Gordon et al., 2009, Tahir and Razali, 2011, Pagach and Warr, 2010, Desender
and Lafuente, 2010). Whilst the S&P’s ERM component is more commonly used in
some research areas, mainly in the area of insurance companies (e.g. McShane et al.,
2011, Baxter et al., 2013). The ERM framework from CAS is only used in two
studies (e.g. Seik et al., 2011, Acharyya, 2009).

2.4.3 The Holistic ERM Definition

An ERM definition can be proposed as a basis for this research. This definition is
based on essential elements from the International Organization standardization
ERM's framework by COSO, ISO 31000, CAS and Standard and Poor's ERM rating,

and is a new ERM definition. Hence, my definition would be:

ERM is defined as an integrated framework or a process of managing the
interdependencies between the company-wide risk; by which the companies need to
create well-organised risk governance and culture, identify, measure, manage and
disclose all key risks by receiving support from employees across all levels of a firm
thorough effective information, communication and staff training to increase
business performance, the organisation’s effectiveness and increase value to

stakeholders.
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2.5 Components of an Effective ERM Implementation Leading to the Best

Practice

This section summarises previous features of ERM from past works that led to
effective ERM implementation. The broad concepts and main features from various
holistic risk management frameworks on enterprise-wide biases could be formed as

ERM components in this section to formulate a comprehensive best practice in ERM.

2.5.1 Fundamentals of ERM through an Integrated Risk Governance

Risk governance is rapidly becoming more important and relevant worldwide and is
necessary if there is to be effective risk management (Chapman, 2011). The goal of
risk governance is not to lower risk. Instead, the focus is on managing risks more
efficiently on an enterprise-wide basis, so as to enhance stakeholder value ((Branson,
2010). Mandal and Chris (2011) stated that, “without effective risk governance, you
can forget about effective risk management”. Risk governance involves the main
belief of the governance concept and is undertaken by integrating the risk
management context and risk decision making (Cunningham et al., 1998). The
concepts of risk governance comprise of a board scope of risk that extends beyond
traditional elements of risk analysis, risk communication and risk management. It
integrates the structure, role and capacity of the organisation, stakeholder
involvement, collaborative decision making, accountability and responsibility (Renn,
2008) by carefully considering the legal, institution, social and economic contexts
while the risk management process is being established (Renn and Walker, 2008).
While the International Risk Governance Council (IRGC, 2007) points out that risk
governance is related to a wide range of risk owner involvement, requiring co-
ordination between roles and responsibilities, guiding principle, value system,
perceptions, perspective, achievement, as well as organisational imperative. In the

business context, Protiviti (2009) defined governance as an

"oversight that includes objective and strategy setting, delegation of authority,
and monitoring and evaluation. It is the process by which directors and executive
management set overall business objectives and oversee progress toward those
objectives”.
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Segal (2011) stated that the ERM framework provides a functional structure, which
is the fundamental infrastructure of the ERM process. Risk governance is also the
most important component that drives the ERM program in the organisation. Risk
governance provides the hierarchical structure of ERM, including three components,
which are: 1) the role, responsibility and accountability, 2) organisational structure,
and 3) policies and procedures that govern the ERM program. Increasingly, the
promotion and improvement of risk governance stems from the problem of corporate
governance breaches, business failure and financial fraud, with increasing
compliance, as well as regulation, on oversight by the board (Mikes, 2009). The
development of governance and the organisational structure has given risk more
importance at board level and it is fundamental to the effective implementation of

ERM (Tonello, 2007, Liebenberg and Hoyt, 2003).

2.5.2 A Holistic Perceptive of ERM

The main component of ERM, which is significantly different from TRM, is the
holistic view of risk (Rodriguez and Edwards, 2009). There has been a fundamental
change in the concept of risk management and in the way that organisations deal
with risk (Power, 2013). ERM has noticeably become the risk management
framework within most organisations (Hopkin, 2012) through its integrative
approach within the planning, strategic setting and performance measurement
process. The concept of ERM cannot be readily quantified or aggregated. Therefore,
the focus of a holistic risk management approach is on the inclusion of non-
quantifiable risk into the risk management framework, as long as the top

management consider a strategic view of risks (Mikes, 2009).

The fundamental idea of ERM is to move from the separate management of a single
risk to a unifying and more integrated approach to managing overall risk (Hoyt and
Liebenberg, 2011, Moeller, 2007). Therefore, an enterprise manages all the risks that
it faces across the organisation by considering the processes, objectives and the
impact of people on the company's objective, which in turn values the creation of an
enterprise. Many risks are interrelated across the operations, and so a silo-bases

perspective (Gordon et al., 2009) — where different owners within an enterprise
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separately manage individual risks — can develop so that the TRM approach can fail
to address the connection between risks. The ERM approach started by considering
the accomplishment of the organisation's objectives, core dependencies and key
strategic objectives. It considered the overall risks that were perceived as threats and
evaluated them so that if more than two risks have an impact on the same objective

they will be evaluated and managed jointly under an acceptable level of risk taking.

However, many researchers (Hampton, 2009, Olson et al., 2008, Fraser and Simkins,
2010) point out the problem of adopting a holistic view of risk when all the risks are
supervised in a centralised way. Risk owners might ignore significant risks that they
consider to be outside their own operation or business unit. Therefore, if they are to
motivate employees, it is essential for an enterprise to have risk awareness, be
accountable and take more proactive action to manage risk in a holistic way that will
impact on their daily operation (Barton et al, 2002). In particular, ERM
implementation requires all employers that manage risk outside the scope of their
own work to take more responsibility and improve coordination than they do with
TRM (Olson et al., 2008, Pickett, 2005). For an effective ERM implementation, an
enterprise should adopt a holistic view of risk management by simultaneously
establishing a risk culture (Lam, 2014), enhancing the company's risk management
philosophy (Liu, 2011) and aligning identified business risks into their routine
corporate and business unit process (COSO, 2004, Protiviti, 2006, Moeller, 2007).
This would take into account how employees perceive both their accountability and
responsibility for risk management (Deloitte, 2009, AON, 2010, Chapman, 2011,
Cendrowski and Mair, 2009), how the coordination of work is promoted amongst
risk owners (Liu, 2011) and on-going communication is developed with relevant

stakeholders (Chapman, 2011).
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2.5.3 ERM: A Ceritical Tool for Strategic Risk Management

The ultimate goal of ERM (COSO, 2004) is to apply strategies that have been set
across the company to achieve its objective. In TRM, or the silo-based approach, risk
management is often decentralised or done in isolation by each business unit leader
in the organisation. TRM can impede the gathering of various risk aspects,
particularly strategic risks, because there is minimal communication. When the
overall risks are not incorporated and strategic risk management is overlooked, it can
lead to dangerous "blind spots" in the strategic management process. The ERM
approach differs from a TRM approach. When ERM is incorporated in order to
centralise the management of risk within the organisation, it might be linked to better
risk association and lead to the development of a complete risk strategy. ERM has
the objective of balancing enterprise risks under the company's risk appetite in order
to enhance the benefits for stakeholders. Therefore, embedding ERM into the
organisation should enhance the likelihood of more effective links between strategic
risk management and the strategic management process, not only to prevent and
protect the company by safeguarding its assets, but also by achieving the company's

objective and creating an opportunity to increase stakeholder value.

The definition of ERM by COSO (2004) referred to it being "applied in strategy
setting... regarding the achievement of entity objective.” ERM is directly related to
corporate strategy and this linkage will help the enterprise to achieve the firm's core
value. Therefore, many organisations shift their ERM perception away from a
compliance function to a strategic orientation that enhances value. Enterprise Risk
Management, a 2012 survey report by Deloitte Touche Tohmatsu Limited, found that
about 80 percent of the businesses considered strategic risk to be a new focus risk
area and had started to implement a risk management system. Moreover, 51 percent
of the C-Suite' respondents reported that a formal strategic risk management process
would help to better integrate all of the risks with the short-term and long-term aims

of the management strategy in order to enhance the company's objective.

' C-Suite is considered to be the most important and influential group of individuals at a company.
The term is derived from the use of the letter C in most high-level positions and the word "Chief" in
their titles, such as Chief Executive Officer, Chief Operating Officer and Chief Information Officer.
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2.5.4 Evidence of ERM Existence

If an organisation has implemented ERM then there should be observable evidence
of this (S&P, 2005). The ERM infrastructure consists of an overall risk management
policy, a designed risk management framework, risk assessment guidance, including
risk appetite and risk tolerance, the presence of risk management on the board’s
agenda and clarity of its role and responsibility, as well as any risk report and
portfolio view of risk (Protiviti, 2006). Additionally, ISO (31000) is used as the basis
of recommendations for reaction planning for hazard risks. Furthermore, evidence of
continuity planning, disaster recovery planning or crisis planning should be
established and regularly tested. This is required in order to support effective risk

management through the enterprise’s risk architectural strategy and their protocol.

2.5.4.1 Risk Management Policy

Risk management policy is an effective method to introduce risk awareness
throughout the firm. It is a general principle with specific guidelines that are relevant
to all aspects of the management of risk. It should be developed and communicated
to all staff throughout an enterprise so that they understand the policy in the same
way (Moeller, 2007) and apply it thoughtfully, conscientiously and consistently
across the entire enterprise (COSO, 2004). Risk management policy includes an
entity’s risk management philosophy, which is the basis for effective risk
management. It provides an appropriate foundation of the entity’s values, shared
beliefs, attitudes and risk awareness culture on how the firm considers risk in their
business, ranging from strategy setting and development to operation activities. The
policy should be reflected in virtually everything the management does in running an
effective risk management program. Even when risk management policy is well
developed and the practices understood, it nonetheless needs to be embraced by its
staff and reinforced by management. The policy is not only a written document, but
is also carried out in the everyday operation of the organisation, as its procedures
affect the company’s policy (COSO, 2004). ISO 31000 (2009) points out that risk

management policy should state the company’s objective, accountabilities &
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responsibilities for managing risk, as well as the framework of the overall risk

management process.

The risk management policy, which is aligned with the company's objective, should
be acknowledged across the enterprise at every level and unit. It should also be fully
supported by the board of directors if the implementation of ERM is to be effective
(Hopkin, 2012, Protiviti, 2006, Fraser and Simkins, 2010). The employees should
consider the risks by being aware of the accountability for risk and risk management,

which is more than just on the monetary level (Moeller, 2007).

2.5.4.2 Risk Management framework or guidelines

ISO 31000 (2009) gives a definition of risk management framework, which is a "set
of components that provide the foundations and organizational arrangements for
designing, implementing, monitoring, reviewing and continually improving risk
management throughout the organization”. There are various definitions and
frameworks for ERM: COSO ERM framework (COSO, 2004), Casualty Actuarial
Society framework (CAS, 2003), International Standard for Risk Management (ISO
31000, 2009), Standard and Poor's ERM rating (S&P's ERM rating). All of these
frameworks attempt to provide common principles and guidelines on making risk

management effective.

Although companies use international standards, such as COSO (2004), ISO 31000
or CAS (2003), as the foundation of risk management process, each company might
have different ways of implementing the risk management process that need to take
into account the varying needs of the specific objectives, context, structure,
processes, functions, products, services, assets and specific practices that are used
(ISO 31000, 2009). Shortreed (2010) pointed out that the management must
understand both the external and internal business context before designing the ERM
framework. The context will determine the related risk that is faced by the firm,
confirm the benefits of risk management, assist in the preparation of resources and
emphasise both the need for various components of the ERM framework and the risk

management processes.
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2.5.4.3 Risk Appetite

Risk appetite is “the amount of risk, on a broad level, an entity is willing to accept in
pursuit of value” (COSO, 2004) and referred to as the “amount and type of risk an
organization is prepared to pursue or take” (ISO 31000, 2009). To enhance the
company’s objective, it unavoidably has to take a higher level of risk. All of the
companies have to determine their risk appetite and what is an acceptable risk within
the company in order to ensure that it has the potential to achieve its objective
(Shortreed, 2010). A risk appetite should be informed and reasonably predicted
according to the criteria in risk evaluation, in order to find the best way to deal with
acceptable risk in a systematic way. The company's risk appetite might be different
across industries and companies (Beasley and Frigo, 2010). The thresholds of its
formal risk appetite should be set by the management and the board of directors and
applied throughout the company. "Everyone must understand the organization’s
particular drivers of risk, its risk appetite, and what management considers

acceptable risk levels." (Beasley and Frigo, 2010)

The management needs to decide on how much risk it finds acceptable in order to
achieve the company’s objective, as well as sustainable growth. Risk appetite is one
of the elements of ERM implementation that corresponds with the COSO ERM
definition of managing “... risk to be within its risk appetite, to provide reasonable
assurance regarding the achievement of entity objectives”. It is fundamental to set
the overall risk appetite and manage risks within this. COSO (2004) point out that
management should consider the firm’s overall risk appetite, which should be
aligned with the entity’s strategy, mission and objective on value creation, as well as
how it develops the infrastructure to manage risks and allocate resources among its
business unit. In setting the risk appetite, many firms prefer to apply a risk map or
risk matrix (impact and likelihood analysis) on categories such as high, medium and
low. To gain an effective risk management culture, the risk appetite framework
should be formally established, well defined and supported by a clear rational policy
that is consistent with ERM, and well communicated throughout the firm (S&P,
2013).
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2.5.4.4 Risk Tolerance

An effective ERM framework is critical in order to manage risk within risk tolerance
(S&P, 2013). Risk tolerance is “the acceptable level of variation relative to
achievement of a specific objective” (COSO, 2004), whilst S&P (2013) refers to risk
tolerance as a “quantitative risk appetite statement” that guides management in the
selection of risk and points out the maximum losses that are acceptable. The
organisation should have a clear rationale for supporting the chosen risk tolerance
that is directly related to the company’s strategic goal, resources and value
proposition, and aligned with their risk appetite. The units of risk tolerance can be
the same as the units used to measure the company’s achievement. Management
should operate within stated risk tolerances and risk appetite in order to ensure that

the firm will achieve an objective from an entity level portfolio perspective.

2.5.4.5 Portfolio View of Risk

ERM has emerged as a new approach for boards of directors and management to
better manage the portfolio of risk that is facing companies (Beasley et al., 2005). A
fundamental concept of ERM concerns the organisational level that requires risk to
be considered from an entity level or portfolio perspective of risk (COSO, 2004; ISO
31000; S&P, 2013). Each manager or person responsible for a business unit,
department, function, process or activity is required to develop a risk assessment for
each unit and manage it within the unit’s risk tolerance. Every business unit must
prepare a portfolio view of risk that they can manage and control separately for a
particular unit. This method of assessment can be quantitative or qualitative. By
gathering risk at each level to entity level, the management has a responsibility to
combine the overall risk portfolio and identify any opportunities that might have a
chance of being successful. Management also determines whether the entity’s risk
portfolio is within the overall risk appetite of the company. In cases where a risk
portfolio illustrates significantly less than the entity’s risk appetite, management can
decide to inform each unit to accept more risk in a specific area in order to enhance

the company’s return and growth.
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The portfolio view of risk that is generally used in the COSO ERM framework can
be called the “risk register” (Pergler, 2012) or “risk profile” (S&P, 2013 and ISO
31000, 2009), or other names that similarly mean a set of risks that relate either to
the whole or part of the company. A clear vision and understanding of the enterprise
risk register/risk profile/risk portfolio is necessary to create an effective risk

management culture throughout the company (S&P, 2013).

2.5.4.6 Crisis Management and Business Continuity

Unexpected events can arise in the crisis of uncertainty when the organisation might
be exposed to different unanticipated operational risks. ISO (31000) focuses on the
scope of the different responses to risk that are available to deal with hazard risks.
Disaster recovery planning/crisis planning documentation should be written by the
organisation and there should be regular testing of supporting effective risk
management, including the enterprise’s risk architecture strategy and protocol.
Moreover, there is a concept of business continuity management (BCM) approach.
This is developed by considering both the effective prevention and minimisation of
losses. It is a broader concept than crisis management, which mainly focuses on
recovery during disaster recovery periods (Stanton, 2005). BCM is a step-by-step
approach that integrates the principle of ongoing risk management, impact analysis
and the contingency plan to ensure that the enterprise has security protection and

there is no significant disruption of their main business operations.

2.5.4.7 Control Self-Assessment

The ITA (1998) defines control self-assessment (CSA) as "a process through which
internal control effective is examined and assessed. The objective is to provide
reasonable assurance that all business objectives will be met”. CSA 1is a
management tool that assists in identifying and monitoring the effectiveness of
internal controls in achieving objectives and managing their related risks (Caffyn,
1999). CSA has two types of implementation processes and management risk
assessments (MRA), which assist in managing risk by evaluating the strengths and
weaknesses of controls. They also manage to improve both the firm’s performance

and process risk assessment (PRA), which focuses on a particular risk and is more of
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a control on the business process itself. Performing CSA involves self-auditing and
self-assessment by the board of directors and allows staff to be more intimate with
the process of operation. It quickly focuses on key risk, gives more coverage of the
important issue, and enables closer monitoring than traditional audits by an internal
audit. The benefits of CSA lead to an improved operation, as well as greater
responsibility and accountability for effective and efficient control and risk

management.

2.5.5 Risk Management Structure and Architecture

COSO (2004) identified the risk management organisational structure in the internal
environment, which is one of the main COSO ERM’s components. Similarly, the risk
management structure can be thought of as the capstone component of ERM. A
formal, well defined and independent ERM organisational structure is basic to an

effective ERM implementation (S&P, 2005).

It is commonly recognised that the board of directors has the ultimate responsibility
to ensure that there is an appropriate internal control and risk management system.
Management should identify and evaluate the risk that is faced by the company, so
that the board of directors can create a suitable system of risk management thorough
its policy (Turnbull, 1998). The company's ERM system should have a well-
organised structure to allow the boards to periodically review and monitor existing
risk, while also fulfilling their oversight responsibility. Branson (2010) mentioned:
"The board must consider the best organizational structure to give risk oversight
sufficient attention at the board level." Grace et al. (2015) also found that there is a
positive relationship between the risk report to the board of directors or the CEO and

the firm’s operating performance.

The structure depends on each company, so there is no best structure that can be
recommended. Many boards have realised the benefits of assigning the main risk
oversight duty to a committee of the full board because of the scope and complexity
of ERM. Therefore, many companies establish a separate risk management

committee in order to increase both attention and mandate risk management
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oversight. For other companies, risk is periodically reviewed in regular meetings of

the audit committee. Branson (2010) pointed out that:

"The audit committee may not always be the best choice for providing direct oversight
of the ERM program at the board level because the audit committee typically has a
crowded meeting agenda and may not have sufficient time and resources to devote to
the optimal level of risk oversight. In addition, the audit committee’s focus on
compliance with financial reporting rules and auditing standards is not necessarily
the best approach for understanding the broad array of risks faced by their
organization."”

To identify an ERM implementation firm, many researchers use evidence of the
existing CRO and risk management committee, which form an independent risk
management structure that is established by the risk management committee, CRO
and risk management department. Their direct risk function is separated from the
fundamental control structure as it is under the internal control department and audit
committee. Therefore, if there is a risk management committee with the CRO as
chair implementing the ERM program with a dedicated risk management unit, one

may regard the organisation as having an effective supervision of risk.

Either the risk management committee or audit committee, who are assigned by the
board, should be accountable for overseeing the risk management process and should
receive regular reports from senior managers responsible for risk management, such
as the CFO or CRO. The CRO or CFO supports the board (or a designated board
committee) and will facilitate the execution of the ERM process and infrastructures.
This role can be both consultative and authoritarian. It should assess, recommend or
approve, depending on the area of risk (Protiviti, 2006). After that, the stated
committee should periodically prepare a report to the whole board in order to
monitor the ERM programme and ensure that the risk management process is still

effective and engages risk with a strategy that will accomplish the company's goal.

2.5.6 Responsibility/Accountability

AON (2010) pointed out that in order to leverage existing best practices in
implementing an ERM framework, it is essential to engage with clear lines of
responsibility, authority and accountability from the board through to management

levels, and then to the operational levels. Ittner and Oyon (2014) also found a

42



positive relationship between ERM and the functional and hierarchical extent of risk
ownership. By appointing the right person to the right role, with a clear segregation
of duties, an equilibrium between risk-taking and risk monitoring (KPMG, 2010) can
be maintained. The problem of accountability can rise when risk is not identified and
linked to the ownership of risk. Ansell and Harrison (2014) stated that the ownership
of risk and its governance are linked to perceptions of accountability. Unfortunately,
some risks are not managed because there is no assignment of ownership and so
there is a lack of accountability or responsibility. In other cases, the distribution of
accountability may be spread so there are differing perceptions of responsibility.
Andreeva et al. (2014) proposed the "knowledgeable supervision" concept, which
aims to solve the accountability problem within the context of public risk. This
comprises of four key characteristics: the co-ordinating role, shared responsibility,
interdependence and authority versus accountability. This concept shifts from an
authority concept to knowledgeable, governance, as well as accountability, which
could apply within the enterprise and to stakeholders to encourage each silo

department to work together.

Moreover, Moeller (2007) points out that all individuals at all levels in the firm
should be able to acknowledge their role, as well as their accountability to the risk
management process, and contribute to achieving the company's objective through a
well-established communication channels and appropriate knowledge. The enterprise
should have a systematic periodic risk report system (Deloitte, 2009) and its
reporting should flow up from the bottom to senior management and the board of
directors. A key feature of ERM is that all members of the company have a
responsibility to support the company's risk policy and promote compliance within
its risk appetite (COSO, 2004, AON, 2010, Chapman, 2011). The board of directors
has the final responsibility and ownership of the oversight of ERM (COSO, 2004,
AON, 2010, Chapman, 2011, S&P, 2013, Deloitte, 2009), with a periodic risk report
system (Deloitte, 2009) and appropriate delegate risk management roles (KPMG,
2010) that are assigned to the risk leader and to the CRO (Mikes, 2010, Aabo et al.,
2005, Gates, 2006) or risk management committee (AON, 2010).
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The concept of ERM as a centralised risk process helps boards and top management
to think about risk more holistically and link it to strategic decisions. The oversight
of risk management should be an acknowledged responsibility of the board of
directors. The importance of this responsibility has gained the close attention of most
firms as a result of the global financial crisis, which had the effect of increasing
awareness and recognition of ineffective risk management and creating a risk aware
culture across listed companies. To successfully implement ERM management, one
has to be in a suitable position to evaluate varied strategic directions by considering
the combined risks within many scenarios to create a potential for risk opportunities
and to manage risk within the stakeholders’ risk appetite. All of the identified risks
inclusively aim to support the strategic direction of the enterprise. ERM might
identify risk opportunity across multiple silos of the enterprise in order to enhance
and maximise the value of the company's return when risk appetite is well managed

by balancing the performance objective with recognising risks.

Boards of directors are normally held accountable and responsible for considering
risk oversight and it is important to consider the likelihood and impact of various risk
scenarios that are linked to the company's overall business strategies. The board
should be responsible for determining the nature and extent of significant risk (UK
Corporate Governance Code, 2010). In many companies the risk management
committee may be established as a sub-committee of the board to increase risk
management oversight at board level, which is the ideal structure of effective risk
management (Hume, 2010). Since there are limited resources and time constraints on
the audit committee, it would appear that an effective ERM structure should establish
a dedicated risk management committee of the board (Simkins, 2008). The
committee should have the head of the ERM function and is usually led by CRO who
directly reports to the board. This helps the board to pay greater attention and

oversight to the company's risk management process.

It is important to be cautious, as PwC’s 2012 Annual Corporate Directors’ Survey
indicated that directors perceive oversight risk as a vital responsibility of the board of
directors. The Company's Annual Report shows the majority of companies view risk

oversight as the board of directors' responsibility and function, and a few companies
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in the non-financial service sector have a risk committee. However, approximately
37 percent of directors in the survey believed that when it comes to major risks
facing businesses, there is no specific allocation of responsibilities among the board
of directors and its committee. They are not sure who on the board of directors is
supposed to respond to risks. The risk oversight gap and structural disconnect might
cause problems in the long run if the directors are unsure about ownership of
overseeing the risks. Hence, it is essential to allocate ownership of risk to an

appropriate level or responsible person (HM Treasury, 2001).

2.5.7 Risk Management Process

An effective ERM implement process starts with identifying and controlling risk, and
then having effective communication throughout the firm, having training and
developing the knowledge at the management and staff level, having adequate
technology and an information system that will support the risk management system

and monitor risk management on a timely basis.

2.5.7.1 Identifying Internal Control and Managing Risk

“If you know the enemy and know yourself, you need not fear the result of a hundred

battles. If you know yourself but not the enemy, for every victory gained you will also
suffer a defeat. If you know neither the enemy nor yourself, you will succumb in every
battle.”

Sun Tzu, The Art of War

It can be relatively simple to identify risk in some situations, but in many other
situations it is not simple at all. The volatility and complexity of the business can
shape unexpected events away from management oversight. Occasionally, it is
possible that risks are not identified, so they are not likely to be managed well. There
is unfortunately no definitive answer as how to categorise risk, and what exact type
of risks a company faces as the type of risk will depend on each business context
(Segal, 2011, Chapman, 2011). It is necessary to understand the events that have a
potentially negative impact on the firm overall. The source of risk and the system to
be used to examine risk are critical components in the process of risk identification
and facilitate the risk planning process and the appropriate establishment of a

company's risk register that will manage risk effectively (Pritchard, 2010). Segal
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(2011) mentioned that the key success of risk identification is principally related to
constructing a comprehensive list of possible risk, which is related to risk

categorisation and definition.

Table 2.5 shows there are different views amongst authors about the sources of risk,
which originate from related events and changes to a situation. Strategic risk (CAS,
2003, COSO, 2004, Chapman, 2011) has just been included as a new category of risk
since there have been recent developments in ERM. If a wide scope type of risk is
considered, risk can be split into two categories — internal risk and external risk that
affects the enterprise. When events that are related to classification are considered, it

can be summarised as the main scope of risk in the following ways:

1. Strategic risk

2. Reputational risk

3. External risk: natural and man-made risk, country risk, economic risk,
political risk, business risk, market risk, industry risk and social-cultural risk

4. Internal Risk: financial risk, operational risk, reporting risk, compliance risk,
informational and technological risk

5. Specified industry risk e.g. banking sector: capital risk and liquidity risk

A company also needs to consider the timescale of risk impact, which can be long,
medium or short-term. This is necessary to analyse the risk exposure faced by a firm
(Hopkin, 2012), except for systematic risk or known risk, which should be identified.
Importantly, the DEFRA® risk strategy states that the risk management approach
should be “objective-driven” and be better at identifying longer-term risk or risks
that are currently over the horizon, which will depend on good stakeholder
participation and a good process of gathering risk. DEFRA stated that: “This should
be a living process, not a tick-box approach and must not become bureaucratic.” It
is important to gain attention and carry out “surveillance” in order to identify new
events or significant change that might create future risks and affect the company’s

objective.

2 Department of the Environment, Food and Rural Affairs (DEFRA) published their Risk Management
Strategy in 2002 (DEFRA 2002). While the approach is now very familiar, in terms of the stages of
risk management and the risk response categories adopted, careful thought has been given to what risk
management means for the department.
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Table 2.5 Summary of the most common types of risk

Tvpe of Risk COSO CAS a:;lzzﬁle Chapman Olsson Cooper Holliwell BSI TreI:sltl/[r s Trelz;lsl\l/llr '
yp (2004)  (2003) 2009) (2011) (2002)  (2006) (1998)  (2001) (2001)y 200 4)y
Strategic risk / / /
External risk / /
Hazards risk / / / /
Country risk / / / /
Economic risk / / /
Political risk / / / / / /
Business/Industry risk / / / / /
Market risk / / / / / /
Socio-cultural risk /
Internal Risk:
Financial Risk / / / / / / /
Credit risk / / / / /
Interest rate risk /
Foreign exchange risk / /
Equity price risk
Liquidity risk / / / /
Capital management risk / /
Fraud risk / / /
Insurable risk / /
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Type of Risk COSO CAS Friend Chapman Olsson Cooper  Holliwell BSI HM , HM ,
(Continue) @004) (2003 MdZehe  Tonih 2002)  (2004)  (1998)  (2001)  Lreasury’s  Treasury's
(2004) (2001) (2004)

Operational Risk / / / / / / / /

Personnel risk / / / /

Safety risk / / / /

Health risk / / / /

Environmental risk / / / / / / /

Product risk / / /

Resource risk / / / /

Competitor risk / /

Project risk / / /

Innovation risk /

Transferable risk /

Relationship risk /
Reporting risk / / /
Compliance risk / / / / / / /
Reputational risk / / / / / /
Informational risk / / / / / /
Other types of risks

Risk management / /

performance risk

Governance risk /

Scanning risk /

Resilience risk /

Change risk /
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2.5.7.2 Training and Development

Everyone in an organisation should be responsible for risk management (Giddens,
1999). Good people or "knowledgeable people" (Moeller, 2007) are important in
implementing the effectiveness of the ERM program by enhancing the risk culture
across the enterprise. It is therefore critical to ensure that related staff have
appropriate risk knowledge and are competent and capable with the right
qualifications in risk management to perform their responsibility (PWC, 2008a). A
formal risk knowledge management and training program should be launched at both
the board of directors’ level, including executive and non-executives directors, and
staff level. There also needs to be adequate time and enough effort to cultivate risk
awareness in their mindset (KPMG, 2010). In fact, Hillson (1997) mentioned that it
is not enough to only use short-term staff training to embed ERM. For a risk
awareness culture to be established, it might require ERM to be embedded into their
work routine and job description. This training program should be an ongoing
process, which is tailored and reviewed to be most relevant to the company and

related to its business (Branson, 2010).

The survey of the role and effectiveness of non-executive directors by Higgs and
Britain (2003) indicated that two-third of the total number of non-executives and
chairmen have not received any training and development. Training and
development, particularly on the boards and senior management level, is essential to
the successful implementation of ERM programs, as it requires an understanding of
the fundamentals of risk. This is because top level managers should have adequate
risk experience and an intimate knowledge to understand the overall risk
management program in order to make a meaningful assessment of the risks and
carry out the policy in place (Deloitte, 2009). In addition, it is fundamental to the
company's operation that current business development and specialised issues should
be rolled out so that boards can better consider the implications of the key risks that
they might face and plan their response to these risks thoughtfully. Moreover, Higgs
and Britain (2003) suggested that training should be developed beyond class formal
training. There is a need to develop suitable technical knowledge, which is sufficient

and tailored to the board’s responsibilities. Training programs could be organised
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through workshops or within the structure of the board meeting schedule, depending

on how essential they are.

Risk training for other staff should answer the employees’ questions about risk
management (such as who is involved in the ERM process, why it needs to be
implemented, what are the benefits and how to do it, etc). Training increases staff
understanding of the ERM program by making them aware of the objective and
benefits, as well as the framework and process of ERM, the company's risk
management policy and the problems created by an inactive ERM program. After the
training process finishes, the knowledge should increase their readiness to be part of
the process and apply it to their jobs (Chapman, 2011). After constructing proper
training sessions to ensure that there is sufficient knowledge transfer throughout the
enterprise, Toneguzzo (2010) suggests that a percentage of staff have completed the
training programs (training factors) and should be included in the measure of success
as key performance indicators (KPIs). Therefore, the more risk management training

is offered to staff and directors, the more effective the risk management program

should be.

2.5.7.3 Monitoring

OGC (2002) stated that risks should be "actively monitored and regularly reviewed
on a constructive ‘no-blame’ basis". The last critical component to achieve effective
risk management is monitoring, which must be done on a timely basis (AICPA,
2010, Deloitte, 2011, PWC, 2008b) and embedded into the business process as a part
of the culture (Chapman, 2011). Monitoring is the process of observation from
outside any event and its purpose is to ensure that the overall risk management
process is executed and controlled as the planning process is constructed and actively
proceeds. Besides the regularly reviewing of controls and processes, monitoring
should be a robust practice. This process might indicate new risks and opportunities
arising across all the business sectors of the company, which is helpful to improve its
future risk management process. For example, the gathering of information about

risks in the past, as well as emerging risks for external circumstances, can be used to
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update the company's risk profiles for later use. For assurance, the board of directors

has responsibility for monitoring the overall risks facing the company.

There are many procedures that help companies to manage the continuous
monitoring of risk, including early warning indicator systems (Kaminsky et al.,
1998), benchmarking against policy or the best practice (Chapman, 2011),
performance management appraisals, such as the general operational performance
and financial ratio, Balanced Scorecards (BSC) or Key Performance Indicators (KPI)
(Hwang, 2010, Beasley and Frigo, 2010, MacDonald, 2002), as well as a timely
reporting system method to management (AICPA, 2010, Deloitte, 2011, PWC,
2008D).

In summary, the main components of ERM, taken from various internationally
accepted ERM frameworks and previous literature about effective ERM
implementation consists of 40 components which can be gathered into 6 categories.
The 6 categories are as follows: 1) The fundamentals of ERM; 2) The existence of
ERM evidence; 3) Risk Management Structure and Architecture; 4) Risk
management policy and risk appetite; 5) Responsibilities and accountability and 6)
Risk Management Process, as shown in Table 2.6. In practice, the design and
implementation of ERM frameworks might significantly differ amongst various
enterprises, but there are common components of ERM that have led to best practice
in ERM. The desire to improve ERM implementation means these components can
be considered in order to achieve a more effective risk management system or to

ensure that a risk management program is in place.
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Table 2.6 The components of ERM from various internationally accepted ERM

frameworks and previous literature

COSO 1ISO CAS S&P .
ERM Component 2004) (2009) (2003) (2013) Other Literatures

1) Fundamentals of ERM

Strategic decisions involving / / (Protiviti, 2006, Accenture,
board or top management level 2011, AICPA, 2010, AON,

2010, Chapman, 2011,
Moeller, 2007, Fraser and
Simkins, 2010)

The presence of identified aligned / / / / (Protiviti, 2006, KPMG,
business risks into the 2010, Moeller, 2007)
company’s routine corporate
and business unit

Concerning risk / / / / (Accenture, 2011, Protiviti,
oversight/management aligned 2006, AON, 2010, Moeller,
with the company’s strategy 2007)

Realised benefits of risk / / / / (Hampton, 2009, Accenture,
management address 2011, Protiviti, 2006, PWC,

2008b, Chapman, 2011)

Perceived benefits of ERM / / / / (Hampton, 2009, Accenture,

adoption 2011, Protiviti, 2006, PWC,
2008b, Chapman, 2011)

2) The existence of ERM evidence

Business continuity plan — / (Hopkin, 2012)
evidence prepared

Crisis management — evidence / (Hopkin, 2012)
prepared

Self Control Assessment by / (Protiviti, 2006)
boards — evidence prepared

Self Control Assessments by all / (Protiviti, 2006)
staff — evidence of prepared

Risk Management Policy - / / / (Hopkin, 2012, Protiviti,
evidence prepared 2006, Deloitte, 2009,

KPMG, 2010, Chapman,
2011, Fraser and Simkins,
2010)

Risk Management Policy — / / / (Hopkin, 2012, Protiviti,

evidence reviewed 2006, Deloitte, 2009,
KPMG, 2010, Chapman,
2011, Fraser and Simkins,
2010)

Risk Management Framework or / / / / (Moeller, 2007, Chapman,
guidelines — evidence prepared 2011)

Risk Management Framework or / / (Chapman, 2011)
guidelines — evidence reviewed

Risk Appetite — evidence / / / (AON, 2010, KPMG, 2010,
prepared Abdel-Khalik, 2013)

Risk Appetite — evidence / / (AON, 2010, KPMG, 2010,

reviewed
(continued)
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COSO ISsO CAS S&P

Variable Description (Name) 2004) (2009) (2003) (2013) Other Literatures
Risk Tolerances — evidence / / / / (AON, 2010)
prepared
Risk Tolerances — evidence / / (AON, 2010)
reviewed
Risk Register/ Risk Profile/Risk / / / / (AICPA, 2010, AON, 2010,
Portfolio — evidence prepared KPMG, 2010, Chapman,
2011)
Risk Register/ Risk Profile/Risk / / (AICPA, 2010, AON, 2010,
Portfolio — evidence reviewed KPMG, 2010, Chapman,
2011)
3) Risk Management Structure and Architecture
Existence of a risk management / (Hoyt and Liebenberg,
committee 2011, Liebenberg and Hoyt,
2003)
Existence of a risk management / (Hoyt and Liebenberg,
department 2011, Liebenberg and Hoyt,
2003)
Existence of a risk management / (Accenture, 2011, Deloitte,
structure 2009, KPMG, 2010, PWC,

2008b, Chapman, 2011)

4) Risk management policy and risk appetite

Acknowledgement of risk / / / (Hopkin, 2012, Protiviti,

management policy 2006, Fraser and Simkins,
2010)

The level of companies applying / / / (Accenture, 2011, Protiviti,
risk management policy 20006)

Determining of risk appetite / / / (AON, 2010, KPMG, 2010)

5) Responsibilities and accountability

Frequency that board of directors / / / / (Deloitte, 2011, Grace et al.,
have discussed or received 2015)
reporting on risk management

The independence of risk / (AON, 2010)
management committee

Board of directors responsible for / / / (Deloitte, 2009, AON, 2010,
the overall risk management Chapman, 2011)
process activities of the entity
level

Risk management committee, / (AON, 2010, Hoyt and
Chief Risk Officer and risk Liebenberg, 2011,
management department Liebenberg and Hoyt, 2003)

responsible for risk
management process

All staff in the company involved / / / / (AON, 2010, Chapman,
in risk management process 2011)

6) Risk Management Process

Identifying strategic risk / / / / (Chapman, 2011, Deloitte,
2009)

Identifying reputation risk / / / (Chapman, 2011)

(continued)
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ERM Component fZ(z(?:)) (213(%) (g(ﬁs) 55;13)) Other Literatures

Having clear documents or / / / (AICPA, 2010, PWC,
standards for risk taking and 2008b, AON, 2010,
risk management that are Deloitte, 2011, KPMG,
widely understood within the 2010, Chapman, 2011)
company

Having clear communication of / / / (Chapman, 2011,
risk disclosure to stakeholders Miihkinen, 2012, Ahmed et

al., 2004)

Existence of components needed / / / (Chapman, 2011, Beretta
for effective risk and Bozzolan, 2004)
communication

Existence of training, coaching or / / (Deloitte, 2009, AON, 2010,
educational programs about risk KPMG, 2010)
management that is offered to
director

Existence of training, coaching or / / (Deloitte, 2009, AON, 2010,
educational programs about risk KPMG, 2010)
management that is offered to
staff

Existence of risk information / / / (Deloitte, 2009, AON, 2010,
systems that provide adequate KPMG, 2010)
information that is able to
identify, assess and respond to
risk

Having assigned a responsible / / / / (AICPA, 2010, Deloitte,

person to monitor overall risk
management on a timely basis

Existence of techniques or
methods used to monitor risk
management
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2.6 Measuring ERM Implementation

For the last decade, academic researchers and practitioners have conducted studies
into the implementation and characteristics of ERM (Fraser and Simkins, 2010). The
streams of ERM studies can be grouped into four main categories. Firstly, those
investigating ERM practice and characteristics (e.g. Colquitt et al., 1999, Kleffner et
al., 2003). Secondly, those making an in-depth case study of ERM in each business
sector (e.g. Harrington et al., 2009, Aabo et al., 2005, Stroh, 2005, Acharyya, 2009,
Mikes and Kaplan, 2013). Thirdly, those studying the relationship between ERM
implementation and value creation (e.g. Gordon et al., 2009, Grace et al., 2015, Hoyt
and Liebenberg, 2011, McShane et al., 2011, Pooser, 2012, Eckles et al., 2014).
Lastly, those analysing the implementation of ERM determinants (e.g. Liebenberg
and Hoyt, 2003, Beasley et al., 2005, Hoyt and Liebenberg, 2011, Pagach and Warr,
2011, Razali et al., 2011, Golshan and Rasid, 2012).

Recently, many critics have been concerned about the quality of the measurement of
ERM implementation, which has hindered a definite understanding of the
relationship between ERM and other aspects of the firm, such as performance (e.g.
Mikes and Kaplan, 2013, Kraus and Lehner, 2012, Iyer and Rogers, 2010). This has
also had an impact on studies of ERM and other behaviours, e.g. the firm’s
performance and determinants of ERM. In this part, ERM measurements from past

studies will be identified and this problem will be clarified.
Prior studies can be divided into three main categories. These are studies that:

1. Use the ERM proxy approach, which used keywords as a proxy for ERM
implementation (e.g. Hoyt and Liebenberg, 2011, Liebenberg and Hoyt, 2003, Eckles
et al., 2014, Tahir and Razali, 2011, Beasley et al., 2008, Pagach and Warr, 2010).

2. Use the ERM rating data from S&P (e.g. Pooser, 2012, McShane et al., 2011, Lin
et al., 2012).

3. Use the ERM index combined with other risk measurements (e.g. Gordon et al.,

2009, Grace et al., 2015, Quon et al., 2012).
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2.6.1 Proxy Search

Most popular methodologies have used ERM proxy, such as ERM keywords or CRO
keywords, rather than attempting to measure implementation directly (e.g. Hoyt and
Liebenberg, 2011, Eckles et al., 2014, Beasley et al., 2008, Pagach and Warr, 2010,
Tahir and Razali, 2011, Liebenberg and Hoyt, 2003). Kraus and Lehner (2012) found
that the keyword search methodology was employed in ten out of the twenty-five
studies. Six studies used keywords as the variable and four other studies combined
both a keyword search with either the S&P’s ERM rating. The proxy for ERM that
was used in identification was the appointment of a CRO or finding synonymous
phrases that were equivalent to ERM. The keywords included the following phrases,

their acronyms, as well as individual words within the same paragraph:

e “Enterprise risk management”

e “Chief Risk Officer”

e “Risk Committee”

e “Strategic Risk Management”

e “Consolidated Risk Management”
e “Holistic Risk Management”

e “Integrated Risk Management”

A proxy search has its limitation because it cannot measure the different forms of
ERM implementation. One of the problems is that CRO might not be responsible for
the enterprise risk management of the company. While finance-related and insurance
companies might assign CRO to manage their risk processes, many non-financial
companies assigned a CFO to implement their ERM. A proxy search might not
measure different levels of ERM implementation in the firm. However, the trend of
using proxy to classify ERM implementation is still ongoing in current research

(Mikes and Kaplan, 2013, Fraser and Simkins, 2010).
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2.6.2 ERM Rating from Standard and Poor's

There are other alternatives. Some researchers based the measurement of ERM on
Standard and Poor's ERM ratings. S&P introduced a criterion for assessing ERM in
insurers (S&P, 2006). S&P expanded and integrated the ERM characteristics into the
S&P index for insurance, banking and non-financial firms. S&P divided ERM
Quality Scale into four categories: weak, adequate, strong and excellent. In 2009, the
S&P scale was revised into five insurers of ERM, which were weak, adequate,
adequate with risk controls, strong and very strong (S&P, 2010). From the S&P
index classification of ERM, the weak and adequate levels can be described as TRM,

while strong and excellent levels can be described as ERM (McShane et al., 2011).

McShane et al. (2011) studied 82 publicly trading US insurers and they used the
ERM rating in five categories. By using Tobin's Q as a firm measurement, they
found a positive relationship between ERM rating and firm value over three
categories, which were weak, adequate and adequate, with a positive trend which is
the level of TRM capability. There were no additional increases in value for firms, as
the ratings of strong and excellent were the ERM level. On the other hand, Baxter et
al. (2013) found the high-quality ERM company rating by S&P was positive to ROA
and Tobin's Q in banks and insurance companies with the sample containing 165

firms- year observations.

While Lin et al. (2012) and Pooser (2012) used a combined method that employed a
proxy search and S&P ERM rating as ERM measures. Both studies considered
property and casualty insurance in the US market. The results that were obtained
were contradictory. Lin et al. (2012) indicated that a strong negative correlation
between firm value and ERM, with a 5% discount of Tobin's Q and 4% of ROA.
While Pooser (2012) found that the effectiveness of an ERM program reduces or

prevents shocks to the firm’s performance.

2.6.3 ERM Index Method

As a result of limitations in the use of variables of ERM, as mentioned above,

researchers have developed a new ERM measurement called the ERM index (Mikes
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and Kaplan, 2013). The ERM index was formed by each author through an ERM
specific component and used secondary data to find the components. The ERM index
was developed by gathering each type of risk or risk component (e.g. Gordon et al.,
2009, Grace et al., 2015, Quon et al., 2012). Gordon et al. (2009) and Desender and
Lafuente (2010) used the ERM COSO framework to develop their index, whilst
Quon et al. (2012) developed their own specific index and Grace et al. (2015) used a

combination between the keyword search and their own specific index.

Gordon et al. (2009) developed a COSO ERM effectiveness index based on a firm’s
capability to accomplish its strategy, operations, reporting and compliance
objectives. The indicators measured the effectiveness of ERM by using: Strategy 1 =
the number of standard deviations in its sales deviates from the industry sales;
Strategy 2 = a firm’s reduction in beta risks, relative to the other firms in the same
industry; Operation 1 = sales to total assets; Operation 2 = sales divided by the
number of employees; Reporting 1 = the combination of material weakness, auditor
opinion and restatement; Reporting 2 = the relative proportion of the absolute value
of normal accruals divided by the sum of the absolute value of normal and abnormal
accruals; Compliancel = auditor’s fees by total assets; Compliance 2 = settlement net
gains (losses) to total assets. Most of the ERM components were mostly accounting
calculations that had been kept from annual reports, websites and newspaper articles

in 2005.

Another approach was to use COSO to form an ERM index that Desender and
Lafuente (2010) developed by creating a number of questions about ERM. This
resulted in a list of 70 items which could be scored either zero (absence) or one
(presence) under the eight dimensions of the COSO ERM framework: ERM: 1)
internal environment, 2) objective setting, 3) event identification, 4) risk assessment,
5) risk response, 6) control activities, 7) information and communication, and 8)

monitoring.

Desender and Lafuente's ERM index (2010) was modified in their ERM index's
questions in 2011 (Desender and Lafuente, 2009), which had a list of 108 questions
that aimed to study the relationship between ERM and the audit fee. This method
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used ratings that are based on components of information about ERM, and then
turned them into a percentage. For example, the objective setting component had a
score of 100 percent if the company had information in each criterion, and they
would have score on that component. The component of objective setting had
information about: 1) the company’s mission, 2) the company’s strategy, 3) the
company’s business objectives, 4) adopted benchmarks, 5) approval of the strategy

by the board and the link between strategy, 6) objectives and shareholder value.

Quon et al. (2012) developed their own specific ERM index, which examined
fourteen different types of risks under the financial, business and operation risk. It
identified risks and determined the management for each type of risk, the level of
exposure to each risk and the consequences by using content analysis of their annual
reports, management discussion and analysis (MD&A), as well as notes to the
financial statements from 2007 to 2008. This study concluded that ERM does not

have any significant effect on business performance.

Grace et al. (2015) found a significant increase in both the cost and revenue
efficiency of insurance by using an ERM survey by Tilinghast Towers Perrin of their
worldwide insurance clients between 2004 and 2006. This created 6 variables to
evaluate ERM measurements for insurance. These were: 1) the economic capital
model (ECM), 2) market value based risk metric, 3) CRO or significant risk
management entity, 4) the board, the CFO, the CEO or a committee having
responsibility for risk management reports, 5) risk management being used to
influence executive compensation, 6) risk being reflected in the firm’s decision

making.

Most studies used a proxy search as evidence of the company using ERM. Only a
few studies tried to use different methods by developing an ERM measurement or
using an S&P Risk Management quality scale to determine there was ERM in the
firm. Most current ERM measurements still lack a reliable method to construct the
ERM implementation level. Therefore, this study will propose an ERM measuring
method by integrating well-implemented ERM components, where contributions can

be standardised.
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2.7 Previous Research of ERM and Firm Performance

General regulators, consultants and corporate governance advocate that the ERM
framework can be used to improve a firm’s performance. Executives and boards face
pressure to adopt ERM from SEC regulation and other regulators. For example,
many companies are currently attempting to implement an ERM system from the
international organisation standard or guidelines from consultants (Desender and
Lafuente, 2010). There is a high level of pressure to implement ERM from academic
researchers, people who manage risk, business owners of both financial and non-

financial company who are more concerned whether ERM can create value.

The lack of clear empirical evidence that proves the value of ERM might continue to
limit the effectiveness of ERM implementation (Hoyt and Liebenberg, 2011).
Furthermore, it is costly and takes considerable effort from top senior executives (C-
suite’) to implement a successful ERM implementation within an organisation
(Beasley et al., 2008). The main challenge is to find out what organisations consider
to be the appropriate accountability and responsibility structure that can be used to
manage, identify, assess, measure and respond to all types of risk that occur across
the enterprise. It is crucial that stakeholders within each organisation perceive the

benefit of ERM and recognise why ERM creates value (Nocco and Stulz, 2006).

Smithson and Simkins (2005) carried out a thorough review of the risk management
literature and at that stage found no evidence of ERM and its impact on firm value.
Of the ten studies that were reviewed, six considered interest rates and foreign
exchange (FX) to be risk management and four considered the impact of commodity
price risk management to be related to the firm’s value. Nine out of ten used Tobin Q

as a proxy for the firm's value.

Hoyt and Liebenberg (2011) indicated that there had been no previous study into the
overall impact of ERM on the firm’s value. They provided initial evidence by

focusing on publicly traded US insurance companies. In the study, they made a

3 The C-suite is considered the most important and influential group of individuals at a company.
Being a member of this group means you will have a more demanding workload, make high-stakes
decisions and earn high levels of compensation. However, as "chief" titles proliferate, job-title
inflation may decrease the prestige that is currently associated with being a member of the C-suite.
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comparison between ERM and non-ERM insurances companies and their firm’s
value. As a result, it found a positive relationship between ERM and the firm’s
performance, based on an ERM premium of around 20 percent that is both
statistically and economically significant. For the ERM measuring method, Hoyt and
Liebenberg (2011) followed Liebenberg and Hoyt (2003) by using ERM keywords
from the financial reports, newswires and other media to identify ERM activity, and
estimated the effect of ERM by using Tobin's Q. All of these keywords became

generally used by researchers who were interested in studying ERM.

Previous research between ERM and the firm’s performance was summarised by
Kraus and Lehner (2012). This study categorised ERM and the firm’s performance
by an ERM measurement method, as shown in Appendix A. Overall, it can be
concluded that the relationship between ERM and the firm’s performance was
inconclusive. Many studies have found the practice of ERM has created value or led
to a positive impact on the firm’s performance (e.g. Gordon et al., 2009, Grace et al.,
2015, Hoyt and Liebenberg, 2011, Eckles et al., 2014, Pooser, 2012, Baxter et al.,
2013). In contrast, other studies concluded that there is no significance (e.g. Pagach
and Warr, 2010, Lin et al., 2012, McShane et al., 2011, Tahir and Razali, 2011, Quon
et al., 2012, Acharyya, 2009). Recently, Lin et al. (2012) found that ERM has a
strongly negative correspondence with the firm’s value, with a discount of 5% (4%)
in terms of Tobin's Q (ROA). This lack of clarity in the findings that related to ERM
and the firm’s performance means there is now need for a further study (Mikes and
Kaplan, 2013, Kraus and Lehner, 2012). Hence, it is still an open question whether

the practicing of ERM leads to an increase in a firm’s performance.

2.7.1 ERM in the Non-Financial Sector

Moreover, the majority of ERM studies focus on North American companies and
especially the insurance sector (Beasley et al., 2005). Due to an increasingly volatile
global market, ERM is expected to be the new business instrument for coping with
various risks. Therefore, it is not only financial and insurance sectors that implement
ERM, but also non-financial sectors, who have continued to develop a growing

interest in recent years (Sobel and Reding, 2004, Lajili and Zeghal, 2005). There is,
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however, very limited research into the application of ERM in non-financial sectors

(e.g. Quon et al., 2012, Gordon et al., 2009, Beasley et al., 2008).

An example of non-financial firms is found in the study by Quon et al. (2012), which
studied ERM in connection with a firm’s performance by assessing the level of
economic or market risk exposure that was related to a firm’s performance. They
found there was no significant connection between ERM information and business
performance. This study used both content analysis of the company's annual reports
and the notes to financial statements. In the annual reports, companies distinguished
between fourteen types of risk under the general headings of financial, business and
operational risks. It only used information that was disclosed on each type of risk, the
level of risk exposure and their consequences on company strategy. However, this
study analysed the levels of risk assessments without looking at ERM in a holistic
manner, which also would have included many other components, such as process,
people, communication, risk culture, etc, which is the mainstream of the ERM

component.

Another study of the non-financial sector was conducted by Beasley et al. (2008),
who studied the market response when firms declared the appointment of a CRO.
The study found that the average two-day market response was not significant.
However, their multiple regression analysis found there were statistically significant
relationships between equity market returns and the firm-specific characteristics of
financial firms. By using keywords for ERM, they discovered the firm’s
announcements of the appointment of a CRO were similar to the other study by

Liebenberg and Hoyt (2003).

Gordon et al. (2009) found a positive relationship between ERM and Tobin's Q and
stated that ERM should be examined from the perspective of contingency. They
stated that the relationship between ERM and firm performance is contingent upon
the appropriate match between ERM and five factors affecting the firm: 1)
environment uncertainty, 2) industry competition, 3) firm size, 4) firm complexity,
and 5) monitoring by the board of directors. Furthermore, their study was based on a

sample size of 112 US firms that disclosed the ERM implementation. The study
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gathered ERM measurement bases on a 4-risk type that comprised of strategic risk,
operational risk, compliance risk and reporting risk from the COSO ERM (2004)

framework.

In summary, it can be seen from previous literature that the result of ERM and firm
performance is still questionable. Many previous studies involved companies in the
insurance sector that lacked a reliable ERM measurement. Hence, a further study is
required to create a reliable ERM measure and to prove firm performance in both the

financial and non-financial business sector.

2.8 Previous Research Determinants of ERM

The majority of listed companies in both the financial and non-financial sectors have
started to implement ERM as a strategic business tool to effectively manage risk at
an acceptable level to achieve the company’s objective. Schoening-Thiessen and
Wyman (2005) found that more than 90 percent of executives from the US and
Canadian boards would like to implement ERM. However, only 11 percent had
completely done so, according to a 2005 survey. Also, Brown et al. (2014) point out
that effective internal control and risk management is a main determinant of financial
disclosure transparency; however, there are still questions about what the
determinants of effective ERM implementation are. The lack of clear empirical
evidence of what firm-specific characteristics influence ERM implementation may
inhibit the effectiveness of its implementation. Hence, it is vital to examine which of
a firm’s characteristics have a significant relationship that is associated with the

implementation of ERM.

Similar to the problems of understanding the relationship between ERM and firm
performance, most studies on the determinants of an ERM implementation have used
ERM proxies, rather than attempting to measure implementation directly (e.g.
Liebenberg and Hoyt, 2003, Hoyt and Liebenberg, 2011, Pagach and Warr, 2011,
Razali et al., 2011, Golshan and Rasid, 2012). Beasley et al. (2005) determined the
ERM stages by using secondary data that was obtained from the Institute of Internal
Auditors (ITA).
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Moreover, most of the studies are based on firms in the US and especially in the
insurance sector. Liebenberg and Hoyt (2003) used CRO proxy as the ERM data of
26 companies in the US during 1997-2001, and suggest that a smaller firm size and
greater leverage are a significant determinant of ERM implementation. A further
study by Hoyt and Liebenberg (2011) also used ERM and CRO keywords to
determine ERM implementation on 125 insurance companies in the US. They
proposed that a larger size of firm with less leverage and more institutional
ownership are the drivers of ERM adoption. Similarly, by using CRO proxy, Pagach
and Warr (2011) collected data from 138 listed company in the US from Compustat
and found that a larger size, higher earnings volatility and more institutional

ownership are the characteristics of firms that hire a CRO.

There has also been an ERM and determinant study outside the United States, which
used CRO proxy to measure ERM companies. This was carried out by Golshan and
Rasid (2012) and was based on 90 Malaysia companies. It proposed that leverage is a
significant factor associated with the extent of ERM implementation. Meanwhile,
Beasley et al. (2005) limited their study to 123 organisations and obtained data from
internal auditors who were not directly involved in ERM activities. The results
suggest that the involvement of CRO, CEO, CFO and board independence were
related to ERM implementation. A larger firm size and the high reputation of the
firm, from the presence of Big Four auditor, were also important characteristics of

organisations that implement ERM.

Based on previous literature, the characteristics previously considered are shown

below, with their proposed relationship to ERM implementation.

The Firm’s Size. Larger companies seem to face more uncertainty and complexity in
their business operations, and as a result need to implement an effective risk
management system (Gatzert and Martin, 2015). Previous studies suggested there is a
positive correlation between a firm’s size and their engagement in ERM activities
(Beasley et al., 2005, Razali et al., 2011, Hoyt and Liebenberg, 2011, Pagach and
Warr, 2011). While Liebenberg and Hoyt (2003) found that size has a negative

relationship.
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Leverage. Leverage affects the capital structure of a company and excessive debt
can increase the chance of bankruptcy and has the potential to cause financial
distress. Hence greater leverage is implied to be a greater default risk (Hoyt and
Liebenberg, 2011). Therefore, firms with high leverage should manage the risk to an
acceptable level in order to avoid debt default and financial difficulty. Leverage,
though, may not be directly related to ERM (Hoyt and Liebenberg, 2011). Financial
leverage was also found to have a positive effect on the implementation of ERM (e.g.

Liebenberg and Hoyt, 2003, Golshan and Rasid, 2012).

Reputation. Firms are more aware of the need to ensure transparency and good
governance to establish their reputation (Yatim, 2009). Reputation is a valuable asset
for a company that should be maintained and can be affected by the stakeholders’

perception of risk management (Markham, 1972).

Growth. According to Pagach and Warr (2011), firms with a higher growth option
generally have a higher cost of financing because of the uncertainty of the payoff and
higher possibility of bankruptcy. Firms with high growth might face a higher degree
of uncertainty due to the pressure to achieve future returns and, as a result, take risky

actions to achieve their business objectives (Liebenberg and Hoyt, 2003).

Technology Change. The rapid development of technology requires effective risk
management (Rasmussen, 1997, Raz et al., 2002) and it is critical to have successful
information technology (IT) protection (Stoneburner et al., 2002). Technology
progress contributes to both a reduction in negative risk exposure and unexpected

low returns (Kim and Chavas, 2003).

Market Uncertainty/Earning Volatility. Liebenberg and Hoyt (2003) mentioned
that one of the general benefits of ERM is a reduction in the company’s volatility.
Uncertainties, such as the general environment, industry and firm-specifics, may
cause unpredictability in a firm’s overall performance (Miller, 1992). Both
Liebenberg and Hoyt (2003) and Hoyt and Liebenberg (2011) hypothesised the
relationship between ERM implementation and the volatility of earnings, but both
studies showed insignificant results. Kren (1992) and Gordon et al. (2009) separated

the uncertainty in the organisation into a variation of sales (market uncertainty) and a

65



variation of earnings (earning volatility). Higher market uncertainty and earning

volatility can have a negative effect on ERM implementation.

Economic Factor/Gross Domestic Product by Sector. Erb et al. (1996) found that
economic growth is significantly related to expected returns and the fundamental
valuation of the firm. In previous studies, GDP was usually taken as a proxy when
cross-sectional studies were performed. Within one country, different sectors can
provide different sector GPD, which might influence growth opportunity within the
specific sector. A higher GPD by sector might relate to a firm having a greater need
for more effective ERM due to it having better resources, greater competition and

more opportunity than the other firms.

2.9 Conclusion

ERM has been advocated as an approach to tackle risk management within
companies by both regulators and international bodies. The main issue, though,
seems to be implementation. There are a number of conflicting guidelines about
ERM, which means that implementation is not an easy process for an organisation.
The lack of a unified definition of an ERM framework, description inconsistency and
a limitation in effectively measuring the level of ERM implementation provides
daunting challenges to those who are conducting empirical research on risk

management.

This chapter has reviewed and proposed a unified ERM definition and an integration
of various ERM definitions based on past literature. The components of effective
ERM were gathered and proposed, based on various frameworks and previous
literature. Moreover, as with previous ERM studies, it can be concluded that these
have not been of sufficient quality to be conclusive about the nature of the
relationship between ERM implementation and behaviour, e.g. firm performance and

the determinant of ERM.

Therefore, this study aims to propose an integrated ERM Scoring method where the
contribution measurement can be standardised. It also plans to identify how ERM

contributes to the firm performance, as well as find the determinant of ERM
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implementation. The components of effective ERM will be used to measure the ERM
Scoring method, which involves well-organised risk governance, evidence of the
existing ERM program, responsibility and accountability, as well as the process of
risk management to identify, measure, manage and disclose all key risks that are
relevance to staff across all levels of a firm. This study will quantify ERM and fill

the literature gap.
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Chapter Three

Methodology

3.1 Introduction

This chapter presents the research strategy and methodology that is used in this
study. It addresses the research setting and the construction of a measurement scale,
data collection, data processing and analysis methods. This chapter provides a
descriptive understanding of the research process throughout this thesis. The
literature review in Chapter Two showed the limitations in ERM studies. The major

aspects in ERM studies are:

1. The various ERM definitions and frameworks that have led to different ERM
practices. Previous studies have failed to integrate these different ERM
definitions and frameworks so that a set of reliable ERM components can be
developed. Based on the proposed current framework, the aims of the current

study are to identify best practice in ERM implementation.

2. Whilst previous research has attempted to study the impact of ERM and the
relationship between ERM and firm performance, so far they have failed to
reach a consensus on the contribution of ERM to company performance. This

is due to a lack of a reliable ERM measurement.

3. With the development of a reliable measure of ERM implementation, it
would be possible to provide a more definitive statement about the impact

and contribution of ERM to company performance.

4. There are still questions about what the determinants are of effective ERM
implementation. The lack of clear empirical evidence of what firm-specific
characteristics influence ERM implementation may inhibit the effectiveness
of its implementation, and therefore the empirical research will be focused on

this context.

5. There is no previous study on ERM implementation in Thailand’s Listed

Companies.
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By understanding the gaps in the literature, this study aims to both deal with these
issues and advance research in the area of ERM. Therefore, the aims and objectives

of the research are as follow:

1. To review the various definitions and frameworks of ERM accord in relation
to developing an understanding of the key features of ERM implementation

within listed companies.

2. To develop an approach to measure ERM implementation. Within this

objective there are two sub-objectives:

e To ensure the proposed method reliably compares with the alternative

statistical method.

e To explore whether the proposed method performs well compared to
the alternative models, by exploring its performance in predicting firm

performance along with control variables.

3. To explore the current stage of ERM implementation in Thailand’s Listed
Companies.
4. To examine whether the implementation of ERM increases financial

performance.

5. To explore which of a firm’s characteristics influence the level of ERM

implementation.

The chapter divides into the 11 sections. Section 3.2 - 3.3 begins by providing an
overview of the research approach, research setting and rationale of choosing the
sample. Section 3.4 - 3.7 then moves to the sample section process, the methodology
to collect the ERM variable and data collection of other variables. Section 3.8
reviews the variable of ERM and Firm Performance and the variable of determinant
of ERM implementation. In section 3.9 - 3.10, both the data processing involved in
the data treatment and data process are described. Finally, in section 3.11, the chapter

ends with a conclusion.
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3.2 Research Methodology

This research carefully considered the research design from the boarder perspective
of the epistemological position, research strategy and research method that is
employed throughout this study. All of these elements will be developed in this

section.

3.2.1 Research Philosophy

When we start to look at the nature of research, it is important to explain the
differences between the nature of knowledge creation and epistemology (Crossan,
2003). “Epistemology is concerned with ways of knowing and learning about the
social world and focuses on questions such as: how can we know about reality and
what is the basis of our knowledge (Ritchie et al., 2013).” The researcher should be
careful when choosing their philosophical research strategy because this can
influence the way the research process is performed in order to obtain the answers to
the research question (Flowers, 2009). McEvoy and Richards (2006) mention that

there are three main epistemological positions used in social research. These are:

1. Positivism: reality is external, objective and independent of social actors. This
philosophy is the most widely used philosophy in research (Mackenzie and Knipe,
2006), which suggests using the methods of the physical and natural sciences in the
research of social reality. The methods (e.g. hypothesis testing and model) can
provide reliable data to explain social phenomena (Ritchie et al., 2013). In doing so,
this philosophy advocates the use of quantitative methods by using statistical data

(Cherryholmes, 1992). This method is used to develop law-like generalisations.

2. Interpretivism: reality is subjective, in contrast to positivism. It is socially
constructed and the difference between people should be respected. Knowledge is
subjective and focuses on the details of a situation and the reality behind these

details, with subjective meanings and motivating actions.

3. Realism: reality is objective. It exists independently of human thoughts and
beliefs. However, realism can also depend on social conditioning and subjective

observation. Bhaskar (2010) argues that in order to understand reality, a researcher is

70



required to realise the social structures that have given rise to the phenomena under

analysis. Therefore, this paradigm concerns both positivism and interpretivism.

In this research, the main objective is to construct a reliable ERM measurement
model that can be standardised. The proposed method should be validated by
comparing it with different multivariate statistical techniques to reach an end result.
This ERM measurement is used to examine the relationship between ERM and
performance with verifiable data collection and analysis through the scientific
method. Therefore, positivism is an appropriate epistemological stance to use as the

framework to conduct this research.

3.2.2 Quantitative Research Strategy

Research strategy can generally be divided between quantitative and qualitative
research (Neuman, 2006). The quantitative research approach is usually based on
positivism and the qualitative research approach is often underpinned by
interpretivism. Table 3.1 summarises the different characteristics of both the

quantitative and qualitative paradigms.

Table 3.1. Characteristics of both quantitative and qualitative paradigms

Characteristics Qualitative approach Quantitative approach

Concerned with understanding Seeks the facts or causes of social

Objective participants' behaviour from the phenomena, without advocating
frame of reference subjective interpretation

Approach Phenomenological approach Logical, scientific approach

Measurement Uncontrolled, observational data  Obtrusive, controlled measurement
Subjective, insider's perspective,  Objective, outsider's perspective,
Researcher position  close to the data, includes the distanced from the data, includes points

points of view of participants of view of the researcher

Inductive, exploratory,

.. . Deductive, ungrounded, verification
expansionist, descriptive,

Method . ; oriented, confirmatory, reductionist,
discovery orientated, structured, . .
. inferential, unstructured
generation of theory
Epistemological . Natural science model, in particular
. . Interpretive e s
orientation positivism
Orientation Process oriented Outcome oriented
. Validity is critical: rich, real and ~ Reliability is critical: real, hard and
Evaluation .
deep data replicable data
Scope Holistic: attempts to synthesise Particularistic: attempts to analyse
Assumption Assumes a dynamic reality Assumes a stable reality

Source: Adapted from Salazar (2010), Cook and Reichardt (1979), Bryman (2012)
and Cook and Reichardt (1979)
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In contrast to qualitative research, Burns and Bush (2003) state that “quantitative
research is defined as research involving the use of structured questions in which the
response options have been predetermined and a large number of respondents are
involved". This approach is a formal, objective and systematic approach achieved by
collecting sizeable numerical data that is analysed by using mathematically-based
methods (models, theories and hypothesis) to obtain the results of the study, e.g. to
describe variables, examine the relationships amongst these variables and determine
the cause-and-effect interactions between variables (Blaikie, 2003). The main
emphasis of the quantitative method can be used in systematic investigations of data
quantification to explain a deductive approach. This works from the more general
theory to the more specific hypothesis, with specific data that can be tested, and the
researcher then brings their work down to a conclusion. This is called the "top-down"
approach (Bryman, 2012). In this study, the quantitative research strategy would take

the lead to tackle a research problem.

Led by the positivism paradigm under deductive reasoning, the quantitative research
is taken to address all of the research questions in this study. The research problems
in this study require a systematically analytical model for constructing reliable ERM
measurement, which will examine whether the implementation of ERM increases
financial performance and also explore which firm characteristics influence the level

of ERM implementation.

3.2.3 Research Method

The quantitative method involves the analysis of ERM implementation data obtained
from the data collection procedures through a survey questionnaire instrument. Given
the lack of explicit externally disclosure of ERM activities, a questionnaire-based
survey is constructed to the appropriate questions from a set of key ERM
components. Then the questionnaires are used to collect ERM implementation data
from potential respondents. The self-completion questionnaires approach is chosen
as an efficient way to get large amounts of data in a period of time. Other variables

are collected from a secondary database. The analysis of the data is conducted by
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using statistical technique to draw conclusions about the findings. Overall, the

research approach in this study is as follows:

The early phase of this research is to gather the ERM components from various
definitions and frameworks. As there is a lack of a list of key components of ERM
implementation, the study identifies the major components of ERM by reviewing the

literature, definitions and guidelines of ERM, along with their measurement.

To demonstrate the approaches viability, the ERM survey questionnaires have been
constructed and the data collected from publicly-listed firms in Thailand. Statistical
analysis is used to test the reliability and validity of the data, as well as interpret the

responses to the survey questionnaires.

The third phase, after a measure of ERM implementation is proposed, integrates the
ERM components that are recorded in the survey. This measure is then compared to
three alternative approaches. These are cluster analysis, principal components
analysis (PCA) and partial least square analysis (PLS). Various statistical techniques
are used to ensure that the proposed method is reliable, compared to the alternative

method.

The next phase, called stepwise regression, is used to test the hypotheses and get the
statistical results of the empirical investigation of the relationship between ERM and
company performance. The model is considered by taking into account appropriate
control variables. Finally, a set of proposed relationship between ERM
implementation and firm-specified characteristic are considered in the ordinal

regression model.

3.3 The Research Setting

The global economic downturn continues, especially in the US and European
countries. In Southeast Asia, it is appreciated that there is a need for the ten members
of ASEAN (Association of Southeast Asian Nations) to form a single market and
production base. This will come into force when the ASEAN Economic Community
(AEC) commences in 31 December 2015. ASEAN, established in 1967, is a large

economic community in South East Asia that comprises of 10 countries — Brunei
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Darussalam, Cambodia, Indonesia, Lao People’s Democratic Republic, Malaysia,
Myanmar, Philippines, Singapore, Thailand and Vietnam, which has a combined
population of over 600 million and had a GDP of USD 2.3 trillion in 2012. Their
GDP accounts for 3% of the world’s total. ASEAN is the 3rd pillar of growth in
Asia, following China and India, with an average GDP growth over the past 15 years
of around 6% p.a. ASEAN growth was very robust over two decades, despite the
Asian financial crisis in 1997-1998 and the global financial crisis in 2008-2009.
Moreover, the IMF expects that the annual real GPD growth of ASEAN will be
around 6%. Figure 3.1 show ASEAN's GDP by country in 2012 (Source from IMF
and DB research website, 2013).

Lac PDR
Real GDP growth: 8.3%
Nominal GDP: USD 9.2 bn

GDP per capita: USD 1,446
Population: 6.4 m

Vietnam
Real GDP growth: 5.0%
Nominal GDP: USD 138 bn

GDP per capita : USD 1,528
Population: 90.4 m

Philippines
Real GDP growth: 6.6%

Nominal GDP: USD 250 bn
GDP per capita : USD 2,614
Population: 95.8 m

Myanmar
Real GDP growth: 6.3%
Nominal GDP: USD 53.1 bn
GDP per capita : USD 835
Population: 63.7 m

GDP growth: 5.6%
Nominal GDP: USD 304 bn

GDP per capita : USD 10,304
Population: 29.5 m

Thailand Cambodia
Real GDP growth: 6.4% Real GDP growth: 6.5%
Nominal GDP: USD 366 bn Nominal GDP: USD 14.2 bn
GDP per capita : USD 5,678 GDP per capita : USD 934

Population: 64.4 m Population: 15.3 m

Indonesia
Real GDP growth: 6.2%
Nominal GDP: USD 878 bn
GDP per capita : USD 3,592
Population: 244 m

Brunei

Real GDP growth: 1.3%
Nominal GDP: USD 16.6 bn
GDP per capita : USD 41,703
Population: 0.4 m

Singapore

Real GDP growth: 1.3%
Nominal GDP: USD 277 bn
GDP per capita : USD 51,162
Population: 5.4 m

Figure 3.1 ASEAN's GDP by country

From the implementation of AEC, the ASEAN Exchange, a collaboration of the
seven stock exchange of ASEAN®, was established and launched as a cross-border
electronic trading platform called the ASEAN trading link. Since 15 October 2012,
three countries, Singapore, Thailand and Malaysia, were the first to join this
electronic platform connecting Bursa Malaysia, the Singapore Exchange and The

Stock Exchange of Thailand. The system allows brokers from the three exchanges to

* These are the Singapore Exchange, Bursa Malaysia, Hanoi Stock Exchange, Ho Chi Minh Stock
Exchange, Indonesia Stock Exchange, The Philippine Stock Exchange and The Stock Exchange of
Thailand.
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connect their clients to trading in the exchanges of the other countries. An exemption
from capital gains taxes when shares are bought by using the ASEAN Trading link
enhances the opportunity of investors to invest in these three markets. In this trading
platform, the emerging countries Thailand and Malaysia have had significant growth
opportunities with GPD growth being around 6%, while Singapore, which is
classified as a developing country, has GPD growth of around 1.3%.

To increase current understanding of ERM in the emerging market of the South East
Asian Listed Companies, Thailand was chosen to be the initial target of this study of
risk management practice and the testing of ERM measurements. A rationale for this
is that listed companies in the emerging market need to provide reasonable assurance
of their ability to achieve their objectives by being well-prepared for adverse events
or losses that can result from both internal and external factors. This is needed in
order to persuade a flow of funds from investors. Ernst & Young and The Institute of
Internal Auditor Malaysia carried out a 2011 survey on risk management practices to
gain insight into risk management practice in Malaysia. There is currently no similar

survey on risk management practices in Thailand.

According to Paiboon Nalinthrangkurn, Chairman of the Federation of Thai Capital
Market Organizations (FETCO) in Thailand, the competitiveness report of 2012
stated that:

“The Thai capital market has been upgraded from the Secondary Emerging
Market to the Advanced Emerging Market status by Financial Times Stock
Exchange (FTSE) since March 2012. Thailand’s Corporate Governance
Ranking has increased from the 8th in Asia to the 4th in 2010, according to the
Asian Corporate Governance Association (ACGA). Moreover, the dividend
vield is among the highest in Asia. 75% of SETI00 companies have
consistently paid out dividends during the past three years. Therefore, we
believe in significant growth, integrity and prosperity of the Thai capital
market.”

Thailand was chosen because of accessibility to the required data. There is also the
current need for listed companies in Thailand to provide reassurance about their
management of risk, as a result of the emergence of the ASEAN Economic

Community (AEC), an economic trading block of ASEAN countries. Hence, the
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companies listed on the Stock Exchange of Thailand provide an ideal study of ERM

implementation.

3.4 Target Population

This study conducted a survey analysis by sending a questionnaire to all of the 518
Thai listed companies on the Stock Exchange of Thailand (SET). The sample used
for this study was derived from the SET website on 31.3.2013. Only one year’s
worth of data is needed to understand the stage of ERM in Thai Listed Companies,
since it is assumed that both corporate governance and the risk management structure
are normally stable and do not change very rapidly over a short period (Black et al.,

2006, Tahir and Razali, 2011).

This research targeted the whole population, covering Thai companies from various
industries or sectors, with different natures, sizes and operations. This allowed an
understanding of the current state of risk management amongst the Thai Listed
Companies. Table 3.2 classifies the Thai listed companies by their corresponding

industries.

Table 3.2 Thai Listed Companies by industry group

Industry Group Total
Agro & Food Industry 41
Consumer Products 39
Financials 57
Industrials 80
Property & Construction 125
Resources 28
Services 89
Technology 38
Companies Under Rehabilitation 21
Total Population of Companies 518

Previous literature that related to the ERM and firm performance typically provided
empirical evidence by using a sample from a certain industry (Gordon et al., 2009),
and the banking and insurance industry is the most frequently observed sector in
ERM and firm value literature (Kraus and Lehner, 2012). For example, Hoyt and
Liebenberg (2011) used 117 U.S insurers to show ERM’s relation to firm value.
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Eckles et al. (2014) used a sample of 69 publicly trading insurance companies in the
US to show that practicing ERM reduces the firms’ costs by reducing their risks and
lowering the marginal cost (MC) of reducing risk. Pooser (2012) used a sample of
S&P’s ERM quality rating for insurers in property-casualty firms to find the
effectiveness of an ERM program in reducing or preventing shocks to firm
performance. This was due to the emergence of new risks and marketplace needs and
conditions, as was shown by S&P (2008) expanding the methodology of review
ERM for both cooperate entities and insurers. ERM is expected to be implemented in
both the financial and non-financial sectors (Lajili and Zeghal, 2005). Therefore, it is
essential to understand the relationship between ERM and firm performance in both

financial and non-financial companies.

Property fund and companies under rehabilitation were not included in the sample
due to different performance measurements and the lack of financial data in
companies under rehabilitation, as there are different accounting standards and rules
practiced by these funds. Instead of earning per share from profit to the number of
total shares that can be calculated in general listed firms, property fund’s
performance is calculated from the net asset value (NAV) of the company's total
assets, minus its total liabilities to the number of shares. Therefore, after excluding
these property funds, the final firms being studied consisted of 456 Thai Public

Listed companies.

3.5 Target Respondents

As this research aims to find an appropriate ERM measurement method and
recognise the current state of risk management in Thailand, it is necessary to get a
response from the person who is in a position to understand the overall process of
risk management within a company. In 2012, the Institute of Internal Auditors' Vice
President of North American Services, Hal Garyn, said in ‘Who’s responsible for
risk?’ that: “Risk managers and internal auditors have many of the same
stakeholders — boards and executive management — and these stakeholders want to
maximise resources while effectively managing risk.” In addition, risk management

is an internal process throughout a firm and is confidential. Therefore, this
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questionnaire might need the approval of a top management position (CEO) that has
authority in decision making in order to allocate a responsible person to answer the

questionnaire.

As a result, the survey questionnaires were distributed by post to all CEOs in Thai
Listed companies. The attached letter asked the firm to pass the questionnaire on to
the person responsible for risk management responsible in the company, who might
be Chief Risk Officer (CRO), Chief Financial Officer (CFO), Chief Internal Offer
(CIO), Risk Management Committee, Audit Committee or Senior Risk Management
position, depending on the position's name and organisation’s structure, which can
vary in different companies. For example, some listed companies, mostly financial
ones, set up a risk management department and have a CRO position or risk
management manager. Whilst other listed non-financial companies have the risk
management function under the CFO in accounting and financial department or the

CAE in the internal audit and internal control department.

3.6 ERM Data Collection

The questionnaire for this study was distributed to all Thai listed companies through

three methods — mailing, online survey and fax.

These were prepared in both English and the Thai languages. The questionnaire was
first developed in English and then translated into Thai, the native language of the
respondents. In order to avoid translation errors, the questionnaire was translated

back to English to ensure measurement equivalence of the instrument.

In the initial step of data collection, the Thai surveys were printed and sent by mail to
all the Thai listed companies. The deadline for sending them back was mentioned in
the cover letter attached. To gain effective ERM, it should start as a top-down
process and create the tone of the tops from the CEO and management team to
establish the risk management structure (Dickinson, 2001). Therefore, this survey
was sent to the CEO of each firm in order to increase credibility of this study. The
respondents were requested to complete the questionnaire and send it back using the

stamped addressed envelopes. The other data collection method utilised by this study
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was an online survey, which was a questionnaire that can could be filled in and
returned electronically on a survey software tool website. Respondents were notified
of the availability of this online survey via the cover letter enclosed in the mailed

questionnaire.

The questionnaire was followed up three weeks after it was mailed and phone calls
made to each of the firms to not only ensure that the survey was successfully
received and reached the right respondent, but also the questionnaire was being
processed by the responsible person. If respondents did not receive the mailed
questionnaire, they were given options to request a second copy of the questionnaire,
which could be sent via registered mail, fax or email, where the online survey link
and electronic-fill in questionnaire form was attached to the message. The electronic
questionnaire form was created as a PDF file that allowed respondents to fill in the

questionnaire form and return it by email.

Respondents had options to return the questionnaires in different ways, either by
mail, filling in the online survey, sending it back by fax or attaching it to an email.

They could choose whichever method was convenient for them.

To increase the response rate for this study, the email was sent to 453 graduated
students who studied a Masters degree in accounting from Thammasat University,
who generally worked as an internal auditor, external auditor or head of accounting
department in listed companies. The email invitation was sent directly to all the
graduates and asked for their help in contacting the head of risk, who was the
responsible person in their companies. The email and contact name was provided, so
that the email invitation was sent directly to respondents with the online survey link

attached.

Some respondents were gained from limited companies, subsidiary companies of
listed companies and public companies that are not listed on The Stock Exchange of

Thailand (SET). In total, 19 non-listed companies responded to the questionnaires.

The survey administration took approximately five months. In total, 133 survey
responses, including 114 responses from Listed Companies, were collected and there

were an extra 19 survey responses from respondents in Limited Companies in
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Thailand received. This represented a response rate from Listed Companies of about

25%.

In the initial step of the survey, all of the 133 usable responses from the Thai Listed
Companies and its subsidiary companies were collected for survey analysis in
Thailand to understand the current stage of risk management in the country. Whilst
the initial intention was to cover all responses and in order to better understand the
overall risk management practice in Thailand, the analysis was subsequently
restricted to the surveys that were completed. This meant reducing the number of
responses that were used, including limited companies, property funds, non-
disclosure listed companies’ name, substantial incomplete responses and an extreme
outlier, based on their financial performance. The final number of responses
employed was 87 Listed Companies, or 19 percent of the total listed companies.
Obviously, it is important to test whether there is a selection bias. This will be tested

and discussed in the following section.

3.6.1 Questionnaire ERM Performance Design

A questionnaire is a formalised set of questions that enables researchers to gain an
understanding of the respondents (Malhotra, 2008). There are two main purposes of
questionnaires. These are to understand the current state of ERM and to derive an
aggregate ERM measurement. This research used generic control and risk
management measures, which have the benefit of reflecting the firm’s own
assessment of risk management practice in each company. From the data supplied by
each company a picture of current ERM practice was provided, as well as the issues

in Thailand, for an audience of academics and practitioners in the field.

The ERM measurement components and questions will be fully presented in the next
chapter. Overall, the questionnaire can be divided into two main categories. Firstly, a
set of question that were designed for the measurement of ERM. The design of the
ERM questions that measured ERM implementation were based on 6 aspects of the
ERM risk management process that were considered, and came from the COSO-

ERM framework (2004) and other ERM implementation components.
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Secondly, another set of questions was based on relevant academic literature to gain
a more informative sight into ERM adoption, the choice of risk management
structure, risk management standards, techniques and effectiveness. As a
consequence, some of the questions were not intended to be used for the construction
of the measurements. They did, however, provide a greater understanding of the
current state of ERM practice. After the initial design phase of the questionnaire, a
group of specialists reviewed the list of questions that were considered relevant to

increasing our understanding of the current stage of ERM.

Dillman (2011) recommended that it is important to conduct a pre-test before
sending a survey to respondents in order to make sure the wording was
understandable, terminologies and scaling, the relevancy and structure of the
questions, the relevance of the questionnaires and the length of time it took to
complete all the questions. Moreover, the pre-test was performed in order to ensure
that the design and conception of the questionnaire were both meaningful to
respondents. The questionnaire was designed to collect information about the current
practice of ERM in listed companies. Therefore, a pre-test amongst 5 risk
management managers or risk management committees was conducted and revision
performed to confirm the completion of the questionnaire. They could also provide
additional comments and suggestions about questions on the questionnaire. All
aspects of the questionnaire were tested, including the question content, instructions,
clarity, wording, timing and sequence. Minor changes were made to improve the
questions when necessary in order to make them easy to understand. The final list
was composed, including the nominal and ordinal measurements. Appendix B shows

the ERM research questionnaire used in this study.

3.6.2 The Questionnaire’s Design and Layout

The final version of the questionnaire was divided into 4 main parts, including a
section of Introductory Questions, Questionnaire of ERM Performance Index,
Respondent Background and Other Comments and Feedback. This length of survey
covered 40 essential components from previous literatures in order to assess the

ERM implementation level and gain a better knowledge of current ERM practice in
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each organisation from the holistic insider’s point of view, and to measure the ERM

of each firm.

The research was wary of a providing too many questions as there is the possibility
of respondent fatigue if a questionnaire is too long (Bryman, 2012). This research
subsequently provided the survey results to those who participated in the study by
giving them an email address at the end of questionnaire. The respondents will
benefit from the research results because they were asked to provide a
recommendation on best practice to improve risk management. Moreover, the
covering letter gave an approximate time to complete the questionnaire, which took
between fifteen to twenty minutes, and respondents were able to read the whole

questionnaire before answering the first question.

To enhance the response rate, the researcher adopted the technique of Mangione
(1995), including designing a clear layout and cover letter after collaborating with
two distinguished universities — Thammasat University (Thailand) and the University
of Edinburgh (United Kingdom). The questionnaire’s design had a clear layout,
readable font and as simple a structure as possible. Ambiguous wording and
terminologies were avoided, so that it could be clearly understood by the
respondents, who were required to mark the most appropriate answer about

themselves and their firms in the space provided.

The questionnaire was accompanied by a cover letter that contained a statement,
which introduced the objective of the study, the structure of the questionnaire, the
contact details of the researcher and the deadline. Moreover, the statement assured
the respondents that their responses would be treated confidentially, in line with the
Ethical standards of the University of Edinburgh. No third party will have access to
each individual response and the respondent had the option not to disclose their name

and the firm they were working for.

3.7 Data Collection of Other Variables

The data sources for this study came from both primary and secondary data, with

different databases that analyse and store financial and independent variables. ERM
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variables were gathered from the primary source by the survey of all the listed

companies in Thailand.

The main sources for other independent and dependent variables were information
pertaining to firm performance variables and determinants that were obtained from
online access to information about the listed companies in Thailand, called SET
Market Analysis and Reporting Tool (SETSAMRT?), and the company’s annual
reports and DataStream databases. SETSMART generally includes company
profiles, financial performances, quarterly financial statements, daily trading
information, announcements and news from all the Thai listed companies. In addition
to submitting the annual report to the Department of Business Development,
Ministry of Commerce, all of the listed companies in Thailand have to submit their
annual report and additional data to the Stock Exchange of Thailand (SET). The data
is digital and available by subscription from the SET database. This contains data
from the past 5 years and this proved adequate for this study. If no information was

available from SETSMART, then DataStream was used as an alternative source.

> SETSMART (SET Market Analysis and Reporting Tool) is the web-based application from the
Stock Exchange of Thailand that can seamlessly integrate comprehensive sources of Thai listed
company data, i.e. historical stock prices, historical indices, listed company profile and historical
news.
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3.8 Research Variables and Models

3.8.1 ERM and Firm Performance Variables and Models

The conceptual model for the study is presented in Figure 3.2 below.

ERM Survey
All Thai Listed Companies

v Firm Performance
- Market Valuation (Tobin's Q)
ERM - Return on Asset (ROA)
scoring - Return on Equity (ROE)

A 4

Control Variables

- Firm’s size

- Industry effect

- Firm’s characteristics

- Environment uncertainty
- Economic factors

Figure 3.2 Conceptual model linkages between ERM and firm performance

The assumption is that firm performance can be expressed as:
Firm Performance = f (ERM Scoring + control variables)

The initial assumption will be that ‘f” is a linear form that can be fitted by using OLS
regression. In order to reduce multicolinearity, stepwise regression will be used for

the empirical study.

3.8.1.1 Selection of Financial Performance Variables

Most research into ERM and firm performance uses a single indicator of the firm’s
value. The majority have used Tobin's Q as a measure of the firm’s value (Hoyt and
Liebenberg, 2011, McShane et al., 2011, Tahir and Razali, 2011, Gatzert and Martin,
2015), but other measures have been used, such as excess stock market return
(Gordon et al., 2009), cost and revenue efficiency (Grace et al., 2015). Richard et al.

(2009) carried out a study that measured organisational performance as a dependent
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variable towards methodological best practice in business fields. They suggested that
a single dimension of performance measurement might limit the effectiveness of the

commonly accepted measurement practices.

In this research, there were three alternative measurements of firm performance that
concerned both performance measurements. These were based on financial market
criteria (Tobin's Q), and financial performance, which was based on accounting
measurements (Return on assets, ROA, and Return on Equity, ROE), as our firm

value measurement.

Market Valuation (Tobin's Q): Tobin's Q is one of the generally used performance
measures. It is the ratio of the market value of a firm's assets to the replacement
value of its assets. Gompers et al. (2003) and Bebchuk et al. (2009) show that firms
with stronger stockholder rights have a higher Tobin's Q, the proxy for firm value,
which suggests that the better ERM firms have more values. Tobin's Q is the most
commonly used measurement of firm value in empirical risk management studies
(McShane et al., 2011, Gatzert and Martin, 2015). It can calculate the market value
of equity, plus the book value of liabilities divided by the book value of assets.

Typically, Tobin's Q is a performance measurement in the mean of investment
opportunity. When the value of Tobin's Q is more than one, it implies that the market
value of a firm's assets exceeds its replacement costs. There are premiums over the
value of the company's asset that an investor is willing to pay extra and there is an

expectation of prosperity by the current management.

The advantage of using Tobin's Q as a performance measure is that it is less subject
to management manipulation because of the market value of equity is used instead of
earning. Moreover, Tobin's Q concerns market value and the replacement cost of
firms, which is a forward-looking measurement of a firm's value. However, the
problem of using it is that, in order for Tobin's Q to be truthful, an accurate
measurement of both the market value and replacement costs are required. However,
the market value of firms in emerging markets might not reflect the true value of a

company because of market sentiment, reflections, speculation or rumours. In
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addition, there are difficulties in both measuring intangible assets and adjusting to

changes in the replacement costs. This might be the problem of using Tobin's Q.

Accounting Valuation (ROA and ROE): Accounting measurements are the most
common and generally used method of measuring organisational performance
(Richard et al., 2009). There is extensive evidence of their usage validity, which
shows the relationship between accounting and economic returns (e.g. Danielson and
Press, 2003). For a multi-dimensional firm performance, the very popular accounting

measurements of performance ROA and ROE were both used.

ROA: is an indicator of how profitable a company is relative to its total assets. It can
calculate the ratio of net operating profit to the firm’s assets. ROA measures firm
performance in terms of its profitability prior to the effects of financing. By taking
the financing effects away from the operating effects, ROA provides a
straightforward measurement of the true profitability of these assets. ROA
measurements provide a better understanding of how well a firm uses its assets to
generate income. However, there needs to be some caution when using ROA as a
performance measurement because the figures for the total assets of the company use
the book value of the assets. This book value may not correspond to the actual
market value. In addition, earning value in the profit and losses statement can be
potentially manipulated by management. Thus, ROA might not be an absolute
measurement of a firm's performance and should be combined with other

performance measurements.

ROE: is an indicator of how profitable a company is relative to its equity, and is a
measurement of how much the firm generates profits as a company is relative to its
ownership interest. It can be calculated as a ratio of the net operating profit to the
Shareholder's Equity. ROE measurement provides a better understanding of how
well a firm uses every unit of shareholders' equity to efficiently use its income. ROE
also indicates how well a firm uses the investment fund to generate earning growth.
It points towards a useful signal of financial success with the growth in profits of the
remaining equity capital into the business. However, an ROE measurement has the

same financial manipulation problem as ROA. So it might better to combine
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accounting measurement with a market performance measurement to help improve

understanding.

Therefore, ROE and ROA can be regarded as the second and third measurements of

firm performance.

3.8.1.2 Selection of Control Variables

Based on the extensive literature available, the research investigated other control
factors that may affect the relationship between ERM performance and firm
performance. These factors could influence the firm’s value. The rationale

underlying each factor is developed below.

Firm Size (SIZE): COSO (2004) point out that the firm’s size is important to ERM
implementation. It has been a primary consideration in organisation theory
(Lawrence et al., 1967); accounting and governance studies (Core et al., 1999, Gillan
and Starks, 2003, Bhagat and Bolton, 2008). The relationship between the firm’s size
and performance has been commonly used in ERM studies (Liebenberg and Hoyt,
2003, Beasley et al., 2008, Gordon et al., 2009, Grace et al., 2015, Hoyt and
Liebenberg, 2011, McShane et al., 2011, Lin et al., 2012). Most of the previous
studies found the adoption of an ERM system positively related to the firm’s size
(Hoyt and Liebenberg, 2011, Beasley et al., 2008, Lin et al., 2012). Larger firms
have the potential to benefit more from economies of scale but, on the other hand,
Gordon et al. (2009) and Cater (2006) found that size has a negative relationship with
the firm’s value. Thus, it is essential to control the firm’s size in this study. The
current research follows previous research when applying the natural logarithm of

total assets as the size proxy.

Industry Effect: Different industries that companies operate in could have different
levels of complexity and value creation. Business complexity can reduce a
company's return owing to the excessive expense of handling and monitoring
different divisions and sub-units (Bodnar, 1999). It is considered that the more
business sectors the company operates in, the greater a firm's complexity (Doyle et

al., 2007). While operating in various sectors might create value from synergy and
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adaptation (Morck et al., 1998). There were the expected signs that complexity
variable is ambiguous and these were related to the firm’s value. This research uses
the market share of the company over its sector to control the effects of industry
(IND). 1t can be expected that a firm with a higher market share will have more
competition in its industry and benefit from cost effectiveness. Therefore, the market
share variable positively relates to the firm’s value. Market share is defined as the

firm’s sale divided by the total sales of the industry (Gordon et al., 2009).

Firm Leverage: There are relationships between capital structure and firm value.
However, the effect of firm leverage variable on ERM implement and firm value is
still inconclusive. Hoyt and Liebenberg (2011) mention that greater leverage implies
a greater risk of default. Excessive Debt can increase the chance of bankruptcy and it
might have the potential to create financial distress costs. On the other hand, there is
a positive relationship between financial leverage and the firm’s value because firm
leverage can reduce the agency cost of free cash flow (Jensen, 1986). This study uses
two methods to calculate leverage, which is consistent with Geringer et al. (2000)
and Tallman and Li (1996). It can also compute leverage (LEV1), as measured by
Long Term Debt/(Total Liability + Shareholder Equity). For the sake of being robust,
this paper will also consider alternative definitions of leverage (LEV?2), as suggested
by Hoyt and Liebenberg (2011) that are equal to the ratio of the book value of
liabilities to the market value of equity. This can also control the characteristics of

other firms’ with the following variables.

Reputation (REPUT): A company’s reputation is a valuable asset of the company
that should be given financial value or recognised as a ‘competitive advantage’ (Hall,
1992). A firm’s corporate reputation affects the various methods of value creation
towards stakeholders’ behaviour. For example, employees work longer with a firm
that has a good reputation, higher customer satisfaction and customer loyalty
(Markham, 1972). In capital structure, corporate reputation can influence the cost
and credit of borrowings (Pittman and Fortin, 2004). The relationship between a
firm’s reputation and firm performance has a correlation with higher overall returns

(Roberts and Dowling, 1997, Vergin and Qoronfleh, 1998). Therefore, this paper is a
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control for the effect of reputation. It can be used as a company ages and as a proxy

of reputation, which is the number of years since the firm’s incorporation.

Sales Growth (GROWTH): Firms that face more growth opportunities might be
distracted from ERM attempts, according to Hoyt and Liebenberg (2011) and
(Pagach and Warr, 2010). Sale growth provides opportunities for economies of scale,
learning curve benefits and creating opportunities for investments as a whole to
enhance the financial performance objective (Kaplan and Norton, 1996). Therefore,
to control the effect of growth on Tobin's Q, this paper uses historical (1-year) sale
growth as a proxy for growth opportunity, and so follows Hoyt and Liebenberg
(2011).

Environment Uncertainty: The majority of studies make the link between
perceived environment uncertainty and firm performance, e.g. Tymon et al. (1998),
Luft and Shields (2003) and Chenhall (2006). The environment uncertainty variable
might have a negative impact on firm value because change and unpredictability

outside the companies cause complexity in the business operation.

According to Kren (1992) and Gordon et al. (2009), there are three indexes that can
be measured, which are: 1) Market (MARKET) measured as a coefficient of variation
of sales 2) Technological (TECH) measured as a coefficient of variation of the
capital expenditure over the previous 5 years and 3) Income (INCOME) measured as
a coefficient of variation of net income before taxes over the previous 5 years.
Gordon et al. (2009) made measurements by applying the natural logarithm of the
coefficient of these three factors in combination. This research separates each
variable has its own proxies with none of them applying the natural logarithm

because this data is missing for the majority of the sample firms.

Economic factor (ECON): Macroeconomic is a fundamental concern to all
companies and an important independence factor in explaining performance (Hansen
and Wernerfelt, 1989). For example, a monetary and fiscal policy has major
significance for the firms' cost of capital. The underpinning of macroeconomic can
be seen in the way the economy affects each business, which is different in each of

the business sectors. Changes in the economy can be recognised in the way that the
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demand of goods and services changes and these matter to firm performance.
McNamara and Duncan (1995) measured macroeconomics by the percentage change
in GPD with return on assets, and found a positive significance here. This research
took into account the GDP differences in each sector. Therefore, it can be expected
that ERM adoption is related to macroeconomics and measured by the percentage

change of domestic production by sector.

3.8.2 Determinants of ERM implementation and models

Similar to the problems of understanding the relationship between ERM and firm
performance, most studies of the determinants of ERM implementation have used
ERM proxies, rather than attempting to measure implementation directly (e.g.
Liebenberg and Hoyt, 2003, Hoyt and Liebenberg, 2011, Pagach and Warr, 2011,
Razali et al., 2011, Golshan and Rasid, 2012). Beasley et al. (2005) determined the
ERM stages by using secondary data that was obtained from the Institute of Internal
Auditors (ITA). To overcome this shortcoming, this study proposed an ERM score to
establish the relationship of ERM with firm specified characteristics, as previously

discussed in the literature review part.

To explore the influence of the ERM determinant, as addressed in our hypothesis,
this study uses the ordinal logistic regression model for the proposed model linkage
between the determinant and ERM implementation. The empirical model is as

follows:

ERM scoring = f (SIZE, LEV, REPUT, GROWTH, TECH, MARKET,
INCOME and ECON)

The conceptual model of the determinant of ERM implementation is shown in Figure

3.3
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Figure 3.3 ERM determinant framework
3.9 Data Treatment
3.9.1 Preliminary Data Analysis

After data collection was finished, the data was checked for missing value and
inconsistent response. All preliminary data that was collected was coded and entered
into an SPSS for WINDOWS 19 spreadsheet. The SPSS program was used in a
statistical analysis procedure. The data set was then checked through basic
descriptive statistics (means, standard deviations and ranges). Values that were out of

range or had an improper code could be detected with a simple check (Kline 1998).

Initially, descriptive statistics were used for the purpose of helping to understand the
variables and the outline of different variables in the study (Malhotra, 2008).
Descriptive statistics, including means, standard error of means, modes, standard
deviation, variances, range, minimums, skewness and kurtosis were computed in this

study. In addition, charts and histograms were examined to perceive any outliers, to
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determine the form of distribution of the means, and to examine whether the

observed distribution is consistent with an expected distribution.

Foster (1978) noted that the treatment of outliers is important in financial ratio
analysis because many of the ratio applications methodologies used were either
univariate or multivariate normality assumptions and parametric test procedures with
little being known about the distributional functions of the ratio. There were often
extreme data points, departures from normality or outliers when the datasets included
some extreme observations that could dominate parameter estimates. Thus, outliers
can have a disproportionate influence on the conclusion of the estimate model, so
they should be separated or directly removed from the majority of the population to
maintain the normal approximation of the data (Orr et al., 1991, Cochran, 1977). An

extreme outlier was removed from the sample after careful consideration.

3.9.2 Heckman Correction

To test the selection bias, the Heckman correction (Heckman, 1976, Heckman, 1979)
was used in this study. This is based on the Heckman sample selection model, known
as the two-stage method or Heckman's lambda. This method statistically corrects for
selection bias, which can be considered as a form of omitted variables bias. Sample
selection bias may arise because there is a missing data problem during self-selection
by the individual or the data sample cannot be the full length of all samples in the
analysis. Heckman (1979) stated that:

"In contrast to the usual analysis of "omitted variables" or specification error
in econometrics, in the analysis of sample selection bias it is sometimes
possible to estimate the variables which when omitted from a regression
analysis give rise to the specification error. The estimated values of the omitted
variables can be used as regressors so that it is possible to estimate the
behavioural functions of interest by simple methods."

To execute Heckman's sample selection model, the analysis can be implemented by

using the Stata program.
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3.9.3 Reliability

In attempting to produce a score of ERM implementation the multiple-items
scales from the ERM 40 components were used. There is an accepted consensus
amongst researchers that the scale should be valid with practical utility. The scale
must be reliable. The reliability of a scale is defined as "the degree to which
measures are free from error and therefore yield consistent results" (Peter, 1979),
so the reliability of a scale should be consistent with the same attribute (or internal
consistency reflect construct of measurement scales. By acclamation (see e.g.
Peterson, 1994, Gliem and Gliem, 2003, Tavakol and Dennick, 2011), the most
common measure of a reliability coefficient is Cronbach’s alpha Cronbach (1951).
From the Social Science Citation Index, Cronbach's 1951 article has been
referenced in more than 23,000 articles in the last century. Cronbach's alpha is a
generalised measure of internal consistency of a multi-items scale. It is formulated

as:

T k-1 -

y

a k@_Z?j

where k is the number of items in the scale contributing to a total score, % is the
variance of item i and o, is the variance of the scale. The coefficient of
correlation has a possible range from 0 to 1.00. The degree of sufficient reliability
for the research by Peterson (1994), which compared the reliability levels of many
research studies, is shown in Table 3.3. Alpha coefficients should be more than
0.7-0.8 for basic research and more than 0.95 for applied research. The ERM
measurement is based on 40 key ERM components from the survey method and

the instrument's reliability was assessed using Cronbach's alpha.

Table 3.3 Recommended reliability levels

Author Situation Recommended level
Davis (1964) Prediction for individual Above 0.75
Prediction for group of 25-50  Above 0.5

Prediction for group over 50  Below 0.5

Kaplan and Saccuzzo (1982) Basic research 0.7-0.8
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Applied research 0.95

Murphy and Davidshofer (1988) Unacceptable level Below 0.6
Low level 0.7
Moderate to high level 0.8-0.9
High level 0.9

Nunnally (1967) Preliminary research 0.5-0.6
Basic research 0.8
Applied research 0.9-0.95

Nunnally (1978) Preliminary research 0.7
Basic research 0.8
Applied research 0.9-0.95

Source: (Peterson, 1994)

3.10 Data Analysis of ERM Method

The ERM Scoring method developed was compared with three potential
alternative approaches, which are: the Clustering, Principal Component Analysis
(PCA) and Partial Least Square (PLS). The methodologies of these models are

discussed and reviewed in this section and briefly described below.

3.10.1 Cluster Analysis

Cluster analysis is a multivariate methods of analysis (Krzanowski and Lai, 1988)
and it has most frequently been used as a classification tool (Punj and Stewart,
1983). Cluster analysis has been widely used to explore the structure within data
(Shih et al., 2010). The definition of cluster analysis is given by Jain and Dubes
(1988) mentions that:

“Cluster analysis organizes data by abstracting underlying structure either
as a grouping of individuals or as a hierarchy of groups. The representation
can then be investigated to see if the data group according to preconceived
ideas or to suggest new experiments.”’

Cluster analysis is a multivariate procedure for identifying natural clusters of
items within data that is based on selected characteristics of items. The clustered
formed should be more or less homogeneous groups, so that items in the same
cluster are more similar to one another, than they are to items in other clusters

(Black et al., 1998). The similarities within clusters and the differences between
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clusters are often used to assess whether the clusters are distinct by using an F-
test. The advantage of cluster analysis is that it does not make strong assumptions
about the form of the data, such as linearity, normality and homoscedasticity,
which can cause problems for some statistical techniques. The statistical
assumption of cluster analysis requires representativeness of the sample, an
absence of multicollinearity among the variables and an absence of outliers when
the cluster group is determined (Hair et al., 1998). A general distance function of
the similarity measure is the Euclidean distance between two sample points, p; and
pj, each described by their vectors, p; = (Fii, Fio, ... , Fiv) and p; = (Fj1, Fpp, ...,

F;m), the distance, d;;, between p; and p; is defined as:

d,= | (Fu=F )
In literature, there are two widely well-known traditional clustering algorithms.
These are hierarchical and partitioning techniques. Hierarchical clustering repeats
find nested clusters either in an agglomerative or partition of the data. Partitioning
clustering usually starts with a random partitioning and does not impose a
hierarchical structure. The most well-known and the simplest partitioning

clustering method is K-means clustering (Jain, 2010).

3.10.1.1 Algorithm of hierarchical clustering

Hierarchical clustering is a general approach that creates clusters with two basis
techniques of either an agglomerative or division clustering method by involving

a sequential process of clusters:

1. Agglomerative is a bottom up approach that starts with the points of
individual clusters at each step, which merge with other clusters that are
the most similar, and eventually all the individual clusters belong to only

one single cluster.

2. Division is a top up approach that starts with the data set of all points
belonging to one cluster, and at each step the cluster breaches into node

forms, ending with the n cluster having a cluster of its own.
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Agglomerative hierarchical clustering is more common than the division approach
(Steinbach et al., 2000). The common algorithms for hierarchical clustering are

presented in Table 3.4 with N clusters, each containing a single entity and an N x

N symmetric matrix of similaritiesD={d,-k}. The distance between the most

similar pair of clusters is U and V' be dy;, and any other cluster W. Among all of

these cluster procedures, the most recognised algorithms for hierarchical

algorithms are single linkage and complete linkage (Jain, 2010).

Table 3.4 Common algorithms for hierarchical clustering

Cluster procedure Description Formula
Single Linkage, Minimal object-to-object — i
distance dww = mln{dUW oy }
Florek et al. (1951)
Complete Linkage, Maximal object-to-object d —maxid . d
Sorensen (1948). distance wrw { v VW}
Average Linkage, Average distance between Z Z d
: ik
Sokal and Michener (1958) objects d( W = ik l
urw
N (UV)N w
Centroid, Euclidean distance between )
Sokal and Michener (1958) their means or the centre of the | d, orw = X,, — Xy ”
cluster
Median, Euclidean distance between the _ 2
Gower (1967) middle most or the position d P — X ”
average of the cluster wrw = y
Ward’s linkage, Minimum-variance within- X - ”2
Ward (1963) cluster distances d ww = ’{V—Wl
- + -
NMV NW

Source: (Jain, 2010)

3.10.1.2 Algorithm of K-means Clustering

The k-means clustering method is very simple and the effectiveness of this
algorithm is based on non-hierarchical cluster analysis (Liu et al., 2013). Jain
(2010) mentions that the origins of the K-means general algorithm are
independently proposed in different scientific fields (Steinhaus, 1956, Ball and
Hall, 1965, MacQueen, 1967). However, MacQueen (1967) first named it as K-
means. Given a required number of k clustering, the K-means clustering algorithm

generates new partitioning and assigns a pattern to clusters accordingly in order to
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reduce the squared error. This method is based on the concept of centroid that a
centre point can represent a cluster by creating an un-nested partitioning of the

data points to solve the clustering problem.

The main steps of the K-means algorithm proceeds as follows (Jain and Dubes,

1988):

1. Select a number of £ clusters and choose k as the initial estimates of the cluster

centroids.

2. Generate a new partition by assigning all points to the closest cluster centroid.
3. Recalculate the new cluster centroid as the new k centroids of each cluster.

4. Repeat steps 2 and 3 until the cluster membership does not change.

The algorithm can be briefly described by assuming that a dataset has m feature
(variables) of the /™ datapoint (group), where F;, is the values of the m™ features
of the i datapoint constructed a feature vector of (F;;, Fiz, ..., Fiy). To assign each
points to a closed cluster centroid, a common distance metric is Euclidean
distances, according to its computational simplicity as presented above as a
similarity measure, where p; and p;, each described by their vectors, p; = (Fii, Fi,

., Fim) and p; = (Fj1, Fjp, ... , Fjm), the distance, dj;, between p; and p; is defined

as:

m=

d,= S (FinF )

According to a different variable, it has a different relative value and range in
order to minimise distortion as the purpose of K-mean. It is essential to find a
different variation of each variable within each group, where F*im is Z-score

equation is:

In order to generate a new partition by assigning all points to the closest cluster

centroid, the new mean for the centroids are calculated after all the data points
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have been assigned to a cluster where Cj,, represents the centroid of the m™ feature
of the i" cluster, F *i,jm is the m™ feature value of the /™ job assigned to the i™
cluster and where n; is the number of data points in cluster i. Then, the new

clustering of centres is that:

Finally, the algorithm aims at minimising an objective function. The error
function used is the sum of the distances between a data point and the cluster’s

centroid (F*i{,m-Cim)z. A squared error function (Ey) is created as follows:

i

£ =333 (i = Cin)

Jj=lm=1

There are some limitations of the K-mean clustering algorithm. This method
requires a specific number of K-value before it is analysed. Different initial
partitions may lead to different final results for the clusters. Also, the arithmetic
mean is not robust to outliers. K-mean does not work well if the result is not a

circular cluster (Vora and Oza, 2013, Borah and Ghose, 2009).

3.10.1.3 Algorithm of Two-Step Clustering

These traditional cluster hierarchical and partitional clustering algorithms have
their limitations (e.g. Bacher, 2000, Everitt et al., 2001, Huang, 1998, Bacher et
al., 2004) because of the problem of commensurability variables that use the
sample-based techniques of problem solving. These analyses require a decision
from the user to determine the number of clusters in order to calculate through the
analysis, which have an influence on the result of the calculation of the
classification. But it is still useful to classify groups and is more objective than the

subjective group (Dey, 2008).

From the limitation mentioned above, SPSS 11.5 and onward releases issue a two-
step clustering analysis procedure. This method can analyse large datasets of both

continuous and categorical variables that are to be clustered. This method employs
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a probabilistic model where the distance between each cluster is equivalent to a
decrease in the log-likelihood function (Okazaki, 2006). In particular, it is the only
clustering method that mixes types of variable that can be analysed and the
number of clusters can be automatically determined (Bacher et al., 2004, Borah
and Ghose, 2009). Two-Step Clustering uses two main steps, which are as

follows:

The first step used is to find an initial estimate for the number of clusters. Sample
data are assigned into a group of pre-clusters that are then put in place of the
single case in the hierarchical algorithm in the second step. Regarding the
similarity of pre-clusters, each consecutive case is used to form a new pre-cluster

by using a likelihood distance measurement based on the similarity criterion.

In the second step, a group of pre-clusters from the first step can be divided into
the desired number of clusters by using the agglomerative hierarchical clustering
algorithm. This stage improves the initial estimate by providing the maximum
change in distance between the two closest clusters in each hierarchical stage and
then reducing the best number of clusters on the basis of Schwarz’s Bayesian
inference criterion (BIC), proposed by Fraley and Raftery (1998). BIC is a well-
known technique that is used to estimate the maximum number of clusters and is

essential to avoid the arbitrariness of the traditional clustering method.

3.10.2 Factor Analysis

Factor Analysis can be used as an exploratory method when the researcher has no
prior understanding of a large set of variables to construct a set of interpretable
variables. Factor analysis attempts to derive a set of latent variables from a set of
observed variables. Generally, there are two main disciplines of factor analysis,
such as exploratory factor analysis (EFA) and confirmatory factor analysis (CFA).
When developing the factor structure with no prior hypothesis of pattern of
measured variable, EFA commonly has been used to present the possible factor of
a set of observed variables. EFA is based on the common factor model, which this
technique supposes is a measured variable that may be associated with any other

factor. The EFA Model is Y = XB+ E, where Y is a matrix of measured variables,
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X is a matrix of common factors, B is a matrix of weights (factor loadings) and E
is a matrix of unique factors and error variation. When using the hypothesis
testing, CFA has been used to confirm the factor of a set of observed variables by
using knowledge from theory and empirical research, and then to test the
hypothesis statistically to understand a relationship between the observed
variables and their causal latent constructs occurrence (Suhr, 2006, Bryant and

Yarnold, 1995).

One of the most well known data reduction techniques in multivariate analysis is
principal component analysis (PCA), sometimes considered as Empirical Factor
Analysis. PCA is generally used across a wide range of domains, often used in
Social Sciences and Business under the name of factor analysis. Generally, Jolliffe
(2002) mentions that the other term of “Principal component analysis” is maybe
used as “factor analysis”, “eigenvector analysis” or “latent vector analysis”. PCA
is used to determine optimal ways of combining variables into smaller group of
new components, which account for most of the variance of the observed
variables and are suitable to use when variables are highly correlated. PCA
considers all of the original variance, while factor analysis uses only common
variance in the data. In this study, the PCA technique may be used to reduce the
number of variables to components and use the principal component regression
score to construct a model, which will be shown within the ERM principal
component context. In addition, principal component analysis will produce a form
of the original variables as a set of new variables, which are statistically
independent. Therefore, PCA can solve multicollinearity problems (Dunteman,

1989).

3.10.2.1 Principal component analysis

PCA is a method of multivariate statistics that is a variable reduction method.
Campbell and Atchley (1981) defined PCA analysis as "a rotation of the axes of
the original variable coordinate system to new orthogonal axes, called principle
axes, such that the new axes coincide with direction of maximum variation of the

original observation". It is a way to reduce data into a smaller dimensionality. The
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main component of PCA is a standardised linear outcome of optimally-weighted
observed variables. This is a well-established technique for dimension reduction
that reduces the elements of a large number of correlation variables, which remain
uncorrelated in the data set Jolliffe (1986), based on summarising the total
variance. On the belief of some redundancy in variables, PCA was used to reduce
the number of variables by changing a set of correlated response variables into a
minor group of uncorrelated variables called the principal component. The few
variables are chosen from all the original variables by reducing the problem of an
eigenvalue and eigenvector for a positive-semi-definite symmetric matrix.

Alexander (2001) points out that:

1) “The first principal component explains the greatest amount of the total
variation in X, the second component explains the greatest amount of the

remaining variation, and so on;

’

2) The principal components are uncorrelated with each other.’

3.10.2.2 PCA method to build a multi-dimensional score

Based on an eigenvalues and eigenvectors analysis for each principal component,
PCA forms the original variables into a group of uncorrelated principal
components by rotating the original axes of the variables to construct a new set of

axes, where each principal component is a linear weighted grouping of the

original variables, PC, =a,X, +a,X,+...+a,X, where PC is a matrix of

observed variables, known as principal components. X is a matrix of scores on
components, a is a matrix of eigenvectors which represents the weights. In
mathematical terms, principal components from a set of variable x; through to x,
where a4, represents the weight for the principle variable and the variable is as

follows:

C =ap1X1 +ap2X2++apr

p p
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C={c~} ={C--} . . ..
i it i, jot,.p 1S ATP matrix of principal component scores,

with p columns (one for each principal component ¢;) and » rows (one for each

statistical unit)

X is the usual nxp data matrix A= {aj} . = {aij },-:1,‘“’

is th matri
ielop » s the pxp matrix

pj=L...,
of component loadings

PCA used the rotation by finding the eigenvector of the correlation matrix or
sometimes by using the co-variance matrix to provide the weights for each
principal component. The variance (A) for each of the principal components is
derived by all eigenvectors that correspond to the given eigenvalue. The
eigenvalue represent the amount of variance in the total sample and account for
each factor. Eigenvectors provide the weights in the linear combinations of the

variable, often called scores.

The principal components are usually ordered starting with the first component
having the highest eigenvalue, 2" next highest, and so on. The 1% principal
component alone can be explained as the largest possible amount of the variation

of the original variables, with the constraint that all the sum of weight
(a, +a, +...+a,-p) is equal to 1. As the sum of the eigenvalues equals the
number of the original variables, the proportion of the total variation in the

original data set accounted by each principal component is given by Ai/n where n

is the number of variables.

PCA is useful when the responses to question might correlate with the other
responses. This technique can guide reduction the observed variables into possibly
the meaningful new variables. Therefore, the benefit of PCA is it can provide the
possibility of gaining a clear view of the variable and the possibility of using the

result in subsequent analysis (Stevens, 1992).

3.10.3 Partial Least Square Regression

PLS was introduced by Wold et al. (1984) and is well known in the scientific

contexts (Stone and Brooks, 1990), especially in an industrial application (Tobias,
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1995). The fundamentals of PLS are related to extracting latent factors when there
still remains factor variation in modelling, which is sometimes called a projection
to latent structure that is still unobserved in structural equation modelling (Rédnnar
et al.,, 1994). PLS is a soft modelling used in constructing a predictive model
when there are many variables that are highly collinear with a dependent variable.
With the emphasis on prediction, the PLS method served well in extracting a
number of latent factors that are based on the dependent (outcome) variables,
unlike the PCA method that only uses predictive variables with no importance
given to dependent variables. Therefore, PLS is more effective than PCA in
predicting the dependent variables due to the nature of its algorithm (Maitra and
Yan, 2008). Also, Stone and Brooks (1990) noted that PLS could be described as

the best possible compromise in multivariate application between OLS and PCA.

Following Maitra and Yan (2008), the PLS method has been used to try to
construct linear compositions of X and J equal, where X is nXp matrix of the X
variables and J is a nXq matrix of the J variables or equal nX1 matrix as a single

dependent variable so the equation is:
X=TP +E

J=UQ +F

where T=X-scores; U=J-scores; P=X-loadings; Q=J-loadings; E=X-residuals
F=J-residuals. The algorithms follow an iterative method to extract a set of factors
and explain the maximum of the covariance as possible between T and U. The
regression model J=XB+ By, referred to as ‘PLS regression' where the estimates
of B and By are based on the single value decomposition of the X to predict values

of J. The regression parameter is estimated by dependent variables.

3.10.4 Measures of the Predictive ability of a Model

To decide which ERM method is the most appropriate method for prediction of
ERM implementation, the generalised R-square is initially used as a goodness-of-

fit and then the Akaike information criterion (AIC). These measures can be used
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as the selection method of the best statistical model. These are briefly described

below.

3.10.4.1 Generalised R-Square Estimate

R-square (R?) or more is usually used as a modification as adjusted R* is a
statistical measure for goodness-of-fit of a model, which is also known as the
coefficient of determination for the regression model. The adjusted R? is a
modified form of R* that has been considered because of the increasing number of
predictors in the model. It indicates the percentage of variance in the dependent
variable that is explained by the predictors, which show how well the data fits in
the linear regression model. R? ranges from 0 to 1. The higher adjusted R* shows
more explanatory power by comparing regression models that include different

numbers of predictors.

However, the adjusted R” can only be used to linear regression with a continuous
dependent variable. Therefore, with ordinal linear regression and logistic
regression, the statistician developed a pseudo-R* measure with several methods
to choose from, including McFadden’s, McKelvey and Zavoina’s, Cox and Snell's
and Nagelkerke's pseudo-R*> measures. In SPSS, there are two general forms of
pseudo-R” measures in the output, which are Cox and Snell's and Nagelkerke's
measurements. Cox and Snell's R? is based on calculating the percentage of
unexplained variance. From a practical point of view, this method has a major
difficulty in interpreting the result because its maximum can be less than 1.
Therefore, Nagelkerke's R* was developed by dividing Cox and Snell's R” by its
maximum to adjust its range variation from 0 to 1. Cox and Snell's R?, or
Nagelkerke's R?, is an appropriate measure goodness of fit to use in ordinal

regression.

The R* method considers only a measure of the goodness of fit characteristic by
neglecting the complexity of the model; therefore, the AIC method is introduced
as a trade-off between goodness of fit and complexity that influences a reduction
of estimated information loss (Faraway, 2005). The AIC model is considered in

this study and will be described in the following section.
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3.10.4.2 The Akaike information criterion

The Akaike information criterion (AIC) is a well-known model selection method
(Wagenmakers and Farrell, 2004, Kieseppd, 2003), which uses a relationship
between an Kullback-Leibler information theoretical approach (Kullback and
Leibler, 1951) and maximum likelihood as an objective instrument. This is done
by trying to minimise the loss of information during the selection of a quality of a
statistical model, amongst a given set of alternative models (Burnham and
Anderson, 2002). The selected model is the one that is the most appropriate trade-
off between the statistical goodness of fit and the number of parameters. The
value of the AIC index will be higher as a penalty for the addition parameters. The
smallest value of the AIC index was shown to be the best econometric model,
with an adequate degree of fit and a minimum number of parameters. The simple

AIC criterion for parametric model selection is defined as:
AIC = 2log(6,)+2k

where k is the number of parameters that are estimated and é,- is the likelihood

function refers aséi =(y,1=1....n,xB,0). The log likelihood model can be

defined as:

A n " 1 n ~
log(,) = —Elog@mz) -2y~ xp)’
i=1

26

Therefore, AIC when the likelihood estimate substitute in the simple model is

represented as:

AIC =2k +nlog(2nG?) +

1 n A
2 z (y,'_ xiB)z or
i=1

G

AIC =2k +nlog(2r) + nlog(6*) + Alz D (y,- xpB)’
O =
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Moreover, the quality of evaluation can be improved by considering the mean
expected maximum log likelihood. For the maximum likelihood model, which is

represented as the sum of the square residual, can be defined as:

A

2 i(yi—ﬁxi)z

n

AIC when the maximum likelihood estimates and substitute to likelihood estimate

AIC criterion, the better model is:

> (v, =Bx)’
AIC =2k +nlog(2n)+nlog| =— |+n
n

In this research, the analysis and judgement of the best approach of ERM
measuring is based on the maximum likelihood of AIC analysis by comparing
AIC value on four ERM methods. ERM Scoring is based on the basic assumption
that the intervals between each of the scores are the equivalent of an ordinal
measurement approach. The simple ERM Scoring method compares with three
different methods, such as the cluster analysis approach, principal components
analysis (PCA) approach and partial least square analysis (PLS), and is
determined on the basis of the relationship with company performances that take
into account control variables. The lowest AIC value represents the best

appropriate ERM measurement approach.

3.11 Conclusion

This chapter discussed the research design and presented the methodology and
models of this study. The quantitative research method was chosen to explore the
information needed to answer the research question with the help of both primary

and secondary data collection.

This chapter has provided details about the research setting and it justifies why the

study was conducted in Thailand. This study is based on surveys of managing
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directors from publicly listed firms in the Stock Exchange of Thailand. Based on
data that was obtained by regression models, it will be used to determine the
relationship between derived scores and the attributes of the organisations. The

variables used in this study were also discussed and represented in this part.

The data processes, including the data treatment method, data analysis technique
and the method to measure the best prediction of the model was reviewed and
discussed in this chapter. Data treatment falls into preliminary data analysis, and
the Heckman correction and reliability test was used to ensure that the data
collection was both valid to use further in the model and reliable In the data
analysis, the ERM quantitative modelling techniques comprised of cluster
analysis, principal component analysis and partial least square, which were
discussed, and the method to measure the best prediction, such as generalised R-

Square estimate and Akaike Information Criterion, were reviewed.

ERM survey instrument will be explained in Chapter 4. The results of the ERM
Scoring methods are included in Chapter 5. The findings of the survey on ERM
practice in Thailand will be presented in Chapter 6. The results of ERM and firm

performance and the determinant of ERM are in Chapter 7.
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Chapter Four

Survey Instrument

4.1 Introduction

This chapter describes the development of the survey instrument. The first step is
to identify the ERM components that may contribute to measurement of the level
of ERM implementation. A major limitation for researchers in doing this is the
lack of unified ERM definition, and so it is hard to determine which components
would indicate effective ERM implementation. It is inconclusive as to what are

the influential factors in implementing ERM.

By considering the ERM frameworks, it is possible to derive a set of potential
ERM components. The well-implemented ERM component can be used as a
standard that is applied to all of the listed companies. With a unifying ERM
definition, the components can be chosen to measure the effectiveness of ERM
implementation. These proposed ERM components could then be enhanced within
the companies and improve ERM implementation. These components can then be
used to provide a reliable ERM measurement. In this study, these components are
employed to conduct a survey instrument in order to determine the level of ERM
implementation within the companies. The questionnaire that is used in this study

aims to capture the implementation of ERM dimensions.

The structure of this chapter is as follows: section 4.2 constructs the ERM
components, section 4.3 outlines the further questions of the questionnaire and the

final section is the conclusion.

4.2 Constructed ERM components

This chapter aims to produce a survey instrument that can be used to measure the
level of ERM implementation. The ERM measurement needs to be developed to
produce a valid scale that reflects the underlying construct of ERM
implementation within the company. It is important to use a procedure that leads

to a reliable measure of ERM implementation. In this thesis, it was decided to use
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a three-step scale developing process. These three steps are: (1) scale
conceptualisation or what is to be measured, (2) scale design or how the
components are measured, (3) validity and reliability testing. This process is
recommended by Churchill (1979) as an approach to developing the measurement
of multiple-item constructs. ERM components are constructed in this chapter with
their measurements. Validity and reliability testing will be presented in Chapter

SiX.

It is important to have a clear idea of the construction that is to be measured,
including a definition and what is to be included (Churchill, 1979). As discussed
in Chapter 2, there are many ERM definitions and frameworks, such as COSO
ERM, ISO 31000, S&P and CAS (2003). Hence, it is essential to determine a
definition or concept of ERM in this study, as a first step of the construction. My
ERM definition was clarified after the discussion in the previous chapter. ERM is

defined as:

“An integrated framework or the process of managing the interdependencies
between the company-wide risk; by which the companies need to create
well-organized risk governance and culture, identify, measure, manage and
disclose all key risks by receiving support from employees across all levels
of a firm thorough effective information, communication and training of
staff to increase business performance, the organization’s effectiveness and
increase value to stakeholders.”

The next step is to gain insights into the important components in ERM
implementation, as then it will be possible to develop procedures to measure
them. This step is the most pertinent to the research question. Churchill (1979)
recommended the identification of corresponding components. The most common

way to discover the component of a construct is through a literature review.

Although ERM frameworks have different components of ERM implementation,
most of these components have some common elements. Based on the many
regulatory bodies and reviews of literature, a number of common components
were observed. This study proposes 40 ERM components in 6 categories as the
new measurement method of ERM implementation. This would be accomplished

by integrating four generally accepted ERM frameworks, such as COSO ERM,
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ISO 31000, S&P and CAS, as well as those from previous literatures. These 40
components can be aggregated as an ordinal equal weight to 40 scores. In chapter
2 (Table 2.6), the components of ERM, taken from various internationally
accepted ERM frameworks and previous literatures, were summarised and defined

as ERM components.

Figure 4.1 shows the integrating ERM components from ERM frameworks, such
as COSO ERM, ISO 31000, S&P and CAS, as well as those from previous
literatures. There are five rings in the diagram. The first ring is in the centre (red
colour) of the diagram. All ERM frameworks contain 11 components, including
ALIGNED PROCESS, RMOVERSIGHT, RMFRAME PREP, ENTITY PART,
TOLERANCE PREP, BENEFIT, REGISTER PREP, STRATEGIC RISK,
BD REPORT, LEV _BENEFIT and MONITOR. In the second ring, there are 11
components that are common to COSO ERM, ISO 31000 and S&P, such as
COMMU PART, COMMU RESP, COMMU CHANNEL, RMPOLICY PREP,
RISKIT, RMPOLICY REV, APPETITE PREP, APPETITE IDY, BOD RESP,
RMPOLICY and APPLIED POLICY. The third ring, REPUT RISK, is the
component found in ISO 31000, S&P and CAS. The fourth ring has three
components that are shared between COSO ERM and ISO 31000, including
KNOW STAFF, KNOW DIR and STRATEGIC INVLOVE. In the last ring, there
are the 4 components that COSO ERM and S&P have in common, including
TOLERANCE REV, REGISTER REV, RMFRAME REV and
APPETITE _REV. Outside the circle, there are 10 components from individual
frameworks and previous literature. Six other ERM components can be found in
CAS: CRO_RESP, RMCOM, RMDEPT, RM STRUCTURE, INDP COMMITTEE
and CRISISMGT PREP. Three ERM components are only found from ISO
31000, such as BCP_PREP, SCABOARD PREP and SCASTAFF PREP. The last
component is SIGN MONITOR, which is recommended by Chapman (2011).
The definitions and measurements of the variables will be presented in further

detail.
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COSO ERM (2004) ISO 31000 (2009)

BCP_PREP
SCABOARD_PREP
SCASTAFF_PREP

TOLERANCE_REV
STRATEGIC_INVLOVE
KNOW_DIR

RMPOLICY_PREP

RMPOLICY_REV COMMU_CHANNEL

APPETITE PR e s ol i, COMMU_RESP

RMOVERSIGHT
RMFRAME_PREP COMMU_PART'
APPETITE_IDY| TOLERANCE_PREP -
REGISTER_PREP
ENTITY_PART
RISKIT STRATEGIC_RISK
BD_REPORT
BENEFIT, LEV_BENEFIT
MONITOR

BOD_RESP

RMPOLICY

CRO_RESP
RMCOM
RMDEPT

RM_STRUCTURE

INDP_COMMITTEE

Standard and Poor's CRISISMGT_PREP
(2013) CAS (2003)
SIGN_MONITOR (Chapman, 2011)

(Black Shade = Missing from the associated) standards)
Figure 4.1 Integrating ERM components

APPLIED_POLICY

REPUT_RISK

APPETITE_REV

These components can be divided into 6 categories: 1) fundamental ERM, 2) the
existence of ERM evidence, 3) risk management structure and architecture, 4) risk
management policy and risk appetite, 5) responsibilities and accountability, 6) the
risk management process, including identifying and managing risk,
communication, training and knowledge development, as well as technology and

monitoring.

The components, variable definitions and scales that are proposed in this research

are consistent with the research question, as follows.
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4.2.1 Fundamentals of ERM variable

ERM can be regarded as a centralisation risk process that helps boards of directors
and top managements to consider the risk more holistically and link it strategically,
so that it can achieve the organisation’s objectives. The company should align risk
into the business process and consider risk oversight within the company’s strategy
in order to make strategic decisions regarding the achievement of the entity’s
objectives. What underlies ERM implementation is the fact that boards should realise
the benefits of ERM and embed ERM across the organisation. Therefore, it becomes
a top priority for directors and executive management to integrate the overall risks in
the strategic planning and strategic execution that is processed by the organisation to
achieve the company's objective. Risk mindset and strategic development cannot be

ignored if there is to be an effective management (COSO, 2004 and ISO, 2009).

The fundamental concept of ERM can be categorised into 5 components (5 scores).
These include whether the company ensures risk management and strategic decision
making involves the board of directors and top management
(STRATEGIC INVLOVEMENT), whether the company’s aligned business risks in its
routine corporate process (ALIGNED PROCESS), whether the company is
concerned about risk oversight with the company's strategy (RMOVERSIGHT) and
whether the company sees the perceived benefit of risk (BENEFIT). These four
variables are all dichotomous (yes =1, no = 0). For the last components in this
categories, the LEV BENEFIT variable captures the level of ERM benefits, including
those that are considered critical to achieving their business goal; identify alignment
to strategic management; help to manage predictable and unpredictable events; are
seen as a business opportunity; that enhance the company’s ability to be better-
informed; that promote management efficiency at all levels and prevent unwelcome
surprises. This variable is defined as a proportion of these seven sub-benefit
variables. All of these sub-variables are of equal weight as 1 component. It can be
expected that all of these variables will be positively associated with more mature
ERM implementation. Table 4.1 presents the fundamental concept of risk
management variables and measurements. The survey’s questions about the

fundamentals of ERM are represented in Table 4.2.
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Table 4.1 A summary of the fundamental concept of risk management measures

No Q no. Variable Name Variable Description Measurement
1 Q2 ERMI1 STRATEGIC INVLOVEM Strategic decision of the company, involving the board or top  This variable takes the value +1 if
ENT management level discussions on risk management have taken
place at board or top management level
when strategic decisions are made, and 0
otherwise
2 Q4 ERM2 ALIGNED PROCESS The presence of identified aligned business risks in its This variable takes the value of +1 if aligned
routine, corporate and business unit process identified business risks exist and are
included in its routine corporate and
business unit process, and 0 otherwise
3 Q5 ERM3 RMOVERSIGHT Concerning risk oversight/management that is aligned with This variable takes the value of +1 if the
the company’s strategy company’s risk oversight/management is
aligned with the company’s strategy, and 0
otherwise
4 Q6 ERMA4 BENEFIT The perceived benefit of risk management is addressed This variable takes the value of +1 if there is
a perceived benefit from risk management,
and 0 otherwise.
5 Q6.1 ERMS LEV BENEFIT The level of benefits to enterprise risk management were: This variable equals the percentage of the

- Considered critical to the achievement of the business
goal

- Identified alignment to Strategic Management

- Helped to manage predictable and unpredictable events
- Seen as a business opportunity

- Enhanced the company’s ability to be better informed

- Promoted management efficiency at all levels
- Risk Management can prevent unwelcome surprises.
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Table 4.2 Survey questions about the fundamentals of ERM

NO. Q Questions
Fundamental of ERM

1 Q2  Have there been any discussions of risk management that have taken place at
board or top management level when strategic decisions are made?

2 Q4  Does your company identify business risks and align them into your routine
corporate and business unit process?

3 Q5  Is your company concerned whether risk oversight/management is aligned with
the company’s strategy?

4 Q6 Do you receive benefits from risk management?

5 Q6.1 How do you perceive the benefits that you receive from risk management?
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4.2.2 Existence of ERM evidence variable

If an organisation has implemented ERM, then there should be observable evidence
of this action (S&P, 2005). The ERM infrastructure consists of an overall risk
management policy, a designed risk management framework and risk assessment
guidance, including risk appetite and risk tolerance, the presence of risk management
on the board’s agenda and clarity about risk management’s role and responsibilities,
as well as a risk report and a portfolio view of risk (Protiviti, 2006). ISO (31000)
additionally focuses on the scope of the risk responses that are available for hazard
risks. The evidence of continuity planning, disaster recovery planning or crisis
planning should be established and regularly tested to support effective risk
management by way of the risk architectural strategy and protocol for the enterprise.

These pieces of evidence show that ERM implementation exists within the company.

There are 14 components (14 scores) that describe the existence of formal evidence
of ERM implementation. When both preparing and reviewing the existence of ERM
evidence, the proposed ERM measurement variables include risk management policy
(RMPOLICY PREP and RMPOLICY REV); risk management framework or
guidelines  (RMFRAME PREP and  RMFRAME REV); risk  appetite
(APPETITE PREP and APPETITE REY); risk tolerances (TOLERANCE PREP and
TOLERANCE REV) and risk register/risk portfolio (REGISTER PREP and
REGISTER REYV).

In addition, evidence of the preparation, as recommended by CAS 2003, refers to
crisis management (CRISISMGT PREP) and is suggested by ISO 31000. These
include a business continuity plan (BCP_PREP), self-control assessment at board
level (SCABOARD _PREP) and staff level (SCASTAFF _PREP). These variables are

all dichotomous (yes =1, no = 0).

If the company prepared and reviewed these proposed pieces of evidence, the ERM
maturity can be expected to increase. Table 4.3 presents the existence of ERM
evidence variables and measurements. The survey questions about ERM evidence are

represented in Table 4.4.
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Table 4.3 Summary of the existence of ERM evidence measures

No Qno. Variable Name Variable Description Measurement
1 Q7 ERM6 BCP_PREP Business Continuity Plan — Evidence of This variable takes the value of +1 if there exists evidence
Preparation of a Business Continuity Plan prepared, and 0 otherwise
2 Q7 ERM7  CRISISMGT PREP  Crisis Management — Evidence of Preparation ~ This variable takes the value of +1 if there exists evidence
of Crisis Management prepared, and 0 otherwise
3 Q7 ERM8  SCABOARD PREP  Self-Control Assessment by Board of Directors  This variable takes the value of +1 if there exists evidence
— Evidence of Preparation that the self-control assessment has been prepared by the
board of directors, and 0 otherwise
4 Q7 ERM9  SCASTAFF PREP  Self-Control Assessment by all staff — This variable takes the value of +1 if there exists evidence
Evidence of Preparation that Self Control Assessments have been prepared by all
staff, and 0 otherwise
5 Q7 ERMIO RMPOLICY PREP Risk Management Policy — Evidence of This variable takes the value of +1 if there exists evidence
Preparation that Risk Management Policy has been prepared, and 0
otherwise
6 Q7 ERMII RMPOLICY REV  Risk Management Policy — Evidence of a This variable takes the value of +1 if there exists evidence
Review of the Risk Management Policy being reviewed, and 0
otherwise
7 Q7 ERMI2 RMFRAME PREP  Risk Management Framework or Guidelines —  This variable takes the value of +1 if there exists evidence
Evidence of Preparation of a Risk Management Framework or Guidelines being
prepared, and 0 otherwise
8 Q7 ERMI3  RMFRAME REVI  Risk Management Framework or Guidelines —  This variable takes the value of +1 if there exists evidence
Evidence of a Review of the Risk Management Framework or Guidelines being
reviewed, and 0 otherwise
9 Q7 ERMI14  APPETITE PREP  Risk Appetite — Evidence of Preparation This variable takes the value of +1 if there exists evidence
of Risk Appetite being prepared, and 0 otherwise
10 Q7 ERMIS5  APPETITE REVI  Risk Appetite — Evidence of a Review This variable takes the value of +1 if there exists evidence
of Risk Appetite being reviewed, and 0 otherwise
11 Q7 ERMI16 TOLERANCE PREP Risk Tolerances — Evidence of Preparation This variable takes the value of +1 if there exists evidence
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No Qno. Variable Name Variable Description Measurement
12 Q7 ERMI17 TOLERANCE REV  Risk Tolerances — Evidence of a Review This variable takes the value of +1 if there exists evidence
of Risk Tolerances being reviewed, and 0 otherwise
13 Q7 ERMIS8 REGISTER PREP  Risk Register/ Risk Profile/Risk Portfolio — This variable takes the value of +1 if there exists evidence
Evidence of Preparation of the Risk Register/ Risk Profile/Risk Portfolio being
prepared, and 0 otherwise
14 Q7 ERMI9  REGISTER REVI  Risk Register/ Risk Profile/Risk Portfolio — This variable takes the value of +1 if there exists evidence

Evidence of a Review

Table 4.4 Survey questions about the existence of ERM evidence

of the Risk Register/ Risk Profile/Risk Portfolio being
reviewed, and 0 otherwise

NO.

Q

Questions

The existence of ERM evidence

1

O 0 3 N U B~ W N

—_ = = =
w N = O

Q7
Q7
Q7
Q7

Q7.1

Q7.1

Q7.1

Q7.1

Q7.1

Q7.1

Q7.1

Q7.1

Q7.1

Business Continuity Plan — Evidence of Preparation?

Crisis Management — Evidence of Preparation?

Self-Control Assessment by boards — Evidence of Preparation?
Self-Control Assessment by all staff — Evidence of Preparation?

Risk Management Policy — Evidence of Preparation?

Risk Management Policy — Evidence of Review?

Risk Management Framework or Guidelines — Evidence of Preparation?
Risk Management Framework or Guidelines — Evidence of Review?
Risk Appetite — Evidence of Preparation?

Risk Appetite — Evidence of Review?

Risk Tolerances — Evidence of Preparation?

Risk Tolerances — Evidence of Review?

Risk Register/ Risk Profile/Risk Portfolio — Evidence of Preparation?
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4.2.3 Risk management structure and architecture variable

CAS (2003) mentioned that for an effective ERM structure to exist, the company
should establish a risk management committee and risk management department. A
formal and independent ERM organisational structure is a basic requirement of an

effective ERM implementation (S&P, 2005).

Therefore, risk management, structure and architecture comprise of 3 components (3
scores), including the existing risk management committee (RMCOM), the existing
risk management department (RMDEPT) and the independence of the risk
management structure (RM_STRUCTURE).

For RMCOM and RMDEPT, these variables take a positive value if a risk
management committee and risk management department exists, and 0 otherwise.
For RM STRUCTURE, different companies usually have a different risk
management structure and the expectation is that a risk management department and
risk management committee which reports directly to the board of directors or top
management level will be positively associated with ERM maturity. Whilst the risk
management system is under the control of either the financial department or internal

control, then having an internal audit will not increase ERM maturity.

If these proposed components exist, it can be expected that the company will gain a
positive ERM structure and its architecture components and ERM maturity will be
increasing. Table 4.5 presents the risk management structure and architecture
variables and measurements. The survey questions about risk management structure

and architecture are represented in Table 4.6.
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Table 4.5 Summary of the risk management structure and architecture measures

No Qno. Variable Name Variable Description Measurement

1 Q8 ERM20 RMCOM  Existence of a risk management committee This variable takes the value of +1 if there exists a Risk
management committee, and 0 otherwise

2 Q8 ERM21 RMDEPT  Existence of a risk management department This variable take the value of +1 if there exists a risk
management department, and 0 otherwise

3 Q9 ERM22  RM STRU Existence of an independent risk management structure This variable takes the value of +1 if the structure of
CTURE risk management is separate from the internal control

- Under a risk management committee, which is structure and 0 otherwise
directed to the Management Committee

- Under a risk management committee, which is
directed to the Board of Directors

- Under a risk management department, which is
directed to the risk management committee and the
Board of Directors

- Under a risk management department, which is
directed to the risk management committee and the
Board of Directors, but needs to report risk related to
the CEO

- Under the risk management department, which is
directed to the Chief Executive Director or
management

- Under risk management department, which is
directed to the Finance and Accounting Department
and CEO, and the risk management committee is
independent under the Board of Directors
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Table 4.6 Survey questions about risk management structure and architecture

NO. Q Questions
Risk management structure and architecture

1 Q8 Is there a risk management committee that is separate from the audit committee?
2 Q8 Isthere arisk management department?

3 Q9 Which organisational structure of risk management does your company have?

4.2.4 Risk management policy and risk appetite variable

A risk management policy regarding an enterprise-wide approach is an effective
method of introducing risk awareness throughout the firm. This should be developed
and communicated to all staff throughout the enterprise, so that they can understand
it in the same way (Moeller, 2007) and it can then be applied across the entire
enterprise (COSO, 2004). S&P (2005) also suggests that a strong ERM is consistent
and directly linked to the establishment of a well-defined risk appetite and the
management's ability to operate with stated risk tolerances and an understanding of

the risk profile.

Risk management policy and risk appetite comprises of 3 scores (3 scores). These
components include an established risk management policy regarding an enterprise-
wide approach (RMPOLICY), determined risk appetite (APPETITE IDY) and the
level of risk management that is applied across the company (APPLIED POLICY).
When it comes to RMPOLICY and APPETITE IDY, these variables are positive to
ERM maturity if the components are established. For APPLIED POLICY, there are
three levels that the company might apply to their risk management policy.
Recommended best practice is that the risk management policy is applied across the
organisation. This variable takes the positive value of 1. The second is applied to the
business unit level, 0.5 if it is applied at this level, and no score if the risk
management policy is applied only in the treasury/finance and insurance
departments. Table 4.7 presents the risk management policy and risk appetite
variables and measurements. Survey questions about the risk management policy and

risk appetite are represented in Table 4.8.
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Table 4.7 Summary of risk management policy and risk appetite measures

No Q no. Variable Name Variable Description

Measurement

1 Q10 ERM23 RMPOLICY Existence of a risk management policy
regarding an enterprise-wide approach

2 Q12 ERM24  APPLIED POLICY  The level of companies that apply a risk

management policy

3 Q22 ERM29 APPETITE IDY Determined risk appetite

Table 4.8 Survey questions about risk management policy and risk appetite

This variable takes the value of +1 if the risk
management policy is acknowledged regarding an
enterprise-wide approach, and 0 otherwise

This variable takes the value of +1 if it is applied across
the enterprise, +0.5 if it is applied in the business unit
accountability, and 0 if applied in treasury, insurance and
otherwise

This variable takes the value of +1 if risk appetite is
acknowledged in the entity, and 0 otherwise

NO. Q Questions
Risk management policy and risk appetite
1 Qlo Does your company have a formal risk management policy regarding an enterprise-wide approach?
2 Q12 At what level does your company apply a risk management policy?
3 Q22 Has your company determined its risk appetites?
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4.2.5 Responsibilities and accountability

AON (2010) points out that to leverage existing best practices while implementing
an ERM framework is essential in order to engage with clear lines of responsibility,
authority and accountability from the board level, through management levels to
operational levels. By appointing the right person to the right role, with a clear
separation of duties, companies will maintain an equilibrium between risk-taking and
risk monitoring (KPMG, 2010), with all individuals at all levels being able to
acknowledge their roles and accountabilities relating to the risk management process,

as well as their contribution to achieving the company's objective.

Responsibilities and accountability comprise of 5 components (5 scores). A key
feature of ERM is that all members of the company have a responsibility to both
support the company's risk policy and promote compliance within its risk appetite
(ENTITY PART). The board of directors has the final responsibility and ownership
of the oversight of ERM (BOD RESP) with a periodic risk report system
(BD_REPORT), and appropriate delegate risk management roles, assigned to the risk
leader, CRO or risk management committee (CRO_RESP). In addition, the presence
of a risk management committee should be separately established from the audit
committee (INDP_COMMITTEE). These components should consider the

effectiveness of the responsibilities and accountability structure within the company.

Table 4.9 presents the responsibilities and accountability variables and
measurements. The survey questions about responsibilities and accountability are
represented in Table 4.10. The five variables included are positively associated with
ERM maturity if the company engages in substantive ERM for the responsibilities

and accountability components.
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Table 4.9 Summary of responsibilities and accountability measures

No

Q no.

Variable Name

Variable Description

Measurement

1

Q13

Q15

Q20

Q20

Q20

ERM25

ERM40

ERM26

ERM27

ERM28

BD REPORT

INDP_COMMI
TTEE
BOD_RESP

CRO_RESP

ENTITY PART

Frequency that the Board of Directors discuss
or receive reports on risk management

The presence of a risk management committee
that is separate from the audit committee

The Board of Directors are responsible for the
overall risk management process activities at
an entity level

The Risk Management Committee, Chief Risk
Officer and risk management department are
responsible for the overall risk management
process activities at an entity level

Every person in the company is involved in
the risk management process

Table 4.10 Survey questions about responsibilities and accountability

This variable takes the value of +1 if the board of directors have
discussed or received reports on risk management every month or
more, and if it is less than 12 times a year the variable is a
percentage of the frequency of the Board of Directors meetings

This variable takes the value of +1 if there exists a risk
management committee that is separate from the audit committee,
and 0 otherwise

This variable takes the value of +1 if the Board of Directors is
primarily responsible for the overall risk management process
activities of the risk functions at an entity level, and 0 otherwise
This variable takes the value of +1 if the Risk Management
Committee, Chief Risk Officer and risk management department
are primarily responsible for the overall risk management process
activities of the risk functions at an entity level, and 0 otherwise

This variable takes the value of +1 if everyone in the company is
involved in the risk management process, and 0 otherwise

NO.

Q

Questions

Responsibilities and accountability

1

2
3
4
5

Q13
Q15
Q20
Q20

Q20

How often does the board of directors discuss or receive reports on risk management?

Is the risk management committee separate from the audit committee?

Is the board of directors primarily responsible for risk management?

Is the risk management committee/Chief Risk Officer/risk management department primarily responsible for the risk management process?

Does the entity level/across the company participate in the risk management process?
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4.2.6 Risk Management Process

The rest of the 10 components (10 scores) come from the framework of the effective
ERM implementation process. This starts from identifying and controlling risk,
effective communication throughout the firm, providing training and knowledge
development to both management and all staff, as well as adequate technology and
information systems to support the risk management system and monitor risk

management on a timely basis.

The first 2 components of interest ask whether the company identifies and manages
strategic risk (STRATEGIC RISK) and reputation risk (REPUT RISK). These two
types of risks are the key risks of ERM, from the general type of risks (there are three
type of risks in COSO internal control framework: operation risk, compliance risk,
reporting risk). Identifying and managing these risks could lead to a better level of

ERM implementation.

There are three additional variables of interest focus on the effectiveness of
communication within the company. COMMU PART represents the maturity of
ERM, which is contingent on providing clear communication of its expectations for
risk taking to responsible persons. This study also added a COMMU_RESP variable
to ask whether the company has clear documents or standards for risk taking and risk
management that are widely understood within the company. The Ilast
COMMU CHANNEL variable equally weighted 8 sub-components in order to gain
effective risk communication, including risk management as a corporate culture; a
fully communicated and acknowledged policy and procedure; policies and
procedures in writing, clearly stated in the functional job descriptions or job manual
of all units; an understanding of their role and responsibility; establishing self-

assessment of employees and directors; and a whistle-blower system.

The next 2 components considered whether training existed, coaching or educational
programmes about risk management were offered to directors (KNOW DIR) and
staff (KNOW _STAFF). This was based on an expectation that formal training in
ERM should help management and staff to better understand risk oversight and
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enhance the risk culture across the enterprise. If a company has risk management
training, it can be expected that it will have a positive approach that is associated
with more mature ERM implementation. Effective risk information systems are
included as a RISKIT variable in these analyses. This variable takes the positive 1
value if risk information systems exist that provide adequate information to enable

people to identify, assess and respond to risks, and 0 otherwise.

The last 2 components are based on the effectiveness of monitoring the risk
management system. This study will use MONITOR to identify whether the company
has assigned a responsible person to monitor the overall risk management on a timely
basis. The final variable is SIGN_MONITOR. This variable uses the equal weight of
four effective sub-components that should be used to monitor risk management,
including early warning indications that are established for operation, benchmarking
against policy or best practice, balanced scorecards and Key Performance Indicators
(KPI), and enterprise performance appraisal techniques to monitor the effectiveness

of the ERM program.

Table 4.11 presents the responsibilities and accountability variables and
measurements. The survey’s questions about responsibilities and accountability are
represented in Table 4.12. These five variables are included as they are positively
associated with ERM maturity if the company engages in a substantive ERM for the

responsibilities and accountability components.

Obviously, a lack of any of these components is equivalent to a lack of ERM
implementation, whereas if all of the components are present then it is highly likely
the company is ERM compliant. All of these 40 sub-components provide the
required insights into ERM implementation. Therefore, a simple aggregation of these
40 measures, which assume equal weight, can be constructed as the scale method. On
the basis of the questionnaire, 24 questions based on these components are formed to

gain information about the implementation of ERM.
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Table 4.11 Summary of risk management process measures

No Q no. Variable Name Variable Description Measurement
1 Q27 ERM30 STRATEGIC RISK  Identifies strategic risk This variable takes the value of +1 if it identifies strategic
risk, and O otherwise
2 Q27 ERM3I1 REPUT RISK Identifies reputation risk This variable takes the value of +1 if it identifies strategic
risk, and 0 otherwise
3 Q29 ERM32 COMMU _PART Having clear documents or standards for risk This variable takes the value of +1 if there are clear
taking and risk management that are widely documents or standards for risk taking and risk
understood within the company management that are widely understood within the
company, and 0 otherwise
4 Q30 ERM33 COMMU _RESP Providing clear communication of its This variable takes the value of +1 if there is clear
expectation for risk taking to responsible communication of its expectation for risk taking to
persons responsible persons, and 0 otherwise
5 Q31 ERM34 COMMU CHANNEL The effectiveness of risk communication: This variable equals the percentage of eight effective

- Risk management as a corporate culture
- Fully communicated and acknowledged
policy and procedure

- Policies and procedures in writing

- Clearly stated in the functional job
descriptions or job manual of all units

- Everyone needs to sign that they
understand and to give acknowledgement

- Self assessment of employees
- Self assessment of directors

- Concerning the whistle-blower system
and complaints
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No Qno. Variable Name Variable Description Measurement
6 Q32 ERM3S KNOW _DIR The existence of training, coaching or This variable takes the value of +1 if directors receive
educational programmes about risk training, coaching or educational of risk management; +
management that is offered to directors 0.5 if directors receive training programmes in general;
and 0 otherwise
7 Q33 ERM36 KNOW STAFF The existence of training, coaching or This variable takes the value of +1 if all staff receive
educational programs about risk management  training, coaching or educational of risk management; +
that are offered to staff 0.5 if the staff receive training programmes in general; and
0 otherwise
8 Q34 ERM37 RISKIT Existence of risk information systems that This variable take the value of +1 if there exists risk
provide adequate information to enable people  information systems that provide adequate information to
to identify, assess and respond to risk enable people to identify, assess and respond to risks, and
0 otherwise
9 Q37 ERMS38 MONITOR Having assigned a responsible person to This variable takes the value of +1 if there exists an
monitor the overall risk management on a assigned person responsible person for monitoring the
timely basis overall risk management on a timely basis, and 0 otherwise
10 Q38 ERM39 SIGN_MONITOR Existence of a technique or method used to This variable equals the percentage of four effective

monitor risk management

- Early Warning Indications established for
operation

- Benchmarking against policy or best
practice

- Balanced scorecards and Key
Performance Indicators (KPI)

- Enterprise Performance Appraisal
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Table 4.12 Survey questions about the risk management process

Questions

Risk management process

NO. Q
1 Q27
2 Q27
3 Q29
4 Q30
5 Q31
6 Q32
7 Q33
8 Q34
8 Q37
10 Q38

Strategic risk — Identify Risk?
Reputational risk — Identify Risk?

Does your company have clear documents or standards for risk taking and risk management that are widely understood within the company?
Is there a clear communication channel for risk to senior management?

What is the policy or channel of risk communicate throughout the company?
Are there any training, coaching or educational programmes that are being offered to directors on risk?
Are there any training, coaching or educational programs that are being offered to staff on risk?

Does an information system in your company provide adequate information to identify, assess and respond to risks and ultimately achieve its
objectives?
Does your company assign a primary responsible person to monitor overall risk management on a timely basis?

Which technique or method does your company use to monitor risk management?
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4.3 Exploring further ERM practice question

So far, 40 main ERM components have been established and proposed a method of
measurement for these components in this study. Beyond this there is a need to
explore other aspects associated with ERM. In order to efficiently measure these
aspects further, questions are added to the questionnaire (Sheehan, 2001). Within this
context, the result of the questionnaires could provide factual information about the
current state of risk management and may allow companies to enhance their risk

management in the future.

Stewart and Shamdasani (1990) points out that there are two principles to be
considered when formulating questions. The questions should be considered from the
general to the specific and ordered in their importance to the research’s purpose.
Another set of questions was based on relevant literatures to gain insights into
various aspects of the risk management practice, the choice of risk management
structure, risk management standards, techniques and effectiveness. An additional 20
questions were considered, including 2 questions about understanding general risk
management practice and 18 questions on comprehending ERM measurement

components related to the six aspects of ERM adoption.

Two general risk management questions were constructed to understand the state and
form of risk management and which ERM framework or risk management system
the company has, or is considering implementing. Risk Management can be
described in different terms. It is therefore useful to find out about the company's
general practice. There are various risk management frameworks, e.g. COSO ERM
framework, ISO (31000), Regulatory compliance, e.g. BASEL Accords (I, I and
IIT), international standards and COSO internal control framework, which could be
used to implement the risk management system. Some companies might apply more

than one standard.

The 18 specific questions are related to 6 categories of ERM components. These
questions were formed to gain a greater understanding of the proposed 40 ERM

components. In the fundamental ERM categories, the question relates to risk
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management and the strategic decision process, including who gets involved and

how often risk management discussions take place at board or top management level.

Furthermore, the questions about risk management policy and risk appetite categories
focus on the process to establish, review and monitor the risk management policy
and risk appetite, including suggested techniques that the company could use to

identify, manage and evaluate potential risk.

In the responsibilities and accountability categories, the question will lead to
knowledge about the number of risk management committees in the company, as
well as specific information about the composition of the membership, including
how many independent directors, management director, top management, external

expertise or other positions are involved.

The last category contains questions related to the risk management process. When it
comes to identifying the risk to reputation it is valuable to know what the procedure
is to manage its risk. Furthermore, if there are risk management information systems
in the company, which types of infrastructures are used? If the company has assigned
the responsible person to monitor overall risk management system, who is that

responsible person?

All of these questions aim to gain insights into the measurement of risk management
and current practice, in the context of the current study. A list of further ERM
practice questions is shown in Table 4.13. The final list of questions in the
questionnaire was composed, including both the ERM measurement components and
an informative insight into ERM adoption. To validate the ERM implementation
approach, this study will use data from Thailand. Appendix B shows the ERM

research questionnaire used in this study.
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Table 4.13 A list of further ERM questions

Q Questions

Ql What is the stated form of risk management in your company?

Q19 What standard of risk management is applied for your company's risk management? (Tick
as many as apply)

Fundamental of ERM

Q2.1 If discussions on risk management took place at board level when the company made
’ strategic decisions, who got involved? (Tick as many as apply)

Q3 How often have any discussions on risk management taken place at board level or top
management when the company has made strategic decisions?

Risk management policy and risk appetite

Q10.1 Who is primarily resppnsible fgr e.stablishing'the.risk management policy, and who is
accountable for planning, monitoring and reviewing this policy? (Tick as many as apply)

Q11  How often does your company review the risk management or ERM policy?

Q14 Are there any policies or meetings arranged to manage ad-hoc decision making at board
level?
Ql4.1 Please give the number of general meetings and cases of ad-hoc decision making that have
" taken place at board level?
Is there anything that identifies risk appetite or discloses awareness or risk management
Q21  from the board level or amongst top management in the annual report? And if so, which

part of the report?
Q21.1 Refer to question 21. If so, which part?
Q23 Who' takps the primary decision and is responsible for identifying, reviewing and
monitoring risk appetite?
Q24  If there is risk appetite, how often does your company review it?
Q25 Is there any process to manage either potential events or to identify risk? (Tick as many as

apply)
Q26  Are there any techniques used to evaluate risk? (Tick as many as apply)
Responsibilities and accountability

Q16 Who are the members of the risk management committee and how many members are
there?

Q17  How many risk management committee meetings are there each year?

Q18 Is the structure of the risk management committee directly connected to the board of
directors or management committee?

Risk management process
Q27.1 If your company does identify reputational risk, how do you manage this?

Q35

Which risk management information system or infrastructures are used in your company?
(Tick as many as apply)
Who has the responsibility for disclosing accurate, valid and timely information to
Q36
stakeholders?
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4.4 Conclusion

ERM is seen as a holistic approach that should ensure a good risk management
strategy that helps companies to minimise potential pitfalls and improve their long-
term business sustainability. It is difficult to implement ERM when there are so
many alternative definitions and frameworks associated with it. There is little
consensus about what the essential components of ERM are. This issue has led to
questions whether past ERM implementation has been adequately assessed, and this
problem has led to inconclusive empirical studies of ERM. This study is an
exploratory study of ERM that aims to propose integral well-implemented ERM
components, where the contribution of these components can reflect the company's

level of ERM implementation.

Based on various frameworks of ERM, 40 components of ERM implementation have
been established in 6 categories, along with identification of the variables and
method of measurement. It provides valuable guidance on how companies could
identify and measure ERM components. For listed companies, these components
should be used to gain a better assessment of level of ERM adoption. Moreover,
these components could be added in order to adapt the existing framework and

develop a better reflect holistic view of ERM implementation.

Many of the components used identified in this study do not appear to be specified in
previous publicly available source. This new survey instrument is proposed to gain
insight into ERM implementation. To demonstrate its viability, data was collected
from publicly listed firms in Thailand. The questionnaire was able to collect more
information about ERM implementation, as well as allowing empirical studies
regarding value creation to be carried out and exploring the determinants of ERM

implementation.
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Chapter Five

Results Survey on Risk Management Practice in Thailand

5.1 Introduction

This chapter presents the initial survey findings on risk management practices in
Thailand. At the current time, there is no regulation that obliges Thai listed
companies to implement the risk management process. However, many companies
have taken a silo-based approach to risk management, while an increasing numbers
apply an ERM framework and hope to tackle the problem of TRM. With this in
mind, the research embarked on a survey that aims to increase the understanding of
the current state of risk management practice in Thailand, as well as the role, process,
evidence and other risk functions in this sphere. The ERM performance measurement
is included in order to measure and understand the level of risk management in Thai

listed companies.

This survey is timely given there are increasing expectations of risk management by
stakeholders within the growing ASEAN region. Other countries within ASEAN
have required implementation of risk management procedures, such as Singapore and
Malaysia, that have issued or revised internal control and risk management guidance
for Public Listed Companies, e.g. Malaysia revised the Statement on Internal Control
Guidance for Directors of Public Listed Companies (“SIC Guidance™) in 2012 and
Singapore issued practical guidance for Boards on risk governance of listed

companies in 2012.

The aim of this survey is to provide an independent view of the ERM process and
functions in Thailand by outlining the progress and awareness of risk in companies
and in ERM implementation. The key objectives of this survey is to identify the
current state of corporate risk management; current and planned risk management
related responsibility and accountability; current and planning risk management
process at the enterprise level and the next practical steps to create effective ERM

within enterprises.
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5.2 Listed Companies’ Background

133 Thai enterprises participated in the survey, and the majority of these were
publicly listed companies, with 114 responses (or 85.7 percent), although private
companies or mutual holding companies were also represented, with 19 responses (or
14.3 percent). The survey gathered the views of the managing director or person who
is responsible for risk management in the firm. It was conducted in the second
quarter of 2013. As illustrated in Figure 5.1, the survey participants represented a
diverse range of industries, including 22 services firms, 16 financial organisations,
14 property and construction companies, 10 industrial businesses, 10 technology
companies, 7 resources industries, 7 agriculture and food businesses, 4 consumer
products industries. There are 19 limited companies in the sample and 8 companies
are under another businesses group, including 2 companies under rehabilitation. Six
did not complete the survey and 16 respondents did not disclose their company

name.

m Agro & Food Industry

m Consumer Products

6% 5% . .
3% Financials

Industrials
14% 12%

Property & Construction

Hm Resources

8%

12% Services

® Technology
11%

Non Disclosed

. 5%
16% Companied Limited

Other

Figure 5.1 Percentage of participants by primary business
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Figure 5.2 shows the percentage by asset size of the respondents from the 92 listed
companies. 22 companies were excluded, of which 16 did not disclose their company
name and 6 did not complete survey. Most of the respondents (43 companies) were
listed companies with an asset size of more than 1 billion baht to 10 billion baht (£20
million - £200 million). Secondly, 25 companies had an asset size of more than 10
billion to 100 billion Baht (£200 million - £2000 million). There were 14 companies
that had more than 100 billion baht (> £2 billion) and 10 companies had an asset size
of less than 1 billion baht (< £20 million).

11%

m Greater Than 100 Billion Baht
m 10 billion - 100 billion Baht
1 billion - 10 billion Baht

Less than 1 Billion Baht

46% 28%

Figure 5.2 Percentage of participants by asset size

5.3 Respondents’ Background

The respondents’ backgrounds were considered in terms of their ages, highest
education qualifications, years they had worked in the company and their position.

Table 5.1 provides descriptive statistics that are related to these variables.
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Table 5.1: Respondents’ descriptive statistics

Characteristics N %
1. Age 1. Less than 35-years-old 27 233%
2. From 35 to 45-years-old 40 34.5%
3. From 46 to 55-years-old 40 34.5%
4. More than 55-years-old 9 7.8%
2. Education 1. Bachelor's degree 23 19.8%
2. Master's degree or higher degree 93 80.2%
3. Years working in the company 1. Less than 5 years 38 33.0%
2. From 5 to 10 years 31 27.0%
3. From 10 to 15 years 21 18.3%
4. From 15 to 20 years 9 7.8%
5. More than 20 years 16 13.9%
4. Current position 1. Top Management 22 19.8%
2. Risk Management Committee or Audit
Committee 5 45%
3. Chief Risk Officer 14 12.6%
4. Chief Finance Officer 13 11.7%
5. Manager 24 21.6%
6. Senior Officer 11 9.9%
7. Other 22 19.8%
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5.4 Risk Management Background

5.4.1 Establishing a Risk Management System

In response to the questionnaire, Figure 5.3 shows that 110 companies in the survey
had some types of risk management system. While 23 companies claimed they had
no risk management system established in their firm. While most private companies
had not established a risk management system, only a few of the listed companies
had no risk management system. There are the differences between the listed
companies who have more established risk management system than the limited
companies as to which had a risk management system with a likelihood ratio statistic

of 7.853 with a p-value of 0.005.

Does your company have a Risk Management System?

17%

= YES
NO

Figure 5.3 Percentage of risk management system established

5.4.2 Current State of Risk Management

Figure 5.4 shows that nearly half of the respondents (52 companies) claimed that
they had stated their form of risk management as "Risk Management". The second
highest number (32 companies) stated "Enterprise Risk Management". It was found
from this survey that risk management can be called many other terms by Thai
organisations. The terms associated with risk management can be Corporate Risk
Management, Investment Risk Management, etc. This was the respondents’ view on

how they determined their company’s risk management system.
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If the companies initially call their risk management system "Enterprise Risk
Management", it indicates that the company is likely to be developing an ERM
system. Yet if the companies call their risk management system "Risk Management",
it indicates possibly that the company is not implementing ERM but may have some
of the attributes. Their own definition can be used for cross-analysis with ERM

performance questions in order to understand the differences between the groups.

What is the stated form of Risk Management in your company?
m 1. Enterprise Risk Management
6.5%
m 2. Strategic Risk Management

12.0% 29.6%

m 3. Consolidated Risk Management

m 4, Holistic Risk Management

(0.0%)
\ 5. Risk Management
2.8%
0.9% 6. Risk Management in Internal
Control and Internal Audit
48.1% Function

m 7. Other (Please specify)

Figure 5.4 Percentage of the stated form of risk management

5.4.3 Risk Management frameworks or guidelines

It is clear from past literatures that the COSO ERM framework is the most popular
framework that is currently being used by enterprises worldwide (Beasley et al.,
2010, Beasley et al., 2005, Power, 2007, Beasley and Frigo, 2010). The results of this
study shown in Figure 5.5 are consistent with prior studies. Majority of respondents
identified that their companies used the COSO ERM framework as their risk
management standard, while 14 companies applied ISO 31000. Other standards, such
as the Securities and Exchange Commission (SEC) policy, AS/NZS 4360 or

specified accreditation requirements are found in this study.
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It was also revealed in this study that ISO 31000 has become increasing used as a

company's risk management framework in Thailand (13.9 percent of company in

Thailand), compared to the Beasley et al. (2010) survey report, which showed that

only 1.9 percent of company in US used ISO.

19. Which standard of Risk

7. Cannot Disclosed

5. COSO Internal Control Framework

2.1S0 31000

1. COSO ERM framework

company's risk management? (Tick as many as apply.)

6. Other

4. International standard (not...

3. Regulatory compliance eg...

Management is applied for your

B 8.9%
B | 8.9%

I -
[
[
B 13

[
— 5
! ] ] ] ] ]

0.0% 10.0%20.0%30.0%40.0%50.0%60.0%

6.7%

18.89

17.8%

.9%

5.4%

Figure 5.5 Percentage of different risk management frameworks applied

5.5 Results of ERM Performances

5.5.1 Fundamentals of ERM

It was found that 94 companies of respondents had identified business risks into their

routine corporate and business unit processes (Q4: ERM 2). Nearly 100 companies

considered risk oversight was aligned

with their company’s strategy (Q 5: ERM 3).

In general, most respondents identified business risk and included it in their business

and concern risk oversight.

5.5.1.1 Strategic Planning Process

The results show that 102 companies h

board or top management level while

ave had discussions on risk management at the

making strategic decisions (Q2: ERM 1). It is

seen as a positive direction that the majority of respondents had attempted to link

strategic planning process with risk management in order to achieve their business
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objective. The results in Figure 5.6 show that those in the top management level were
the highest participants, the board of directors were the second, and followed by the
management committee. Only 26 respondents said their chief risk officer participated

in this process.

2.1. If discussions on risk management have taken place at board level,
who gets involved? (If yes, tick as many as apply.)

1.8. Chief Finance Officer — 38.0%
1.7. Chief Risk Officer I 26.0°
[

1.6. Audit Committee IR 45.09
1.5. Risk Management Committee * 60.0%
1.4. Management Committee ﬁ 61.0%
1.3. Top Management ﬁ 69.0%
1.2.CEO * %6.0%
1.1. Board of Directors # 63.0%

0.0% 20.0% 40.0% 60.0% 80.0%

Figure 5.6 Percentage of strategies involvement

To successfully implement ERM, executive management are required to evaluate
various strategic directions that can be taken. This involves considering the
combined risks within many scenarios in order to create potential risk opportunities
and manage risk within the stakeholder's risk appetite. This is the key to having good
management of risk across an organisation. The boards of directors must oversee and
be responsible on behalf of the stakeholders that risk is being managed in a proper
manner. As with the strategic planning process or any discussion about risk
management, most of the companies gave importance to top management, and it can
be suggested from this survey that the board of directors should have more

involvement in this process.

In addition, the question, “How often have any discussions on risk management
taken place at board or top management level?” was asked and Figure 5.7 shows the

results.
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Around one third of the companies have annual discussions on risk management that
are related to the process of strategic decisions. Nearly half have discussions more
than once a year (34 companies have quarterly discussions and 14 companies have
them twice a year). Risk management has been discussed at board or top
management level at least once a year, and it could be recommended that this should

take place on a quarterly basis. Formal meetings should be set up on a regular basis.

3. How often have any discussions on risk management taken place in
board or top manangement level?

36.4%
14.1% ® 1. Annually
m 2. Quarterly
3. Bi-Annually
34.3% 4. Timely

Figure 5.7 Percentage of risk management discussion in strategic planning process

5.5.1.2 Benefits of ERM

When respondents were asked about the benefits of the ERM process, all of them
indicated they had seen the benefits of risk management (Q6: ERM 4).

Each firm had a different view on how they perceived the benefits of risk
management, which represented the level of ERM implementation in their company.
A company that has been accomplishing effective risk management is likely to have
a different outlook on the benefits of ERM in preventing adverse events, as well as

protecting an undesirable economic meltdown (Q6.1: ERM 5).

In Table 5.2, the majority of respondents realised that risk management helped them
to manage predictable and unpredictable events, achieved business goals and aligned
to strategic management. Surprisingly, only 23 respondents saw risk management as

business opportunity.
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Table 5.2 Benefits of Risk Management

Benefits of Risk Management Percent N

1. Risk Management considered critical in achieving business goal 79.0% 83
2. Risk Management identified as aligned to Strategic Management 69.5% 73
3. Risk Management makes it easier to manage a business 29.5% 31
4. Risk Management is seen as a business opportunity 21.9% 23
5. Risk Management helps the company to manage predictable and unpredictable 85.7% 90
events e
6. Risk Management enhances the company’s general management consensus 22.9% 24
7. Risk Management enhances the company’s ability to make better-informed

- 543% 57
decisions
8. Risk Management enhances the company’s ability to articulate and communicate 495% 50
risk taking to the management board and outside stakeholders =
9. Risk Management increases the company’s management accountability 30.5% 32
10. Risk Management promotes management efficiency at all levels 49.5% 52
11. Risk Management can be used as a tool to evaluate the performance of the 162% 17
President & CEO e
12. Risk Management can prevent unwelcome surprises 69.5% 73

When ERM and RM firms are compared, there is a significant difference between
the perceived benefits of risk and whether it is considered critical to achieve the
business goal and performance, with a likelihood ratio statistic of 7.753 with p-value
0.005. Furthermore, there is also a significant difference between the perceived risk
management of ERM and RM firms when they are aligned to strategic management,
with a likelihood ratio statistic of 4.858 with p-value 0.028. There is also increased
company management accountability with a likelihood ratio statistic of 5.688 with p-
value 0.017. It seems that ERM companies realise the benefits of risk in terms of
achieving their business objective, being aligned to strategic management and

increasing their management accountability more than RM companies do.

In conclusion, from the fundamentals of the ERM analysis, some companies indicate
that there is no risk management control in the company. COSO ERM is the most
popular ERM framework, followed by ISO 31000. There are various forms of stated
risk management in the company, but most of them are called ERM and RM. All
respondents seemed to realise the benefits of risk. Most of them realised risk
management was a benefit that could help them to achieve their business goal, but

only some companies saw it as a business opportunity. ERM companies realised the
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benefits of risk significantly more than RM companies, when it came to the
achievement of their business goals, being aligned to strategic management and
performance, and increasing their company’s management accountability. The
strategic planning process, or any discussion about risk management, should be done

at least annually and, as suggested, reviewed on a quarterly basis.
5.5.2 Evidence of ERM

The respondents were asked about them having both standard organisational

documents and ERM evidence. The results of this are as follow:

5.5.2.1 Standard Organisation Document

The results in Figure 5.8 show that not all respondents had the standard organisation
documents on risk management. Although 94 respondents prepared staff practice
guidelines and a job manual, the result was lower than expected. Job manuals are a
standard tool in human resource management that help managers to set clear
expectations of employees and enable them to know the scope of their work (Noe et
al., 1997). This standard organisational document is obviously needed to support a
business's effective planning and control. It is suggested that all firms should prepare

all of these documents.

7. Which risk Management evidence or document does
your company have? (If yes, tick as many as apply.)

. - |
3. Staff practical guidelines/Job o
manual - 00%

|
L

1. Organization Structure _ 95%

———

86% 88% 90% 92% 94% 96% 98%

2. Assign Roles, Authority and

0,
Responsibility 6%

Figure 5.8 Percentage of standard organisational documents
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5.5.2.2 ERM Evidence

Firms should have appropriate observable evidence to show a clear sign of effective
risk management implementation (S&P, 2013). Figure 5.9 displays the evidence of
the preparation (blue bar) and evidence of review (green bar). There appeared to be a
lack of ERM evidence and review, especially in the case of the portfolio view of risk
(50 companies prepared and 43 companies reviewed) and risk tolerance (43
companies prepared and 37 companies reviewed). Most of the listed companies (89
companies) that prepared risk management already had their policy in place.
However, around 20 percent of those who had prepared a risk management policy
did not have evidence of having reviewed it. Only two-thirds of the companies had
risk appetite (71 companies prepared and 61 companies reviewed), a risk
management framework or guidelines (71 companies prepared and 57 companies
reviewed). Around half of the companies prepared the portfolio view of risk and less
than half of the respondents prepared risk tolerance evidence. Interestingly, 54
companies still mentioned that their risk management system was part of their
internal control policy. It could be presumed from the results that around half of the

respondents carried out risk management under the internal control process.

7.1 Which risk management evidence or document has your company
prepared and/or reveiwed? (If yes, tick as many as apply.)

13. Risk Register/ Risk Profile/Risk 1 : : 44%

i 51 . .
Portfolio | | °  M@Evidence of Reviewed

12. Risk Tolerances 38% .
' 44% m Evidence of Prepared
| |

. . 62%
11. Risk Appetite l | 72%
10. Risk Management Framework 58%
or Guidelines | | 72%
9. Risk Management is a part of 48%
internal control policy _ 55%
l I |
. . 71%
8. Risk Management Policy 91%

T T 1 T
T T T T T

0% 20% 40% 60% 80% 100%

Figure 5.9 Percentage of ERM evidence
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Most of the listed companies that prepared their risk management had their policy in
place. However, around 20 percent of those who did prepare a risk management
policy did not have evidence of reviewing it. Only two thirds of the companies had
risk appetite and a risk management framework or guidelines. Around half of the
companies prepared the portfolio view of risk and less than half of the respondents
prepared risk tolerance evidence. Interestingly, 54 companies still mentioned that
their risk management system was a part of their internal control policy. From the
result, it could be presumed that around half of the respondents have risk

management under the internal control process.

Figure 5.10 shows the further ERM evidence recommended by ISO (31000) and
CAS (2003), e.g. a business continuity plan, crisis management and self-assessment
evidence. There appears to be a lack of ERM evidence that would prevent
unexpected operational risk and hazard risk. This study shows that only 69
companies of the respondents' firms prepared a business continuity plan, and around
52 companies prepared crisis management. For self-assessment evidence at both
board and staff level, it was found that 58 companies had evidence of self-assessment
at board level, while around one third (39 companies) had prepared self-assessment

at staff level. Therefore, there should be concerns about ERM evidence.

7. Which risk Management evidence or document does your company
have ? (If yes, tick| as many as alpply.)

|
7. Self Control Assessment by all staffs _ 7%

L[]

6. Self Control Assessment by boards _ 55%
]

5. Crisis Management _
[ ]

i ————

T T

0% 10% 20% 30% 40% 50% 60% 70%

50%

[e2)

4. Business Continuity Plan 6%

Figure 5.10 Percentage of further ERM evidence
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When ERM and RM firms are compared, there are significant differences in many
ERM documents, such as risk management for guidelines (likelihood ratio 9.877 and
p-value 0.002), risk appetite (likelihood ratio 5.828 and p-value 0.016), risk
tolerances (likelihood ratio 8.048 and p-value 0.005) and risk register (likelihood
ratio 16.828 and p-value 0.000). ERM companies provided the evidence better than
RM companies did.

5.5.3 Risk Management Structure and Architecture

There were questions related to risk management and the type of organisational
structure of risk management the company had. These questions focused on the risk
management department and risk management committee, which are both evidence

of ERM implementation in the company.

8. Do management departments or committees related to risk exist in
your company? (Tick as many as apply.)

8. No department related to risk...| 1.0%

7. Other (Please specify) [ 16.2%

6. Accounting and Financial... [ NN (58.1%

5. Internal audit and internal... h 72,4%

4. Risk management department ﬂ 49.5%
3. Risk management committee h 74.3%
2. Management committee ﬁ 63.8%

1. Audit committee * 81.9%

0.0% 20.0%  40.0% 60.0%  80.0% 100.0%

Figure 5.11 Percentage of existing risk-related departments or committees

Figure 5.11 shows the percentage of risk-related departments or committees that
existed in Thai listed companies. The results can be explained in two ways. Firstly,
the department that directly deals with risk management, such as a risk management
committee and risk management department. Secondly, the department that

indirectly manages risk, such as the audit committee, internal audit and internal
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control department, accounting and financial department, management committee

and audit committee.

Overall, when it comes to the department that directly manages risk, all of the
companies had set up a risk-related department or committee. There was diversity in
the structures, however. The majority of respondents have designated a risk
management committee (Q8: ERM 20), with around half of the Thai companies
having a risk management department (Q8: ERM 21). There are significant
differences between ERM and RM companies on the question of whether a risk
management department had been established, with a likelihood ratio statistic of

5.503 with p-value 0.019.

For departments that indirectly manage risk, the majority of respondents were related
to an audit committee, with 76 companies related to an internal audit and internal
control department. The other departments or committees related to risk management
that the respondents mentioned included a business continuity management
committee, compliance unit, quality control unit, cooperate communication unit,
strategic management unit. There was no significant difference between ERM and
RM companies on whether they had an audit committee, internal audit and internal

control department or not.

The results of the question, "Which organisational structure of risk management does

your company have?" are shown in Table 5.3 (Q9: ERM 22).

Table 5.3 Risk Management Structure

Risk Management Structure Percent N
1. Under risk management committee directed to the Management Committee 16.5% 17
2. Under risk management committee directed to Board of Directors 24.3% 25
3. Under Audit Committee directed to Board of Directors 252% 26
4. Under risk management department directed to risk management committee and
. 11.7% 12
Board of Directors
5. Under risk management department directed to risk management committee and 18.4% 19
Board of Directors, also but need to report risk-related issues to CEO e
6. Under risk management department directed to Chief Executive director or 7% 12
. (]

management

7. Under risk management department directed to Finance and Accounting

Department, CEO and risk management committee, but are independent under Board ~ 2.9% 3
of Directors
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8. Under internal audit and internal control department directed to audit committee

0,
and Board of Directors 11.7% 12
9. Under internal audit and internal control department directed to audit committee 126% 13
and Board of Directors, but need to report risk-related issues to CEO e
10. Under Accounting and Financial Department and reports to CEO 87% 9
11. Other 16.5% 17

The results show that there were various structures and types of governance of risk
management in the company. The results of the companies with risk management

departments could be separated into 3 main types of risk management structure.

Firstly, the respondents’ most popular structure was the risk management structure.
The risk management department or internal control department directly reported to
the risk management committee or audit committee, and was directed to the board of
directors. Around half of the respondents were in this category. The risk management
structure under the audit committee (26 companies) or a risk management committee

(25 companies) was also directed to the board of directors.

The second most popular structure was the independent risk management structure,
which was required to regularly report their risk-related information to the CEO.
There are 32 companies in the second group. 19 of these had a risk management
department that reported to the risk management committee and then the board of
directors, but also had to report their risk-related information to the CEO. The other
13 companies operate with an internal audit and internal control department and
report to the audit committee and then to board of directors, but also need to report

risk related issues to the CEO.

Thirdly, the least popular structure was the risk management department, under the
managerial part of the company, such as the CEO, strategic department, management
committee or top management level. This structure was less popular than the other
two structures. 17 companies had a risk management structure under risk
management committee directed to the management committee and 12 companies
had a risk management structure with the risk management department reporting

directly to the CEO or management.
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5.5.4. Risk Management Policy and Risk Appetite

The majority of respondents, 96 companies had a risk management policy (Q10:
ERM 23). In terms of risk appetite (Q22: ERM 29), only around 69 companies of the

sample mentioned that the company had a determined risk appetite.

The respondents were questioned about what level of risk management policy their
company applied (Q12: ERM 24) and Figure 5.12 shows the level of applied risk
management policy. The results were satisfactory with around 73 companies having
applied a risk management policy across the enterprise at every level and unit. There
were significant differences between the ERM and RM firms as to the level that the
company applied risk management policy, with the likelihood ratio statistic equal
9.604 with a p-value of 0.008. The ERM companies performed better than the RM

companies.

12. At what level does your companies apply risk management policy?

549 43%

m 1. Applied Across the
enterprise at every level

and unit
m 2. Business unit Heads

accountable

11.8%

3. Treasury, insurance
and operation primarily
responsible

4. Other

78.5%

Figure 5.12 Percentage of the level applied risk management policy
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There were various responses to the question about who took the primary decision
and who was responsible for identifying the review and monitoring of risk
management policy. Table 5.4 shows the result of the respondents. The risk
management committee were the most responsible and monitored risk management
policy over the board of directors. The risk management department was the main
department who prepared the risk management policy. For the reviewing process, the
audit committee, internal audit department and risk management committee had been

chosen.

Table 5.4 Risk Management Policy Responsibility

Risk Management Policy Responsible by Prepared by Monitoring by Reviewed by

Responsibility ™) ™) ™) ™)
1. Board of Directors 34 2 25 34
2.CEO 26 4 25 23
3. Top Management 31 16 22 19
4. Management Committee 25 9 18 18
éoiii‘ixznagement 41 29 45 )
6. Audit Committee 13 8 30 46
7. Chief Risk Officer 20 20 20 18
8. Chief Finance Officer 12 11 12 14
9. Chief Internal Officer 12 8 21 14
E%piﬁggﬁfnagemem 21 46 37 24
11. Internal Audit
Department 10 11 30 42
12. Each Departments and 27 30 25 16

business units

Figure 5.13 shows the percentage of how often the company reviewed risk
management policy. Risk management policy should be continuously improved and
updated at least once a year (ISO, 2009). Most of the respondents (48 companies)
had reviewed their risk management policy annually. 20 companies reviewed
quarterly, 6 companies reviewed twice a year, 9 companies had reviewed it in a

timely manner and 8 reviewed relevant new legislation or standard changes.
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11. How often does your company review risk management or
ERM policy?

8.8% = 1. Annually

9.9% m 2. Quarterly
3. Bi-Annually
6.6%
4. Timely

m 5. When relevant new legislation
or standards change

22.0% m 6. No review policy (0.0%)

Figure 5.13 Percentage of how often the company reviewed risk management policy

Figure 5.14 shows the percentage of how often the company reviewed risk
management appetite. While 66 respondents had reviewed risk appetite, 26
respondents reviewed it annually. 30 companies reviewed it quarterly, 2 reviewed it

twice a year, 7 reviewed it in a timely manner.

24. How often does your company review risk appetite?

10.3% L%

2.9% = 1. Annually

38.2%  m2. Quarterly
3. Every 6 months
4. Timely

= 5. No meeting
42.6%

Figure 5.14 Percentage of how often the company reviewed risk appetite

151



5.5.5 Responsibility/Accountability

Figure 5.15 shows the percentage of how often the board of directors had discussed
or received reports on risk management (Q13: ERM 25). The majority of respondents
(56 companies) had quarterly meetings at the board of directors’ level and the second
17 companies had yearly discussions. The majority of our sample had at least
quarterly discussions or received reports on risk management at the board of

directors’ level.

13. How often does the board of director have discussions
or receive reports on risk management?

2.0%

16.8%

m 1. Annually
0% . 7.9% H 2. Bi-Annually
3. Quarterly
4. Monthy
m 5. Timely
55.49% ® 6. NO such a meeting

Figure 5.15 Percentage of how often risk management discussions take place

Next was the question about who was primarily responsible for the overall risk
management process, and so coordinate it, and who is responsible for certain
activities of the risk functions at the company’s entity level. The respondents were
allowed to choose as many of the options as they liked that applied to the answer.

The answer on responsible and participating staff is shown in Table 5.5.
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Table 5.5 Frequencies of the people who are primarily responsible and participate in
the overall risk management process

Responsible b Participate b
Related parties P y P y

(N) N)
1. Entity Level/Across the company 40 58
2. Board of Directors 54 33
3.CEO 58 34
4. Top Management 58 37
5. Management Committee 52 33
6. Risk Management Committee 61 31
7. Audit Committee 39 41
8. Chief Risk Officer 32 19
9. Chief Finance Officer 31 46
10. Chief Internal Officer 30 37
11. Risk Management Department 37 31
12. Internal Audit Department 31 53
13. Each Department and business units 40 54
14. Other 2 2

The majority, 61 companies, mentioned that the risk management committee was
responsible (ERM, 27) for the overall risk management process and 54 companies
selected the board of directors (Q20: ERM 26). The respondents perceived the people
responsible for ERM as the risk management committee, rather than the board of

directors.

As is shown in Table 5.6, there were 49 respondents that did not select the board of
directors as being responsible for risk management, and 26 respondents did not select
either the risk management committee or board of directors. Amongst the 61
companies that chose the risk management committee, 28 companies selected both
the risk management committee and the board of directors, and the rest of the 23
companies selected only the risk management committee without the board of

directors.
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Table 5.6 Contingency between the risk management committee and board of

directors responsible for risk management

Risk Management Committee

Responsible by Total
Non Responsible = Responsible
Non Responsible 26 23 49
Board of Directors
Responsible 16 38 54
Total 42 61 103

As this survey shows, there can be a conflict of responsibility between those
responsible for risk. The board might think that the responsibility is with the risk
management committee and not themselves. Yet it is supposed that under ERM, the
board of directors has the final responsibility and ownership of the oversight of risk
management (COSO, 2004, AON, 2010, Chapman, 2011, S&P, 2013, Deloitte,
2009). The appropriate dedicated risk management roles (KPMG, 2010) for risk
leadership was assigned to the CRO (Mikes, 2010, Aabo et al., 2005, Gates, 2006) or
the risk management committee (AON, 2010). The risk management committee can
be established as a sub-committee of the board and have primary responsibility for
the ERM programme, and directly report to the board in order to facilitate and
provide thoughtful risk management oversight at board level discussions (Hume,
2010). However, the risk management committee should not have final responsibility
for the ERM; only the board of directors should have this. As a result of the problem
that has been mentioned, this study proposes the responsibility and accountability of

the ERM stakeholder, as shown below in Table 5.7 and Figure 5.16.

Table 5.7 shows the mechanisms of the responsibility and accountability of ERM
stakeholders. The board of directors, acting as the direct agent for the shareholders,
as well as stakeholders or principles, is supposed to make decisions that will enhance
firm performance. It is essential to have clear lines of risk ownership, from the board
through to management level and then on to operational level. The functions of the
three lines are referred to as direct level, control level and operation level. These
should preferably should be performed by separate individuals in the enterprise

where the business is operated, regulated and control.
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Table 5.7 The responsibility and accountability of ERM stakeholders

Principle Agent

1. Direct (D) 2. Control (C) 3. Operation (O)
Risk Management Committee Manager
Audit Committee
Chief Executive Office All employees across all
Chairman levels

C-Suite (CRO, CFO)
Top Management

Stakeholders Risk Management Dept Each Department and
Shareholders Board of business unit:
Value Creation i . '
( ) directors Internal Audit Dept - Sales
- Procurement /Purchase
- Marketing
- Operation
- IT/IS
- Finance and
accounting
D|IC|O
2. ldentified
‘ Risk ~
D|C|O D|IC|O
7. Monitoring 3. Risk
and Review Analysis
D|C
1. Risk
Governance l
and Culture:
(o¥c o] TOP TONE
6. Information D[c|o
Communicatio 4. Manage
n and Training Risk
along the |E|
process

5. Action '
plan and act

Figure 5.16 Overall risk management responsibility and accountability
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Figure 5.16 shows both the overall risk management responsibility and
accountability that exist in risk management processes. There are seven risk
management processes to manage risk, including 1) risk governance and culture, 2)
identified risk, 3) risk analysis, 4) manage risk, 5) action plan, 6) information and
training along the process and 7) monitoring and review. For risk governance and
culture, the board of directors has full responsibility for considering the risk
governance structure, embedding the risk culture, oversight responsibility and
ensuring that the risk management system is effective. The management establishes —
with board oversight — the structures, reporting lines and appropriate responsibility
and authority. The board of directors may be assigned a risk management committee
or audit committee, and move down to the risk management department and internal
audit department to review, monitor and recommend to the board that the Company’s
risks are being effectively managed. In an enterprise, responsibilities and practices
are assigned and executed by the board of directors, executive management and all

individuals across all levels.

The risk identified process, risk analysis and manage risk process relate to all parties.
All individuals are involved in identifying their own risks, and management
representatives from each department participate with top management in the
identification and analysis process, at both department and entity level. The overall
risk is captured in the risk register and then managed within risk appetite. The risk
owner and risk manager should be identified. For the action plan and act process, all
individuals should know their roles and accountability to the risk management
process, as well as contribute to achieving the company's objective. The policies and
practices reflect the expectations of competence. The overall risk management
process should be reviewed by the risk management department and monitored by

the risk management committee before approval is given by the board of directors.
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5.5.6 Risk Management Process

The questions about the risk management process come from the generalised
framework of the ERM. This includes identifying and controlling risk, effective
communication throughout the firm, and having training and knowledge
development for the management of staff at all levels, adequate technology and
information systems, to support the risk management system and monitor risk

management on a timely basis.

5.5.6.1 Identifying and Managing Risk

Table 5.8 shows the results of identifying and managing risk. Strategic risk and
reputation risk are two of the main types of risk in ERM (Chapman (2011). The
results of this study show that around two third of the companies identified strategic
risk and reputational risk (Q27-28: ERM 30-31). Most of the companies identified
market risk, business risk and operation risk, which is a common type of risk in

running businesses.

Table 5.8 Identifying and managing types of risk

Risk Responses  Percent of Identify Cases
Market risk 81 82.70%
Business/Industry risk 75 76.50%
Operational risk 75 76.50%
Strategic risk 69 70.40%
Economic risk 68 69.40%
Reputational Risk 65 66.30%
Compliance risk 64 65.30%
Financial risk 62 63.30%
Liquidity risk 62 63.30%
Natural and Man-made Hazards risk 61 62.20%
Political risk 58 59.20%
Interest rate risk 57 58.20%
Foreign exchange risk 56 57.10%
Credit risk 52 53.10%
Informational Risk 40 40.80%
Reporting risk 37 37.80%
Capital management 36 36.70%
Equity price risk 28 28.60%
Capital Adequacy Risk 13 13.30%
Other 2 2.00%
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Furthermore, Figure 5.17 shows the various ways to manage reputational risk. The
majority of respondents had a Corporate Social Responsibility Scheme, which is a
channel to respond to customer complaints and to develop good corporate
governance systems. Whilst only 27 companies were concerned about credit rating
from a rating service company. The results can be explained by the way that
companies have integrated the many techniques which can be used in managing

reputation risk to enhance their reputation, especially to external stakeholders.

In terms of the process to identify risk, Figure 5.18 shows that around two-thirds of
the sample used a top management brainstorming approach and around half of the
sample used facilitated workshops in cross-sectional groups. Additionally, focusing
on the technique was used to evaluate risk mitigation, risk map/risk matrix was the

most popular technique amongst the respondents, as the results show in Figure 5.19.

28. If your company identifies reputational risk, how do you
manage? (Tick those that apply)

80.0% 71.8%

% 68.2%
67.1% ? 63.5%

60.0% 53.3%
38.8%
40.0% +31.8%
20.0% +—
2.4%
0.0% - : : . :

|
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Figure 5.17 Managing reputational risk

158



25. Is there any process to either manage potential events
or identify risk?

80.0% T-71.0%

70.0% +—
0, i E—
60.0% 50.7% 49.3%
50.0% +— 42.0% 37.7%
20.0% 1 34.8% i
. 30.4%
30.0% +—
20.0% +—
10.0% +— 2_'9°°
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Figure 5.18 Percentage of various techniques in risk identification and risk

assessment

26. Are any techniques used to evaluate risk mitigation
strategics? (Tick those that apply)

90.0% 79.1%
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Figure 5.19 Percentage of various techniques used to evaluate risk
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5.5.6.2 Communication

Most companies were satisfied with their risk communication system. 84 respondents
said they had clear documents or standards for risk taking and risk management that
were widely understood within the company (Q29: ERM 32), and 92 respondents
said there was clear communication with the senior manager or people responsible in

the company about their expectations for risk taking (Q30: ERM 33).

Table 5.9 Channel of risk communication

Channel of risk communication N Percent
1. Risk management as a cooperate culture 66 67.30%
2. Fully communicated and acknowledged policy and procedure 63 64.30%
3. Policies and procedures in writing 67 68.40%
4. Clearly stated in the functional job descriptions or job manual of all units 48 49.00%
5. Everyone need to sign their understand and acknowledge 13 13.30%
6. Self-assessment of employees 11 11.20%
7. Self-assessment of directors 17 17.30%
8. Whistle-blower system and complaints 28  28.60%
9. Having Investor relation centre (Stakeholder) 39  39.80%
10. Disclosured in company website (Stakeholder) 47 48.00%
11. Disclosured in Annual report in English (Stakeholder) 61  62.20%
12. Other Method 4  4.10%

Table 5.9 shows the results of the question about what the channel of risk
communication is throughout the company (Q31: ERM 34), which can be divided
into internal and external channels. The results were not as high as expected. Three
main communication channels for internal risk communication were risk
management policies and procedures in writing, risk management as a corporate
culture and well communicated and acknowledged policy and procedures. Less than
one third of respondents were concerned about a whistle-blower system, self-
assessment and signed risk acknowledgements. For external risk communication
channel, there was a lower response than expected. Three main communication
channels had an investor relation centre and provided disclosure on the company

website and in the annual report in English.

160



5.5.6.3 Training and Development

Figure 5.20 shows the results of the training programmes that are offered to directors
and staff. Amongst the listed companies in this sample, both 55 companies (55.6
percent) directors and staff had been on training programmes, but only 32 companies
(32.3 percent) gave directors a risk management training programme (Q32: ERM 35)
and just 20 companies (20.2 percent) gave it to staff (Q33: ERM 36). The result
appears to indicate that more risk management training should be considered in the

companies.

There were significant differences between the ERM and RM firms when it came to
risk management training programmes being given to directors, with a likelihood
ratio statistic of 13.785 with a p-value of 0.001, and risk management training
programme given to staff, with a likelihood ratio statistic of 12.395 with a p-value of

0.002. The ERM companies had better training programmes than RM companies.

32 -33 Are there any training, coaching or educational pregrams being offer to

) staff
director

m 1. YES

m 2. YES especially have
training program of risk

12.1%
managcment

Figure 5.20 Percentage of training programmes offering to directors and staff

5.5.6.4 Information System and Information Technology

Figure 5.21 shows the results of the question about the existence of risk management
information systems in the company. Only around half of the respondents provided
adequate information system to enable people to identify, assess and respond to risk

(Q34: ERM 37). Nevertheless, there were significant difference between ERM and
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RM companies when it came to the existence of risk information systems, with a
likelihood ratio statistic of 5.287, with p-value 0.021. ERM companies had a better

risk management system than RM companies.

Figure 5.22 shows the percentage of the different types of risk management
information system that existed in the companies. The result was not as high as
expected. 65 companies mentioned that they had IT recovery and a back-up plan or
disaster recovery plan. Only 38 companies claimed that they had effective
technology and information system and only 27 companies had a risk management
information system. COSO (2004) pointed out that technology is a critical part in
facilitating the flow of information that is directly linked to supporting the ERM
program; and also stated that the appropriate selection of IS infrastructure and
technology range are critical in supporting the company's strategy and achieving
company's objective. Listed companies in Thailand should be concerned about

improving their risk information system.

34 Do information systems provide adequate information that
can be used to identify, assess and respond to risks and
ultimately achieve the company’s objectives?

48.0% m 1. YES

2.NO

Figure 5.21 The adequacy of risk management information systems
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35 Which risk management information system or
infrastructures do you use in your company? (Tick all those

that apply)
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Figure 5.22 Percentage of risk management information systems

5.5.6.5 Monitoring

All the companies should have an ongoing risk monitoring system and assign a
person responsible for monitoring risks across the enterprise closely (AON, 2010) in
order to develop a successful ERM programme of top-tier practitioners. Figure 5.23
shows that the vast majority of respondents had assigned a person who was primary
responsible for monitoring overall risk management on a timely basis (Q37: ERM,

38). Companies are clearly concerned about the ongoing risk monitoring process.

37. Has your company assigned the person primarily responsible
for monitoring overall risk management on a timely basis ?
6.4%

m1.YES
2.NO

Figure 5.23 Percentage of risk monitoring
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The results of the question of which technique or method a company uses to monitor
risk management (Q38: ERM 39) are shown in Figure 5.24. The three main
monitoring techniques are an enterprise performance appraisal, a standard
operational performance and financial ratio, and a balanced scorecards and Key
Performance Indicators. These results are linked to performance measurements in
various ways. Only a few companies applied early warning indications and

benchmarked then against policy or best practice.

38. Which technique or method does your company use to
monitor risk management? (Tick all those that apply)
80.0% - 68.4%
70.0% - ° 62.2%
60.0% - 52.0%
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Figure 5.24 Percentage of techniques used in monitoring risk management

5.6 Conclusion

In today's turbulent and complex market, businesses have made considerable changes
to mitigate the weaknesses of traditional risk management and made the required
improvements that are continually needed in order to ensure that risk management
can function. To gain a comprehensive and a holistic view of all the risks the
companies perceive, and how they manage risks within their appetites, there has been
an increasing interest in implementing ERM programmes that have been exposed by
the financial crisis. The survey showed how immature the current stage of risk
management is in some of Thailand’s enterprises. Some companies indicate they
have no risk management control, and only one third of respondents indicated that
they use "enterprise risk management" and more than half of the sample appeared to

be in the level of "risk management".
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The survey indicated that all respondents seemed to realise the benefits of risk
management. However, there are different levels of perceived benefits of risk. Most
of the companies realised that risk management can help to manage both predictable
and unpredictable events. Fewer identified that risk management has benefits in
achieving business goals and only a few respondents (23 companies) perceived a
business opportunity, which is one of the main leverages from the "silo" risk
management to holistic approach. Around one third of the companies did not identify
and manage strategic risk. In addition, when it came to the strategic planning process
and discussion about risk management, companies gave importance to top
management. However, the board of directors should be involved in this process of
discussing the organisation's key risk exposures, in order to provide the underlying

basis for the discussion.

There appears to be a lack of risk management evidence and review processes when
it comes to the risk management evidence. The survey showed that when it came to
the general organisational evidence, such as organisational structure, assigned roles
and authority and responsibility, etc., most of the companies had all the expected
documents. Just under half of the companies in this survey had risk tolerances, a risk
register, crisis management and self-control assessment by all their staff. Only two
thirds of the companies had risk appetite and a risk management framework or
guidelines. The results also shows that some companies do not review these
documents, which is one of the most important features required to maintain an
effective risk management system. These findings revealed a lack of risk evidence

that is attributable to insufficient risk management implementation in the company.

Around half of the companies had separate risk management as a department, while
the rest still had their structure under internal control and internal audit. Around two
third of the companies established a risk management committee and around half of
the companies established a risk management department. These findings show that
the companies may desire a more robust ERM implementation to go beyond the
existing risk management function within the company (e.g. internal audit, insurance,

accounting and finance, etc.).

165



The results reveal that many companies might not perceive that the role of risk
management should be the responsibility of the board of directors, but see it as being
related to the risk management committee or top management instead. When the risk
management committee was responsible for risk management process, the board of
directors seemed less responsible. In fact, it is the board of directors who are the key
figures in influencing effective risk management and the oversight of risk is their
responsibility. Therefore, it could be suggested that the board of directors have the

most prominent role and the biggest responsibilities in the ERM programme.

For the risk management process, identifying and managing risk, the communication
process, training programme about risk awareness/management, information system
and monitoring are all important in order to gain effective ERM implementation.
There are some issues that could be addressed, especially risk management training
and the development and existence of risk information systems, were significantly
lower than expected. Around one third had given risk management training to the top
management level and only around 20 percent had such a training programme.
Around half of the companies in the sample did not provide adequate information

systems.

Given these concerns, there may be opportunities for Thai listed companies to
consider the components of ERM suggested in this study. This could help to develop
and enhance a more effective risk management systems to sustain their business in

the long run.
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Chapter Six

Enterprise Risk Management Scoring Method

6.1 Introduction

A major issue for ERM implementation is the lack of one universally accepted
conceptual ERM framework. Without such a framework, it is difficult to measure the
level of ERM implementation. Recent researchers (e.g. Kraus and Lehner, 2012,
Mikes and Kaplan, 2013, Fraser and Simkins, 2010) have questioned ERM
measurement. This has led to the conclusion that previous studies have so far failed
to both tackle and investigate ERM’s actual contribution. Most of these previous
ERM studies used information that was publicly available to evaluate ERM practice,
such as 10-K’s, proxy statements, company’s annual report and the company
website. For example, prior research (e.g. Hoyt and Liebenberg, 2011, Eckles et al.,
2014, Beasley et al., 2008, Pagach and Warr, 2010, Tahir and Razali, 2011) used
keywords as a proxy for ERM. Yet these did not address the particulars of ERM
practice and the differences in the ERM stages between firms. Hence, there is a need

for an appropriate method of assessing ERM implementation.

The objective of this chapter is to propose a method of measuring ERM
implementation that standardises contributions. The Thai survey data is used to test
the proposed ERM measuring model. To do this the simple proposed ERM Scoring
method is compared to three different statistical approaches; cluster analysis,
principal components analysis (PCA) and partial least square analysis (PLS). Their

performances in terms of prediction are considered.

The chapter is structured as follows. The next section explores whether the sample
suffers from common method bias. This is followed by descriptions of the alternative
assessment methods. Initially, the proposed simple method is developed, then in turn
ERM Clustering, ERM PCA and the ERM PLS model. The subsequent section
explores the comparison of these alternative methods. Analysis of individual

components by the level of ERM Scoring is provided. Finally, there is a conclusion.

167



6.2 Checking for Selection Bias

One problem that can arise from sampling is selection bias, especially common
method bias, see Podsakoff et al. (2003). From a total of 456 listed companies, a
sample of 87 companies was drawn for analysis. Therefore, it is important to test
whether there is a selection bias in the sample before exploring the proposed model.
If no evidence of a non-response bias is found, it can be assumed that the sample will

not lead to erroneous conclusions when the data is further analysed.

The Heckman model was within the ERM context and involves two equations

models, which are:

1. A regression equation is considered with the outcome variable, in this case the
ERM Scoring variable, as represented, the regression equation being ERM = f°X +
g, where ERM represents the vector of ERM scores and X the matrix of observed
variables. B is vector of coefficients for the variables and € is an error vector. The
significant determinants of ERM in this case was taken to be the company's size
(size), market volatility (market) and economic factors (econ). So, for an observation

value, the regression variable will be taken to be:
ERM; = By + Bisize; + Pomarket; + Bsecon;.

2. To test for selection bias, both the collected sample (uncensored) and those that
are not included in the sample (censored) are considered. The sample selection
equation is considered a portion of the sample, whose outcome variable was
observed, and then mechanisms were used to determine the selection process. The
additional explanatory variables and the variable from equation of interest are
variables in selection equation. ERM is observed if Ziy = (yo + yisizei + y,market; +

ysecon; + yastotal assets; + ysnet profit;). The selection equation is:
ERM* = Ziy + u;

where ERM* is observed for the population as a whole from all the listed companies,
including the response and non-response sample, which was defined as ERM=1 if

ERM* > 0 and ERM=0, if ERM" <0 otherwise.
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The probit regression can be formed as:
Prob(ERM,; = 1|Z;)- ®(Ziy) and
PI‘Ob(ERMi = O|Zi) =1- (D(Ziy)

Z;is a vector of explanatory variables that determines the section outcome of ERM*;

@ is the standard normal cumulative distribution function.

¢ and u are the error terms of these two regression equations, and assumed to be
bivariate normal with a mean 0. Variances are as indicated and the error terms are
correlated where p,, indicates the correlation coefficient. A; is the inverse mills ratio
and is evaluated at Ziy and (e;,u;) is independent of X and Z. The error terms are

independent of both sets of explanatory variables.

The assumptions of the Heckman model are: (&;,u;) ~ MN (u, €)

where p = (0,0) and € = (G%EGM poeck )

p oh
Finally, the conditional expectation of ERM given is:
E[(ERM| X, ERM* =1] = BX;+ E[u;| X, ERM* =1]
under the assumption that the error terms are jointly normal as the assumption:
E[(ERM| X, ERM* =1] = BX; + poy Ai(Ziy)

When p and A equal 0, OLS regression provides unbiased estimates, otherwise it is

biased.

The result is shown in Table 6.1. Since ¢ (sigma) is more than 0, p (rho) and A
(Lambda) were not significantly different from zero testing at 5% level of

significance. Hence, there did not appear to be any selection bias in the sample.
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Table 6.1 Heckman model

SURVEY87 Freq. Percent Cum.
0 369 80.92 80.92
1 87 19.08 100.00

Total 456 100.00

Heckman selection model Number of obs = 425
(regression model with sample selection) Censored obs = 338
Uncensored obs = 87
wald chi2(3) = 10.46
Log Tikelihood = -339.3283 Prob > chi2 = 0.0150
Coef. std. Err. z P>|z| [95% conf. Interval]
ermscore
size .6740881 .2668834 2.53 0.012 .1510063 1.19717
market -.6037365 .5971656 -1.01 0.312 -1.77416 .5666865
econ 5.856844 2.851198 2.05 0.040 .2685994 11.44509
_cons -1.164129 2.713129 -0.43 0.668 -6.481764 4.153506
survey87
size .3152539 .118907 2.65 0.008 .0822005 .5483073
market -.1168262 .3594736 -0.32 0.745 -.8213816 .5877292
econ 1.306035 1.492908 0.87 0.382 -1.62001 4.23208
total_assets 2.69e-10 4.56e-10 0.59 0.556 -6.26e-10 1.16e-09
net_profit 1.05e-08 1.53e-08 0.69 0.493 -1.94e-08 4.04e-08
_cons -2.996137 .8060257 -3.72 0.000 -4.575918 -1.416355
/athrho -.0623451 .6064079 -0.10 0.918 -1.250883 1.126192
/Insigma .147553 .0810407 1.82 0.069 -.0112838 .3063897
rho -.0622644 .6040569 -.848531 .8097121
sigma 1.158995 .0939257 .9887796 1.358512
Tambda -.0721641 .7021875 -1.448426 1.304098
LR test of indep. eqns. (rho = 0): chi2(1) = 0.01 Prob > chi2 = 0.9171
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6.3 ERM Scoring

The first method proposed in the study to measure ERM implementation is the ERM
Scoring method, which is based on 40 components as described in Chapter 4. A

simple methodology was used to develop the first measure of ERM implementation.

ERM Scoring can be calculated by summing the 40 components, from scores on an
interval-scale variable. The sum is then converted into 5 ERM categories that
indicate the status of ERM implementation from limited ERM implementation to full
ERM implementation. Table 6.2 shows the ERM Scoring description by scale. The
ERM raw-score ranges from 0 to 8 and is defined as 1 categories means no or weak
risk management. These categories show there is a lack of a reliable control system
and inadequate risk management system in the firms. The ERM raw-score is greater
than 8 and less than 16, and is defined as 2 categories means there is risk
management, but it is unlikely to contain many of the necessary element of ERM. It
could indicate that the management of risks in silos and with little coordinating of
risks across the firm, which is considered the traditional risk management system.
The ERM raw-score is greater than 16 and less than 24 and defined as 3 categories,
which means ERM implementation is starting. There are indications of ERM
implementation in the company, but they do not reach the level that could be
described as ERM. The ERM raw-score is greater than 24 and less than 32, and is
defined as 4 categories, which means ERM standard has been achieved and the main
components of ERM have been covered by the company. An ERM raw-score that is
greater than 32 to 40 is defined as 5 categories, which means effective ERM and

most of the components of ERM are included.
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Table 6.2 ERM score description by scale

ERM RAW ASSESSMENT EXPLANATION
Scoring SCORE (X)
1 0<X<8 No or weak risk This stage shows that the signal lacks a

management level  reliable control system and it is an inadequate
risk management system in the firms

2 8§<X<16 Risk management  Considered as a traditional risk management
level system level: there is no gathering of all risks

across the firm, so risks are still managed in
silos

3 16 <X <24 Start of ERM Indication of the start of ERM implementation

implementation level in the company, but not reaching ERM

standard

4 24 <X <32 ERMstandard level Main components of ERM have been covered
in the company

5 32<X <40 ERM effective level Most of the ERM components are included

Table 6.3 shows a descriptive statistic for the ERM 40 raw score and ERM Scoring.
The mean of all 40 components is a 22.897 score out of a 40 raw score. The overall
mean ERM Scoring is 3.529. The financial sector has an ERM score that ranges from
4 to 5 with a mean of 4.667, which is at the level of standard ERM to effective ERM
level, while non-financial companies have a lower score and the average score is
3.292. Companies in the financial sector obviously have a higher score than
companies in the non-financial sector. There are significant differences in ERM
scores between companies in the financial sector and non-financial sector at p-value

0.008 (<0.01).

Cronbach's alpha and composite reliability are considered in the study when the
reliability of the 40 ERM variables constructed is tested. Cronbach's alpha is
generally used as a measure of reliability of the variables constructed (Cronbach,
1951) and the value should be > 0.5 for indicating appropriate internal consistency
(Field, 2005). Cronbach’s Alpha in this sample is 0.971. Also, one can explore
whether the Cronbach’s Alpha will rise if an item is deleted, which would suggest
that item leads to a loss in criterion validity. The result in Table 6.4 shows that none
of the components deleted will lead to an increase in the value of Cronbach’s alpha.
Moreover, the composite reliability can be an alternative method for testing the

reliability of scales. The value should be more than 0.5 or 0.6 (Raykov, 1997). The
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coefficient of reliability calculated in this sample was 0.972, indicating that ERM
components have a high degree of reliability, acceptable content and construct

validity.

Table 6.3 Descriptive statistic of ERM Scoring

ALL Financial Non-Financial
Variable Std. Std. Std.

Mean Dev. N  Mean Dev. N  Mean Dev. N
ERM 40 SCORE 22.897 12.090 87 33.162 3.558 15 20.759 12.151 72
ERM Scoring 3.529 1.413 87 4.667 0488 15  3.292 1.428 72
Composite Reliability ~ 0.972
Cronbach’s Alpha 0.971
ERM scoring between the Financial and Non-Financial Sector
Pearson Chi-Square 13.913
P-value 0.008

Figure 6.1 shows the number of companies with their ERM scores. Most of the
companies in the sample, 28 companies, are in the effective level category with an
ERM score of 5. While 25 companies have an ERM score of 4, and so can be
categorised in the ERM level. There were 11 companies that had an ERM score 3
and another 11 had an ERM score of 2. 12 companies can be classified as having no,
or only a weak, risk management level in ERM, scoring just 1. Therefore, around 53
companies in the sample achieved a level of ERM implementation, and 34
companies were in the risk management level or the start of ERM implementation

level.

N=28
32% ® ERM SCORE 1
= ERM SCORE 2
= ERM SCORE 3
ERM SCORE 4
N=25 ERM SCORE 5
28%

Figure 6.1 Number of companies by ERM Score
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Table 6.4 Scale reliability analysis for ERM components

Scale Mean Scale Corrected
Std. If Item Variance If Item -Total  Cronbach's Alpha
Mean Deviation Deleted Item Deleted  Correlation If Item Deleted
ERM1 .80460 .398809 22.09243 139.209 720 96811
ERM2 73563 443553 22.16140 138.305 733 96801
ERM3 .80460 .398809 22.09243 138.268 .823 96771
ERM4 .86207 346827 22.03496 139.878 750 96810
ERMS5 .56264 .303305 22.33439 140.496 173 96815
ERM6 .59770 493204 22.29933 138.182 .666 96830
ERM7 49425 .502865 22.40278 138.738 .604 .96860
ERMS 51724 .502599 22.37979 138.997 582 96871
ERM9 29885 460408 22.59818 140.728 AT77 96912
ERM10 12414 449539 22.17289 137.977 754 96791
ERM11 .58621 495367 22.31082 137.784 .698 96815
ERMI12 .59770 493204 22.29933 137.955 .686 96820
ERM13 48276 .502599 22.41427 137.725 .692 96818
ERM14 .60920 490759 22.28784 137.266 751 96789
ERM15 .54023 501268 22.35680 137.516 713 .96808
ERMI16 .39080 490759 22.50623 139.287 S71 96874
ERM17 33333 474137 22.56370 139.390 .583 .96867
ERMI18 47126 .502067 22.42577 138.408 .634 96846
ERM19 40230 493204 22.49473 138.283 .657 .96834
ERM20 .65517 478067 22.24186 137.581 743 96794
ERM21 47126 .502067 22.42577 138.102 .660 .96833
ERM22 .52874 .502067 22.36830 139.244 561 96881
ERM23 .81609 .389655 22.08094 138.706 794 96784
ERM24 67241 436873 22.22462 138.566 719 96807
ERM25 18582 174108 22.71121 145.024 .260 .96953
ERM26 44828 .500200 22.44875 142.426 291 .97008
ERM27 .56322 498863 22.33381 138.169 .659 .96833
ERM28 .59770 493204 22.29933 140.101 497 96909
ERM29 .59770 493204 22.29933 137.074 765 96783
ERM30 .64368 481688 22.25335 138.608 .644 96839
ERM31 57471 434880 22.32232 139.131 .665 .96830
ERM32 73563 443553 22.16140 138.152 748 96794
ERM33 .80460 .398809 22.09243 138.706 775 96789
ERM34 42098 266951 22.47605 141.032 796 96822
ERM35 .56897 367047 22.32807 139.496 752 .96805
ERM36 41954 356612 22.47749 140.737 .624 96851
ERM37 47126 .502067 22.42577 140.025 494 96913
ERM38 73563 443553 22.16140 138.546 709 96811
ERM39 48046 321999 22.41657 140.383 742 96819
ERM40 .68966 465317 22.20738 137.447 778 96779

Overall Composite Reliability .97
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6.4 Results of Cluster Analysis

Obviously, there may be natural clusters in the data that could reflect the level of
ERM implementation. The second ERM measurement method of analysis was
introduced by using a Cluster analysis technique. Cluster analysis has frequently
been used as an important classification tool to explore patterns within data. It can

also detect the significant outlier of the sample.

There are three well known clustering techniques: hierarchical clustering, K-means
clustering and two-step clustering. As discussed in the methodology part of the
clustering analysis, hierarchical and K-means clustering algorithms have their
limitations (e.g. Bacher, 2000; Everitt et al. 2001; Huang 1998) because of the
problems that are caused by commensurability variables used in the sample-based
techniques of problem solving. Hierarchical clustering needs a matrix of distances to
merge the most similar to the same cluster. K-means clustering requires a pre-
number of clusters before analysis, and with this technique it needs to be
recalculated, case in and out, until the cluster membership does not change and is not

robust to outliers.

The SPSS two-step clustering analysis procedure was employed to construct ERM
Clustering in this study. It can use both continuous and categorical variables and the
number of clusters can be automatically determined. It employs a probabilistic model
where the distance between each cluster is equivalent to the decrease in the log-

likelihood function.

With the same sample that was used to construct the ERM Scoring method, the ERM
40 raw score is employed as variables, which are used to categorise the clusters due
to their similarity. Figure 6.2 is a description of the cluster model summary. Four
clusters were formed and they indicated an order level of ERM implementation. The
silhouette coefficient proposed by Rousseeuw (1987) is used to measure the quality
of clusters in both the cohesion and separation of the space found between clusters.
The quality of ERM Clustering is in the range of fair and appropriate, so as to

represent the second ERM measurement method.
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Model Summary

Algorithm TwoStep

Inputs 40

Clusters 4

Cluster Quality

Poor Good

T T T
-1.0 -05 0o 05 1.0
Silhouette measure of cohesion and separation

Figure 6.2 Cluster model summary

Table 6.5 below provides details of the allocation of both ERM Scoring and ERM
Clustering to groups. Four clusters were formed and indicated an order level of ERM
implementation. Thirteen companies were in the ERM Clustering 1 category, with 12
companies in a similar group of ERM Scoring 1 and 1 company order in ERM
Scoring 2. Twenty companies were classified in the ERM Clustering 2 category, with
10 companies in ERM Scoring 2, and the rest of the 10 companies in the ERM group
scoring 3. There were 31 companies classified as ERM Clustering, with 3 categories
that divided 1 company as ERM Scoring 3, 24 companies as ERM Scoring 4, and 6
companies as ERM Scoring 5. There were 23 companies in the last group, which was
ERM Clustering 5, 1 company was classed as ERM Scoring 4, and 22 companies
were in ERM Scoring 5 group. ERM Scoring and ERM Clustering were shown to be
highly related, as indicated by the test of association with x* = 207.067 and p = 0.000

and with Pearson’s correlation coefficients correlations at the level of .948.

Table 6.5 Frequency comparing ERM Scoring and ERM Clustering methods

ERM Scoring ERM Clustering Total
1 2 3 4

1 12 - - - 12

2 1 10 - - 11

3 - 10 1 - 11

4 - - 24 1 25

5 - - 6 22 28

Total 13 20 31 23 87
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Table 6.6 shows a descriptive statistic of ERM Scoring and ERM Clustering. The
result of ERM Clustering is in the same direction as the ERM Scoring method. The
ERM Scoring scale goes from 1 to 5, which has a mean of 3.529; while the ERM
Clustering scale from 1 to 4 has a mean of 2.736. In the financial sector, ERM
Clustering has an ERM scale range from 3 to 4, which has a mean in the level of
good and effective ERM practice. There was a similar result in the financial sector of
ERM Scoring, which also had an ERM scale range 4 to 5. In the non-financial sector,
both ERM Scoring and ERM Clustering had a range from the low to the high ERM
scale, from 1 to 5 in ERM Scoring and 1 to 4 in ERM Clustering.

Table 6.6 Descriptive statistics of ERM Scoring and ERM Clustering

All sample Financial sector Non-Financial sector
Variable Max Min Mean Std. Dev. N Max Min Mean Std. Dev. N Max Min Mean Std. Dev. N
ERM SCORING 5 1 3.529 1413 87 5 4 4.667 0.488 15 5 1 3292 1428 72
CLUSTERING 4 1 2736 1.017 87 4 3 3.667 0488 15 4 1 2542 0992 72

Most ERM research has studied the financial sector (e.g. Eckles et al., 2014, Hoyt
and Liebenberg, 2011, Lin et al., 2012, McShane et al., 2011, Pooser, 2012) and so
there has been very limited ERM research in the non-financial sector (Quon et al.,
2012, Gordon et al., 2009). As the result of this study in Thailand, it can be seen that
most of the financial companies have a good to effective ERM practice because of
the regulatory compliance constraints. Therefore, research into ERM and other
behaviours might have had limited results because only the financial sector was
studied. There is growing interest in ERM in businesses and a need for more accurate
results of ERM practice. It is therefore important to carry the research into both the
financial and non-financial sectors to gain more insight from the study of ERM and

behaviours.
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6.5 Results of PCA Analysis

Often scales are developed by the use of principal component analysis (PCA).
Hence, it was decided to explore its use to develop a method for measuring ERM
implementation. The results of PCA are shown in Table 6.7. There are 7 principal
components that have an eigenvalue greater than 1, and the sum of the squared
loading of 7 components can explain the 73.525% of the variability in the original 40
ERM variables. Rencher (2002) suggested the number of components should be
determined by where there is significant change in the amount of variation. In this
case, major changes in the variation appear between the 1% and 2™ component. The
first component or quality criterion had an eigenvalue of 19.96 and accounted for

49.891% of the total variation in the original variables.

Table 6.7 PCA total variance explained

Initial Eigenvalues

% of Cumulative
PC Total Variance %
1 19.96 49.891 49.891
2 2552 6.38 56.271
3 1.882 4.705 60.976
4 1462 3.654 64.63
5 1385 3.462 68.092
6 1.172 2.931 71.023
7  1.001 2.502 73.525
8 0.897 2.243 75.768
Kaiser-Meyer-Olkin’s test (KMO) 0.905
Bartlett's test of Sphericity: 5280.3
Chi-square
P-value 0.00

Several tests were carried out such as the Kaiser-Meyer-Olkin (KMO) to measure,
communalities and Bartlett's test of sphericity to ensure the model was appropriate.
The KMO measurement of sampling adequacy provided evidence that the data is
appropriate for a PCA. KMO ranges from 0 to 1 and the minimum acceptable level
should be >.50 (Kinnear and Gray, 1994, Tabachnick and Fidell, 2001). Kaiser
(1970) recommended the levels of KMO as follows: a measure > 0.9 is marvellous, >

0.8 is meritorious, > 0.7 is middling, > 0.6 is mediocre, > 0.5 is miserable and < 0.5
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is unacceptable. Communalities represent the proportion of variance that is
accounted for by various factors and general communalities, and after extraction of
all the variables it should be > 0.50, or the average communality greater than 0.6
(Field, 2005). Bartlett's test of sphericity tests whether covariance matrix is equal to
identity matrices. If the hypothesis is rejected, then the correlation between variables
in the correlation matrix is highly significant. Bartlett's test of sphericity was
calculated to assess a principal component factor analysis that was appropriate and

must be significant at 0.05 (Merkle et al., 1998).

The value KMO measure 0.905 (> 0.50) in this study is in the excellent level,
indicating that the sample was adequate for a factor analysis. The lowest
communalities extraction of all variables is 0.57 (> 0.50) and means the communality
of the variables was .735 (>0.60), indicating that each ERM variables have much in
common variance with the other variables accounted for by the extracted factors.
Therefore, the communalities are considered to be satisfied. Bartlett's test of
sphericity was 5280.3 (P<0.001), indicating that it was appropriate to conduct a

factor analysis for further analysis.

The factor loading for the principal component refers to the correlation between each
of the original variables and a specific component. A higher values of factor loadings
means a specific original variable has a closer relation to an observed component
(Beaumont, 2012). With regards to determining the significance of factor loading,
Hair et al. (1998) suggested that factor loading > 0.3 is the minimum loading in
components, factor loading > 0.4 are fairly important and an significant coefficient >
0.5 referred to was practically significant. Table 6.8 represented PCA component
matrix. By using factor loading > 0.5, 37 ERM variables, including the first
components except for evidence of the prepared self-control assessment by all staff
(ERM 9 with loading 0.46), responsible in the overall risk management process
activities of in entity level by the Board of Directors (ERM 26 with loading 0.41) and
the frequency of discussions by the Board discussing or receiving reports on risk
management (ERM 25 with loading 0.02). With factor loading > 0.4 or > 0.3, the 39
variables include in the first components only 1 (ERM 25) out of the original 40
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variables. The first factor consisted of most of all 40 the ERM original variables

contributing.

Besides PCA method, factor rotation is explored, Table 6.9 showed PCA upon
varimax rotation. The goal of factor rotation is to maximise the variance of loading
of the squared loadings; thus all the coefficients will be either near 1 or 0 (Dunteman,
1989). Then, each variable can be separated into a set factor. These variables can be

categorised into 6 categories as shown in Table 6.10.

To construct a PCA factor score that maximises validation and determinacy,
Thurstone (1935) recommended a principal component regression approach, which is
a technique for estimating the factor score coefficients of each individual case
(survey's response) on each principal component. The PCA factor score is
standardised to a mean of zero, so the sum of the mean in all cases of the same
principal component will be equal to 0. The variances of the distribution of the factor
score by components will be 1 on the PCA method. PCA regression scores can be
calculated in SPSS, and the results can be saved as an output variable of each

component computed.

PCA was used to build a composite of the ERM PCA variable, based on the same 40
individual ERM components as ERM Scoring and ERM Clustering. The PCA
procedure was used in order to produce linear combinations of variables into a single
score uncorrelated with each other. For the ERM PCA variable, the principal PCA
method was applied by form factors that captured the different dimensions of ERM
and determined which of the original ERM indicators were associated with each
factor. In this method, the individual variable is reduced into a smaller number of
principal components that account for most of the variance in the observed variable.
In terms of the PCA, there were results in seven factors. The first factor captured
49.89% of the total variance of the original data and the rest of the factors had only a
minor impact in gaining a better interpretation of the components, as the result of
scree plots of principal components shown in Figure 6.3. Therefore, the first
principal component of the PCA score coefficients was appropriate to represent the

ERM PCA scoring approach.
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Figure 6.3 Scree plots of principal components
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Table 6.8 PCA Component Matrix

Component
ERM1

ERM2

ERM3

ERM4

ERMS5

ERM6

ERM7

ERMS8

ERM9

ERM10
ERM11
ERM12
ERM13
ERM14
ERM15
ERM16
ERM17
ERM18
ERM19
ERM20
ERM21
ERM22
ERM23
ERM24
ERM25
ERM40
ERM26
ERM27
ERM28
ERM29
ERM30
ERM31
ERM32
ERM33
ERM34
ERM35
ERM36
ERM37
ERM38
ERM39

Factor 1
739
756
.822
793
.809
677
.636
.635
465
.805
715
723
.685
769
716
.601
592
.665
.664
748
.641
621
.845
792
.024
796
416
702
.614
756
.680
.692
814
.829
.849
756
.663
.560
789
.802

Factor 2

-.345
-.194
-.297
-.384
-.156
-.015
231
-.048
-.081
-.029
.108
208
.350
153
228
.548
.615
470
.529
.076
.243
-.012
-.227
-.123
-.227
-.016
-314
159
-.284
139
-.017
.041
-171
=312
-.158
-.031
-.057
-.068
-.250
-.092

Component Matrix

Factor 3

.078
238
.097
123
-.049
-.156
-.298
-.038
208
.240
426
.088
208
135
279
-.079
.043
-.099
.024
.199
.096
.348
.082
-.028
.300
121
.269
137
.085
-.059
-.195
-.391
-.194
-.146
-214
-.324
-.403
-481
-.079
=215

Factor 4

182

.056
.075
.091
185
.163
-.226
-.075
-436
-.591
.057
-.298
133
-219
.094
-.242
262
.018
231
-.027
.189
.055
-.116
.034
.004
422
.092
.044
281
-.037
.016
-.071
-.125
-.078
-.030
-.163
191
.040
-.085
112
.056

Factor 5

177
117
.022
.039
189
.030
.072
.056
-.028
=317
.025
-.190
.059
-.119
.165
.067
227
.072
279
-.321
.092
-.290
-.246
-.164
372
-.335
.385
-.057
264
-.174
313
.052
-.101
.042
.033
-.125
-.149
-.038
.065
.164

Factor 6

.268
116
203
.166
124
.288
174
-.114
-.078
.019
.061
201
293
-.071
.018
.076
.067
-.105
-.099
-.108
-.210
-.160
112
.140
256
-.168
-.274
-.267
-.095
197
-.166
-.050
-117
-.101
-.097
-.122
-.027
308
-.282
=221

Factor 7

.061
.049
-.068
.024
-.053
-.069
.026
171
.368
.050
-.022
.000
-.008
-.338
-.228
-.103
-.007
.093
130
.057
361
-.007
.002
.005
.368
.050
.016
.077
-.289
-.209
-.067
-.136
-.012
-.112
-.006
135
.329
.165
-.108
-.075



Table 6.9 PCA Rotation Component Matrix

Component
ERM1

ERM2

ERM3

ERM4

ERMS5

ERM6

ERM7

ERMS8

ERM9

ERM10
ERM11
ERM12
ERM13
ERM14
ERM15
ERM16
ERM17
ERM18
ERM19
ERM20
ERM21
ERM22
ERM23
ERM24
ERM25
ERM40
ERM26
ERM27
ERM28
ERM29
ERM30
ERM31
ERM32
ERM33
ERM34
ERM35
ERM36
ERM37
ERM38
ERM39

Factor 1

337
455
.508
.524
.342
206
124
186
201
764
449
.559
304
.580
.309
269
131
301
133
756
326
.657
.680
.532
.017
748
134
557
221
488
.079
157
439
396
334
428
312
.093
432
284

Factor 2

427
244
410
394
447
525
.544
365
177
255
.025
315
.199
145
.037
227
134
279
176
196
197
.022
440
483
.078
283
.072
131
158
410
382
577
.545
.504
573
611
716
786
.359
459

Factor 3
.082
.209
115
.056
294
231
463
191
.047
234
354
435
.552
427
.501
167
.835
744
816
324
.540
158
.097
179
.008
251
.062
479
.099
.370
368
321
167
105
220
.300
207
144
.180
335

Factor 4

183

456
438
468
487
510
227
130
310
119
.198
283
.061
.071
385
394
.075
.091
141
205
175
187
216
316
270
.086
252
.652
313
.697
.188
.567
378
439
.618
.505
285
123
.056
.663
.606

Rotated Component Matrix
Factor 5
.166
209
.099
.079
.019
219
.107
575
.818
220
.506
.053
.348
.020
329
155
125
.003
262
.108
336
339
173
151
.059
176
212
.049
.088
.007
.160
.082
198
138
273
.004
159
.094
.062
.079

Factor 6

293
219
.308
206
199
.389
176
.052
.046
129
364
233
455
243
401
122
.180
-.100
.008
-.025
-.225
.077
201
203
-.029
-.050
-.070
-.180
225
344
.019
.093
.014
.087
.063
-.186
-.208
136
-.079
-.054

Factor 7

396
328
255
368
241

-.020

-.044

-.095
004
072
042
086
056

-.165

-.088

-015
.007
022
032
038
174

-.079
102
067
801

-.039
261
082
029

-.104

-.036

-232

-102

-018

-.086
.005
045
051

-013

-.044



Table 6.10 Summary of PCA Rotation Component Matrix

Factor Component Factor Loading
ERM10 RMPOLICY PREP 764
ERM20 RMCOM 756
ERM40 INDP_COMMITTEE 748
ERM23 RMPOLICY 680
ERM22 RM _STRUCTURE 657
Factor I ERMI14 APPETITE PREP 580
ERMI2 RMFRAME PREP 559
ERM27 CRO_RESP 557
ERM24 APPLIED POLICY 532
ERM4 BENEFIT 524
ERM3 RMOVERSIGHT 508
ERM37 RISKIT 786
ERM36 KNOW _STAFF 716
ERM35 KNOW DIR 611
Factors ERM31 REPUT RISK 577
ERM34 COMMU CHANNEL 573
ERM32 COMMU_PART 545
ERM7 CRISISMGT PREP 544
ERM6 BCP PREP 525
ERM17 TOLERANCE REV 835
ERM19 REGISTER REVI 816
ERM16 TOLERANCE PREP 767
Factor3 ERMI8 REGISTER PREP 744
ERM13 RMFRAME REVI 552
ERM21 RMDEPT 540
ERM15 APPETITE REVI 501
ERM28 ENTITY PART 697
ERM38 MONITOR 663
ERM26 BOD RESP 652
Factor4 ERM33 COMMU RESP 618
ERM39 SIGN_MONITOR 606
ERM30 STRATEGIC RISK 567
ERMS5 LEV BENEFIT 510
ERM9 SCASTAFF PREP 818
Factor5 ERM8 SCABOARD PREP 575
ERMI1 RMPOLICY REV 506
Factor 6 ERM25 BD REPORT 801
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6.6 Results of PLS Regression

PLS is a linear predictive model that deals with highly collinear variables and takes
into account specific dependent variable(s). The PLS method served well in
extracting the number of measured factors that were based on both independent
variables (X) and dependent variables (Y), unlike the PCA method. PLS presents
many advantages on model constructing and exploratory studies (Gefen et al., 2000),
as there are minimal requirements on sample size and it is appropriate for a complex

model (Gefen and Straub, 2005).

To construct the ERM PLS method in this study, path diagrams based on SPSS PLS
regression path analysis and PLS structural equation models (PLS-SEM) can be
analysed by using PLS analysis to create proxies for the latent variables by means of
a linear compound. Four predictive models can be formed, according to different
predicted dependent variables. These are three models using each variable Y
separately, and one model incorporating all three variables. These three variables are
measures of the firm performance: Tobin's Q, ROE and ROA. The results of the
estimation of the parameters of these four PLS regression models are calculated and
used to derive four ERM PLS scores: 1) ERM PLS TOBIN'S Q, using Tobin's Q as a
predictor; 2) ERM PLS ROE, using ROE as a predictor; 3) ERM PLS ROA, using
ROA as a predictor; and 4) ERM PLS ALL, combining Tobin's Q, ROE and ROA as

predictors.

To decide the proper estimation of the parameters of the PLS regression model, panel
A to panel C show the predictive PLS model of 40 ERM components and each firm
performance: with Tobin's Q, ROE and ROA used respectively in the different factor
levels. Table 6.11 shows the individual and cumulative variation and adjusted R-
square of the PLS model. The percentage of variance is explained by PLS latent
factors and the adjusted R-square was used to select the most appropriate PLS model

in each of these cases.

Table 6.11 panel A shows the result of predictive PLS of the ERM components and
Tobin's Q. The first eight latent factors explained 67.9 percent of variance in the X

variables and 57.4 percent of variance in the Tobin's Q variable, with the highest
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overall having an explained variance of (R?) 0.534. When the latent factors were
increased to 9, the adjusted R-square was reduced to 0.533. The estimation of these
PLS model parameters were used to construct ERM PLS Tobin's Q as the first PLS
predictor. Also, in Table 6.11 panel B, the result represented the predictive PLS
regression of the ERM components and ROE. The estimation of the 7 PLS
components parameter is suitable to construct ERM PLS ROE as the second PLS
predictor with cumulative X’s variance of 65.8 percent, ROE variance of 47.7
percent and the highest adjusted R-square 0.435, with more than 6 latent factors
0.431 and 8 latent factors 0.434. Therefore, 7 factors were used to estimate this PLS
regression ROE model. Similarly, in Table 6.11 panel C, 7 factors show the results of
the most fitting model with cumulative X’s variance of 65.8 percent, ROE variance
of 41.3 percent and the adjusted R-square 0.367 is better than the 6 latent factors
0.364 and 8 latent factors 0.363. The estimation of these ROA PLS model parameters
was used to construct ERM PLS ROA as the third PLS predictor.
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Table 6.11 PLS variance explained

Cumulative Y

Latent X Cumulative X Y . Adjusted R-
Factors Variance Variance Variance Variance square
(R-square)

Panel A: ERM variables with Tobin's O
1 0.474 0.474 0.074 0.074 0.064
2 0.06 0.535 0.242 0.316 0.301
3 0.036 0.571 0.126 0.442 0.423
4 0.026 0.597 0.067 0.509 0.487
5 0.023 0.62 0.033 0.542 0.516
6 0.025 0.645 0.014 0.556 0.525
7 0.014 0.66 0.012 0.568 0.532
8 0.019 0.679 0.006 0.574 0.534
9 0.020 0.699 0.004 0.578 0.533

Panel B: ERM variables with ROE
1 0.485 0.485 0.113 0.113 0.104
2 0.052 0.537 0.161 0.274 0.259
3 0.032 0.569 0.098 0.372 0.351
4 0.026 0.595 0.05 0.422 0.397
5 0.022 0.617 0.033 0.455 0.425
6 0.022 0.639 0.012 0.468 0.431
7 0.018 0.658 0.009 0.477 0.435
8 0.024 0.681 0.005 0.482 0.434

Panel C: ERM variables with ROA
1 0.493 0.493 0.128 0.128 0.118
2 0.031 0.523 0.137 0.265 0.249
3 0.037 0.561 0.056 0.321 0.299
4 0.038 0.599 0.035 0.356 0.328
5 0.023 0.622 0.032 0.388 0.355
6 0.02 0.642 0.016 0.404 0.364
7 0.016 0.658 0.009 0.413 0.367
8 0.020 0.678 0.002 0.416 0.363
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When Tobin's Q, ROE and ROA were combined they became a set of predictors in
the PLS model. This was achieved by conducting PLS-SEM by using SMARTPLS®
to construct a path modelling analysis. The measurement model was constructed with
40 ERM variables and the overall firm performances as a single measure. This study
followed the method recommended by Bollen and Lennox (1991) and
Diamantopoulos and Siguaw (2006), as a few measures were used for establishing
predictor factor validity and the reliability of the measurement instrument. The
Average Variance Extracted (AVE) measured the average variance capture by the
factor constructed. AVE should be at least 0.5, which means 50 percent of
measurement variance was captured by the model (Chin, 1998). Composite
Reliability (CR) is the composite reliability of a summated scale and should be more
than 0.7 (Mallat et al., 2009). Another indication of the coefficient alpha measuring
of internal consistency is Cronbach's Alpha (CRA), which should be above 0.75
(Peterson, 1994). Communality is the variance of variables and represents how well
the variables fit their latent factor, which is normally well above 0.60. Average
Variance Extracted (AVE) in this study is 0.6958 (>0.50), Composite Reliability
(CR) 0.8721 (>0.70), Cronbach's Alpha 0.7788 (>0.70) and Communality 0.6958
(>0.60); thus providing sufficient convergent, validity and internal consistency
reliability. Therefore, the model construct satisfied the validity and reliability criteria.
This relationship of ERM and firm performance is well constructed. Thus, the
estimation of these PLS model parameters are used to construct the ERM PLS ALL
as the fourth PLS predictor. Figure 6.4 shows the results of this estimation of the four

types of PLS regression model parameters.

Figure 6.5 shows Path Coefficients of ERM variables and combined firm
performances. Figure 6.6 represents the t-statistic of the relationship between ERM
and firm performance in PLS analysis. The path coefficient for ERM components has
strong significant positive effects on an ERM variable across all 40 ERM

components. Also, with regards to each firm’s performance, Tobin's Q, ROE and

6 SmartPLS is a software application for creating structural equation models (SEM), which uses the
method of partial least squares (PLS) analysis. It was originated by the Institute of Operations

Management and Organizations, University of Hamburg (Hansmann and Ringle, 2004).
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ROA had significant positive effects with very high t-statistic values (p <.001) on a
firm performance predictor. The initial results of the relationship between ERM and

firm performance were significant with t-statistic 7.161 (p <.001).

Overall, four PLS regression models were calculated and the results of the estimation
of the parameters of these model were used to derive four ERM PLS scores as
follow: 1) ERM PLS TOBIN'S Q, using Tobin's Q as a predictor; 2) ERM PLS ROE,
using ROE as a predictor; 3) ERM PLS ROA, using ROA as a predictor; and 4)
ERM PLS ALL, combining Tobin's Q, ROE and ROA as predictors.
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Figure 6.4 Results of the estimation of four types of PLS regression model
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Figure 6.5 Summary of the Path Coefficients of ERM Scoring and Firm Performance
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6.7 Comparing Different ERM Methods

Table 6.12 presents both the correlations and reliability coefficients between all the
ERM measures. The signs of the correlation of all ERM methods are positive and
significant, with the expected positive signs of these correlations. There is a very
high positive Pearson correlation and Spearman’s rank correlation of the simple
ERM measurement method of ERM Scoring, with three alternative ERM methods,
ranging from 0.95 and 0.94 (ERM Clustering) to 0.96 and 0.96 (ERM PLS ALL) and
0.98 and 0.97 (ERM PCA), correspondingly. These correlation coefficient results are
consistent with the reliability test for both Cronbach's Alpha coefficient and Cohen's
Kappa coefficient. Cronbach's Alpha coefficient has a result of more than 0.90
amongst the ERM methods.

Weighted Kappa is used to measure the agreement between two raters, and is an
extension of Cohen's Kappa (1960). This method is suitable for ordinal data and
measuring relative concordance. If the value of Cohen's Kappa is close to one, it
shows a greater similarity with the ERM Scoring method. If it is near zero, there is
nearly no concordance. A negative Kappa statistic result shows disagreement.
Amongst the ERM models that have values close to one, ERM Clustering has the
greatest concordance with ERM Scoring, following by ERM PCA and ERM PLS
ALL. The single ERM PLS (ERM PLS TOBIN'S Q; ERM PLS ROE and ERM PLS
ROA) has the Kappa's value close to zero, according to the effect of its predictor
when constructed by the model. ERM PCAS (PCA component 5) has the worst and
negative weighted Kappa. As a result, it can be concluded that ERM Scoring has
concordance with ERM Clustering, ERM PCA and ERM PLS ALL, respectively.

ERM Scoring, ERM PCA and ERM Clustering are constructed from the 40 ERM
attributes (independent variables) that an organisation should possess to be ERM
compliant. Single ERM PLS variables (PLS TOBIN'S Q, PLS ROE and PLS ROA)
take account of both ERM attributes and a firm performance measurement
(dependent variable) when its measure was constructed. Therefore, the single PLS
result should not be comparable in the study and will potentially have a lower

correlation than other ERM methods. The result of the correlation analysis is as
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expected. There was a low correlation of ERM Scoring, ERM Clustering, ERM PCA
and ERM PLS ALL to single PLS results of PLS TOBIN'S Q, PLS ROE and PLS
ROA. The positive Pearson correlation of single PLS method ranged from 0.169
(ERM Clustering and ERM PLS TOBIN'S Q) to 0.57 (ERM PCA and ERM PLS
ROA).

Overall, there was high reliability in both Cronbach's Alpha coefficient and Cohen's
Kappa coefficient, and high correlation in both parametric Pearson correlation
coefficients and the non-parametric Spearman's rank coefficients between ERM
Scoring, ERM Clustering, ERM PCA and ERM PLS ALL. Hence, these

measurements of four ERM methods are comparable.

Moreover, a further comparison for selecting the best predictive statistical model will
be tested in Chapter 7, which is based on the goodness of fit, and then AIC will be
used as the criterion from the predictive result of the relationship between ERM and
company performance, taking into accounting control variables. After finding the
results of ERM and firm performance in Chapter 7, and the comparison with AIC,

the best predictive result of these different ERM methods will be presented.
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Table 6.12 Correlation and reliability coefficients

ERM Scoring ~ ERM Clustering ERM PCA ERMPLS TQ ERM PLS ROE ERMPLS ROA ERM PLS ALL

Spearman's rank correlation

ERM Scoring 1 943 % 968+ 256* 315% 494 960
ERM Clustering 5 948+ 1 939+ 0.174 319%+ A79% 91 1%+
ERM PCA - 978%* 943+ 1 295 A457% 574%% 988+
ERMPLS_TOBINQ = 220% 169 263% 1 469 A9 380+
ERMPLS _ROE cz 335% 309%* 478 454 1 573% 506+
ERMPLS_ROA g ATTH* 441 558 49%* 535 1 596+
ERMPLS _ALL 3 961%* 917+ 991+ 334 520 572%x 1

Reliability Coefficients

Internal Consistency Reliability

Cronbach's Alpha 1 947 993 476 408 615 980
Interrater Reliability

Cohen's Kappa 1 .98 5H** 940%* .036 A71%% 156%* 879FH*
The Pearson correlation coefficients are below the diagonal and the Spearman rank correlation coefficients

are above the diagonal. Significant coefficients at the 1%, 5% and 10% levels are noted by ***, ** and *, respectively.
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6.8 Analysis of Individual Components by the Level of ERM Scoring

As an ordinal ERM Scoring method is comparable to other ERM methods, this
section examines and analyses the gathered quantitative survey data from the Thai
Listed companies on each ERM components by the different level of ERM Scoring.
The ERM raw-score that is less than 8 components is defined as the Mean ERM
score 1, which means no or weak risk management. An ERM raw-score that is
greater than 32 components is defined as the Mean ERM score 5, which means
effective ERM. Table 6.13 is a summary of the ERM variables by each of the
categories, based on each of their ERM scores. The results show that the better the
ERM score, the more ERM practice is implemented in all of the ERM categories.
The companies with an ERM score of 5, has implement most of ERM components.
The lowest mean in an ERM score of 5 is the responsibilities and accountability
categories that will be explored. The mean values of the 40 individual ERM

components for each ERM scores are presented in Table 6.14.

Table 6.13 Summary ERM categorised by ERM Scoring

ERM Mean Mean Mean Mean Mean
Categories score score score score score
=1 =2 =3 =4 =5

Overall 40 ERM COMPONENTS 0.00 0.29 0.49 0.68 0.87
1. Fundamental of ERM 0.00 0.65 0.86 0.89 0.95
2. The existence of ERM evidence 0.00 0.10 0.31 0.57 0.90
3. Risk Management Structure and 0.00 0.21 0.30 0.71 0.88
Architecture

4. Risk management policy and risk appetite 0.00 0.36 0.64 0.89 0.97
5. Responsibilities and accountability 0.00 0.34 0.41 0.64 0.68
6. Risk Management Process 0.00 0.35 0.60 0.69 0.83

In Table 6.14, category 1, the results of 5 fundamentals of ERM variables is shown
by the level of ERM Scoring. From the level of starting to implement ERM (ERM
score=3), all companies were concerned about STRATEGIC INVLOVE,
RMOVERSIGHT and BENEFIT variables. The companies that had an effective ERM
level (ERM score=5) had implemented all the fundamental of ERM variables.
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Table 6.14, category 2, shows the mean values for the existence of ERM evidence
variables by the level of ERM Scoring. Most of the evidence of ERM was found in
ERM level 5. Only self-assessment at staff level had a mean of 0.57. Therefore, not
only self-assessment at boards, but also self-assessment at staff level should be
implemented. In the level of starting to implement ERM, most of the companies with
an ERM score of 3 had evidence of risk management policy and business continuity
plan, which was significantly increased when compared to ERM level 2 to 1. Most of
the companies in ERM level 4 had evidence of risk management frameworks and
risk appetite, which was significantly increased when compared to ERM level 3 to 1.
Meanwhile, companies in the ERM score level 5 had evidence of risk tolerance and
risk register, which was significantly higher than the ERM score level 4 to 1. Besides
this, the ERM scores 4 and the lower score showed significant gaps of the mean

between preparing and reviewing ERM evidence.

Table 6.14, category 3, shows the mean values for the risk management structure and
architecture variables by the level of ERM Scoring. All of the companies in the ERM
score 5 had established a risk management committee (RMCOM) that was
responsible for risk management, and the better ERM score companies showed they

had consistently established a separate department for risk management (RMDEPT).

Table 6.14, category 4, shows the mean values for the risk management policy and
risk appetite variables by the level of ERM Scoring. In RMPOLICY variables, all of
the companies in an ERM of score 3 to 5 had a risk management policy (mean =
1.00). For APPETITE IDY variables, there was no sign of identifying risk appetite in
companies with an ERM score 1 and 2 (this is in risk management level), which had

a mean of 0.00.

Table 6.14, category 5, shows the mean values for the responsibilities and
accountability variables by the level of ERM Scoring. It could be pointed out that
most of the companies in ERM level 4 and 5 had independent risk management
committees and CRO responsibility to the ERM programme. However, the mean of

the board of director’s responsibility to the overall risk management programme in
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ERM level 4 and 5 is less than the mean of the CRO’s responsibility. The mean of
the board of director’s responsibility is quite low, ranging from 0.45-0.60. A conflict

of responsibility about who is responsible for risk is clearly confirmed from Chapter

5 (section 5.5.5).

Table 6.14, category 6, shows the mean values for the rest of the 10 variables in the
risk management process, including identifying and managing risk variables;
communication of variables; training and development variables; technology
variables and monitoring variables by the level of ERM Scoring. The result could be
showing that the training programmes offered to staff members had a lower mean
than the training programmes offered to directors across all ERM score levels. To
achieve a more efficient ERM programme, all of the companies should offer training
programmes to create risk awareness at both director and staff levels. The result also
shows that all companies with an ERM score of 5 had effective communication

policy and procedure.

Table 6.15 shows further analysis of ERM practice, including how companies
perceive the benefit of risk (LEV BENEFIT), the effective risk management structure
(RM_STRUCTURE), the efficient communication channel (COMMU CHANNEL)
and monitoring techniques (SIGN_MONITOR) by the level of ERM Scoring.

In Table 6.15, panel A, aside from perceived benefit of risk from preventing negative
outcome, it was found that the better the ERM score shown, the larger the number of
companies that perceived the benefits of ERM towards value creation. These benefits
include ERM being critical in achieving their business objective, aligning to strategic
management, enhancing the company’s ability to make better-informed decisions
and promoting efficiency at all levels. However, companies with an ERM score of 5
still had a low mean 0.39 when they perceived the benefits of risk as a business

opportunity.

Table 6.15, panel B, shows the further results of RM STRUCTURE variables. The

companies with a higher ERM score seem to have a risk management structure under
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the risk management department, reporting directly to risk management committee
and to the board of directors, but they needed to report risk-related information to the
CEO. Therefore, this structure could be recommended as a way to gain an effective

risk management structure.

When considering the means of communication channel in ERM, score 5 was only
equal 0.61. Further results are shown in Table 6.15, panel C. Some risk
communication techniques have low mean scores, such as self-assessment by the
director and staff, signed acknowledgement of risk by staff and those concerned with
the whistle-blower system in the company. These techniques should be more

considered by the company.

In Table 6.15, panel D, shows the monitoring techniques used in each of the ERM
Scoring levels. More advance ERM companies have applied a range of monitoring
methods, such as an enterprise performance appraisal, balanced scorecards and KPI
measurement, early warning indications and benchmarking themselves against policy
or best practice in an effort to gain an effective ERM programme within their
enterprise. To advance ERM practice, it is important to consider all these monitoring

techniques.
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Table 6.14 Individual components by the level of ERM Scoring

ERM MEAN score = MEAN score  MEAN score = MEAN score  MEAN score
NO. VARIABLE =1 =2 =3 =4 =5 F Sig.
Category 1: Fundamental of ERM 0.00 0.65 0.86 0.89 0.95
1 ERMI STRATEGIC_INVLOVE 0.00 0.73 1.00 0.92 1.00 4922 0.00%**
2 ERM2 ALIGNED_PROCESS 0.00 0.55 0.73 0.88 1.00 2545 0.00%**
3 ERM3 RMOVERSIGHT 0.00 0.55 1.00 1.00 1.00 8231 0.00%**
4 ERM4 BENEFIT 0.00 1.00 1.00 1.00 .00 - -
5 ERMS5 LEV_BENEFIT 0.00 0.44 0.56 0.66 0.77  43.5  0.00%**
Category 2: The existence of ERM evidence 0.00 0.10 0.31 0.57 0.90
1 ERM6 BCP_PREP 0.00 0.18 0.64 0.68 0.93 16.86 0.00%**
2 ERM7 CRISISMGT_PREP 0.00 0.09 0.36 0.52 0.89 15.53  0.00%**
3 ERMS SCABOARD_PREP 0.00 0.27 0.36 0.56 0.86 10.61 0.00%**
4 ERM9 SCASTAFF_PREP 0.00 0.00 0.09 0.36 0.57  7.13  0.00%**
5 ERM10 RMPOLICY_PREP 0.00 0.36 0.73 0.96 0.96 33.06 0.00%**
6 ERM11 RMPOLICY_REV 0.00 0.09 0.45 0.72 0.96 2437 0.00%**
7 ERM12 RMFRAME_PREP 0.00 0.27 0.27 0.80 0.93 21.46 0.00%**
8 ERM13 RMFRAME REVI 0.00 0.00 0.09 0.60 0.93  30.3 0.00%**
9 ERM14 APPETITE_PREP 0.00 0.00 0.36 0.88 0.96 48.55 0.00%**
10 ERMIS APPETITE _REVI 0.00 0.00 0.36 0.60 1.00  31.34 0.00%**
11 ERMI6 TOLERANCE_PREP 0.00 0.00 0.18 0.36 0.82 16.41 0.00%**
12 ERMI17 TOLERANCE REV 0.00 0.00 0.09 0.16 0.86 30.99 0.00%**
13 ERMIS8 REGISTER PREP 0.00 0.09 0.27 0.44 0.93 19.51 0.00%**
14  ERMI9 REGISTER REVI 0.00 0.00 0.09 0.28 0.96 4153 0.00%**
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ERM MEAN score  MEAN score  MEAN score = MEAN score  MEAN score

NO. VARIABLE =3 —4 =5 F Sig.
Category 3: Risk Management Structure 0.00 0.21 0.30 071 0.88

1 ERM20 RMCOM 0.00 0.27 0.36 0.88 1.00 34.19  0.00%**
2 ERM21 RMDEPT 0.00 0.09 0.18 0.56 0.86 16.12 0.00%**
3 ERM22 RM_STRUCTURE 0.00 0.27 0.36 0.68 079 936 0.00%*x
Category 4: Risk management policy and risk
appetite 0.00 0.36 0.64 0.89 0.97

1 ERM23 RMPOLICY 0.00 0.64 1.00 1.00 1.00 84.66 0.00%**
2 ERM24 APPLIED_POLICY 0.00 0.45 0.55 0.84 0.95 24.46 0.00%*x
3 ERM29 APPETITE_IDY 0.00 0.00 0.36 0.84 096 41.93 0.00%**
Category 5: Responsibilities and
accountability 0.00 0.34 041 0.64 0.68

1 ERM25 BD_REPORT 0.00 0.25 0.23 0.19 022 496 0.00%*x
2 ERM40 INDP_COMMITTEE 0.00 0.36 0.36 0.96 1.00 42.59 0.00%**
3 ERM26 BOD_RESP 0.00 0.45 0.55 0.60 046 345 0.01**=
4 ERM27 CRO_RESP 0.00 0.18 0.27 0.76 0.89 19.18 0.00%**
5 ERM28 ENTITY_PART 0.00 0.45 0.64 0.68 0.82 844 0.00%*x
Category 6: Risk Management Process 0.00 0.35 0.60 0.69 0.83
6.1 Identifying and Managing Risk 0.00 0.36 0.50 0.74 0.89

1 ERM30 STRATEGIC_RISK 0.00 0.36 0.64 0.76 0.93 15.05 0.00%*x
2 ERM31 REPUT_RISK 0.00 0.36 0.36 0.72 0.86 18.45 0.00%**
6.2 Communication 0.00 0.44 0.75 0.78 0.87

3 ERM32 COMMU_PART 0.00 0.45 0.82 0.88 1.00 29.02  0.00%**
4 ERM33 COMMU_RESP 0.00 0.64 1.00 0.96 1.00  59.49  0.00%**
5 ERM34 COMMU CHANNEL 0.00 0.23 0.42 0.50 061 31.1 0.00%*=
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ERM MEAN score  MEAN score  MEAN score = MEAN score  MEAN score
NO. VARIABLE =1 =2 =3 =4 =5 F Sig.
6.3 Training and Development 0.00 0.32 0.41 0.59 0.72
6 ERM35 KNOW_DIR 0.00 0.36 0.45 0.74 0.79 26.56 0.00%**
7 ERM36 KNOW_STAFF 0.00 0.27 0.36 0.44 0.66 11.93 0.00%**
6.4 Technology 0.00 0.09 0.64 0.48 0.75
8 ERM37 RISKIT 0.00 0.09 0.64 0.48 075 924 0.00%*x
6.5 Monitoring 0.00 0.37 0.64 0.71 0.86
9 ERM38 MONITOR 0.00 0.45 0.82 0.92 096 27.89 0.00%*x
10 ERM39 SIGN_MONITOR 0.00 0.29 0.45 0.50 076 30.35 0.00%*x
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Table 6.15 Further analysis of ERM components by the level of ERM Scoring

Components

SCORE=1 SCORE=2 SCORE=3 SCORE=4 SCORE =5
Panel A: Benefits of Risk Management
- Considered critical to achievement of business goals 0.57 0.57 0.81 0.85 0.84
- Identified as aligned to Strategic Management 0.43 0.43 0.52 0.76 0.90
- Seen as a business opportunity 0.14 0.14 0.10 0.15 0.39
- Seen as helping to manage predictable and unpredictable events 0.93 0.93 0.71 0.85 1.00
- Enhances company’s ability to make better-informed decisions 0.43 0.43 0.43 0.55 0.71
- Promotes management efficiency at all levels 0.21 0.21 0.33 0.55 0.71
- Can prevent unwelcome surprises 0.50 0.50 0.67 0.70 0.84
Panel B: Risk Management Structure
- Under risk management committee — reports directly to Management Committee 0.00 0.08 0.21 0.17 0.19
- Under risk management committee — reports directly to board of directors 0.00 0.17 0.32 0.27 0.31
- Under risk management department — reports directly to both risk management
committee and board of directors 0.00 0.00 0.11 0.10 0.27
- Under risk management department — reports directly to risk management
committee and board of directors, but needs to report risk-related information to CEO 0.00 0.00 0.16 0.13 0.38
- Under risk management department — reports directly to Chief Executive Director
or management 0.00 0.00 0.11 0.13 0.27
- Under risk management department — reports directly to finance and accounting 0.00 0.00 0.00 0.07 0.04

department, CEO and risk management committee. Is independent under the board of
directors
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Components

SCORE =1 SCORE =2 SCORE =3 SCORE =4 SCORE =5
Panel C: Communication policy and procedures
- Risk management as a corporate culture 0.00 0.21 0.67 0.67 0.87
- Fully communicated and acknowledged policy and procedure 0.00 0.29 0.43 0.70 0.87
- Policies and procedures in writing 0.00 0.29 0.57 0.73 0.87
- Clearly stated in the functional job descriptions or job 0.00 0.14 0.43 0.49 0.68
- Everyone needs to sign their understanding and acknowledgement of risk 0.00 0.00 0.10 0.09 0.26
- Self-assessment of employees 0.00 0.00 0.10 0.12 0.16
- Self-assessment of directors 0.00 0.07 0.00 0.18 0.32
- Concerns about whistle-blower system and complaints 0.00 0.07 0.19 0.33 0.39
Panel D: Monitoring Technique
- Early Warning Indications established for operation 0.00 0.00 0.29 0.26 0.63
- Enterprise Performance Appraisal 0.00 0.54 0.57 0.71 0.87
- Benchmarking against policy or the best practice 0.00 0.31 0.24 0.26 0.57
- Balanced scorecards and Key Performance Indicators (KPI) 0.00 0.31 0.33 0.52 0.80
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6.9 Conclusion

ERM has been advocated as an approach to tackling risk management within
companies by regulators and international bodies. The main issue, though, seems to
be the ERM implementation. There are a number of conflicting guidelines about
ERM, which means implementation is not an easy process for an organisation. In
most previous studies proxies were used as evidence of the company using ERM.
Proxies have limitations and it might not be able to accurately measure the level of
ERM implementation. Only a few studies have tried to use different methods by
developing an ERM index or using an S&P’s ERM rating to determine the level of
ERM implementation. Academic research has focused on studying the relationship
between ERM implementation and behaviour. This type of analysis has been
hampered by the poor quality of methods to measure ERM implementation, leading
to inconclusive results regarding the benefits of ERM implementation. The previous
literature suggested a number of attributes that an organisation should possess to
indicate the level of ERM implement. This study is the first to combine a number of
guidelines, such as COSO (2004), CAS (2003), ISO 31000 (2009) and S&P's ERM
rating to produce a set of 40 components of ERM that influence the best practice of
ERM. The survey data from the Thai listed companies in the Stock Exchange of
Thailand has provided an opportunity to collect the information on the proposed
ERM components. These ERM components can be grouped into six categories:
fundamental ERM; existence of ERM evidence; risk management structure and
architecture; risk management policy and risk appetite; responsibilities and
accountability; and the risk management process, including identifying and
managing risk, communication, training and knowledge development, technology

and monitoring.

From the proposed ERM components, it is possible to derive a simple measure for
ERM implementation that can be used as the ERM Scoring method. The ERM Score
method used has equal weighting of the key components. The proposed ERM
Scoring method was compared to results that used Clustering, PCA and PLS by

using weighted Kappa and correlation (both Pearson’s and Spearman’s). It was found
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that ERM Scoring was in slightly better concordance with the clustering approach
than PCA procedure and PLS analysis. These methods were found to be comparable
with the high correlation coefficients and Cronbach's Alpha coefficient with ERM

Scoring.

From the analysis of individual components by the level of ERM Scoring, all the
individual ERM components that were proposed led to a better level of ERM
implementation. By the analysis on each categorises, the results can be pointed out
that the responsibilities and accountability category seems to be the most problematic
of ERM implementation. The main issue is a conflict of ERM responsibility, as the
mean of the board of director’s responsibility to ERM is lower than the mean of the
CRO's responsibility to ERM. It is suggested that the board of directors should have

the main responsibility for the ERM programme.

By the analysis of each component, the companies with a better ERM score
recognise that ERM has not only a protected negative effect on their business, but
also realise its benefit through value creations. Most of the companies with an ERM
score of 5 prepared and reviewed all of their ERM documents as well. When it came
to the risk management structure and architecture, all the companies with an ERM
score of 5 had a risk management committee. The results also revealed that the
recommended risk management organisational structure should contain a risk
management department, which reports directly to the board of directors, but also

needs to report all risk-related information to the CEO.

Moreover, the key to gaining a more effective ERM implementation is the process of
identifying and managing risk, especially strategic risk and reputation risk. Risk
management should be embedded into corporate culture. Knowledge of risk
management should be expanded, not only at director and management level, but
also throughout the staff. Finally, in order to advance ERM practice it is important to
consider the fundamental monitoring system combined with various methods, such
as early warning indications established for the company's operations, benchmarking

against policy or best practice, as well as balanced scorecards and KPI measurement.
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Chapter Seven

Empirical Result of Enterprise Risk Management Study

7.1 Introduction

Given the interest in ERM by companies, rating agencies, regulators and government
there is the need to explore the impact of implementation of ERM. It is important to
explore whether ERM is related to firm value. The goal of developing the ERM
Scoring in Chapter 6 is to explore the relationship between ERM implementation and
firm performance. In examining this, an analysis account has to be taken of
appropriate control variables. The study is based on the ERM survey of Thai listed
companies and other control variables collected from their annual report, SET
Market Analysis and Reporting Tool, company’s annual report and DataStream

databases.

In this Chapter, the ERM Score is also investigated against alternatives by comparing
their predictive abilities. The alternatives were cluster analysis, principal components
analysis and partial least square analysis. The comparison uses goodness of fit and

AIC as the basis for judgement.

Similar to the problems of understanding the relationship between ERM and firm
performance, there also difficulties in understanding the determinant of ERM
implementation, as there was also a lack of a reliable measurement of ERM
implementation. With the ERM Score it is possible to explore the relationship

between ERM implementation and firm-specified characteristics.

The structure of the chapter proceeds as follow. In the next section, the relationship
between ERM implementation scores and firm performance is discussed. Judgement
on the ERM implementation score with best predictive ability for firm performance
is considered. The penultimate section considers the determinants of successful ERM

implementation and finally there is a conclusion.
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7.2 Results of ERM and Firm Performance

7.2.1 Description of Variables Measures

The relationship between a firm's ERM and its performance is contingent on there

being a proper match between a firm's ERM implementation and firm-related

variables. The data on ERM is obtained from a measure of ERM implementation

created from the survey data in Chapter 6. The ERM Scoring method is a simple

ordinal scale used to find the relationship between ERM and firm performance.

Three firm performances measurements, based on financial market criteria and

accounting performance measurement, are considered: Tobin's Q, ROE and ROA.

These firm performance measures and control variables are obtained from

SETSMART (a Thai listed Company Database) and DataStream. The definition and

expected signs are shown in Table 7.1. The initial assumption will be a linear form

that can be fitted by using OLS regression.

Table 7.1 Variable measures

Variable Name Exgiegclfed Definition Datasource

Dependent variable: Performance Measurement

TOBINQ the market value of a DataStream (MV)
company + Total Liabilities/  and Setsmart
Total Firm's assets value

ROE Net Income/ Shareholder's Setsmart
Equity

ROA Net Income/Average Total Setsmart

Independent variable: ERM METHOD

ERM Scoring +/-
ERM Clustering +/-
ERM PCA +/-
ERMPLS TOBINQ +/-
ERMPLS ROE +/-
ERMPLS ROA +/-
ERMPLS ALL +/-

Assets

the proposed ordinal ERM
score

the proposed clustering ERM
score

the proposed PCA ERM
score

the proposed PLS ERM score
based on Tobin's Q as a
predictor

the proposed PLS ERM score
based on ROE as a predictor
the proposed PLS ERM score
based on ROA as a predictor
the proposed PLS ERM score
based on combining Tobin's
Q, ROE, ROA as a predictor
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Control Variables
Firm Size (Size)
Industry Effects
Market Share (IND)

Firm Characteristic:
Leverage (LEVI)

(LEV2)

DIVIDENDS (DIVIDENDS)

REPUT (REPUT)

Growth Opportunity
GROWTH (GROWTH)
Environment Uncertainty
Technology (TECH)

MARKET (MARKET)

INCOME (INCOME)

Economic factor
GPD (ECON)

Log (book value of asset)

Firm’s sales/ Total Sales of
Industry

Long Term Debt/ (Total
Liability + Shareholder
Equity)

Leverage (Total liabilities
divided by the market value
of equity)

One if the company pays a
dividend on that year, and
zero otherwise.

Number of years since
incorporation for firm i

(Sales , - Sales 1)/ Sales .

Coefficient of variation of the
sum of capital expenditures
(5 years)

Coefficient of variation of
sales (5 years)

Coecfficient of variation of net
income before taxes (5 years)

Percentage change of
Domestic Production by
sector

Setsmart

Setsmart

Setsmart

Setsmart

Setsmart

DataStream
(WC18272)

Setsmart

COV (sum of 5
year DataStream
(WC04601))
COV (sum of 5
year DataStream
(WC01001))
COV (sum of 5
year DataStream
(WCo01401)

Bank of Thailand

Note: ERM = Enterprise Risk Management; ROA = Return on Asset; ROE = Return on Equity SIC
= Standard Industrial Classification. This Table provides the definition and the expected sign for
each variable. The accounting data are in thousands of Thai Baht and are lagged data, as the account
in statement of financial position is collected as the end of 2011. For example, total assets are
measured at the end of 2011. The average data is the average of the value on the end of 2011 and the
value end of 2010, while the data in the income statement is measured over the period from the end

of 2010 to the end of 2011.
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7.2.2 Descriptive Statistic Categorised by ERM Scoring

The mean values for the dependent and control variable for each ERM scored
categories is shown in Table 7.2. The relationship between ERM Scoring and firm
value illustrates that firm performance appears to be the highest for ERM category 3.
There are potential outliers in both ERM categories 4 and 5, which lower their
average scores. It was found that control variables have apparently a positive pattern

with ERM rating such as SIZE, IND, INCOME and ECON factors.

Table 7.2 Descriptive statistic categorised by ERM Scoring

ERM Scoring
1 (N=12) 2 (N=11) 3 (N=11) 4 (N=25) 5 (N=28)

Variable Mean SD. Mean SD. Mean SD. Mean SD. Mean SD.
ROA -1.78 1222 7.08 4.63 12.23  9.78 9.81 8.28 9.33 12.57
ROE -8.07 253 6.75 12.22 2894 46.57 13.61 21.19 13.64 23.64
Tobin's Q  0.97 0.30 1.30 0.79 1.56 0.70 1.33 0.51 1.51 0.91
Size 6.36 0.46 6.79 0.59 6.40 0.46 7.12 0.79 7.69 1
IND 0.00 0.01 0.02 0.02 0.00 0.00 0.02 0.04 0.08 0.14
LEVI 1.37 1.95 1.09 0.78 3.9 9.17 2.38 2.72 3.68 4.27
LEV2 1.38 1.89 1.17 0.99 0.88 0.76 1.44 1.37 2.85 391

REPUT 25.58 1541 2945 1356 2445 142 2392  20.14 3143 2524
GROWTH -0.15 0.31 0.09 0.33 0.20 0.41 0.20 0.20 0.10 0.21
TECH 0.75 0.39 0.57 036  0.66 034  0.61 042 051 0.26
MARKET 027 0.19 0.24 0.19 0.27 0.18 0.23 022  0.16 0.09
INCOME  1.76 1.76 0.51 1.68 -0.11 34 1.65 4.2 2.06 5.85
ECON 0.01 0.03 0.01 0.04  0.00 0.04 0.03 0.04 0.04 0.05

Note: ERM = Enterprise Risk Management. This Table provides the mean value for the variables of
all samples in each ERM Scoring category. All variable definition are provided in Table 7.1
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Table 7.3 Sample Pearson's Correlation Coefficients.

(1) (2) (3) (4) (5) (6) (7) (8) 9) (10) (11) (12) (13)  (14) (15)
(1) TobinsQ  1.000
(2) ROE 240°
(3) ROA 4337 767"
) gg(l\)/lRING 0200 0206 275
(5)  Size 0015 0144 0123 504"
6) IND 0083 0082 0014 285" 564"
(7)  LEVI 0053 0068 -361" 0182 261° 0073
8) LEV2 0165 0043 0081 218 0033 0080 -0.010
©9) DIV 0155 0.132 307" 0187 0.8 0.165 -333" -0.070
(10) REPUT  -0.015 0077 -0.052 0067 314" 0147 231" -0.163 0.101
(11) GROWTH 0079 0.180 0.194 241" -0.159 -0.005 0038 0018 -0.003 0.184
(12) TECH 0009 -0.123 -0.121 -0.184 -376" -261° -0.131 0022 -0.152 -0.160 -0.176
(13) MARKET  -0.037 0039 -0.100 -0201 -0.018 -0.105 0.136 -0.041 -210" -0.052 -0.029 371"
(14) INCOME  -0.076 -0.135 -0.152 0082 0090 0.115 0005 -0015 -0008 0056 -0.101 -0.028 -0.146
(15) ECON 0195 0054 -0.055 2710 243" -0.105 271" 0026 -0.162 0.13 -0015 -0025 0.120 0.149 1.000

This Table presents the correlation coefficients for the performance and control variable. (1) - (3) is the performance variable, (4) is ERM Scoring and (5) — (15)
is the control variable. The Pearson correlation coefficients are above the diagonal and the Spearman rank correlation coefficients are below the diagonal.
Significant coefficients at the 1%, 5% and 10% levels are noted by ***, ** and *, respectively.
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Table 7.3 shows the Pearson correlation coefficient. There are high correlations
amongst control variable that could affect the significant level in many cases,
indicating multi-co-linearity. The use of stepwise regression helped to determine the
most parsimonious model amongst the variables. It also helps to control multi-co-
linearity in the estimation of the model. Variance Inflation factors (VIFS)' were also

explored, to examine the level of multicolinearity.

7.2.3 ERM and Firm Performance — Stepwise Regression

While prior studies used linear regression to calculate the value of ERM implement
(e.g. Beasley et al., 2008, Gordon et al., 2009, Grace et al., 2015, McShane et al.,
2011), such as the logit and matched sample model (e.g. Pagach and Warr, 2010) or
maximum likelihood model (e.g. Hoyt and Liebenberg, 2011), this study primarily
relies on linear stepwise regression analysis. Stepwise regression is an automatic
procedure to select the ‘good’ subset of the predictor model (Hengl et al., 2004).
Given the potential for multi-co-linearity between ERM Scoring and control
variables the stepwise regression would seem most appropriate for selecting the
variables within the model. Only statistically significant variable will be present in

the final model, based on their level of significance (p-values).

Table 7.4 to Table 7.6 provide summaries of the main results of the relationship
between ERM Scoring and Firm Performance and the following firm performance
respectively: Tobin's Q, ROE and ROA. The ERM Scoring and control variable is as

the following model:

Firm performance = B +B1ERM Scoring + BSIZE + B3IND+ B4LEVI +
BsLEV2 + BeREPUT + B7GROWTH + BsTECH +
BoMARKET + B1oINCOME + B11ECON+ ¢.
Table 7.4 shows that by using stepwise regression, the procedure has automatically
selected significant variables related to Tobin's Q and highlights the relationship
between ERM Scoring and Tobin's Q. Considering the result, ERM Scoring and

" The VIF represents a factors by which the variance of the estimated coefficient is multiple due to
multicollinearity in the model (Gordon el al., 2009). This research therefore follows McShane et al.
(2011). With all the values of VIFS below 2.5 VIP, collinearity is likely to present a problem in the
regression analysis
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LEV2 were selected. ERM Scoring is positive and significantly related to firm value
with p-value of 0.001. The better ERM Scoring reflects better ERM implementation;
hence, better ERM implementation in the firm has a positive relationship with
performance. The control variable that has a significant correlation between ERM
Scoring and Tobin's Q is leverage (LEV?2), it has significant negative effect to the
model with a p-value of 0.00. Overall stepwise regression model has significant (F-
value 8.158, p-value = 0.00) and an adjusted R* of 14.30 percent. The largest VIF is
1.034 for both ERM scoring and LEV2. Tobin's Q regression model is suggested as

the following equation:
Tobin's Q= 1.04 + 0.141ERM Scoring - 0.1LEV2 + .

Table 7.4 ERM and Firm Value — stepwise regression (Tobin's Q)

Dependent Variable = Tobin's Q

Variable Parameter White
Estimate T-Stat. Sig
Intercept 1.04 7.21 0.00
LEV2 -0.1 -3.4462 0.0009
ERM Scoring 0.141 2.6204 0.0104
N 87
Adj R2 14.30%
F- Value 8.158
Model Significant 0.001

In Table 7.5, ROE is the performance variable. The result shows that there is a
significant relationship between the four variables, ERM Scoring, GROWTH, LEV1
and LEV2, and ROE (p-values are .046, 0.00, 0.00 and 0.00, respectively). The
ROE's regression model has an adjusted R” of 51.60 percent and the largest VIF is
1.334 for GROWTH. Therefore, there is no sign of having multicollinearity. Hence,

the model for ROE is given in the following equation:

ROE =0.138 +3.101 ERM Scoring + 2.96LEVI - 6.143LEV2 + 33.454GROWTH + «.

212



Table 7.5 ERM and Firm Value — stepwise regression (ROE)

Dependent Variable = ROE

Variable Parameter White

Estimate T-Stat. Sig

Intercept 0.138 0.025 .980

GROWTH 33.454 3.899 .000

LEVI 2.960 4.490 .000

LEV2 -6.143 -6.041  .000

ERM Scoring 3.101 2.024 .046

N 87

Adj R2 51.60%

F- Value 23.933

Model Significant 0.000

In Table 7.6, ROA is the performance variable. ERM Scoring has positive and
significant at p-value of .001, indicating that better ERM implementation has a
relationship with firm performance for listed companies. The control variables:
LEV2, LEVI and GROWTH are found to be significantly associated with ROA (their
p-values are .005, .041 and .003, respectively). The overall regression model has
significance and an adjusted R” of 31.70 percent and the largest VIF is 1.979 for

LEV1 variable; therefore, there is no sign of having multicollinearity.
ROA =2.327 + 2.433ERM Scoring - 0.647LEVI -1.388LEV?2
+ 12.206GROWTH + ¢

In summary, these results demonstrate that certain different measures of performance
— Tobin's Q, ROE and ROA — are positively associated with ERM Scoring. Good
implementation of ERM is associated with a higher firm value. When control
variables are taken into account, LEV2 was negative and significant to all the various
performance measurement in the regression models, which is consistent with Hoyt
and Liebenberg (2011) and Beasley et al. (2008), who also find leverage is
negatively associated with firm value as a higher default risk. GROWTH and LEV]
are significant on accounting measurements regarding ROA and ROE, but are not

included in Tobin's Q as the financial market criteria measurement.
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Table 7.6 ERM and Firm Value — stepwise regression (ROA)
Dependent Variable = ROA

Variable Parameter White
Estimate T-Stat. Sig
Intercept 2.327 0.883 0.38
LEV2 -1.388 -2.887  0.005
ERM scoring 2.433 3.358  0.001
GROWTH 12.206 3.01 0.003
LEVI -0.647 0.041 0.041
N 87
Adj R2 31.70%
F-Value 10.962
Model Significant 0.000

7.2.4 Additional Analysis of ERM and Firm Performance

Most of the previous research on ERM and Firm Performance studied only the
financial sector, as there is limited ERM research on the non-financial sector (e.g.
Quon et al., 2012, Gordon et al., 2009). Since the financial crisis, Standard and
Poor's has included a review of ERM in non-financial companies in their rating
analysis. Currently, there is a growing interest of ERM thorough all publicly listed
companies, not only in the financial sector, but also in the non-financial sector. From
the result of ERM Scoring in Chapter 6, it can be found that there is not much
variation of ERM practice in financial sector, according to regulatory compliance.
All the companies in the financial sector in the sample had an ERM Scoring that
ranged from a 4 standard score to a 5 effective practice. Therefore, when this
research attempted to study the relationship between ERM and firm performance, the
group of listed financial sector companies might have been affected the results. In
this study, 71 companies come from the non-financial sector. Using this group they
are separately modelled to find the relationship of ERM and firm performance
regarding Tobin's Q, ROE and ROA. The results of ERM and firm performance in
the non-financial sector can be presented in Table 7.7. Model 2 comparisons to all

listed companies result in model 1.
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Table 7.7 ERM and firm performance — additional analysis

Dependent Variable
Model 1 Model 2 Model 3
Variable (ALL samples) (Non-Financial ) (Adj LEV2)
Parameter White Parameter White Parameter White
Estimate T-Stat. Sig Estimate T-Stat. Sig Estimate T-Stat. Sig
Panel A: Tobin's Q is the performance Measure (Tobin's Q)
Intercept 1.04 7.21 .000 1.18 5.12 .000 206 1.040 301
LEV2 -0.1 -3.4462 .001 -0.208 -2.978 .004
ERM Scoring 0.141 2.6204 .010 0.140 2.391 .020 .107 2.482 .015
LEVI .036 2.239 .028
LEV2exp 1.569 7.134 .000
Adj R2 14.30% 17.60% 39.40%
F-Value 8.158 8.604 19.639
Model Significant 0.001*** 0.000*** 0.000***
Panel B: ROE is the performance Measure (ROE)
Intercept 0.138 .025 .980 15.367 5.033 .000 -18.70 -3.950 .000
GROWTH 33.454 3.899 .000 36.644 4.248 .000 50.181 6.102 .000
LEVI 2.960 4.490 .000 3.290 4.570 .000 2216 3.673 .000
LEV2 -6.143 -6.041 .000 -12.133 -6.005 .000
ERM Scoring 3.101 2.024 .046 0.56 0.706 482
LEV2exp 43.873 5.751 .000
Adj R2 51.60% 58.20% 50.30%
F-Value 23.933 33.902 30.007
Model Significant 0.000%** 0.000%%** 0.000%**
Panel C: ROA is the performance Measure (ROA)
Intercept 2.327 0.883 .380 4.094 1.285 203 -5.836 -1.962 .053
LEV2 -1.388 -2.887 .005 -3.545 -3.688 .000
ERM Scoring 2433 3.358 .001 2.392 2.895 .005 1.946 2.957 .004
GROWTH 12.206 3.01 .003 8.995 2.350 .022 15.925 4.410 .000
LEVI -0.647 0.041 .041 -0.609 -2.328 .022
LEV2exp 15.908 4.825 .000
Adj R2 31.70% 31.50% 41.40%
F-Value 10.962 11.904 16.168
Model Significant 0.000%** 0.000*** 0.000***
N 87 71 87
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Table 7.7, Panel A, Model 2, shows the results of the ERM and Tobin's Q model in
the non-financial sector. The results show that ERM Scoring with LEV2 are
positively significant with Tobin's Q. The result of all the listed companies in the
sample is similar, with an adjusted R? increase to 17.60 percent. Panel B shows the
results of the non-financial sector, where ROE is the performance measure. LEV ],
LEV2 and GORWTH are significant variables here with an adjusted R* of 58.20
percent. ERM Scoring is not included in this model. For the ROA regression model
in the non-financial sector, ERM Scoring with LEV2 and GORWTH are significant,
with ROA having an adjusted R? 31.50 percent. Overall, the result is in line with all
listed companies in the sample, except in case of where ROE is the performance

measure.

Moreover, it was found that the relationship between LEV?2 and firm performance is
similar to an exponential curve. Therefore, to cope with this LEV2exp variable,
exponential (-LEV2) was added. In Table 7.7, the stepwise regression model 3, LEV2
was transformed to LEV2exp variable to ensure that the most appropriate value was
used. In Panel A, Model 3, ERM Scoring was chosen and had positive significance
with Tobin's Q. LEV2exp and LEVI have positive significance in the model. Overall,
the model is significant with a considerably higher adjusted R* to 39.40 percent,
which is an improvement of explanatory power, compared to using LEV as a control

variable.

In Panel B, ROE result, Model 3, after including LEV2exp as a control variable, ERM
Scoring, LEV2exp, LEVI and GROWTH have positive significance in the model,
with an adjusted R* slightly decreased to 50.30 percent, compared to the LEV
variable model (adjusted R? 0f 51.60 percent). Furthermore, in Panel C, ROA model,
when LEV2 was adjusted to LEV2exp variable, it can be found that all significant
variables were not changed. The overall model is significant with a higher adjusted
R? of 41.40 percent. In summary, when LEV?2 is transformed to LEV2exp there is a
higher adjusted R* for both Tobin's Q and ROA regression models.
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7.3 Comparison across ERM Methods

Table 7.8 presents the comparative results of predictive models from the ERM
methods. To assess the predictive power of ERM methods, adjusted R-square is
initially used to test the goodness of fit. Then AIC is used as a criterion instrument
for selecting the best predictive statistical model among ERM methods. Table 7.9
shows the result of an AIC comparison of the quality of methods. The selected model
is the one that is the most appropriate balance between the statistical goodness of fit
and the number of parameters between alternative models. If the number of
parameters increase, the value of the AIC index will also be higher. The smallest
value of the AIC index shows the best economical model, with adequate degree of fit

and the fewest parameters.

In Table 7.8, Panel A, shows Tobin's Q regression model, ERM method and other
control variables that were used as independent variables. The all ERM methods
model is significant related to Tobin's Q. In Table 7.9, the ERM PLS model is
significant with the highest adjusted R* to 59.30% and p-value 0.00. Similarly, by
using the ERM PLS ALL variable, based on the combined performance method of
PLS in the regression model, the model is significant with a higher adjusted R
15.80% and p-value of 0.00, compared to the model using ERM Scoring (adjusted R
14.30% and p-value 0.00), ERM Clustering (adjusted R* 10.90% with p-value 0.05)
or ERM PCA (adjusted R? 13.00% and p-value 0.01). When it comes to which ERM
method is the best predictive model of Tobin's Q, then it is clear the lower value of
the AIC index is the best predictive model. The AIC index on Tobin's Q, which
arranged in order, from the lowest value to highest value, as ERM PLS, ERM
Scoring, ERM Clustering, ERMPLS ALL and ERM PCA. ERM PLS, presents the
lowest value of AIC index, which showed the best balance of parameters and
goodness of fit. The simple ERM Scoring method has the second lowest AIC among

all ERM measurement methods.

In Table 7.8, Panel B shows the results of the ROE regression model. Using ROE as
a dependent variable with similar control variable, all ERM methods regression

models, except for ERM Clustering model, are significant related to ROE. In Table
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7.9, the ERM PLS model shows the best model fit among the four models with the
highest adjusted R* 58.70% and p-value 0.00, compared to the model using ERM
Scoring (adjusted R* 51.60% and p-value 0.00), ERM Clustering (adjusted R’
49.80% and p-value 0.00), ERM PLS ALL (adjusted R* 33.90% and p-value 0.00)
and ERM PCA (adjusted R* 32.90% and p-value 0.02). When the quality of the
models measurement is considered, using the AIC index, ERM Scoring seems to
have the lowest value of the AIC index. The AIC index, from lowest value to highest
value correspondingly, is presented as follow: ERM Scoring, ERM Clustering, ERM
PLS, ERM PLS ALL and ERM PCA. ERM Scoring, which is a simple equally weight
measurement, represents the best variable predictor amongst the four scoring

methods, over PLS, clustering and the PCA method.

In Table 7.8, Panel C, all ERM methods of regression models are significant with
ROA in the ROA regression model. The predictive quality of the ROA model is
shown in Table 7.9, and the ERM PLS model has the highest goodness of fit with
adjusted R* 46.10% and p-value 0.00. ERM PLS ALL has the second highest
percentage of adjusted R* 41.10% compared to ERM PCA (adjusted R* 38.90% and
p-value 0.00), ERM Scoring (adjusted R* 34.60% and p-value 0.00) and ERM
Clustering (adjusted R* 29.30% and p-value 0.05). However, when balancing the
number of parameters and goodness of fit of each model in the AIC index, ERM
Scoring has the lowest value of AIC, capturing the best quality of the predictive
model. The quantity predictive model, when using ROA as the predictor, has an
order similar to the ROE range from ERM Scoring, ERM Clustering, ERM PLS,
ERM PLS ALL to ERM PCA, respectively.

Table 7.8 also presents the coefficients of stepwise regression, predicting the firm
performance measures Tobin's Q, ROE and ROA — by using the ERM method and
control variables. Given the single sample results, a 10-fold cross-validation has been
employed to explore reliability (e.g. Akkog, 2012, Finlay, 2010, Kim and Sohn,
2004). Amongst all of the ERM measures, the mean of the coefficient standard error
of 10-fold cross-validation ranged from 0.00 to 2.90. The highest values for the
standard error were for ROE, except in the case of ERM Scoring, which had the

smallest value by some margin. ERM Clustering was also not significant for ROE.
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Although, ERM Scoring is a simple procedure for measuring ERM, when it is used to
compare various scoring methods, ERM Scoring performs well compared to other
ERM measurement methods. It has the lowest AIC in both the ROE and ROA
models and also represents the second lowest AIC in Tobin's Q model. The PLS
model shows the highest goodness of fit amongst these three firm performance
measurements because the ERM PLS method takes into account both the ERM
variable and a firm performance (dependent variable). Meanwhile, other ERM
method have been constructed, based on ERM variables. Therefore, it is no surprise
that ERM PLS has the highest goodness of fit, but when the AIC index is considered,
ERM PLS only gain the most powerful predictive in the case of TOBIN'S Q, and
prove less predictive than the simple ERM Scoring method in some cases of ROA
and ROE. Meanwhile, ERM PCA has the least predictive ability (the highest AIC)
amongst four models, according to dimension reduction of the PCA that only
captures the amount of the total variance in the main components. Overall, it can be
concluded that the ERM Scoring method performs well in comparison with others on
the basis of the relationship with company performance, when taking into accounting

control variables.
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Table 7.8 Comparison of ERM methods and firm performance — stepwise regression

Dependent Variable
ERM Scoring ERM Clustering ERM PCA ERM PLS ERM PLS ALL
Variable Separated Performance Combined Performance
Parameter 10fold Parameter  10fold Parameter  10fold Parameter  10fold Parameter  10fold
Estimate SE. Sig Estimate SE. Sig Estimate SE. Sig Estimate SE. Sig Estimate SE. Sig

Panel A: Tobin's Q is the performance measure (Tobin's Q)
Intercept 1.04 0.01  0.00 1.13 0.07  0.00 1.48 0.01  0.00 1.05 0.01  0.00 1.11 0.02  0.00
LEV2 -0.10 0.00  0.00 -0.09 0.00  0.00 0.09 0.00  0.00 - - - -0.95 0.00  0.00
ECON - - - - - - - - - -2.66 036 0.01 - - -
ERM measure 0.14 0.01  0.01 0.14 0.01  0.05 0.79 0.02  0.00 0.49 0.03  0.00
ERM PCA 0.19 0.01  0.01
ERM PCAS 0.20 0.01  0.01
Panel B: ROE is the performance measure (ROE)
Intercept 0.14 1.95 0.98 10.13 2.17  0.00 9.23 631 0.01 -10.10 495 0.01 -4.71 5.86  0.46
GROWTH 33.45 1.34  0.00 37.31 1.40  0.00 55.59 277  0.00 33.40 1.06  0.00 54.12 2.51  0.00
LEVI 2.96 0.32  0.00 2.89 0.32  0.00 - - - - - - - - -
LEV2 -6.14 0.25  0.00 -5.74 0.27  0.00 -3.58 0.53  0.00 -2.98 0.37  0.00 -3.51 0.49  0.00
ERM measure 3.10 0.62  0.05 55.72 290  0.00 18.10 1.86  0.01
ERM PCA 7.20 1.12  0.02
Panel C: ROA is the performance measure (ROA)
Intercept 2.33 027 0.38 2.18 052 045 9.20 0.57  0.00 2.33 072 021 1.78 0.17 045
LEV2 -1.39 0.10  0.01 -1.72 0.10  0.00 - - - - - - - - -
GROWTH 12.21 0.08  0.00 7.82 1.32  0.03 19.42 0.88  0.00 15.16 227  0.00 17.86 1.86  0.00
LEVI -0.65 0.09 0.04 - - - -1.69 0.14  0.00 -1.25 0.21  0.00 -1.61 0.18  0.00
ERM measure 243 1.60  0.00 2.85 0.14  0.00 13.51 091  0.00 9.71 0.25  0.00
ERM PCA 3.83 0.20  0.00
ERM PCAS 2.57 044  0.03
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Table 7.9 Quality of models measurement — The Akaike Information Criterion (AIC)

ERM Scoring ERM Clustering ERM PCA ERMPLS ERM PLS ALL
Separated Performance Combined Performance

Adj R?
TOBIN Q 14.30% (0.87%) 10.90% (0.94%) 13.00% (0.67%) 59.30%*(0.67%) 15.80% (0.92%)
ROE 51.60% (2.24%) 49.80% (2.12%) 32.90% (3.04%) 58.70%%* (0.90%) 33.90% (2.56%)
ROA 34.60% (1.33%) 29.30% (1.19%) 38.90% (1.38%) 46.10%* (1.79%) 41.10% (1.39%)
*the maximum adjusted R? in each row
Model Sig
TOBIN Q 0.00 0.05 0.01 0.00 0.00
ROE 0.00 0.00 0.02 0.00 0.00
ROA 0.00 0.00 0.00 0.00 0.00
AIC
TOBIN Q 178.127 181.108 186.103 116.235* 183.12
ROE 764.548* 766.788 1088.022 831.636 874.816
ROA 631.276* 637.065 690.96 679.396 687.65

* the minimum AIC value in each row
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7.4 Results on the Determinants of ERM Implementation

7.4.1 Description of Variables Measures

To explore the influence of ERM determinant, the ordinal logistic regression model

is used in the analysis. The empirical model is as follows:

ERM Scoring =f (SIZE, LEV, REPUT, GROWTH, TECH, MARKET,
INCOME and ECON,),

where the ERM Scoring variable is now the regressand. The definition and expected

signs are shown in Table 7.10.

7.4.2 Univariate Statistics Categorised by ERM Scoring

Table 7.11 shows univariate statistics on the variable used in the regression model,
which includes the mean value and standard deviation of each ERM Scoring
category. Sixty-one percent of the sample (N=53) are categorised in the ERM
standard and ERM effective level (ERM score 4 and 5), while 39 percent (N=34) of
listed companies in the sample are at a traditional risk management level to start
implementing the ERM program level (ERM score 1 to 3). Most of the determinants
in ERM score 5 (effective ERM level) have the highest mean in firm size, leverage,
reputation and economic factor. There is the same pattern in the ERM score of 1 (no
or weak risk management level), which has the highest mean in sale uncertainty and

technology uncertainty, as predicted.

Table 7.12 shows the Pearson correlation coefficient. The signs of the correlation of
the determinant ERM variables are as expected. There is no correlation above 0.5
amongst the independent variables. Co-linearity is therefore unlikely to be a problem

in the regression analysis.
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Table 7.10 Variable measures: Determinant of ERM

Variable Name Ex;)iegclfed Definition Data source

ERM implement stage (ERM Scoring) The proposed ERM Survey Collection
score for each company

Firm Size (Size) + Log (book value of Setsmart Database®
asset)

Leverage (LEV) + Leverage (total Setsmart Database
liabilities divided by the
market value of equity)

REPUTATION (REPUT) + Number of years since DataStream
incorporation for firmi  (WC18272)

GROWTH (GROWTH) + (Sales ( - Sales 1)/ Sales  Setsmart Database
t-1

Technology Change (TECH) + Coefficient of variation =~ COV (sum of 5
of the sum of capital year DataStream
Expenditures (5 years) (WC04601))

Market Uncertainty (MARKET) - Coefficient of variation =~ COV (sum of 5
of sales (5 years) year DataStream

(WC01001))

Earning Volatility (INCOME) - Coefficient of variation =~ COV (sum of 5
of net income before year DataStream
taxes (5 years) (WC01401)

GPD (ECON) + Percentage change of Bank of Thailand
Domestic Production by
sector

Additional Variable

BIG4 (BIG4) + The presence of a Big Annual Report
Four auditor

Institute Ownership (INSTITUTE) + The percentage of the Setsmart Database

firm’s stock
held by institutional
investors

Note: ERM = Enterprise Risk Management. This Table provides the definition and expected sign for

each variable.

¥ SETSMART Extranet is an information database system developed by the Stock Exchange of
Thailand. The service is a comprehensive source of information that integrates real-time information,
historical trading prices and indices, listed companies information and news, and key statistical

information.
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Table 7.11 Univariate statistics categorised by ERM Scoring: Determinant of ERM

ERM Scoring
1 (N=12) 2 (N=11) 3 (N=11) 4 (N=25) 5 (N=28)

Variable MEAN SD. MEAN SD. MEAN SD. MEAN SD. MEAN SD.

Size 636 0.46 6.79  0.59 6.4 0.46 7.12  0.79 7.69 1
LEV 1.38  1.89 1.17  0.99 0.88 0.76 144 137 2.85 391
REPUT 25.58 1541 2945 1356 2445 142 2392 20.14 3143 2524
GROWTH -0.15  0.31 0.09 0.33 02 041 0.2 0.2 0.1 021
TECH 0.75 0.39 0.57 0.36 0.66 0.34 0.61 042 0.51 0.26
MARKET 0.27  0.19 024 0.19 0.27 0.18 023 0.22 0.16  0.09
INCOME .76 1.76 0.51 1.68 -0.11 34 1.65 4.2 2.06 5.85
ECON 0.01 0.03 0.01 0.04 0 0.04 0.03 0.04 0.04 0.05

Note: This Table provides the mean value for the variable for all samples in each ERM Scoring
category. All variable definition are provided in Table 7.10.

Table 7.12 Pearson Correlation Coefficients Correlations: Determinant of ERM

(M @ 3 G) ®) (6) ™ ® O
ERM
(1)  Scoring 1.000
() Size 504"
(3) LEV 218" 0.033
(4) REPUT 0.067 314" -0.163
(5) GROWTH 241" -0.159 0.018 0.184
(6) TECH -0.184 -376"  0.022 -0.160 -0.176
(7) MARKET ~ -0201 -0.018 -0.041 -0.052 -0.029 371"
(8) INCOME ~ 0.082 0.090 -0.015 0.056 -0.101 -0.028 -0.146
(9) ECON 271 2437 0.026 0.113 -0.015 -0.025 0.120 0.149 1.000

The Pearson correlation coefficients are above the diagonal and the Spearman rank correlation

coefficients are below the diagonal. Significant coefficients at the 1%, 5% and 10% levels are noted
by *** ** and *, respectively.
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7.4.3 The Determinant of ERM — Ordinal Regression

Table 7.13 shows the regression results. ERM determinant variables in the model are
significantly related to the different levels of ERM Scoring with model Chi-square =
42.26 and p-value of 0.00 with a Pseudo R-square of 40.4%. It would appear that

several variables are related to ERM implementation.

The higher level of ERM Scoring is positively related to firm size (SIZE) with p-
value of 0.000, so larger firms are associated with better ERM implementation. This
finding possibly suggests that larger firm tend to implement ERM because they have
the resources and willingness to organise appropriately their risk management
system. This result corresponds with Hoyt and Liebenberg (2011) and Pagach and
Warr (2011). Moreover, it can be found that economic factors (ECON) are also
associated with the extent of ERM implementation with p-value 0.032. Firms that
operated in sectors with high GDP are more likely to develop better ERM
implementation. The variance of sales represents market uncertainty and companies
with less variance should have a more effective ERM implementation. There are
significant negative relationship between market uncertainty (MARKET) and the
level of effective risk management system with p-value 0.006. From the study, it can
be concluded that firm size (SIZE), economic factor (ECON) and market uncertainty
(MARKET) are the three most influential factors in the ERM stage of adoption.

Moreover, this study also considers the impact of other variables that might influence
the determinants of ERM. Additional variables were explored to find the determinant
of ERM implement level, and the effect of institute ownership (INSTITUTE OWN)
is used as the first additional factor. This factor was found positively significant in
the studies of Hoyt and Liebenberg (2011) and Pagach and Warr (2011), but not
influential in the studies of Golshan and Rasid (2012) and Razali et al. (2011). These
results are based on proxy of the ERM measurement method. Moreover, the studies
of Beasley et al. (2005) use the proxy of the presence of the Big Four auditors (B/IG4)
as a reputation variable; therefore, the BIG4 variable is added to the regression

model. None of these variables are significant.
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Table 7.13 Ordinal logistic regression results: Determinant of ERM

Variable Exp.ected Coefficient Std.  Wald's p-
Sign Error test Value
Threshold fﬁg”COR[NG N 7.331 2.157 11.550 .001%**
=2.00 8.331 2.183 14.569  .000***
=3.00 9.137 2.213 17.046  .000***
=4.00 10.874 2.304 22.274  .000***
Variable Size + 1.422 316 20.202  .000***
LEV + -.003 119 .001 979
REPUT + -.009 .011 758 384
GROWTH + .960 734 1.709 191
TECH + .887 672 1.741 187
MARKET - -3.696 1.354 7.451  .006***
INCOME - -.008 .060 018 .894
ECON + 10.175 4,738 4.611 .032%*
N 87
Pseudo R square 40.4%
Sig 0.00

Note: Significant coefficients at the 1%, 5% and 10% levels are noted by ***, ** and *, respectively.

7.5 Conclusion

The goal of the ERM is to help improve firm performance by effectively managing
their related risks. Furthermore, credit rating agencies employ the ERM system as a
factor in the company rating for both financial and non-financial firms. Since the
financial crisis, many firms attempted to develop their ERM system hoping that it
would serve as a business protocol that would ensure their survival in an increasingly
volatile business world. Does ERM enhance value? If it does, what are the
determinants of the success of ERM implementation? These two questions are the

challenges tackled in this Chapter.

Although, previous research has attempted to study the impact and relationship of
ERM and firm performance, the results are still inconclusive. One of the main
limitations facing researchers is the inability to identify a firm’s engagement with

ERM. Moreover, most ERM and firm performance studies involve companies in the
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insurance sector. The difficulty has been that there appears to be a lack of an ERM

Score to measure the effectiveness of ERM implementation for companies.

Using the proposed reliable ERM Scoring method developed in a previous chapter,
it is possible to use it as a measure of ERM implementation to explore the

relationship between ERM implementation level and firm performance.

By using the control variables mentioned in the previous literature and employing
stepwise regression, it is possible to establish the relationship between ERM
implementation and firm performances. The empirical results show that a better-
implemented ERM program has a positive relation with firm value. The higher ERM
Scoring is statistically significantly positive, correlated with better contemporaneous
in both market valuation (Tobin's Q) and accounting valuation (ROE and ROA). In
addition, the lower amount of leverage is also significantly positive to ERM with all
performance measurement. Hence, it reduces the difficulty in paying off its financial
obligations, such as financial default. Sales growth also has a statistically positive
relationship with ERM and return on equity or return on asset, owing to it creating

opportunities for investments.

Linear stepwise regression analyses of the relationship of ERM and firm
performance, which take into accounting control variables, is used to compare the
models across ERM methods. The proposed ERM Scoring method is compared to
three potential alternatives approaches: Clustering approach, PCA procedure and
PLS analysis. This comparison is made by examining the predicted behaviour of firm
performance, along with the control variables. The ERM Scoring method performs
well in comparison with others. Therefore, the ERM Scoring method that is proposed

in the study is appropriately represented as a measure of ERM implementation.

Using the proposed ERM Scoring as a measure of effective implementation, it has
been possible to explore the determinants of effective ERM implementation. The
results confirmed that a firm’s size, market uncertainty and the gross domestic
product by sector seem to determine how successful ERM implementation is. The

larger the firm size and the higher the GPD is by sector, significantly increases the
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success of ERM implementation. In addition, companies with less sales variance

have a more effective ERM implementation than those with more sales variance.

The above findings have important implication for researchers, policy makers and
cooperate boards. A reliable measure of ERM implementation has been constructed
and proposed in this study. It can be used to study the relationship of ERM and firm
performance and also to determine the factors that influence successful
implementation of ERM. This study has shown that ERM implementation does have
a positive effect on firm performance, and ERM implementation is beneficial for
listed companies, not only those in the financial sector but also in the non-financial

sector.
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Chapter Eight

Conclusion

This Chapter summaries the research findings and discusses the limitations, as well
as proposing possible directions for further research. The Chapter begins by
summarising the main research objectives. Following the objective of research, key
research findings are presented. Finally, limitations in this study are pointed out and

directions for future research are suggested in the final part.

8.1 Objectives of Research

Enterprise Risk Management (ERM) may be an effective tool to manage risk within
a business that enables the business to achieve their company's objectives. Recent
world crises have put management of risk as a top priority for most firms. ERM may
be an effective way to achieve this goal. Regulators and financial consultants also
support ERM initiation and implementation and believe it should be beneficial for
most companies. The goal of the ERM is to help and improve a firm’s performance

by effectively managing their related risks.

Furthermore, credit rating agencies assess risk by using ERM as a standard factor
when rating a company for both financial and non-financial firms. More than half of
listed companies worldwide, however, are still in the process of implementing ERM.
Thus far, the studies on ERM effectiveness can still be regard as inconclusive in
enhancing firm performance. Hence, this inconclusiveness may not convince a firm
whether ERM adoption can benefit its value creation. In addition, the effectiveness
of ERM implementation can be limited by a lack of understanding about the factors
that influence the success of ERM within organisations. The main problem with
ERM implementation is the lack of a unified definition of what an ERM framework
is, as well as inconsistency about the description of it and limitations in effectively
measuring ERM implementation levels. These problems have led to conclusions by
many researchers that previous ERM studies were of insufficient quality to present

adequate results, and therefore have made it difficult to conduct empirical research
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on the subject (Mikes and Kaplan, 2013, Kraus and Lehner, 2012, Nielson et al.,

2005). Therefore, the aim of this research was to address the following objectives:

1. To review various ERM definitions and frameworks and to develop an
understanding of key features of ERM implementation within listed

companies.

2. To develop possible approaches to measuring ERM implementation and

evaluate their predictive accuracy.

3. To explore current stage of ERM implementation in Thailand’s Listed

Companies.

4. To examine whether the implementation of ERM increases financial

performance.

5. To examine which characteristics of a firm influence successful ERM

implementation.

8.2 Proposed ERM definition and the components of effective ERM adoption

An extensive review of literature on past ERM frameworks was investigated. The
lack of a consistent and unified definition of ERM has led to a problematic situation
for both the practitioner and researchers. There are various frameworks that have
been specified by international organisations, such as the COSO (2004), CAS (2003),
ISO 31000 (2009) and Standard & Poor ERM (2005 and 2013). Therefore, a unified
ERM definition and its components are proposed in this study by reviewing previous

literatures. The proposed ERM definition is:

“An integrated framework or the process of managing the interdependencies between
the company-wide risk; by which the company needs to create a well-organised risk
governance and culture. This includes identifying, measuring, managing and
disclosing all key risks by supporting employees across all levels of the firm through
effective information, communication and staff training in order to increase business

performance, organisational effectiveness and value to stakeholders.”
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In addition, a set of key ERM components was derived from current ERM
frameworks. The 40 components can be divided into 6 categories: 1) fundamental
ERM; 2) the existence of ERM evidence; 3) the risk management structure and
architecture; 4) risk management policy and risk appetite; 5) responsibilities and
accountability; 6) the risk management process, including identifying and managing
risk; communication; training and knowledge development; technology and
monitoring. These components can lead to best practice in ERM. Therefore, the

finding in this section achieved the first research objective.

8.3 Developing a possible approach for a method of ERM measurement and

predictive accuracy

This study proposes an ERM scoring approach to measure ERM implementation by
assessing the component elements of ERM directly. This has distinct advantages
over previous approaches, which have used either proxies or accounting
methodologies. To demonstrate its viability, data was collected from publicly listed
firms in Thailand and used to test the ERM scoring approach by comparing it with
three different approaches: cluster analysis, principal components analysis (PCA)
and partial least square analysis (PLS). The proposed method did well compared to
the alternatives, both statistically and in its prediction performance. Hence, a reliable
measure of ERM implementation was obtained that can be used for more robust
studies of ERM. Therefore, the finding in this section achieved the second research

objective.

8.4 The current stage of ERM practice in Thailand

This study of ERM practices in Thailand — one of the important countries in the
emerging market — is timely given the increasing expectation that is being placed on
effective risk management system from the market in South East Asia. The formation
of AEC gives rise to highlighting of performance of companies within ASEAN. In
Thailand, there is no regulation that obliges listed companies to implement the risk
management process. Since 2004, Securities and Exchange Commission Thailand
has only suggested that Thai publicly Listed Companies in the Stock Exchange of
Thailand should follow COSO ERM guidance. The key objective of this study was to
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identify the current stage of corporate risk management and the next practical step in

creating effective ERM within enterprises in Thailand.

Based on the sample, the better the ERM score, the more components associated with
ERM practice are implemented. The results found that all of the companies in the
sample realise the benefits of risk management, but those with a better ERM score
saw risk management as value creation, more than those companies with a lower
ERM score. In addition, any discussion about risk management through a strategic
planning process should be set up on a quarterly basis and involve the risk
management committee, top management and management committee, as many high
scoring ERM companies currently do. Moreover, the risk management structure,
which was based on the results of companies from the higher ERM score in order to
gain an efficient risk management structure, suggested that a risk management
department or unit should be established and directly report to the risk management
committee. This not only should directly reports to the Board of Directors, but also
reports risk-related information to the CEO. The Board of Directors has still the most

important role in ERM implementation.

When considering the existence of risk management evidence, most companies with
an ERM score of 5 prepared and reviewed most of the suggested risk management
documents, including their risk management policy, risk register, risk management
framework, risk tolerances, business continuity plan, especially in crisis
management, risk appetite and self-control assessment. After the preparation of these
ERM documents, the reviewing process is also important in order to achieve

effective ERM implementation.

To achieve a better ERM score, it is suggested that the risk management process is

improved as follow:

1. Risk management should be embedded into the business process as a corporate

culture.
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2. Besides the type of risks recommended by COSO ERM (2004), operation risk,
financial risk, compliance risk and strategic risk, reputation risk should also be

considered.

3. Risk management training should be expanded throughout the company to
increase employees’ knowledge about the subject, not only for director and

management level, but also for all staff.

4. Techniques, such as early warning indications, benchmarking against policy or
best practice, as well as balanced scorecards and KPI measurement, should be

established for the effective monitoring of the risk management system.

Therefore, the finding in this section achieved the third research objective.

8.5 Examining ERM and Firm Performance

The aim of this research is to find out whether ERM implementation impacts on a
firm’s performance. Past studies have shown there is no consensus on whether ERM
does increase firm performance, as has been advocated by regulators, business
advisors and others. So the issue still exists as to whether ERM implementation has
been adequately assessed. A reliable ERM scoring system is proposed and then
compared to firm performance by using a sample of firms from publicly listed firms
in Thailand. The relationship between the proposed measure and firm performance is
then considered by taking account of appropriate of control variables. It was found
that implementing ERM can improve firm performance in term of Tobin's Q, ROE

and ROA. Therefore, the finding in this section achieved the forth research objective.

8.6 Exploring the influences and determinants of ERM adaptation

Many companies have set up ERM initiatives, but they lack a clear understanding of
the factors that will lead to successful ERM implementation. This study aims to
provide insight into the influential factors that are crucial in ERM implementation.
Ordinal regression models are employed to determine the relationship between the
derived scores and the attributes of the organisations. The empirical results show that

a firm’s size and economic factors have a statistically positive relationship with high
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level of ERM implementation, while lower ERM scores have more revenue volatility
than those that implement ERMs well. Therefore, the finding in this section achieved

the last research objective.

8.7 Limitations and Future Research

Due to the data availability and resources, there are some limitations in this research.

These will be discussed in the following part, as well as suggested future research.

8.7.1 Extending a proposed ERM measurement approach in other economic

regions

Thailand was chosen in order to establish the viability of the approach and to carry
out an empirical study, given the accessibility to the required data. In addition, there
is the need for listed companies in Thailand to provide reassurance about their
management of risk in the current context, with the emergence of the AEC, which is
the development of an economic trading block amongst ASEAN countries. Hence,
the companies listed on the Stock Exchange of Thailand provided an ideal study of
ERM implementation. Therefore, the result of this study can only lead to conclusions
within the context of Thailand, which might constrain the generalisation of the
findings to other countries. Although the sample size of this study is around 20

percent of all Thai List Companies, there are only 87 companies in the sample used.

This study provides an approach that could be employed more generally with studies
of ERM in other economic regions. Future research could extend the work to broader
range of firms. The larger the sample size, the greater the demonstration that the
results are statistically robust. It would be interesting to explore the data from other
countries in order to assess whether there would be differences in the resulting

analyses.

8.7.2 Alternative unequal weights approaches

By synthesising the various guidelines, it has been possible to identify the key
components that are consistent with the ERM implementation. In this study, 40 such

components were identified. Using a simple aggregate score, it is therefore possible
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to derive a scoring methodology that has been shown to be comparable to other

multivariate techniques.

Whilst the proposed method uses equal weights, it would be possible to consider
other weightings. At this stage, however, it would have been arbitrary to use unequal
weights. It would obviously be possible to consider the weightings given by the
alternative multivariate techniques used, but that might have given the proposed

methodology an unfair advantage. This may be investigated in further studies.

8.7.3 Taking into Account Corporate Governance Factors

Corporate governance gained considerable attention and has become mandatory for
Listed Companies in the period after SOX. There is currently significant discussions
about corporate governance and ERM practice around the perceptions of value
creation (Bhimani, 2009). Corporate governance, however, was out of scope of this

thesis, due to funding and time constraints.

It might be a good idea to extend future research to study the relationship between a
proposed ERM measurement method and corporate governance factors in the firm
performance. This would enable the researcher to establish whether there is a

correlation between ERM, corporate governance and value creation.

The topic of ERM is important for businesses and how they achieve success in the
21% century, which calls for more research to further develop this research field.
Based on a reliable ERM scoring method, the author hopes that this thesis has

provided an important study for further research.
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Appendix A:

Appendices

Summary of ERM and Firm Performance Academic Research: Updated from original study of Kraus and Lehner (2012)

Authors

What was examined and

the time period of the study

ERM Proxy

Firm Performance measurement

Finding

1. Proxy Search

Hoyt and
Liebenberg,
2011

Measurement of the extent to which
specific firms have implemented ERM
programs and the value implications of

these programs

Data: 117 publicly traded U.S. insurers
drawn from CRSP/Compustat database
for the period 1998-2005 (SIC Code
6311 and 6399); 687 firm-year

observations for the 8- year period

Proxy search: "Enterprise Risk
Management", "Chief Risk Officer",
"Risk Committee", "Strategic Risk
management", "Consolidated Risk
Management", "Holistic Risk
Management", "Integrated Risk

Management"

Tobin's Q as the market value of equity
plus the book value of liabilities

divided by the book value of assets

Univariate result: value of Tobin's Q is
higher for firms with ERM (approx.
4%); ERM user is larger, less leveraged,
less opaque, has less financial slack,
lower return volatility, higher levels of
institutional ownership and relies less on
reinsurance than the average nonuser;
Results maximum-likelihood treatment
effects model: variables Size, Leverage,
Opacity, Institutions, Reinsurance,
Value Change, Diversification
International and Life are significantly
related to ERM engagement; Insurers
engaged in ERM are valued higher

(approximately 20%) than other insurers
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Nocco and

Stulz, 2006

Examination how enterprise risk
management creates value for share-
holders and the practical issues that arise
in the implementation of enterprise risk

management

Data: Not defined

Not defined

Not defined

ERM creates value at a “macro” or
company-wide level and a “micro” or
business-unit level; macro level: creates
value by quantifying and managing the
risk-return trade-off of the entire firm,
helps the firm maintain access to the
capital markets for implementing its
strategy, reducing non-core risks; micro
level: risk-return trade-off evaluated for
all corporate decisions
(decentralisation), every risk is owned,
risk-based capital allocation and
performance evaluation; optimal level of
risk: trade-off between managing risk
and holding more equity to absorb costs
of financial distress; ERM reduces
probability of financial distress,
managing risk should be less costly than
holding more equity; ERM
implementation: identify all risks (top-
down and bottom-up), measure the risk
exposure, aggregate all individual risks
to a firm-wide risk profile; target
accounting-based ratios as determinants

of ratings; take account of risk
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correlations; equity capital set should
base on a VaR estimate; evaluation of

ERM

Eckles et al.,
2014

Testing the impact of ERM adoption on
firms’ risk taking behaviour by testing
the hypothesis that practicing ERM
reduces firms’ cost of reducing firm risk;
lowers the marginal cost (MC) of
reducing risk, which creates incentives
for profit-maximising firms to reduce
total risk while increasing firm value
Data: 69 publicly-traded insurance
companies in the US drawn from
CRSP/COMPUSTAT database from
1990 to 2008

Proxy search: "Chief Risk Officer",
"Enterprise Risk Management",
"Enterprise Risk Officer", "Strategic
Risk Management", "Integrated Risk
Management", "Holistic Risk
Management", "Consolidated Risk

Management"

Risk reduction & Profit increase;
reduction in firm's total risk measured
by the log of the annualised standard
deviation of daily stock returns (stock
return volatility as proxy for firm risk,
because it is a well-establish measure
for a firm’s total risk); profit increase is
measured by ratio of Return on Asset
(ROA) to firm risk post-ERM adoption
(ratio of ROA over annualised standard
deviation of stock returns)

(Alternative definitions of profits used,
including return on book value of
common equity and return on market

value of common equity)

Firms adopting ERM experience a
reduction in stock return volatility; due
to costs and complexity of ERM
implementation, it is also found that the
reduction in return volatility for ERM-
adopting firms become stronger over
time; operating profits per unit of risk
(ROA/return volatility) increase post
ERM adoption

Beasley et
al., 2008

Examination of equity market reactions
to announcements of senior executive
officers appointments and the impact of
firm-specific characteristics on the
magnitude of equity market response
Data: 120 public listed companies with
CRO announcements from 1992-2003 in

Proxy search: Appointment of a CRO
or equivalent as signal adoption of
ERM,; search string contained
“announced”, “named”, or “appointed”
in conjunction with position
descriptions of “chief risk officer” or

“risk management”

Stock market reaction surrounding the
appointment of a CRO measured by
cumulative abnormal return (event
period as the day of the hiring
announcement plus the following day;
the abnormal return is computed using

a three factor market model estimated

Univariate average two-day market
response is not significant, a general
statement about the benefit or cost of
ERM is not possible; Multivariate
analysis: in general: firms with large
cash reserves are less likely to benefit

from ERM, the extent of growth
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U.S.

over the -255 to -46 day window prior
to the announcement; three factors:
market return proxied by the CRSP
equally weighted index, book-to-

market and size)

opportunities, holdings of intangible
assets, recent earnings volatility and
capital structure have no impact on
value creation, larger firms are more
likely to benefit from ERM; financial-
firms: firms with less cash and more
leverage are more likely to see benefits
from ERM, reduction in beta is
associated with a positive price reaction;
non-financial firms: market returns are
positively associated with the firm’s
prior earnings volatility and size,
negatively associated with the extent of
cash on hand and leverage, no statistical
association between returns and the
firm’s growth, extent of intangible
assets, or change in beta; results
suggest: costs and benefits of ERM are

firm-specific

Pagach and
Warr, 2010

Study of the effect of ERM
implementation on firms' long-term
performance by focusing on how risk,
financial, asset and market characteristics

change around the time of ERM adoption

Proxy search: Hiring announcements
of enterprise-level or chief risk officers
(CRO) as a signal for ERM adoption;
proxies used were “announced”,

“named”, or “appointed”, in

Earnings volatility (standard deviation
of the error term from a regression of
the firm’s quarterly earnings on the
prior quarter’s earnings) and stock

price volatility (standard deviation of

Significant decline in the standard
deviation of stock returns for the CRO
firms; no significant change in the
earnings volatility, no leverage increase,

no size increase due to ERM adoption;
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Data: 106 publicly traded companies
with announcements of senior risk

officer appointments from 1992-2004

conjunction with position descriptions
such as “chief risk officer” or “director
of risk management”; initial sample
search included “title” terms like
Chief, Director, Vice President,
President, Head, Managing Director,

Manager, General Manager

the firm’s daily returns over the year
prior to the hiring of the CRO); lever-
age (total liabilities to assets);
accounting return (return on equity=
net income/book equity); financial
slack (proportion of the firm’s assets
that are cash or cash equivalents);
opacity (ratio of intangibles to total
assets); growth (market-to-book (MB)
ratio and research and development

expense)

results fail to find support for the

proposition that ERM is value creating

Tahir and
Razali, 2011

Estimating the relation between ERM
and firm value in the Malaysian public

listed companies

Data: 528 public listed companies from

Malaysia in 2007

Proxy search: Enterprise Risk
Management, dummy variable 1 =

practice ERM and 0 otherwise

Tobin's Q as the market value of equity
plus the book value of liabilities

divided by the book value of assets

Descriptive statistics: 29.7% are ERM-
user; ERM has no impact on firm value;
Regression results: ERM is positive but

not significant with firm value;
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2. ERM Rating from Standard and Poor's

Lin et al.,

2012

Investigation whether the heterogeneity
in Individual Risk Management practices
(IRM: hedging, insurance, etc) across
firms accounts for their different

propensities toward adopting ERM

(Considering that ERM integrates IRMs).

Analysing the patterns of IRM
adjustments subsequent to ERM
adoption; Examination of influence of
ERM on firm performance in the context

of IRMs

Data: 507 observations for 85 publicly
traded property and casualty (PC; SIC
code 6331) insurers in the U.S. market
during 2002 - 2007

Two variables: Proxy search:
“Enterprise Risk Management”, “Chief
Risk Officer”, “Risk Commit-tee”,
“Strategic Risk Management”,
“Consolidated Risk Management”,
“Holistic Risk Management”, and
“Integrated Risk Management” (as
dummy variable) AND Standard and
Poor’s RM Quality Scale ERM1 =
Weak; ERM2 = Adequate; ERM3 =
Strong; ERM4 = Excellent (Standard
& Poor's, 2006)

Benefits: reinsurance costs (Ratio of
reinsurance ceded to sum of direct
business written and reinsurance
assumed), asset portfolio volatility
(Annualised volatility of assets
estimated from seven asset return series
from 1991Q1 to 2007Q4), cost of
financial risk measured by derivative
usage (Notional amount of all
derivative positions for hedging
purpose held at year end, normalised
by total assets); Tobin's Q (market
value of equity plus the book value of
liabilities divided by the book value of
assets) & return on asset (ROA) (Net
income divided by total assets) &
Underwriting ROA (underwriting

income divided by total assets)

ERM show a strong negative correlation
with firm value with a discount of 5%

(4%) in terms of Tobin's Q (ROA).
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McShane et | Investigation of the relationship between | Standard & Poor’s RM Quality Scale: | Tobin's Q as the market value of equity | Descriptive results: positive
al., 2011 the degree of implementation of ERM five categories, three TRM levels plus the book value of liabilities relationship between ERM rating (even
implementation and firm performance, (‘'weak' = lacks reliable loss control divided by the book value of assets a peak for 'adequate with a positive
using Standard and Poor’s newly systems, 'adequate' = still be managing trend' and 'strong' ERM rating) and firm
available risk management rating risks in silos, 'adequate with a positive value; Multivariate results: results
trend' = still lacks a well-developed indicate a positive relationship between
Data: 82 publicly traded U.S. insurers process for making coordinated ““ERM rating’’ and firm value as the
for which S&P released 2008 an ERM risk/reward decisions) and two ERM value increases over the first three
rating levels (‘strong' = beyond silo RM to categories (‘weak', 'adequate’ and
deal with risks in a coordinated 'adequate with a positive trend') —the
approach, well-developed risk-control first three categories are indicative of
processes and a focus on optimizing increasing levels of TRM—but no
risk-adjusted returns; 'excellent' = even additional increase in firm value as the
further in implementation) as a proxy rating moves beyond TRM into what is
for degree of RM implementation considered as ERM ('strong' and
(adapted from Standard & Poor's, ‘excellent' ERM rating)
2006)
Pooser and Examining the potential for ERM to help | Standard & Poor’s RM Quality A modified version of the HHI The effectiveness of an ERM program
David, 2012 | firms be insulated from and reduce shock | Scale. Standard and Poor’s ERM reduce or prevent shocks to firm

as well as increase firm performance.
Data: Standard and Poor’s ERM quality
ratings for insurers in the years 2009 and
2010 and NAIC annual statements for
property-casualty firms from 1996
through 2010

Ratings dataset and combined with the
NAIC property and casualty insurance
annual statements to identify insurers
that do and do not obtain ERM

program ratings.

performance
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Acharyya,
2009

Testing whether ERM influences
insurers’ stock market performance and
the impact of critical events

Data: 16 members and 5 associate
members of CRO forum (professional
RM group, est. in 2004 to work on key
relevant risk issues) including primary
insurers and reinsurers with life and non-
life businesses from several geographical

locations

Standard & Poor's RM Quality
Scale: five categories, Excellent,
Strong, Adequate with positive trend,
Adequate and Weak (Standard &
Poor's, 2006)

Stock market performance = Standard

deviation of stock prices

Insurers’ stock market performance
depend much on characteristics of
industry events rather than performance
of ERM OR insurers’ stock market
performance is an event driven
phenomena without maintaining any

direct link with ERM
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3. ERM Index Method

Quon etal., | To explore the relationship between Using content analysis of their annual | 1. Companies with different financial ERM information did not predict or
2012 Enterprise Risk Management and firm reports, particularly the Management market measured by Tobin's Q as the have any appreciable effect on
performance Discussion and Analysis (MD&A) and | market value of equity plus the book business performance.
the Notes to the Financial Statements. value of liabilities divided by the book
Data: non-financial companies list Fourteen different types of risks were value of assets and
(S&P) Toronto Stock Exchange (TSX) examined under the general headings 2. Accounting Performances as
Composite Index for 2007 and 2008 of financial, business and operational measured by changes in earnings
risks. For each type of risk reported, before interest and taxes (EBIT)
the level of exposure to risk, the margins and
consequences of such risk and the 3.Operational Performances as
strategies for managing that risk were measured by changes in sales)
identified.
Grace et al., | Examination of the impact of ERM on Used ERM survey from Tilinghast Cost and revenue efficiency (ROA) Significant increases in both cost and
2015 firm value by investigating its effect on Towers Perrin survey: Detailed using frontier efficiency measures revenue efficiency; life insurers benefit

firm cost and revenue efficiency while
controlling for firm specific factors;
focus of analysis directly on the cash

flow implications of adopting ERM

Data: Tillinghast Towers Perrin ERM
survey for 2004 and 2006 for ERM

practice identification

information on a number of ERM
initiatives from a survey conducted by
Tilinghast Towers Perrin on their
world-wide insurance clients; variables
to evaluate ERM program: economic
capital model (ECM); market value
based risk metric; CRO or significant
risk management entity; entity

responsible for risk management

(standard linear programming
technique, data envelopment analysis
(DEA), to construct the “best practice”
frontier for each firm and measure the
firm’s performance relative to this
frontier; frontier efficiency analysis in
R (FEAR) to estimate and bootstrap
efficiency) for firm performance

measurement; value-added approach to

from the use of economic capital models
and produce significant increases in
returns on assets; insurer with entity
responsible for firm-wide risk
management (such as a CRO) also
experiences a higher level of cost
efficiency and returns on assets; use of
risk committee and a primary reporting

relationship to the officials in the C-
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reports to the board, the CFO, the
CEOQ, or a committee; risk
management influences executive
compensation; risk reflection in

decision making process.

identify the important outputs of life

and property-liability insurers

Suite of the insurer (either the CEO or
the CFO) is significantly related to
increases in efficiency and return on
assets; insurer’s confidence that risk is
reflected in business decisions is also
significantly related to increases in

efficiency and returns on assets

Sekerci Examination the value-relevance of Conduct ERM survey: on 25 The Tobin’s Q variable is measured in | They do not find a statistically
(2013) ERM on firm value components of ERM established on two ways: 1) Tobin’s Q which is equal | significant relationship between ERM
Data: A survey 150 Nordic firms that are | survey to (Market Value of Equity) + Total and firm value after controlling factors.
listed on the Stockholm, Copenhagen, Liabilities)/Book Value of Total
Oslo and Helsinki stock exchanges with Assets. 2) Industry Adjusted Tobin's Q
headquarters located within Sweden, which is calculated for each firm by
Denmark, Norway and Finland, subtracting the median TQ value of the
respectively on 2011. industry from the TQ of the firm.
Baxter Examination the value-relevance of S&P Ratings Direct database. ERM Tobin’s Q is measured by the book The high-quality ERM programs
(2013) ERM on firm value quality measure ranging from 1 (low) value of the assets — (book value of enhance operating performance and add

Data: A 165 firm-year observations of
financial services firms (banks and
insurance companies) during the period
2006-2008 with coverage in the S&P
Ratings Direct database.

to 6 (high). The numbers of
observations in the resulting six levels
are: weak = 1, weak - adequate = 2,
adequate = 3, strong - adequate = 4,

strong = 5, excellent = 6.

equity + the market value of equity)/
book value of assets and ROA is
measured by income before
extraordinary items divided by total

assets

value to companies, controlling for the
characteristics identified in the

determinants analysis.

Updated and adapted from original study of Kraus and Lehner (2012)
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Appendix B.

Survey of ERM performance (English Version)

Enterprise Risk Management Performance inThai Listed Company

1. Introduction

Dear Respondent

This Questionnaire is part of my research on Enterprise Risk management and Firm Performance in Thai Listed Company especially focused
on Enterprise Risk Management Measurement Index. The results of the study will be available subsequently to those who participate in the
study. It will form part of my Ph.D. research for University of Edinburgh Business School. University of Edinburgh is one of the oldest
universities in theworld, founded in 1583 and consistently stood among top 25 in global rankings.

The questionnaire should just take short time to complete. May | thank you in advance for your time and effort in completing this
questionnaire. All individual responses will be treated confidentially in line with the Ethical standards of the University of Edinburgh. No third
party will have access to your individual response.

The guestionnaire should just take short time to complete. May | thank you in advance for your time and effort in completing this
questionnaire. All individual responses will be treated confidentially in line with the Ethical standards of the University of Edinburgh. No third
party will have access to your individual response.

The Questionaire has four main parts as follow:

Part 1 : Introduction Questions

Part 2 . Questionnaire of ERM Performance Index

Part 3 : Respondent Background

Part 4 : Other Comments and Feedback

Thank you in advance for your time and effort in completing this questionnaire.

Should you have any questions pertaining to the survey please contact juthamon@tbs.tu.ac.th
Thank You for participating

Juthamon Sithipolvanichgul, CPA

Lecturer of accouting, Thammasat Business School
PhD candidated, The University of Edinburgh

2. Part 1 : Introduction Questions

1. Name of your Company

2. Does your company has Risk Management System?

O YES

O NO (if no go to part 3)

3. PART 2 : Questionnaire of ERM Performance Index

Page 1
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Enterprise Risk Management Performance inThai Listed Company

1. What is stated form of Risk Management in your company?
O 1. Enterprise Risk Management

O 2. Strategic Risk Management

O 3. Consolidated Risk Management

O 4. Holistic Risk Management

O 5. Risk Management

O 6. Risk Management in Internal Control and Internal Audit Function

O 7. Other (Please specify)

Please specify

2. Have there been any discussions on risk management that have taken place at board

level or top management when making strategic decisions (Strategic planning
process)?

O YES

O NO, if no go to question 4

4. PART 2 : Questionnaire of ERM Performance Index (Cont.)

2.1 If there are discussions on risk management that have taken place at board level
who get involve (tick as many do apply)

|:| 1.1. Board of Directors

D 1.2. CEO

|:| 1.3. Top Management

D 1.4. Management Committee

D 1.5. Risk Management Committee

D 1.6. Audit Committee

D 1.7. Chief Risk Officer
D 1.8. Chief Finance Officer

Other (Please specify)
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Enterprise Risk Management Performance inThai Listed Company

3. How often have any discussions on risk management taken place in board or top
manangement level?

O 1. Annually
O 2. Quarterly
O 3. Bi-Annually
O 4. Timely

Other (Please specify)

4. Does your company aligned identified business risks into its routine corporate and
business unit process?

5. Does your company concern whether risk oversight/management are aligned with
the company’s
strategy?

6. Do you receive benefit from risk management?

O 1. YES

O 2. NO, if no go to question 7

5. PART 2 : Questionnaire of ERM Performance Index {Cont.)
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Enterprise Risk Management Performance inThai Listed Company

6.1 How do you preceive the benefit from risk management? (tick as many do apply)
I:' 1. Risk Management consider critical to achieve of business goal

D 2. Risk Management identify aligning to Strategic Management

D 3. Risk Management benefits of maore easily managing a business

I:l 4. Risk Management is seen as business opportunity

I:' 5. Risk Management help managing predictable and unpredictable event

I:l 6. Risk Management enhance company’'s general management consensus

D 7. Risk Management enhance company’s ability to make better-informed decisions

D 8. Risk Management enhance company's ability to articulate and communicate risk taking to the management board and outside
stakeholders

D 9. Risk Management increased company management accountability

D 10. Risk Management promote management efficiency at all levels

I:l 11. Risk Management use as a tool to evaluate the performance of the President & CEO
D 12. Risk Management can prevent unwelcome surprises

Other (Please specify)

7. Which risk Management evidence or document does your company have ? (tick as
many do apply)

Evidence of Prepared

-

. Organization Structure

(S}

. Assign Roles, Authority and Responsibility

(]

. Staff practical guidelinesfJob manual

'S

. Business Continuity Plan

(321

. Crisis Management

o

Self Control Assessment by boards

~

. Self Control Assessment by all staffs

I

7.1 Which risk Management evidence or document does your company have prepared
and/or reveiwed ? (if yes tick all that apply)

Evidence of Prepared Evidence of Reviewed

8. Risk Management Policy

9. Risk Management is a part of internal control policy
10. Risk Management Framework or Guidelines

11. Risk Appetite

12. Risk Tolerances

N |
I | |

13. Risk Register/ Risk Profile/Risk Portfolio
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Enterprise Risk Management Performance inThai Listed Company

8. Do the following risk management departments or committee exist in your company?
(Tick as many do apply)

D 1. Audit committee

D 2. Management committee

D 3. Risk management committee

D 4. Risk management department

D 5. Internal audit and internal control department
D 6. Accounting and Financial Department

D 7. Other (Please specify)

D 8. No department related to risk management

(Please specify)

9. Which organizational Structure of risk management does your company have?
(Tick as many do apply)

D 1. Under risk management committee directed to Management Committee

D 2. Under risk management committee directed to Board of Director

D 3. Under Audit Committee directed to Board of Director

|:| 4. Under risk management department direct to risk management committee and direct to Board of Director

D 5. Under risk management department direct to risk management committee and direct to Board of Director but need to report risk
related to CEQ

D 6. Under risk management department direct to Chief Executive director or management

|:| 7. Under risk management department direct to Finance and Accounting Department and CEO and risk management committee are

independent under Board of Director
D 8. Under internal audit and internal control department direct to audit committee and direct to Board of Director

|:| 9. Under internal audit and internal control department direct to audit committee and direct to Board of Director but need to report
risk related to CEQO

D 10. Under Accounting and Financial Department and report to CEQO

D 11. Other

(Please specify)

10. Do your company have Risk Management Policy acknowledgement?

O YES

O NO, , if no go to question 13

6. PART 2 : Questionnaire of ERM Performance Index (Cont.)
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Enterprise Risk Management Performance inThai Listed Company

10.1 Who is the primary responsible for establishing risk management policy?

and Who is accountability for planning, monitoring and reviewing risk management
policy?

(Tick as many do apply)

Responsible by  Prepared by Monitoring by Reviewed by

1. Board of Directors
2.CEO

3. Top Management

~

. Management Committee

(o2l

. Risk Management Committee

<P

. Audit Committee

~

. Chief Risk Officer

o

Chief Finance Officer

o

. Chief Internal Officer
10. Risk Management Department
11. Internal Audit Department

12. Each Departments and business units

O
I
I
O [

13. Other

(Please specify)
| |

11. How often your company review the risk management or ERM policy?

O 1. Annually
O 2. Quarterly
O 3. Bi-Annually
O 4. Timely

O 5. When relevant new legislation, standards, codes of practices change

O 8. No review policy

Cther (Please specify)

12. At what level does your companies apply risk management policy?

O 1. Applied Across the enterprise at every level and unit
O 2. Business unit Heads accountable
O 3. Treasury, insurance and operation primarily responsible

O 4. Other

(Please specify)
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Enterprise Risk Management Performance inThai Listed Company

13. How often does the board of director have discusses or receive reporting on risk
management?

O 1. Number of meeting (please identify number below)

O 2. Annually

O 3. Quarterly

O 4. Bi-Annually

O 5 Timely

O 6. NO such a meeting

Number of meeting (please identify number below)

14. Are there any policy or meeting arrange to manage ad-hoc decision making of the
board level?

O 1. YES, ( if yes go to question 14.1)

O 2. NO, (if no go to question 15)

7. PART 2 : Questionnaire of ERM Performance Index (Cont.)

14.1 Please give number of meeting of general meeting and ad-hoc decision making of
the board level?

Number of General | |

meeting

Number of ad-hoc meeting | |

Doesn't have information | |

(please mention)
15. Do Risk Management Committee establish seperately from audit committee? If there
are. How many members of Risk Management Committee?

O 1.YES (Please identify members of risk management committee)

O 2.No (if no go to question 19)

Please identify members of risk management committee

8. PART 2: Questionnaire of ERM Performance Index (Cont.)

Page 7
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Enterprise Risk Management Performance inThai Listed Company

16. Risk Management Committee come from which levels and how many?

1. Independent Director |

2. Management Director |

|
|
3. Top management level | |
|

4. Manager from business |

level and unit

5. Expertise from outsider | |

6. Other (Please specify) | |

7. Cannot have information | |

17. Number of Risk Management Committee Meeting Each Year

O 1. Number (Please identify below)

O 2. Annually

O 3. Quarterly

O 4. Bi-Annually
O 5. Regularly(timely)
O 6. No meeting

Number of meeting (Please identify)

18. Which Risk Management Committee direct to?

O 1. Direct to board of director
O 2. Direct to Top Management/CEOQ/ Management committee

O 3. Other

(Please specify)
| |

19. Which standard of Risk Management applied for your company risk management?
(Tick as many do apply)

|:| 1. COSO ERM framework

|:| 2. 180 31000

D 3. Regulatory compliance eg. BASEL I,
|:| 4. International standard {not identify)

D 5. COSO Internal Control Framework

D 6. Other
D 7. Cannot Disclosed

(Please specify)
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20. Who are the primary responsible and involve in overall risk management process,
coordinate, and responsible for certain activities of the risk functions in Entity level in
your company?

(Tick as many do apply)

Responsible by Participate by

-

. Entity LevelfAcross the company

N

Board of Directors

3. CEO

B

Top Management

o

Management Committee

o

Risk Management Committee

=

Audit Committee

o

Chief Risk Officer

©

Chief Finance Officer

10. Chief Internal Officer

11. Risk Management Department
12. Internal Audit Department

13. Each Departments and business units

I
N

14. Other

(Please specify)
| |

21. Are there any risk appetite identifies, awareness or risk management from the board

level or among top management disclosure in the annual report?

O 1. YES

O 2. NO, (if no go to question 22)

9. PART 2 : Questionnaire of ERM Performance Index (Cont.)

21.1 Refer from question 21, If there are which part?

D 1. Message from the Chairman/board of directorftop-management

D 2. Report of Director

D 3. Report of the Risk Management Committee

D 4. The Audit Committee’s Report
D &. Other Parts

22. Has your company determined Risk Appetite?

O 1. YES

O 2. NO, (if no next question is 27)
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10. PART 2 : Questionnaire of ERM Performance Index (Cont.)

23. Who takes the primary decision and responsible to identify review and monitoring
about Risk Appetite? and Who have responsible for planning, monitoring and
reviewing risk appetite? (Tick as many do apply)

Responsible Prepared Monitoring Reviewed

1. Board of Directors

2.CEC

3. Top Mahagement

4. Management committee

5. Risk Management Committee
6. Audit Committee

7. Chief Risk Officer

8. Chief Finance Officer

9. Chief Internal Audit Officer
10. Risk Management Department
11. Internal Audit Department

12. Each Departments and business units

N
N [
N
N [

13. Other (Please specify)...............c.ccoooeennn

(Pease specify)

24, How often do your company review the risk
Appetite?

O 1. Number (Please identify below)

O 2. Annually

O 3. Quarterly

O 4. Every 6 months
O 5. Timely

O 6. No meeting

Number (Please identify)
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25, Are there any process to manage potential events or identified risk ? (Tick as many
do apply)

I:l 1. Top Management brainstorming approach

D 2. Facilitates Workshops in cross-functional Group

D 3. Responsible for risk committee to identified risk

D 4. Defines roles and responsibilities for directly relevant parties

D 5. Top-down Technique

I:l 6. Bottom-Up Technique eg. Self assessment

I:' 7. Systematically receives information both internal and changes in the environment

D 8. Other Method

I:' 9. No identified process

26. Are there any techniques used to evaluate risk mitigation strategics?
{Tick as many do apply)

D 1. Risk Map/Risk Matrix

I:l 2. Quantitative Risk Assessment/Quantitative Risk Assessment
I:' 3. Cost/benefit analysis

D 4. Value at Risk (VAR)

D 5. Risk adjust Net Present Value (NPV)

D 6. Other Method

D 7. No techniques used

(Please specify)
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27. Which type of risks that your company separately identified? (Tick as many do
apply)

Identify Risk

Strategic risk

External risk

Natural and Man-made Hazards risk
Economic risk
Palitical risk
Business/Industry risk
Market risk

Internal Risk

Financial risk

Credit risk

Interest rate risk
Foreign exchange risk
Equity price risk
Liquidity risk

Capital management
Operational risk
Reporting risk
Compliance risk
Reputational Risk
Informational Risk
Sector specified risk
Capital Adequacy Risk

Other

O

(Please Specify)
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28. If your company identify reputational risk, How do you manage?
(Tick as many do apply)

D 1. Cancerned company credit rating from rating service company eg. S&P
D 2. Having Cooperate Social Responsibility Scheme

D 3. Developing good corporate governance systems and practices

D 4. Having channel to respond customer complaints

D 5. Creating company's Brand image and improve customer satisfaction
D 8. Timely Monitoring stock price and performance volatility

D 7. Concerned improve workplace environment and employee

D 8. Other Method

(Please specify)
| |

29. Is your company has clear documents or standards for risk taking and risk
management that are widely understood within the company?

O 1. YES eg. Risk management Policy, framework, guideline and etc.
O 2.NO

30. Are there any clear communication for its expectation for risk taking to senior
manager or responsible persons ?

O 1. YES
O 2.NO
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31. What is the policy or channel of risk communicate throughout the company?
(Tick as many do apply)

I:l 1. Risk management as a cooperate culture

I:' 2. Fully communicated and acknowledged policy and procedure
D 3. Policies and procedures in writing

D 4. Clearly stated in the functional job descriptions or job manual of all units
D 5. Everyone need to sign their understand and acknowledge
I:l 6. Self assessment of employes

I:' 7. Self assessment of director

D 8. Concern whistleblower system and Complaints

I:' 9. Having Investor relation center (Stakeholder)

D 10. Disclosured in Company website (Stakeholder)

D 11. Disclosured in Annual report in English (Stakehclder)

I:' 12. Other Method

(Please specify)
| |

32. Are there any training, coaching or educational programs are being offer to
director?

O 1. YES

O 2. YES especially have training program of risk management
O 3.NO

33. Are there any training, coaching or educational programs are being offer to staff?

O 1. YES

O 2. YES especially have training program of risk management
O 3.NO

34. Does information systems in your company provide adequate information to be able
to identify, assess and respond to risks and ultimately achieve its objectives?
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35. Which risk management information system or infrastructures use in your
company?

(Tick as many do apply)

I:l 1. Risk Management System

D 2. Enterprise Resource Planning eg. SAP Oracle

D 3. IT Recovery and Back-up Plan or Disaster Recovery Plan

D 4. Business Outlook Projection

D 5. Effective Technology and Information system entirely

I:l 6. Very limit Technology and Information system mostly in Finance and Accounting dept.

I:' 7. Any Other Programs
(Please specify)
36. Who has the responsibility to disclose accuracy, validity and timely of information to

stakeholder?
{Tick as many do apply)

I:' 3. IT Department

D 4. Internal audit and internal control department

D 5. Every responsible Departments and business units

I:' 6. Other

(Please specify)
| |

37. Is your company assigned the primary responsible person to monitor overall risk
management on timely basis ?
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38. Which technique or method that your company use to monitor risk management?
(Tick as many do apply)

D 1. Early Warning Indications establish for operation

|:| 2. Enterprise Performance Appraisal

D 3. Benchmarking against policy or the best practice

D 4. Balanced scorecards and Key Performance Indicators (KPI)
D 5. Standards operational performance and financial ratio
D 8. Timely Reporting System method to Management

|:| 7. Other

(Please specify)

1. Age

O 1. Less than 35 year old
O 2. from 35 to 45 year old
O 3. from 46 to 55 year old

O 4. More than 55 year old

2. Education

O 1. Bachelor's degree

O 2. Master's degree or higher degree

3. Year of working in the company
O 1. Less than 5 year

O 2. From 5 yearto 10 year

O 3. From 10 year to 15 year

O 4. From 15 year to 20 year

O 5. More than 20 year

11. PART 3 : Respondent Background
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4. What is your position in the company?
O 1. Top Management

O 2. Risk Management Committee or Audit Committee

O 3. Chief Risk Officer

O 4. Chief Finance Officer

(Please specify)

5. Can | contact you in the future concerning this research or interest to participate in
analyzing risk management in your company?

Name : | |

Department : | |

Tel : | |

12. PART 4 : Comments and Feedback

1. Other comments (If any)

2. If you would like to get feedback on ERM performance of average Thai listed
company, please give us your contact (we will send feedback afterward)

Name : | |

Email : | |

277



Survey of ERM performance (Thai Version)

UNIVERSITY OF EDINBURGH

b -
C

Business School

THAMMASAT " Universities UK

BUSINESS SCHOOL

LUV UNH
A o oo L R o o = wwa d 1
Ha9 “mIuSmsauaaainnesaninenalssneumsvesud imoanzis unanavidomimduralszina

Ina (Enterprise Risk Management and Firm Performance in Thai Listed Company)”

Goudas uuungouaiy
a L1 L Ed = o e = o o = Y o
AJBUTNLDT BIDTENIAITINGTUYT AUSWIUNTIATTATHASAITUYT YHNINGITITUAITAT WY
ed o aw o o ) i I )
‘lJiZﬁﬁﬂﬁﬂg‘?ﬂﬂ'ﬁﬂﬂmﬁﬂﬁﬂu "ﬂFJ"I_IiTﬂﬁ'ﬂ'ﬂﬂl!ﬁﬁlﬂ“]“Qﬂﬂﬁﬂiﬁﬂﬂﬂﬂixﬂﬂuﬂ1iﬂlﬂﬂuﬁ’ﬂ“i\ﬂ“%!ﬁﬂu1¢!
S R s A A o = =
ﬂﬂ1ﬂﬁﬂﬂﬂ§ﬂﬂllﬁ&ﬂ§$!1‘lﬁqﬂﬂ ba lﬂ‘iQﬂ'I‘J’J‘i]EI'L!L‘lJ'l«!ﬁTL!‘I’luﬂj'ﬂﬁﬁﬁﬂqﬁ?ﬂiﬂgiy'ﬂﬂﬂ 71U PhD
3 . . P a v o da o ow 3
Management @& University of Edinburgh @ Uszmarvive1mns suiuumineasiaaouay 1 w25
- L) 1y A oo o o s q @
Yo lan ﬂmzﬁiﬂﬂﬂ‘lﬂzllﬂlﬂﬂlwEJTE]U‘JETWJ@\TI‘TIHIH?‘IFN‘IH'JT]FJLm8?&1-‘1'ITTI‘J°]J‘§33J'JﬁWarl'L!ﬂ_IW‘J’HJLTTIHH

afns e L I oy o g ' B ds
Anzdinyi Inssmaielasvevougadivive ldngenaaznaiduiia lumassiene unuume unumiiu i

/e Ao

wiengae e ldRTih i uiaTou
o
ABLUDY
T I I = I i T2 o p— = q
Ll“l_lll'ﬁ'ﬂ“LlﬂTiJuﬁf]"NqJULWﬂﬁﬂHTNﬂﬂTJ“U‘JﬁWiﬂﬁjﬂlﬁUﬂT1ﬁT1ﬂﬂﬂﬂﬂ‘JWJﬂﬂﬂﬁﬂ‘ﬂﬂﬂ‘ﬂzlﬂ&luluﬁﬂﬁlﬂ
W w & 4 9 o ' = “ S 1 &g o
nannindunalszmalne wevedoyaluil 2555 Mmevvesimoziiluilss Tawiegiabalumsin
I q W o - L & o A o a

ﬂisﬂjﬁwﬂﬁ\m'ﬁﬁmﬂﬁ?ﬂﬂWW5'31]1]@3]11‘31“5ﬂ1ﬁﬂ‘Jﬁﬁliﬂaﬁlﬂlﬁﬂﬂ“ﬂ'rl"lﬂﬂﬂﬂﬂ‘j Wﬂﬂgﬁ1ﬂ15ﬂu1ﬂ1ﬂiuﬂ?3
o o o 8 wad A
NG WAL

@
@

L uuaR U LR TURTN U 4 494 fe

i

daufi 1 Jeyan

=i

T
o = o

= e B <
219 yameInuniaus 1’T'|iﬂ'Tlil!.%?kﬂ"l?ﬂﬂﬂﬁﬂﬂi

i

Rl

=
=

T T

i 3 dayamennugas UL TUIL

=

A

ot

el

AR 4

o

alruBLIzIazAB LTIy ITY

=

o ' E I S T 3w g w1 3 Ve
2. asuagsnziluyse lU“HUE]FJ"NENLmSQﬂLﬂ‘U‘Iﬂ'B"Ilﬂ'l-!ﬂ’ﬂllﬂ'ﬂ 1uﬁamam‘wu1m ABAINTN
w

' w = e o o a T o1y sk
3 ‘In‘ﬂ'l—!'ﬁﬂﬂ‘iﬂWJ?J‘JlINﬂﬂﬁ’ﬁ]ﬂuluﬂﬂ\liﬁlﬂﬂlﬂ{1‘1_|‘JHT1‘F]‘ﬂZLlIEH-!rluﬁﬂ”lﬂﬁﬂﬂ‘ﬂ‘i‘l‘\lm!ﬁﬂﬂ‘JEl‘ﬂﬂ 11‘151‘?} lna

: _ C e 4 . o - L
19 email voavim Tuauf 4 vaauuueeuaiy teauisani hlnawwasianinsus msanmdes Ty
TR voude
1 L=
veunszasluauTIHNiD
o = = =
81015890100 FANSHadiiena, CPA
= ] = o ]
madxmaie® auevavemaniuasmaia®
= ] o
UHTINENSSETTUAEAS

) P = &
Huemwe - Tﬂﬁ@ﬁ@ﬂi!ﬂﬂﬁ'ﬂﬂﬂTﬂilﬁgfﬁ'\?ﬂuﬂ'?&'?u')u'ﬂ i35 waumau 2556 T@ﬂﬂ!ﬂu‘ﬁﬂ?ﬂ

r 2
Juthamon@ths.tu.ac.th ¥30uWnd 020030080 ao 2594 W3a Mwasiuuuwioui

278



UNIVERSITY OF EDINBURGH

SIT ale

THAMMASAT OIS g e S
BUSINESS SCHOOL Universities UK

3 2, 15w ldrErn Ui sa @ eaRisk Management Tuasdnsvialy

[ ]
L]

d

o 1. 15904 o GennuSnanuFestiodls

2. st risa s Fanagn s (Strategic Risk Management)
3. T A F 09 AT I (Consolidated Risk Management}
4, MIVTHITAMUTONFIUNT (Holistic Risk Management)

CMIUTHITAMUET DS ( Risk Managemen)

wn

- msinanuEeed ug 1 ilasnsnaununielu (Risk Management in internal control)

fr

)
D 1. s I anu@eanni0dns (Enterprise Risk Management}

7. S1Aqq(Tﬂiﬂiﬁ;) ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

Risk Governance and Culture

Fa 2. ilefimanswmagmiluasdng i saahiuWiTam Aoefuaudesd e dadwlunsfssannags
winly
|:| 1. fnsdioran - luszdulathe ansedon noedoswin i veahud
1.1, AMTATIUNITUST HN (Board of Directors)

1.2, 1525 MNTTUNITUITHIT (CEOY

W

1.3. @ﬂiﬂ]ﬁ;‘:ﬁlﬂ@’d (Top Management)

1.4, ARSI TUNTTLUIHIG (Management Cominittee)

1.5, Ao nssumsuSvaanndes (Risk Management Committee)

=

L AUENTIUNTNTIATIEDY (Audit Conunittee)

W oo

1. 788105l wUsnsa nuE e (Chief Risk Officer)

=

1.8 gdonrrdhomitiyFuas maidu (Chiet Pinance Otficer)

i

I:‘ 2. laifinrrdnsae (671108 T Tdffmonud 4
w s 2 i
it 3. Snauaislumtlsz punaosunagniasi
g
1. laznis
2. ynlasuie
ERCERE

4. Ghalsed

NN

o 4. U3t apsiiuiin szya el sdunsz iumemsdiaunia il
1.3
2. alf]

279



Business Schoo
THAMMASAT e Universities UK

BUSINESS SCHOOL

o)

W - = P = ' Wo A P s I3 E '
A 5. NIFIAA T TANaME U I HISAUESUDI U HR A 'Iu“l,ﬂﬂ MHDA 'Ii.lﬂ'ilﬂﬂﬁﬂ\‘1ﬂllﬂﬁgl‘i"lﬁ“l]'r)d'ﬂdﬂiﬁﬂiﬂvlil

o 6. p1FUTHIIA TINRY (Risk Management) Tn e dydamadniuanluuidng vasm iy
|:| 1. fidhifiy - 88 Salse TowmTod s eowsodon Tdwnnd) 1 o)

B

- a0 o
1.1, i.lﬂ']]i.lﬁ']ﬂﬂﬂlm ]iﬂii@lﬂ HISUIDI AN T

1.2, favmddasantsuinisnagns

LRy i v Gt st &
1.3, W HNTTUITHITNADT LA 187

1.4 et I Tamanisgsnalnl

w w oot - 4
1.5. ‘IS']U']'NLLHLUJ'[’Jdﬂ']il'ﬂ\'ﬂﬂ]iﬂ!‘l‘]ﬂ']‘ﬂlﬂﬂﬂlu

1.6 i Idn 55z guduivsdniiull lusisn e §aaiy

(T & i L4
L7 i namseaaiula1d@u

i ’ @
Leawlderwisaifomstaiom miFosiuishouTwisuazdidn ddnndaaatonis

1.9 wldfuivnnumhfia nuiuiasey

110, rsdimsemdesonsuingnazinluasding

L I lumslsziusaseasdid v dug

[ o3 = A
1 .]Z.T’]Uﬂt‘)di]]ilﬁﬂi] TTUA DTN UH

aifley

£

EVIDENCE toni1segy Ausifn

UNIVERSITY OF EDINBURGH

@ ' & oo r 2 o & - w
i 7. lﬂﬂﬁ"ﬁﬂijﬂﬂﬁﬂiluH'N‘] NUTHRNA WJ‘E’NT]]‘li\’lﬁ‘ﬂﬂﬂ']WJ‘IJ(Prepared) LRI EOUN T (Review) 10NT1TADE1

O T R LA
Wi Wl paam@as i Iven WAL ENG vaeninil

PN I/Hang

£S 2
. Tassarfransdng (Organization Structure)

1

G IHEAKTTA ANLTURaeL (Assign Roles, Authority and Responsibility)

L

L UHUN 1) Nﬁiﬁ*ﬂﬁﬂlﬂﬂd (Business Contimuity Plan}

i

2 E}'ﬁ‘ﬂﬂ ]iﬂﬁﬁjﬁd W/ @930 ]iﬂﬁ"].lwad U (Staft practical guidelinesJob manual} D

L

e lunisdanis Tunnednga (Crisis Management)

f=3

- sl szdiuaueaisngua LG g5 s (Self Control Assessment by boards)

- matlszEiuaueaHanIIAuA EIINHIING 1Y (Self Control Assessment by all staffs)

1

&, wTeemFUInITA UGS (Risk Management Policy)

sinmsmeuniy

9. uTnnemsuiwisanudasnslauToromsanaun 1ol (Under internal control policy)

10. Tﬂidﬁ'%‘lduﬁnlu’m WIFUTI5A 11T (Risk Management Framework or Guidelines)

1. szdunnudesfivaniuld (Risk Appetite)

12, audoawyar miFasfionu iy 16 (Risk Tolerances)

13 nzfeua ey (Risk Register Risk Profile/Risk Porttolio}

280



UNIVERSITY OF EDINBURGH

) . BUSIT 00l
THAMMASAT """ Universities UK

BUSINESS SCHOOL

BUMTUIHITAT MG (Risk Management Structure and Architecture)

#f 8. U5 vaarhu ldTmis i sanzngsun e ot Rifedeaiumasmsanudoluasdng
crnsoiden i aedenufinitng weaind

D 1. AMENITUNITNTATIDT DU (Audit committee}

[ ] 2 AMENTTUNTTUT (Management committee)

CAMTNTTUN TS HITATIIES (Risk management committee)

%)

IS TUTLS WSRO (Risk management departinent}

'S

3 'ﬂ‘li’]f_ld]“lmijﬁ]ﬂﬂﬂ!lﬁm‘l]iﬂ’]llﬂilﬂ mlu (Internal audit and internal control deparnnent)

wn

N

g ﬂlﬂﬁnﬁl!ﬁ;‘:ﬂ‘]iﬁu (Accounting and Financial Department)

=

g lufivssufAmeraanun Ui s e

i 9. U3 vasrhud Tnssrumbssnfisdavoudunmdwsaradonduls cmasodenduands 1 4o
1. moldnaEns SIS e uATIAeRNENT UM TN
[ | 2. nwdnmsnssunistinisn 1udes AunsdanaEnssum i
[ |5 nwldnmens sumsnisssmaay uasaonmen i1 i

a = ;A ' = & A '
4.1 me MY T P E s TUATRNANE NI TUMTUTMIm i auaziuasae

AMZNTIUNITUIER

|:| 5.5 iSSP s TR TEnNE N UM M e a9
AN TS 9 nazd s as e undesdn Tszeude e

|:| 6. 5 misaeumsimm e unssaa s s oI suasamenssumaimng

|:| 7.0 i aseun sy e ados funs el il Fuazn e lszsiudoS v e aus
nesunssins e imberumninearudes duiesstuasdanon ssunisiin

|:| 8. 11 mdase e sanwa vuoen 9 uyun i I SumrsdeamEaTIL S H A WAz AR
AMENTINMIUIgh

|:| 9. 11 W e Tua T aRTa LA N uun e I Suassnnmzng 155 HsA) mE sz IR s e
AW NTIUM IS uazdn oL nuiEesas TlzmuhoSwsns

w o o = A f o = -
D 10. nola AU UYIAEATIINY YuagiaoeaUTHIg vie CEO
D 1D TR s s

281



UNIVERSITY OF EDINBURGH

s School

THAMMASAT
BUSINESS SCHOOL

{#w5in

W q e wod

43 10. TnsATimbd avwSviasey TunstmuauToewtensuSmsarm@os Risk management policy) taz Tanduy
#5uAarenTuns e (Prepared) Ana 1 (Monitoring) 1812 9L (Reviewed) U ToL1odana

o

arthethy 2 o Ismden Wnaeysnanfamieaufid nofeday

AN ARMTY HOUNIY

(Prepared)  (Monitoring)  (Reviewed)

CAMENTIUNITUTEN (Board of Directors)

t3

ClsEEmnssumauTug (CEO)

L3

=

UTH ]iizﬁilijd (Top Management}

e
Posad

4 AMENTIUNTTLUIHS (Management Comimittee)

wn

CANENTTUMITUTHITA IIF Y (Risk Management Committee}

o

CAMENTIUNTIN AT IO (Audit Committee)

4

10015 00T HITA I (Chief Risk Officer)

"‘,
i

=)

o sd o3y Buazns G (Chief Finance Otficer)

¥ o

i
A
Ha11380 ]iﬂ ]Uﬂﬁ’]‘ﬂﬁﬂﬂllﬁ;‘:ﬂiﬂﬂu n ]ﬂ'],u (Chief Tnternal Officer}

9.

10 HH A T T U Mg @ g (Risk Management Department}

11. Wur']ﬂs“l']uﬂﬁ']ﬁ]ﬁﬂﬂllﬁ.}"/ﬂ'ﬁﬂ']ﬂﬂllﬂ']ﬂlu (Tnternal Audit D D D D

Department)

12 1'111!!N14i1l!ﬁ$ﬂ111ﬂd'lu (Each Departiments and business units)

!

o pe = E
Fa 1. hivauada i dnaeuniun Temen1siiwisnr nedod (Risk management policy)

1.9nd

2.9 lasu

e LGELE

4. duszd

s diadmalFounlaanasgumsfnraw@es viengrzHouaie Anete

o 12, 1580 vo e Taim Tewen S wranudos T4 umio i lathe

2 r 2
1. 1‘]?1‘1d’ﬂd'ﬁﬂiﬂllﬂﬂ‘l'l“li’]ﬂd']‘lJ!!ﬁﬁ’,ﬂﬂﬁ;‘ﬁﬂﬂ (Applied Across the enterprise at every level and unit}

2. T s zd w09 (Business unit Heads accountable}

3. Tdiuuesumty Suazmsfusmbaeunfifeados fun1ad uiiugu (Treasury. insurance and operation

primarily responsible)

|:| 4. Suf]f](Tﬂimm_l)

282



UNIVERSITY OF EDINBURGH

> | BUsI SS SCNOOI
THAMMASAT """ Universities UK

BUSINESS SCHOOL

i
s - T A = W e - e o - -~ -
do 13 FwouatdluassTiaasnsrumanddng IdhmualiinsliamTeniefomumruTmsanu@oanie
T s wouduminranu@es e adng

,,,,,,,,,,,,,,,,,,,, Linund el (Tdsaszap
|:| 5 Tazady
|:| 3 i lasu
D 4 s
|:| 5. Hualgzdn
D 6. aifis
do 14 ImistvinauTomsldlnimeudmiuenznisuniiuiing  (Board of Directors) Amiuiaagadon
usnmilannniglszyuilnaniely
D 1.4 (Tﬂm%ﬁ‘nnuﬂ%@luﬂ'ﬁﬂiwm

LAnunisdszgulng

.................... Fwndszgutin Ja -1ul- SfuTewoedmanea lufimsdsz g lu s

ABEATTNM SIS KSR (Risk Management Committee )

{fwSEma veanhilinaens sunsuSrisa e Tdhlaeude 19
da 15 Tieszydmona @ luamznssunsuinennu@os S dng v (Member of Risk Management
Comimittee}

FUIUEN TN NTIUNTUTH A UGS

Fa 16, Auenisun LI ANuEsssenaudsan 1o mssat e tazidnnuinu
CRLTRIT Y]
LAMEATIUNTIAATE s

2. AMENTTUIITLTHAT

@

3. {UTHITsEaLg

<

4 szAufians
5. %o A eLeN

bl

A
A
0.8

wa(Idsaazly

el

z = o,
Fo 17, frouas Tumsdszyuaaznsrumsuinenudes
.
.................... Liuaiael (Tsaszy)

s
2. lazniy

283



UNIVERSITY OF EDINBURGH
A > | Business School
THAMMASAT o Universities UK

BUSINESS SCHOOL

™ I

- o A ) a ' 7
1o 18, ANENTTUNTTLSHITA NG04 (Risk Management Comimittee} 1 Tnseaduaraiylasniomisaula

A ' i
D 1. TUATIABAMNTNTIUNITUIEN

& ' - ) = P
D 2, "U‘lmidﬂtilﬁiili‘l’i]ii3v‘lil@'dﬁ TEBTHUTHIT AMNENTTUNITLINTT

b=t

wiesgualumaSHsamudaasiuiing

o 19, 13t wo s l$asy wladluwdnlumsiSnsenu@esea ing s oden Wne eda)

PR
L n ']\‘Iﬂ'lﬁ.li'}'l"ﬁﬂ']']i.llffﬁld‘l"l']‘ﬂdﬂdﬁﬂi\‘?‘l'm!!u']ﬂﬂﬂmd COSO ERM (COS0 ERM framework)

]

18031000

L

A i1gﬂu'lﬂﬁdiﬂﬁﬂﬂ'dﬁﬂﬁi§ 11 4HA Regulatory compliance e.g. BASELTL

4 wnasgumniEw saEosrng sz

wn

L MEANUALN wlusuninamy Coso (COSO Internal Control Framework}

4

el

o

7. Talgey

il

A w G

v ; 4 : e - R
‘WT‘EI 20. c',ﬂi“ﬂij‘h"u ]‘I."lﬂ’]']iJﬁJNﬂT’PJ‘LIc',‘Imi;‘:lI’]‘IJiT]iﬂ]ﬁJ i?i']iﬂ’]]ij!ﬁﬂd!ﬁ?)clﬁij 141’1]’]']1Jﬂ']iﬂﬂ'l"ﬁﬂ’]'m!ﬁ'ﬂd “I.‘]’]“I'N‘e)\‘lﬁﬂi

aduidsednam war Tnsiid s uassuaumsding ot e aadedha 2 oo Ilssudan WnawnmaanTamiseam

A o
LI IAY JHA

vas
A

I~ Sar or
Hivdayol UNAANNT ITHTIN

yaaotimearted
(Responsible by)  (Participate by)

)
WIMaD9ANn (Entity Level:Across the company)

3

CAMENTIUNITLUTHN (Board of Directors)

2

AlsEEmnssumiuing (CEO)

4, Fj‘iﬁﬁ ]ﬁxﬁllﬂu’d (Top Management}

73

CAMENTS LTS (Management Committee)

CAMENTIUNTTUS WA A 04 (Risk Management Committee}

o

T AN TIUNTTNTIAT 0080 (Audit Committee)

o]

ddnenrsdhedSwrsa e (Chief Risk Officer)

°

9. ffaenisdionisiyBuaznisiu (Chief Finance Officer)

10. Fj“e)“'m’]tlﬂ']iﬂ'lﬂﬂiﬂ‘ﬂﬁ'ﬂﬂ!lﬁ;‘:ﬂ’]ﬂﬂﬂn]ﬂﬁlu (Chief Tnternal Officer)

11, wdhe M sUInsanudes (Risk Management Department)

12, mhm ]‘lmi’]ﬁ]ﬂm_lllﬁxﬂ]iﬂ“ﬁjﬂnﬂ]ﬂlu (Tnternal AuditDeparnnem)

13. 1'111!!N14i1l!ﬂ$1’ilhtld 14 (Each Departments and business units)

14, AU T AT e

ot

284



BURGH

THAMMASAT
BUSINESS SCHOOL

sweu3ulé (Risk Appetite)

= a

o 21, 15 s st maamadoya twu swauilszdTlusaiFiing Snrszyhmnudos wiomaninsan o
= oar ) @ ar ) T

namen s as s T et ganie

D 11 (Tsaszy aglunsseula)

I:I L1 aenfrmalszsnaddnanenssun oS difnssedug

L2 swanedifusz anufufase i saamens sums

1.3 T ANEN T Hs A des

1.4 5109 TUAMENTIUNT N TAT 198 61

13 AU U TATEL e

il

JEEEN

Ho 22, 1540 vosimdnshmuaszdunnu@osivou iy ldw e al (dentity Risk Appetite)

11 @MadlH e lde 2

e ar

s 23, TasAermiudnsou Tunsdmus sedua m@osfioonTo 18 (Risk Appetite) Tuasdng vaxlanfudTofnray

3

[

UNTIas 1 (Prepared) Ana (Monitoring) 18 #9UN L (Reviewed) seAUANLFoafoonT1d (Risk Appetite)

athethy 2 oo Ilsmden Wnmeysnantambenufiiidsufootey
Sras

AN B A fAanN apUNTY

(Responsible)  (Prepared)  (Monitoring) (Reviewed)

CANENTIUAITUIEN (Board of Directors)

3

AAlszEmnssunmiuiug (CE()

P

3. KU ]ﬁxﬁllﬂu’d (Top Management}

4 AUEDTIUNITLUIHIS (Management Comimittee)

S AMENTIUNTUTHITAD W04 (Risk Management Committee}

6. AWM TIUNTINTIAT 10T OU (Audit Comnittee)

3

e FE o015 0Ee (Chief Risk Officer)

o]

naomadonfy®unzn13iEu (Chief Finance Officer)

£
i

F)
L Hi
9. ﬁj‘ﬁ'm’]tlﬂ'ﬁﬂ]Uﬂi’]ﬂ]ﬁ'ﬂﬂllﬂ:ﬂ’]ﬂﬂumﬂﬁlu (Chief Tnternal Audit
Officer)

10, W AN WsA0Eas (Risk Management Department |:| |:| |:| |:|

1. W ]uﬂi’l‘ﬂﬂ'ﬂﬂlmtﬂ]ﬁﬂillﬂllﬂ]fﬂu (Internal Audit

Department)

12, ‘i']i‘l!!ﬂ“lm!!ﬁ;':ﬁ‘ll”]tld 14 (Each Departments and business units}

13 Suqq(iﬂﬁmw)

285



UNIVERSITY OF EDINBURGH

\ Business School
THAMMASAT . Universities UK

BUSINESS SCHOOL

o 24, FrouaiTuneauniu uazdnaw szdunnuEesfivaniyld Risk Appetite)
E L] o~
.................... rAuaiaastl (Tdsaszy)
s
2. fazaiy

3. ilasu

4, 3)m3 4

safluilsed

6. lufinlszgudandny

A

vumslafllunsszyarmdosdidify asdng awnsoden Fnmeds)

=3
=
13
G
=
=t
<2

CNITTEALA mﬁﬂmmvjﬁw 'Iﬁkﬁlﬂg’d (Top Management brainstorming approach }

13

siwmuanal sz sl flans Tums e a139) (Workshops in cross-functional Group)

[¥5)

o nssunsTuda FILTEY AT 147 (Responsible committee to identified risk)

InrdmuamifuazaruSudavo u iy anafifoados (responsibilities for directly relevant parties}

et

o

-avmun g iAo Tl g lalsdndyan (Top-down Technique)

o

L

W oa o oar . woa

E mmtﬁummﬂwmnumyﬂsm 18 @Udﬁlﬂﬂl‘g‘lﬂ (Bottom-Up Technigue e.g. Self assessment}

i

=)

= 3 =
7. i]i‘l'lﬁill‘ﬁ'v)i.lﬂﬁﬂﬂ]d!ﬂ UIZULPIN AN 10Uz A 10U N 15 9

el

9. lufinszuumsdanan

EEEEEEEEE

b

E

3 | = - = A I T
g 435I amaia lalumsuS gy (TN an Wa e

Se
=)
£
&=
(=
=T
=

1. M ums nTiziamwiies (Risk MapRisk Matrix)

ive Risk Assessment}

7 Ed 4 = =
2. MmnzianuEoadaily TMUAEFINWUNTH (Quantitative and Quantit

q = & W - o+ ‘ = .
2. 1598 msSag lxﬁﬁuﬂu-ﬂ’dﬂiz a1l (Cost'benefit analysis}
4. T#mniia Value-at-Risk (VaR)

5. Tdnatin Risk adjust Net Present Value (NT'V)

&)

7. lifinszuoumsdinan

NITAIVANM
") Gy M i W S e A
A8 27 AT AT R WD L0 T TS UAE AN 1A e ama

cerrsosien T aedaa uRuT g vy

ilszanainndes

mml’%m@ﬁuﬂagmﬁ (Strategic risk}
mm!‘?rmmumﬂmﬁns (External risk)

= P
AT INANININ T T IALUDED ]i‘liJ“qu‘HtT (Natral and Man-made Hazards risk)

ATE v ISl a4 (Political risk)

ATILETOIN I BT/ 110553 (Business/Tdustry risk)

AT IATHYT (Economic risk) |:|

AT 0419170819 (Market risk)

286



TY OF EDINBURGH

School

THAMMASAT
BUSINESS SCHOOL

ilszananm

ﬂTIN!a’ENJ'I‘IEIElNBWJmi (Tnternal Risk):

]
ﬂ’]mlré'ﬂd‘ﬂ WINEEL (Financial risk} |:|
TR AR (Credit risk) |:|
17 ]M%ﬂdﬁ'ﬂiﬁﬂi m‘ﬂﬂ!@wﬂ (Tnterest rate risk) ]
s ndas wan A {Foreign exchange risk)
7 ]Ml%ﬂdﬁ'ﬂii AT (Equity price risk)
e INE N HAdD (Liguidity risk)

A Ee T 151U (Capital management)

ﬂ’]'liJlmﬁ.Ud1'1'l~1ﬂ']iﬁllﬂu\‘l 11 (Operational risk)

ﬂ’]'liJlmﬁlUdﬁlui'lf_N'm (Reporting risk)

AR osd s grianung o (Conpliance risk)

AR LA R0 15 (Reputational Risk)

ﬂ’]'liJlmﬁ.Udﬁl‘lm"liﬂul‘ﬂﬂ (Informational Risk)
mmn?"rmmwwmﬂqmmﬁnﬁn

ﬂ?'lﬂl%ﬂdﬁﬂﬁﬁi'lﬁuﬂﬂd1'1 1 (Capital Adequacy Risk)

AU CTLIATEY) oo

LI e

dun (Tlsnszy) .

o 28 Adnd was i ldazye nuEsdm ados muiitsansiuenudesdinarednls
(soden 8 nawde)
1. Iy fan1sdaduduim sRan iy aaanousn 191 S&P credit rating
2. Tarwdhdydaussdnuita (csr)
3. DmsHa 15U U018 118 (Corporate Governance} 1 1lszfnEnim
AT 2 A P w
4, fgaamaiuisasfoaiounngnd
= ar o o I @& owo oA
s. Bsliudgsnmdnwaluasasdniunsdudodsaadiag
6. fimsAnamsnmaiaussus dauazead sz noumsagrmiuau e

q % o A ar = £ q o
T rlwmmrfm@ fantina udsenmuadaunialuosdng

ENEEEEEN

8. 514qq(Tﬂiv1im.l)

n1sdea1siMeAns (Communication)

)

da 20, UFEwg s ndmonunalfifinissmspnlumnSmsanuiosidumednuais nus TEime
2 PN
Funyunae T

|:| 1w Tewemsuiwsanndes Tassahumannnansuinaanud o

—=

287



UNIVERSITY OF EDINBURGH
“hool

THAMMASAT """ Universities UK

BUSINESS SCHOOL

w & a oot E & a El o wa = - '
To 30, Vine voarmidemunisdoaisAdanudlulalas HIUHATOL e lal

1.

— P

2. 4l
9 31. 1380 vasnmilmndae s lslunsdessdumsuinsanu e
@nnsndenidnaeta)

nvswanudEedodudiuntvastaussin Tuodng

5

i 1w - & 5 e
goesuaziliznmodiFanuiau Tonaazduaaun liﬂgll\'?'ld i

2 a v ar
L u laauazruasun liﬂ,ﬂﬁ_l Al l‘lllﬂ‘lm'ltlﬁﬂtlilfﬂﬂtli

[¥%)

&

fmsimuanisinsa e luwlifounelugismisUfiasuedsan

L) o A a = ar o ar
-4 naulussdnsdoasuEFeduny i uaednyaanys

L

Cdinandadir ool ssdiuaues

o

e
—a

weuS v dd nsmanssunsuidndadmasunslasduaue

=0

veamaliminamTesfouios s wiofiuToem1ed iy whistleblower system

o, fimissanuninasyudusug

= ar

10, i na 139 Tu Website 1031540

&l

1. Dawerdagaee Tusoaala i

¥l (Training and Development)

5 5 o PP R I LT -
WD 32 UTHN VDU LALIANTOUTN ITHUDHUTHITHID 1

1.4

2.9 mafimsousumumatinsa o Tnomne

3. laffl

e
by

Fo 33, Ve woanm léT famsousudmsuminami lduwde T

1.1

2.1 naztimaousum Ui wsa e Tnommz

3. g

malulat (Information System and Technology)

o 34, szuumalu TadesaumainTan- vo o w lagludaglu ewsoTddayalumsszyanudos Ursdiu uaz

ApUEuBdiLA Y IE T o Tl

1.

— P

2. 4l

Fa 35, 13804 vosnmilszvumalu Tafesrumealamoms uSvranundo
@nnsnden Fnawda)

1. TdsunsunTar2uun15UTH1TA T 03 Risk Management System

288



THAMMASAT i Unlver5|t|es UK

BUSINESS SCHOOL

ununsdse sloy ans suHUR MBI IEULE LW

=

FTULHUNTU 523100715 (Business Outlook Projection)

an

e

SlrznumaTuTaduazsssumafilszaniam

%3

r .-i r e =
: i]ﬂ]il‘lyf‘iﬁ.lill‘l"lﬂ Ty Taguaz e s s ma #1201 UHN IR 1Y LHFULHUDN LU TUAZ DTN

1DQD

=4}

—a
o ]
-t
=i

1o 36.

il 1ﬁmwwmwﬂmmnnﬁm ATUR L Ay mmnunmmmmomﬁmmpjﬂ i Feiuuiing vas
W s mian et

1. AMZNTSUNITUTEN (Board of Directors)

2, AN TTUNTINTAT 89U (Audit Committee)

3. wihesuna Tu Tafuaze 1 3600a (T Department)

4 MU TUATIIED LA TR ﬂam'mlu (Tnternal audit and internal control departinent}

Ao =

39 nuHNnLazH s UATI T UAaY oL (Every responsible Departiients and business units)

(T

A

o 37, 5aina va s Tdue o]l dd mid Suiave s Sanwmsnsarudoedudaiios

(ff]iﬂi’)!ﬂﬂﬂ fﬂ?fd FEIUE])

= \’r"ldi.}",illlﬂ rdaussawidmiumaduiive el na

=]

_malssiiuwanimlsznaunsysaSdedaierue

ufouifounnanargiun sl fia e Wis Best pratice

[¥5)

i

l‘i.‘]ﬂﬂﬂ Balanced scorecards ‘Pidi'il Key Performance Tndicators (KPT)

s rmeam st nazsas e w1 n 156

w

et

nswsndadiiaduyFaddhusza

2

289



UNIVERSITY OF EDINBURGH

2 SI

ole]

58
THAMMASAT
BUSINESS SCHOOL

1. taend 351

o T A
2. a3UA 35-45 1

2 T o
3, ALel 46-55 1)

o
4. a1 55 Ay

o 2. szAumIsAnYIg g

[ 14 1w ai

[ - T Tnndagan
Fo 3 St Tu s

[ 11 vhoni s

[ 12 S 5101

[ 15, Gaue 114157

[ {4 Haud 16207

[ 15, i 20 T4

o 4. s ludfagih
1. fuTmisszsiuga
2, AUENFIUNTEILAE ML iunaie i Wedwnsar ey
3. fanudmmsuinsa s
W

4 danselonTyFuazniadu

_ o
5 danTs

6 mbhifszavanTe

) . T yl & W - o ] q w1 a A Wor e P -
aa 3. 1‘1]Uf_luﬂﬂﬂwl‘l’imﬂyiﬁlWiJl\'v'IiJVI']‘lm]iﬂi‘l’i'ﬁﬂ'}mlﬁ'ﬂd ‘I’iiﬂﬁul‘ﬂlﬂﬂﬂ\?‘lﬂﬂﬂﬂl'l"l'?)ﬁ‘lilﬂ]ﬂ.l'ﬁ'liJ'Jlﬂi']K'l’I'iTﬁiliW]i

Ao Tuniana vasm
[]dwa
& s
ORI s T S S S P

I3 = T
EETBTIRISTARTENE ieoosomacivssnitonssos o s o £ 0 S S T S AR

|:| 2. lyferula

290



UNIVERSITY OF EDINBURGH

3 Crrham
sS School

THAMMASAT
BUSINESS SCHOOL

ﬂ; U
TIUN 4 VDU

Foneruanuz A

winnAasnHanslszdus U nsarm@Esslua msuvsssS dnan s on Tuamendnn fudiral szmalne

s 2
nganldBmduasin §Fistozdsnans Tondng mdfued 1 fu

yovauamiim lanjanmaznauiilumitessunuuasuaumivi

291





