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Abstract

In this thesis, the effect of scintillation arising from atmospheric optical turbu-

lence on exoplanet transit and secondary eclipse photometry is examined. Atmo-

spheric scintillation arises from the propagation of phase aberrations resulting from

wavefront perturbations due to optical turbulence high in the atmosphere. Scin-

tillation causes intensity variations of astronomical targets, which is a problem in

exoplanet transit photometry, where the measurement of a decrease in brightness

of 1% or less is required. For this reason, ground-based telescopes have inferior

photometric precision compared to their space-based counterparts, despite having

the advantage of a reduced cost.

In contrast with previous work on the detection limits of fast photometry, which

is obtained for an atmosphere averaged over time, the actual scintillation noise can

vary considerably from night to night depending on the magnitude of the high-

altitude turbulence. From simulation of turbulent layers, the regimes where scintil-

lation is the dominant source of noise on photometry are presented. These are shown

to be in good agreement with the analytical, layer based, equations for scintillation.

Through Bayesian analysis, the relationship between the errors on the light and

the uncertainties on the astrophysical parameters are examined. The errors on the

light curve arising from scintillation linearly increase the scatter on the astrophysical

parameters with a gradient in the range of 0.68 – 0.80.

The noise due to the photometry aperture is investigated. It is found that

for short exposure in times in good seeing, speckle noise contributes to noise in



iii

photometry for aperture sizes of up to approximately 2.3×FWHM.

The results from simultaneous turbulence profiling and time-series photometry

are presented. It is found that turbulence profiling can be used to accurately predict

the amount of scintillation noise present in photometric observations.

An investigation of the secondary eclipse of WASP-12b on the William Herschel

Telescope (WHT) is performed, resulting in a high quality z-band light curve for

WASP-12b consistent with a carbon-rich model and with no evidence for strong

thermal inversion.
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Proc. of IOP: conference series, Adapting to the Atmosphere, 2015, in prep.

iv



v

Copyright c© 2014 by Dóra Fohring.
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Chapter 1

Introduction

There are infinite worlds both like and unlike this world of ours

—Epicurus c. 300 BC

The existence of planets orbiting around stars other than the Sun has been

postulated since ancient history by philosophers such as Aristotle and Epicurus.

Planets outside of our solar system are called extrasolar planets, or exoplanets.

While the first modern scientific studies into the possibility of detecting planets

around other stars have existed since the 1970s [56], it was not only until 1995

that the first planet orbiting a main-sequence star, 51 Pegasi b, was confirmed [91].

Today, as of August 2014, nearly 20 years since the first discovery and more than

2000 since Aristotle, we currently know of over 1800 confirmed exoplanets1.

The rapid growth of the field of exoplanet study is driven by our thirst for

answering some of the biggest questions of our existence: Where have we come

from? What is our place in the Cosmos? Are we alone? Efforts in the field are

divided into two areas: the search for new, ultimately Earth-like planets, and the

characterisation of exoplanets, primarily through their atmospheric properties. Both

play a crucial role in answering these questions. Through the search for new planets,

we can gain insight into the distribution of exoplanetary systems, learn about their

orbital architectures and how common planets like the Earth are, and find new

1http://exoplanet.eu

1
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interesting targets for follow-up. The holy grail of the search for exoplanets is to

find an Earth-analogue planet in the habitable zone of its star, which would have

significant implications on the prospect of the detection of life. Characterisation

of exoplanet atmospheres provides an important means for refining our models of

planet formation and for the development of new physical models to explain the

properties observed, some of which have no likeness in our solar system. In addition

to unveiling the properties of a plethora of exotic systems, exoplanet atmospheric

characterisation enables the detection of molecules in the atmosphere which can be

used as biomarkers for the detection of life.

There are several methods currently known for studying extrasolar planets. The

main methods are: transits, radial velocity measurements, direct imaging, microlens-

ing, astrometry and timing. Figure 1.1 shows the distribution of the known exo-

planets as of 2012 by mass and orbital radius. From this diagram it can be seen that

transits are most sensitive to the detection of close-in planets, while radial velocity,

microlensing and imaging are most sensitive to planets further from the star.

Since the first detection of a photometric eclipse [22; 59] a new window has

opened up for obtaining information about exoplanetary systems that is not ac-

cessible by other means. Some of the science enabled by transits include determi-

nation of absolute planetary and stellar parameters such as the radius and orbital

eccentricity and inclination. Combining these with radial velocity measurements

allows for an estimation of the true masses and densities, providing a constraint on

the planets composition (see e.g. Winn [142]). Variations in transit timing can be

used to infer the existence of non-transiting planets [62] or moons in the system

[71], and longer-period variations can be used to indicate orbital precession [93].

Doppler shift measurements during transit allow determination of orbital obliquity

[51]. Spectroscopy during transit allows the measurement of the absorption due

to the planetary atmosphere giving insights into its composition [24; 137], whereas

spectroscopy during the secondary eclipse, when the planet passes behind the star,

can reveal thermal emissions and dayside temperature and be used for estimating

the planetary albedo and inferring zonal winds [115].
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Figure 1.1: Exoplanets as of 2012 by mass and orbital radius. The location of the

Earth, Jupiter and Hot Jupiters are shown. Transit detection is most sensitive to

close-in planets, while radial velocity, microlensing and imaging are most sensitive

to planets further from the star. We note that since 2014 the transit method has

surpassed the radial velocity method as the most productive means of exoplanet

detection due to new discoveries from Kepler. Presently, only observations from

space are sensitive enough to be able to detect planets of mass of the order of the

Earth. This is due to the effect of Earth’s atmosphere. Image credit: Yannis Tsapras

lcogt.net.
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Both ground- and space-based instruments will continue to play a vital role

in the future of exoplanet detection and characterisation. Up to now, space-based

observations have provided the highest quality data [28]. In figure 1.1, it can be seen

that presently only observations from space are sensitive enough to be able to detect

planets the size of the order of the Earth. However, space-based observations are

not without disadvantage: they are constrained by the enormous cost involved and

are subject to calibration issues. In comparison, ground-based telescopes are three

orders of magnitude cheaper to build per unit area of telescope than the equivalent

in space. This means that for the same cost, a much larger telescope apertures can

be built on the ground which enable a much higher signal-to-noise ratio, as long as

the atmosphere induced noise can be corrected for.

The effects of the atmosphere on astronomy have been well documented in the

past [116]. They include: Extinction, sky background, transparency variations,

seeing and scintillation.

• Atmospheric extinction, is caused by energy absorbed by the rotation and vi-

bration of molecules in the atmosphere and reradiated at different wavelengths.

The air molecules also scatter the light from the astronomical object, which

results in an overall dimming of the observed image at the telescope. The

amount of extinction is dependent on the airmass the light needs to travel

through, and the local atmospheric conditions. Atmospheric extinction is also

highly wavelength dependent, which limits the spectral region that can be ob-

served from the ground to the visible and a number of windows at the infrared

wavelengths.

• Sky background, arises from emission and scattering from molecules in the

atmosphere. Emission is caused by reradiated thermal energy in the infrared

and spectral emission lines of molecules, such as OH. Air molecules, aerosols

and dust scatter the light from the moon and the surface of Earth (light

pollution) resulting in a noisy background that can make the detection of

faint objects difficult, particularly when the illuminated moon is present.

• Transparency variations, are caused by absorption due to water vapour (clouds)
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in the atmosphere. The amount of absorption varies as the wind blows clouds

across the field of view of the telescope. The resulting transparency varia-

tions range from partial reduction in intensity due to thin cirrus, to complete

coverage due to thick cloud.

• Atmospheric seeing and scintillation, is caused by light passing between media

of varying refractive index, which is a function of temperature and pressure.

Turbulence in the atmosphere causes light passing through different paths in

the atmosphere to experience different amounts of refraction. This gives rise

to image motion and blurring, and a second order effect causing irradiance

fluctuations, as refraction causes extra light to be focussed into or out of the

telescope aperture. The former effects are referred to as atmospheric seeing,

and the latter is scintillation, one of the main topics of this thesis. Figure 1.2

describes the principle of scintillation.

Whilst seeing, the first order effect of atmospheric refraction which causes blur-

ring and motion of the PSF (point spread function), can be corrected through adap-

tive optics, scintillation can only be partially corrected through such techniques.

The correction for scintillation is possible, but requires a dedicated instrument,

such as the Conjugate-Plane Photometer [102]. Before we fully make use of these

scintillation-correcting instruments, we need to know what contribution scintillation

makes to the light curves from the ground, which is one of the main aims of this

thesis.

Through fully characterising the effects of the Earth’s atmosphere we are able

to:

1. Know under what conditions noise due to the atmosphere is limiting the pre-

cision of our observation in order to improve observation strategy, and

2. Be able to assess the improvement we should expect through the use of adap-

tive optics and/or scintillation correcting techniques and know when these

techniques offer advantages over standard observation.

In this thesis I examine the sources of noise on transit photometry through simulation

and observation to determine the effects of scintillation on the noise budget and the
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Figure 1.2: Diagram illustrating the principle of scintillation. Plane waves from

the star at infinity appear flat at the top of Earth’s atmosphere. In the absence

of turbulence, the entire flux is collected by the telescope pupil. In the presence

of a turbulent atmosphere, the wavefront passes through refractive index variations

caused by changes in temperature and pressure. As the wavefront propagates down

to the ground, the wavefront interferes with itself constructively and destructively

resulting in a flying shadow pattern at the telescope pupil. At any one time, the

configuration of the atmosphere may be such that either a little more or a little less

of the starlight falls into the telescope pupil. This gives rise to intensity variations

in the point-spread-function of the image. Diagram from [102].
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uncertainties in the astrophysical parameters.
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1.1 Thesis Synopsis

The layout of the thesis is as follows:

• Chapter 2 gives the theoretical background required for understanding the

concepts of exoplanet transit, eclipse observations and atmospheric scintilla-

tion. This includes the description of the numerical and analytical methods for

calculating the shape of the light curve for the transit and secondary eclipse

and the description of the methods used for light curve fitting, which include

the downhill simplex and Markov-Chain Monte Carlo Methods. The origins

of atmospheric turbulence are described. The Kolmogorov turbulence model

is presented and the theoretical predictions for the effect of scintillation are

presented. The sources of noise on photometry are examined in detail.

• Chapter 3 explains the physical and mathematical framework behind the sim-

ulation of atmospheric turbulence used in chapters 4 and 5. The underlying

theory of phase screen generation and optical propagation are presented. The

theory for producing noise on the simulated images is described. The imple-

mentation of the simulation and the tests performed against theory are shown.

The assumptions and limitations of the simulation are discussed.

• Chapter 4 presents an examination of the sources of noise on transit pho-

tometry through numerical simulation. The need for time-resolved turbulence

measurements is presented. The verification of the simulation for longer ex-

posure times is shown. The validity of combining scintillation noise and pho-

ton noise in the simulations is tested. The fractional noise contributions are

compared for the case of the ULTRACAM instrument, with implications on

photometric instruments in general. The magnitudes at which scintillation

dominates are presented for different turbulence strengths, telescope diame-

ters and wavelengths. The effect of scintillation noise on the uncertainties in

the astrophysical parameters are investigated for several cases of exoplanetary

systems through Markov-Chain Monte Carlo fitting, and generalised.

• Chapter 5 describes the process of aperture photometry. The concept of aper-
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ture noise is introduced. The noise due to aperture photometry is investigated

through simulated images. The photometry aperture size up to which aper-

ture noise adds a source of noise is determined for different exposure times

and turbulence strengths.

• Chapter 6 contains an observational study of the effect of scintillation on pho-

tometry. The principle of turbulence profiling using SCItillation Detection

And Ranging (SCIDAR) is presented. The methods used for obtaining scin-

tillation noise from SCIDAR measurements are described. SCIDAR measure-

ments of scintillation noise are presented. These are compared to photometric

time-series measurements from ULTRACAM and the pt5m telescope.

• Chapter 7 presents the observations of the secondary eclipse of WASP-12b

from the ground. The details of the observation, data reduction and analysis

are presented. Details of the error estimation are given. The implications of

the data on the astrophysics of WASP-12b are examined.

• Capter 8 provides the conclusions to this work.

Chapters 2 and 3 contain background material with the theory required for the

subsequent chapters, which place this work in the wider context. Chapters 4, 5, 6

and 7 contain original work by the author. The material presented in chapter 7 has

been published in Föhring et al. [47].



Chapter 2

Theory

In this chapter, the theory required for the rest of the thesis is given. This chap-

ter consists of three main parts. The first part, in sections 2.1 and 2.2, concerns

exoplanet transit photometry. Within this section, hot Jupiters are described and

the fundamental concepts in transit photometry are given. The descriptions of the

analytical and numerical equations for modelling transit and eclipse light curves,

which are employed in chapters 4 and 7 are given. In the second part, the nature

and origin of scintillation noise are discussed. The theoretical equations describing

scintillation are presented. In the third part, the main sources of noise on photom-

etry other than scintillation are described and discussed. This is followed by an

explanation of the statistics used for handling noise. Finally, the causes and effects

of systematics are discussed.

2.1 Hot Jupiters

Hot Jupiters are a class of exoplanet with masses close to or exceeding that of Jupiter,

not composed of rock or other solid matter, on a very close orbit around their host

star. These planets have very high surface temperatures (>1000K), due to their

proximity of their star, between 0.015 and 0.5 AU, and orbital periods of typically

of a few days. Figure 2.1 shows an artist’s impression of a hot Jupiter. The majority

of hot Jupiter orbits are circularised via tidal interactions due to the proximity to

their host star (e.g. [118]). Their large size and proximity to their host make hot

10
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Figure 2.1: Artist’s impression of a transiting hot Jupiter. Hot Jupiters are

on close orbits around their stars and often display evaporation. Image credit:

NASA/CXC/M.Weiss.

Jupiters prime candidates for detection and characterisation. Indeed, many of the

first exoplanets to be discovered have been hot Jupiters [91; 16; 22; 59; 2]. The

discovery of hot Jupiters has been a surprise, as their existence was not predicted

by current planet formation theories, which advocate that planets form outside the

frost line, the distance from the protostar where hydrogen compounds such as water,

ammonia and methane can freeze [12; 80; 13]. The existence of these hot Jupiters

invoke the need for planetary migration theories, such as disk migration (e.g. [79])

to account for the observations. An interesting property of hot Jupiters, including

WASP-12b, is that many of them have radii exceeding predictions, even after the

irradiation from the star is considered (figure 2.2). The reason for this is still not

fully understood, although several theories have been proposed [5; 65; 46; 106].

2.2 Exoplanet Transit Photometry

A primary eclipse occurs when a planet passes in front of a star in the line of sight

of the observer, causing a small reduction in the apparent brightness of the star. If

the entire planet is in front of the stellar surface, this is referred to as a transit. An

exoplanet transit occurs when a planet passes directly in front of a star and thereby
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Figure 2.2: Mass-radius relation for hot Jupiters to date. The solid lines show model

relations for planets with (50% H/He) and without a heavy core (Pure H/He), while

the dashed lines show predictions for hot Jupiters closer or further from their star.

Around half of the giant planets have radii that exceed predictions by any model.

Figure modified from [108], models from Jonathan Fortney.
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obscures a portion of the observed star’s light, resulting in a small reduction in the

apparent brightness of the star. A second decrease in flux can be measured as the

planet moves around its orbit to pass behind the star, as the star blocks out the light

from the planet’s dayside. This is referred to as a secondary eclipse. If the planet

is completely obscured during the secondary eclipse, this is termed an occultation.

Figure 2.3 shows a schematic of a planet orbiting a star, and the measured flux at

each phase of the planet’s orbit. Typically, during the transit of a hot Jupiter, the

measured drop in flux is around 1% of the total light of the system. In comparison,

a secondary eclipse is around 10 times fainter, resulting in a decrease of < 0.1−0.2%

of the total light.

Figure 2.3: Schematic of a transiting exoplanet orbit. The planet blocks a fraction

of the light from the star as it moves in front of it during a transit. After the transit,

the total flux rises as the planet’s dayside comes into view. During the occultation,

the planet passes behind the star and a second drop occurs as the light from the

dayside is blocked by the star. Diagram from [142].

2.2.1 Light Curve Shape

In this subsection we describe how the astrophysical properties mentioned in Chapter

1 relate to the shape of the light curve. We begin by describing the numerical and

analytical models used for a general light curve shape for a uniform stellar disc.

This is followed by presenting the details specific to the primary eclipse, including
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the astrophysical parameters that can be obtained from the light curve shape and

the effect of stellar limb darkening. Next, details relating to the secondary eclipse

are given, which include the astrophysical parameters that can be obtained from the

secondary eclipse, as well as the need for correcting for light travel time. Finally,

the light curve model fitting processes used are described.

Numerical Calculation

Here we present the physically more intuitive numerical method employed in chap-

ter 7 for calculating the light curve shape of a planet on a circular orbit. Consider

an exoplanet, with radius Rp orbiting a star with radius R?, separated by a pro-

jected planet-star separation Rcen (see figure 2.4). The planet orbits the star at

an inclination, i, with a semi-major axis, a, and an angular frequency ω = 2π/P

radians/second, where P is the orbital period in seconds. After a time, t seconds,

(where t = 0 is defined as the mid-transit, when orbital phase = 0) the planet sweeps

out an angle ωt radians.

Applying Pythagoras’ theorem, Rcen can be shown to be

Rcen = a
√
cos2(i)cos2(ωt) + sin2(ωt). (2.1)

Assuming the planet is passing between the Earth and the star, for each step in Rcen

the area of the star obscured, A, is calculated. Figure 2.5 shows a diagram of the

area obscured.

The area obscured, A, is calculated by considering a series of partial annuli, such

as the one labelled s in figure 2.6.

The length of a half of the partial annulus is s = rθ, where r is measured from

the centre of the stellar disc and θ is the angle subtended by s. The total area

eclipsed by the star is then given by

A =

∫
2sdr = 2

∫
rθdr. (2.2)

Using the cosine rule,

R2
p = r2 +R2

cen − 2rRcencos(θ). (2.3)
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Figure 2.4: Projected planet-star separation for numerical calculation of area ob-

structed during a transit. Diagrams based on [121].
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Figure 2.5: The geometry for calculating the area obscured during a transit. Dia-

gram based on [121].
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Figure 2.6: The geometry for numerically integrating to find the area obscured

during a transit. Diagram based on [121].

Hence,

A = 2

∫
rcos−1

(
r2 +R2

cen −R2
p

2rRcen

)
dr. (2.4)

The integration limits can be inferred from figure 2.5. When Rcen > R? + Rp,

the whole planet is outside the stellar disk and the obscured area is zero. When

Rcen < R? −Rp, the entire planet is within the stellar disc and the area obscured is

πR2
p. Between these two limits the planet is undergoing transit. For the purpose of

the simulation, it is only necessary to loop from Rcen = R?−Rp until R? = Rcen. This

gives one half of the transit, and the entire transit is obtained through symmetry.

For a stellar disc of uniform brightness, I0, the area obscured is related to the fraction

of flux lost, ∆F , simply as

∆F = I0A. (2.5)

Figure 2.7 shows light curves generated through this method for orbital inclinations

between 90◦ and 60◦.
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Figure 2.7: Light curves with varying inclination from 90◦ (outermost) and 60◦

in increments of 3◦ generated through through numerical integration for a planet

crossing a star of uniform brightness, for a system with parameters Rp = 0.7×105km,

R? = 7×105km, Rp = 0.7×105km. At low inclinations the transit is partial, resulting

in a rounded light curve. For higher values of inclination the light curve is flat.

Analytical Calculation

An analytical approach for calculating the area obscured is described by Mandel

and Agol [88]. Consider the terms z = d/R? and p = Rp/R?, as shown in figure 2.8.

In this description, d is the distance between the star and planet centres as seen

from the line of sight of the observer, asin(ωt), shown in figure 2.4 (a). As for the

numerical calculation, outside of the transit, when (1+p < z), the obscured area is 0,

and when the star is fully occulted, (z ≤ 1−p), the obscured area A = πR2
p = πR2

?p
2.

The partially overlapping region, shown in green in figure 2.8 is obtained through

geometry, and using the cosine rule:

cos(α) =
p2 + z2 − 1

2zp
, (2.6)

and

cos(β) =
1 + z2 − p2

2z
. (2.7)
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R★ Rp=pR★ 
α β 

d=zR★ 

Figure 2.8: The geometry for analytically integrating to find the area obscured

during a transit. Half of the area obscured, shown as the overlap of the yellow and

blue arcs, is calculated from the sum of the two arcs minus the triangle formed

through RpR?d. Diagram adapted from [88].

The area obscured, A, is calculated as the sum of twice the areas of the two over-

lapping sectors with radius R? and Rp respectively, and subtracting twice the area

of the triangle formed through R?, zR? and Rp (see figure 2.8),

A

2
=
R2
?β

2
+
R2
pα

2
− zR2

?

2
sin(β). (2.8)

Rearranging equation 2.7 using a trigonometric identity gives:

sin(β) =

√
(4z2 − (1 + z2 − p2)2)

2z
. (2.9)

The obscured area is then found analytically from substituting equation 2.9 into 2.8

to be:

A = R2
?

(
p2α + β −

√
4z2 − (1 + z2 − p2)2

2

)
. (2.10)

To summarise, the ratio of the obscured to unobscured flux for a uniform source,

∆F/F , is:
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∆F/F =


0 1 + p < z

1
π

[
p2α + β −

√
4z2−(1+z2−p2)

2

4

]
| 1− p |< z ≤ 1 + p

p2 1− p ≥ z.

(2.11)

2.2.2 Primary Eclipse

Here we describe the shape of the primary eclipse light curve and describe the

astrophysical parameters that can be obtained from it.

Limb Darkening

The main difference between primary and secondary eclipses is the presence of limb

darkening during a primary eclipse, resulting in the light curve shape to appear

rounded, rather than flat (see figure 2.9).

Limb darkening refers to the drop in intensity of the stellar disc moving towards

the edges, caused by the decreasing density and temperature of the star with radius.

Limb darkening arises because the Sun is not a solid, but rather a plasma, and pho-

tons emitted at different depths have a probability of being scattered or reabsorbed

depending on the distance they travel. Figure 2.9 shows a broad-band optical image

of the Sun, illustrating the drop in intensity and reddening of the disc towards the

edges.

The probability of a photon being scattered or absorbed when passing through

a medium is determined by the optical depth, τ . For light of a given wavelength

travelling through a medium, the optical depth is defined as

τ =

∫ l

0

ρκcos(γ)dl′, (2.12)

where ρ is the density of the medium, κ the opacity at the given wavelength, γ the

angle to the normal and dl′ the optical path. The observed intensity, I, after a given

path as a fraction of the intensity at the source , I0, is

I/I0 = e−τ . (2.13)
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Figure 2.9: NASA image of the Sun in visible light taken during the 2012 transit

of Venus showing the drop in intensity towards the edge of the disc. This effect is

called limb darkening. Image credit: NASA/SDO, HMI.

Compared to light emitted normal to the line of sight of the observer from the

star at a given depth h, light emitted near the limbs needs to travel an extra distance

through the atmosphere, h
cos(γ)

, depending on the angle between the normal to the

line of sight of the observer, γ, illustrated in figure 2.10.

As the optical depth increases towards the limb of the star, the limb of the star

appears dimmer. The exact form of limb darkening is different for each star and

cannot be directly measured. Because of this, limb darkening functions have to be

fitted individually to each star. The effect of limb darkening on the light curve is

expressed in functions of µ = cos(γ).

The most widely used polynomial functions are the non-linear laws of Claret

[27],

I(µ)

I0

= 1− u1(1− µ1/2)− u2(1− µ) (2.14)

and a polynomial (quadratic) law

I(µ)

I0

= 1− u1(1− µ)− u2(1− µ)2, (2.15)

where u1 and u2 are the limb darkening coefficients, dependent on effective temper-
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Figure 2.10: Cross section of a star indicating the path travelled for photons emitted

from the centre of the stellar disc and at an angle γ to the line-of-sight of the observer.

Both photons are emitted at a depth h, but the photon emitted at an angle γ travels

an extra distance µ = h/cos(θ) making it more likely to be absorbed.

ature, luminosity class and metallicity. Copperwheat et al. [29] have not found any

difference in the quality of the fit between the two laws presented here, and in our

light curve models in Chapter 4 we chose to adopt the second model.

The model light curve for the transit is thus numerically obtained by stepping

through time and determining the instantaneous projected separation Rcen, then

calculating the ratio of obscured to unobscured flux. When including limb darken-

ing, the flux from the star is calculated by multiplying by the chosen limb darkening

function at each iteration step, before the ratio is calculated. Figure 2.11 shows the

light curves of the same system as in figure 2.7, but in the presence of limb dark-

ening in the V-band. Analytical equations for the light curve shape for a quadratic

limb-darkening law have also been obtained by Mandel and Agol [88], which is im-

plemented directly in the simulations in Chapter 4.

Science from the Primary Eclipse

A great wealth of information can be gained from the shape of the transit light curve,

as mentioned previously in Chapter 1. Here, the details of these are presented. There

are four primary observables that characterise the light curve. These are the transit

depth, ∆F , the total transit duration tT and the fully occulted transit time, i.e.

the “flat” part of the transit tF and the period, P. These can be used to derive five
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Figure 2.11: Light curves with varying inclination from 90◦ (outermost) to 60◦

in increments of 3◦ generated through through numerical integration for a planet

crossing a star with limb darkening, with parameters Rp = 0.7 × 105km and R? =

7 × 105km. Limb darkening causes the shape of the bottom of the in-transit light

curve to become rounded.

(degenerate) physical parameters: Rp, R?, i, a and M?, the stellar mass.

For the primary eclipse, the transit depth is

∆F '
(
Rp

R?

)2

, (2.16)

which simply arises from the ratio of the projected disks of the planet and star. For

a circular orbit, the parameters a and cos(i) are obtained from [123]:

sin(tTπ/P ) =
R?

a

(
[1 + (Rp/R?)]

2 − [(a/R?)cos(i)]2

1− cos2(i)

)1/2

(2.17)

sin(tFπ/P )

sin(tTπ/P )
=

([1− (Rp/R?)]
2 − [(a/R?)cos(i)]2)

1/2

([1 + (Rp/R?)]2 − [(a/R?)cos(i)]2)1/2
. (2.18)

In addition to these three geometrical equations, the degeneracy between the five

parameters can be broken via Kepler’s third law:

P 2 =
4π2a3

G(M? +Mp)
, (2.19)
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and the stellar mass-radius relation

R? = mM q
? , (2.20)

where m is the constant coefficient for each stellar sequence, such as main sequence,

giants etc., and for each stellar sequence, q describes the power law of the sequence,

most frequently taken as q = 0.8 for F-K main sequence stars [31]. Thus the radius

of the star can be obtained through spectral classification.

2.2.3 Secondary Eclipse

The secondary eclipse provides an estimate of the planet’s day side equilibrium

temperature and orbital eccentricity. Here we describe how these can be obtained

from the light curve.

Day Side Equilibrium Temperature

The planet’s day side equilibrium temperature is obtained from the depth of the

secondary eclipse, which corresponds to the amount of light lost by the system,

given by ∆F .

In the Rayleigh-Jeans limit, ∆F , approximates to [21]:

∆F =
Tp
T?

(
Rp

R?

)2

, (2.21)

where Tp and T? are the temperatures of the planet and star respectively.

Here we present how the change in flux is determined from the fractional change

in the projected area of the system obscured, ∆A.

Before the transit, the total area observable is the sum of the projected area

of the star, A?, and the projected area of the planet, Ap. During the ingress and

egress, we see A? + (Ap − A), and during mid-transit we only see A?. Figure 2.12

summarises this geometry.

For the simple mid-transit case, when the entire planet is obscured by the star,

the fractional change in the area obscured ∆Atotal = (A?+Ap)−A?

(A?+Ap)
. To obtain ∆Ftotal,
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Figure 2.12: The geometry for calculating the fraction of flux obscured during the

secondary eclipse.

let the flux emitted from the star be F? and the flux of the planet Fp. Thus,

∆Ftotal =
ApFp

A?F? + ApFp
. (2.22)

Rather than fitting the secondary eclipse depth when fitting the light curve, we fit

a physically more intuitive term, x, defined as the ratio of the flux emitted per unit

area of the star to the planet, so that xFp = F?. This gives ∆Ftotal = ApFp

A?xFp+ApFp
.

Thus,

∆Ftotal =
Ap

A?x+ Ap
. (2.23)

To use this equation, knowledge of the values of Ap and A? is needed. These

follow from from Rp and R? obtained from transit measurements.

For the case when the planet is undergoing ingress and egress, the change is

given by the total projected area before eclipse minus the area during the eclipse,

(A? +Ap)− (A? − [Ap −A]). From this, the fractional change in the area obscured

∆Apartial = A?+Ap−A?−Ap+A

A?+Ap
. As for the previous case, multiplying by the flux yields

∆Fpartial =
A

A?x+ Ap
. (2.24)

The normalised model light curve is given by 1−∆F (figure 2.12).
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To summarise, the ratio of the obscured to unobscured flux, ∆F/F , for the secondary

eclipse can be expressed, similarly to the primary eclipse, as:

∆F/F =


0, if1 + J < z

1
π

[
J2α + β −

√
4z2−(1+z2−J2)

2

4

]
, |1− J | < z ≤ 1 + J

J2 1− J ≥ z,

(2.25)

where J is defined as J =
√

p2

X+p2
=
√

∆F , and p = Rp/R?.

The observed raw differential light curve however is not normalised to one, but

has an offset according to the relative intensity of the target and comparison(s). For

this reason, in order to fit the observed light curve, the normalised model light curve

needs to be multiplied by a background model, b, ie.

light curve = b(1−∆F ). (2.26)

The background is simply a fit, b = c1 + (c2 × airmass), where c1 accounts for the

offset and c2 corrects for any extinction changes due to differing colours of the target

and comparison(s).

Eccentricity

The timing of the secondary eclipse reveals information about eccentricity of the

exoplanet’s orbit. The orbital phase of the midpoint of an exoplanet’s secondary

eclipse with respect to the primary transit is dependent only on the eccentricity, e,

and the argument of the periapsis, ω, as e cos(ω). A precise measurement of the

phase thus gives a well defined, but degenerate, constraint on the two parameters.

On its own, the the phase midpoint of the secondary eclipse is used to obtain a

minimum eccentricity, and give a strong indication of whether the orbit is circular

or elliptical. Individual values for e and ω can be obtained from the phase mid-

point of secondary eclipse by combining with other methods, such as radial velocity

measurements.
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When fitting a light curve to the secondary eclipse, the phase midpoint, φ, has to

be a free parameter. The phase midpoint of the secondary eclipse will be offset due

to light travel time (Rømer delay) and any orbital eccentricity. In order to calculate

the eccentricity, the effect of light travel must be corrected for. The light travel time

is calculated as follows:

Consider the orbital geometry of the planet with respect to the star at primary

transit and secondary eclipse (figure 2.13). For simplicity, for this section we define

a phase, φ′, which is zero at the ingress. At t = 0, a photon is just obscured by

the planet at the start of the transit ingress originating from a star at a distance, d,

from the observer. The transit is observed to start at time Ttransit = d/c as viewed

from Earth, where c is the speed of light. At t = 0.5×P , a second photon leaves the

planet, just at the moment it is eclipsed by the limb of the star. Thus the secondary

eclipse will start at time Tsec = 0.5× P + 2a/c+ d/c after the transit, as seen from

Earth. The separation in time between transit and eclipse, i.e. time between the

first and second of the above photons arriving to Earth is

Ttransit − Tsec = 0.5P + 2a/c. (2.27)

This effect, known as the Rømer delay, must be corrected for when fitting the model

light curve.

2.2.4 Light Curve Fitting

The two methods used for light curve fitting in this thesis are the Downhill Simplex

method and the Markov chain Monte Carlo method, both of which involve a process

of chi-squared minimisation to determine the best fit to the data. χ2 is a statistical

quantity commonly used to gauge the goodness of fit of a model with predicted

values Ei, to a set of individual measurements with known errors Oi ± σi. It is

defined as:

χ2 =
∑
i

(Oi − Ei)2

σ2
i

. (2.28)
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(a) View of orbit at the start

of transit ingress. φ′ = 0.
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Planet 
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a 

(b) View of orbit at the start of

secondary eclipse ingress. φ′ =

0.5.

Figure 2.13: Diagrams illustrating that during secondary eclipse, an extra factor of

2a/c needs to be added when timing the difference between the transit and secondary

eclipse ingress. Equivalently, this factor needs to be added to the centre of the transit

when predicting the centre of the secondary eclipse, since their durations must be

equal, due to the extra distance light has to travel.
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Downhill Simplex Method

We employ the Downhill Simplex method [97], also called the Nelder-Mead method

or the amoeba method, which is a commonly used technique for finding the minimum

of a function in multi-dimensional parameter space, adapted from Press et al. [111].

A simplex is anNd dimensional geometrical figure consisting ofNd+1 vertices. In the

case of a secondary eclipse, we fit four parameters, the eclipse depth, x (see section

2.2.3), the phase offset, φ, and two coefficients of airmass, c1 and c2, and so the

simplex is a polygon with Nd = 4 dimensions. The basic idea is to move and change

the shape of the simplex by a series of reflections, expansions and contractions, until

it converges onto a minimum with the required level of tolerance.

To start the simplex, an initial guess of the range of the maximum and minimum

of the parameters is given. The vertices of the initial simplex are defined by creating

N+1 points starting from the minimum value for the point Pmin in equal increments

up to the maximum, Pmax:

Pi = Pmin + i× (Pmax + Pmin)/Nd, (2.29)

where i is an integer between 1 and Nd + 1.

The function f(Pi), given by equations 2.11 and 2.25 in section 2.2.3, is evaluated

at each vertex, and the chi-squared of the fit is calculated. The first step is to

rearrange the points P1, P2, ...Pn+1 so that χ2(f(Pn+1)) > χ2(f(P2)) > χ2(f(P1)).

A trial point, Pr, is generated by reflection across from the point with the highest

value of χ2, Pn+1, as

Pr = P̄ + α(P̄ − Pn+1), (2.30)

where P̄ =
∑

i Pi/(Nd + 1) is the centroid and α = 1 is the coefficient of reflection.

The function is then evaluated at this point, and χ2(f(Pr)) is calculated. There are

three possible outcomes:

1. If the chi-squared of the function at the new point is neither the best nor the

worst, χ2(f(P1)) < χ2(f(Pr)) < χ2(f(Pn)), Pn is replaced by Pr.

2. If the chi-squared of the function at Pr is the best, χ2(f(Pr)) < χ2(f(P1)), then

the direction of reflection is good and the next point, Pe is generated by expansion
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as

Pe = Pr + γ(Pr − P̄ ), (2.31)

where γ = 2 is the coefficient of expansion. This is equivalent to trying an addi-

tional extrapolation by a factor 2. If χ2(f(Pe)) < χ2(f(Pr)), Pn+1 is replaced by Pe,

otherwise the expansion has failed and Pn+1 is replaced by Pr.

3. If the chi-squared of the function at Pr is worse than the second-highest, χ2(f(Pr)) >

χ2(f(Pn)), the polytope is assumed to be too large and the next new point, Pc, is

generated by contraction

Pc = P̄ + β(Pn+1 − P̄ ), (2.32)

where β = 0.5 is the contraction coefficient. If χ2(f(Pc)) < χ2(f(Pn+1)) the con-

traction has succeeded and Pn+1 is replaced by Pc, otherwise the contraction is

repeated.

This process is repeated until the maximum number of iterations is obtained or

the change in the value of chi-squared between successive iterations is less that the

required tolerance. For our amoeba routine, the maximum number of iterations is

300 and the tolerance is 1× 10−6. We also perform a second pass, with the claimed

solution as one of the simplex vertices, to ensure the amoeba is not stuck in a local

minimum.

Markov Chain Monte Carlo

The Markov chain is a stochastic process in Bayesian statistical modelling with the

property that at a time t in the series, the probability of making a transition to

any new state is dependent only on the current state of the process, Xt and is

conditionally independent of the sequence of events that preceded it. The method

for use in astrophysics is described in detail in Tegmark et al. [133] and applied to

transit light curves in Holman et al. [63]. A Markov chain performs a random walk

about the parameter space and eventually finds the region with the lowest χ2. Once

the chain converges, the sampling of the distribution of previous states is used to

approximate the distribution of interest. The sequence of states is called the chain.

The probability of moving to other points in the state space are described by a

transition kernel. A typical transition kernel applies a Gaussian random number to
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each parameter value, scaled by a set step size. If the new point has a lower χ2 than

the previous point, the jump is executed. If the new point has a higher χ2, the jump

is executed with a probability exp(−∆χ2/2). For the MCMC analysis performed in

chapter 4, we employed the python MCMC fitting package pymc.

2.3 Seeing and Scintillation

Atmospheric turbulence causes aberrations in starlight with two important effects:

seeing and scintillation. Seeing arises from phase fluctuations caused by refractive

index variations in the atmosphere. Scintillation, however, arises as a second order

effect as a result of the perturbed wavefront propagating to the telescope. In this

section, we examine the theory of how seeing and scintillation arise, and examine

their effects.

2.3.1 Atmospheric Turbulence and Seeing Theory

Atmospheric optical turbulence arises in a fluid when both dynamical turbulence and

a refractive index gradient are present [134]. Processes which give rise to dynamical

turbulence include: drag encountered by the air flow at the Earth’s surface resulting

in wind shear, convection due to differential heating, changes in temperature and

velocity fields arising from changes of state, interaction of air masses with atmo-

spheric fronts and obscuration of the air flow. The Earth’s atmosphere is a mixture

of gasses retained by gravity. It has no direct boundary, but gradually thins out

until it reaches space. About 80% of the mass of the atmosphere is contained in the

lowest ∼ 15km around the Earth, called the troposphere. This is where almost all

weather phenomena occur. Temperatures decrease with height in the troposphere,

until it reaches the next layer, the stratosphere, where the temperature begins to

increase again with altitude due to heating from the Sun (thermal inversion). The

boundary between the troposphere and the stratosphere is called the tropopause. It

varies in height between 8–16km depending on the latitude and season. The major-

ity of atmospheric scintillation arises from the high velocity turbulence around the

tropopause (figure 2.14).



2.3. Seeing and Scintillation 31

Figure 2.14: Diagram of the lower atmosphere containing the troposphere. Most

scintillation arises from fast moving turbulence around the boundary between the

troposphere and stratosphere. Image credit: [120].

The condition for mechanical turbulence is described by the Reynolds number,

the ratio between the inertial and viscous forces

Re =
vl

ν
, (2.33)

where v is the average velocity of the fluid, l the characteristic size and ν the

kinematic viscosity. Laminar fluid motion occurs for lower values of Re, whereas

values of Re � 2000 result in turbulent flow. Due to the low kinematic viscosity

of air, the Reynolds number of the atmosphere always exceeds this critical value,

allowing for the development of dynamical turbulence [82].

The atmosphere consists of layers of air with different refractive indices arising

primarily from varying temperatures and to a lesser extent the water vapour con-

tent. Dynamical turbulence causes mixing of these layers, which leads to refractive

index fluctuations. Light from astronomical objects arrives as flat wavefronts from

space, until it encounters the refractive index fluctuations in the atmosphere. These

fluctuations create random phase delays in different parts of the wave, resulting in

a distorted wavefront. The geometric optical interpretation of this is that the phase

perturbations act as positive or negative “lenses”, changing the curvature of the

wavefront.
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L0 l0 
v 

Figure 2.15: Kolmogorov “cascade”. A turbulent layer of thickness L0 moves be-

tween two zones of laminar flow. An eddy with characteristic size l0 moves with a

characteristic velocity v within this regime.

The most commonly used model used to describe the nature of the wavefront per-

turbations is the Kolmogorov Model, developed by Tatarski [131], based on the work

of Kolmogorov [73, 74]. Observational evidence for the validity of the Kolmogorov

model has been made by e.g. [98].

Consider a turbulent layer of thickness L0 between two laminar zones (figure

2.15). In the Kolmogorov turbulence model, energy enters the flow at the outer

scale length L0. The eddies formed break into smaller eddies transporting part of

their kinetic energy, until at about Re ≈ 1 it is lost by viscous dissipation at the

inner scale, l0. This is known as a Kolmogorov cascade. A mean value for the outer

scale, L0 ≈ 20m, has been obtained by Wilson [139] and Ziad et al. [145], and l0 has

a typical value of around a few millimetres [99].

The velocity fluctuations caused by atmospheric turbulence can be described by

a structure function, Dv(r),

Dv(r) = 〈(v(r′)− v(r′ + r))2〉, (2.34)

defined as the mean squared velocity difference between two points separated by

distance r. The angled brackets represent the ensemble average.

For small-scale fluctuations with size l0 < r < L0 viscous forces can be ignored

and the behaviour of the turbulence is independent of the scale and geometry of the

flow. This is called the inertial range. Within this range the structure function of

the velocity fluctuations obeys a power law [134]

Dv(r) = C2r2/3, (2.35)
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where the separation, r = |r − r′|, with r a 3-d vector, and C2 the constant of

proportionality.

In the Earth’s atmosphere, both temperature and humidity vary with altitude.

Mechanical turbulence causes mixing of air from different altitudes, causing vari-

ations in temperature and humidity of similar scale to the underlying turbulence.

(For a medium in thermal equilibrium, optical turbulence does not arise as a result

of physical turbulence.) The temperature fluctuations affect the density of air, there

by causing changes in the refractive index, n. The refractive index of air changes

with temperature, T (Kelvin) and pressure, p (millibars) as

(n− 1)106 = 77.6p/T. (2.36)

As local pressure fluctuations are negligible compared to the temperature fluc-

tuations, the refractive index fluctuations are primarily caused by the temperature

variations, and so can be expressed as

Dn(r) = C2
nr

2/3, (2.37)

where C2
n(h) is the refractive index structure function, which relates to the refractive

index fluctuations.

The magnitude of the modulation of optical phase of starlight propagating through

the turbulence, φ, is described by the phase structure function, Dφ,

Dφ(r) = 〈[φ(r′)− φ(r′ + r)]2〉. (2.38)

In the Kolmogorov turbulence regime in the near-field approximation (see section

3.3), this is given by [116]

Dφ(r) = 2.914 k2 sec(Z) r5/3

∫ ∞
0

C2
n(h) dh (2.39)

= 6.88

(
|r|
r0

)5/3

, (2.40)

where the turbulence is described by C2
n(h) as a function of height, h, viewed at a

zenith angle Z, k = 2π/λ is the wavenumber and r0 is the Fried Parameter [49],

[117]:
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r0 =

(
0.423 k2 sec(Z)

∫ ∞
0

C2
n(h) dh

)−3/5

. (2.41)

r0 is defined as the region of the wavefront over which the root mean square phase

variations are less than 1 rad2. The physical interpretation of the Fried parameter r0,

is that it is the critical pupil diameter under which a telescope becomes diffraction

limited.

As r0 is dependent on wavelength as λ6/5, the wavelength at which r0 is measured

always be specified for seeing measurements. In our simulations, a wavelength of

0.55 µm is adopted as a standard.

The angular distance in the sky over which the turbulence pattern is statistically

the same is defined by the isoplanatic angle, θ0. In terms of r0,

θ0 = 0.314
r0

heff

, (2.42)

where heff is the effective turbulence altitude

h
5/3
eff =

∫∞
0
C2
n(h)h5/3dh∫∞

0
C2
n(h)dh

. (2.43)

The timescale of variation of turbulence is expressed by the coherence time,

θ0 = 0.314
r0

v0

, (2.44)

where v0 is the average velocity of the turbulent layer,

v
5/3
0 =

∫∞
0
C2
n(h)V 5/3dh∫∞

0
C2
n(h)dh

, (2.45)

and V denoting the velocity profile.

2.3.2 Effects of Turbulence (1): Seeing

The Fried Parameter determines the full width at half maximum (FWHM) in arc-

seconds of the seeing disc expected to be produced by a larger telescope, assuming it

is free of errors due to poor focus, optics and tracking. Starlight is distorted by the

atmosphere to produce a rapidly altering speckle image at the telescope focus, which
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Figure 2.16: Speckle images averaging to produce a Gaussian PSF. Linearly adding

instantaneous speckle images simulates how a Gaussian PSF is is built up from many

instantaneous realisations of speckle images when a number of images are averaged

that correspond to the length of typical exposure time. The images have simulated

exposure times of 1ms, 10ms, 1s, 10s and 100s between (a) - (e) respectively.

averages approximately to a Moffat PSF [94] on longer exposure (1 - 100s). For a

seeing-limited telescope, the angular diameter of the PSF is estimated numerically

to be [41]:

εFWHM = 0.976
λ

r0

. (2.46)

Figure 2.16 shows how instantaneous speckle images average to a Moffat PSF over

longer exposure times.

At good observing sites, ε is in the range of 0.5 to 2 arcsec [141]. In the absence

of turbulence, or if the telescope diameter, D, is smaller than r0, εFWHM is simply

the size of the diffraction-limited Airy disc:

εFWHM = 1.028
λ

D
. (2.47)

2.3.3 Effects of Turbulence (2): Scintillation

High altitude optical turbulence will cause the complex wavefront of the light from

a star to fluctuate in both phase (seeing) and amplitude (scintillation). As the
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perturbed wavefront propagates to the ground, interference of the light wave with

itself creates a “flying shadow” pattern seen in the pupil. Figure 2.18 shows a

simulation of the distribution of intensity of starlight at the telescope aperture. In a

real atmosphere, the instantaneous shadow pattern will change due to the evolution

of the turbulent layer. However, the timescale of this change is long compared to

the crossing time of the layer over the aperture, tcross = D/V⊥, where V⊥, is the

horizontal windspeed of the turbulent layer. This scenario, in which the atmosphere

is taken to be a fixed pattern translating, is known as in accordance with Taylor’s

hypothesis of frozen flow (see section 3.3).

The characteristic scale of the structures in the scintillation pattern (“flying

shadows”) is determined by the Fresnel radius,

rF ≈ (λh)1/2. (2.48)

The Fresnel radius defines the size of the atmospheric “lenses” created due to tur-

bulence, as well as the size of the flying shadows seen in the pupil. While both the

strength of the turbulence, defined by C2
n(h), and the turbulence height determine

the magnitude of the intensity fluctuations, the spatial scale, rF , of the fluctuations

is only dependent on h. Figure 2.17 shows the effect of increasing the height of

the turbulent layer on the pupil image through simulation. As the wind moves this

pattern across the pupil, the patches of higher and lower intensity moving into and

out of the telescope pupil result in the intensity variations seen in the image plane.

This same effect is registered by the naked eye as “twinkling”. The resulting image

intensity variations caused by the motion of the flying shadow pattern is shown in

figure 2.18 (e).

A statistical way of quantifying scintillation is through the scintillation index, σ2
I :

σ2
I =

∑ 〈I2〉 − 〈I〉2

〈I〉2
, (2.49)

defined as the normalised variance of the intensity in the image, I, where 〈〉 denotes

the time average.

For small telescope diameters, D � rF , the scintillation index is determined

using wave optics [116] as:
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Figure 2.17: Simulated images showing the change in spatial scale of the flying

shadow patterns with the height of the turbulent layer. Propagation distances be-

tween 0m (a) and 15km (d) are plotted. The longer the propagation distance, the

larger the intensity variations and their spatial scale.
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Figure 2.18: Simulated images showing how flying shadows cause image intensity

variations. As the wind moves the flying shadow pattern along in the pupil plane

(a) - (d), patches of higher and lower intensities move into and out of the pupil

resulting in the corresponding total intensity variations in the image (e). The red

arrows in the top figures (a) - (d) highlight a single bright patch as it crosses the

telescope pupil. The intensity is measured to drop and rise again as the bright patch

is obscured and reemerges from behind the secondary mirror.
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σ2
I = 19.2λ−7/6(cos(Z))−11/6

∫ ∞
0

h5/6C2
n(h)dh, (2.50)

where λ is the wavelength and h is the atmospheric altitude.

For larger telescopes, with diameter greater than the characteristic scale of the

turbulence, D � rF , the high spatial frequency components of the intensity fluctu-

ations are smoothed out, as described by Tatarski [131], Fried [49] and Young [143].

In this regime, scintillation is independent of the wavelength and the instantaneous

σI can be determined from geometric optics as

σ2
I = 17.3 cos(Z)−3

∫ ∞
0

h2C2
n(h)dhD−7/3. (2.51)

The height squared term in equation 2.51 signifies that the high-altitude layers have

a dominant contribution to scintillation.

For exposure times, texp � tcross, the scintillation index is modified to [69],

σ2
I = 10.7 cos(Z)−3

∫ ∞
0

C2
n(h)h2

V⊥(h)
dhD−4/3t−1

exp. (2.52)

In this expression, the scintillation index is calculated from the integrated sum of

the turbulence strength, C2
n(h), the horizontal windspeed, V⊥(h) and the height of

each layer, as well as the telescope diameter and exposure time. For this reason, we

require measurements of the wind speed, V⊥(h), to be able to model scintillation

effects in long exposures.

There is no correlation between scintillation and angular seeing, as scintillation is

strongly dependent on the height of the turbulence. In contrast, seeing has no height

dependence. Typically, it is the lower layers of the atmosphere which contribute most

to seeing, opposed to the high layers responsible for scintillation.

2.4 Other Sources of Noise on Photometry

Other than noise due to scintillation, sources of noise on photometry include shot

noise due to photon bunching, shot noise due to the sky emission and noise due to

the detector, which includes read noise, dark current and effects due to flat-fielding.

The details of these can be found in e.g. Howell [64], and will be discussed in this



2.4. Other Sources of Noise on Photometry 40

section. An additional seeing-related noise is introduced during the photometry

procedure, known as, “aperture noise”, which is described in chapter 5. In addition,

the atmosphere may cause transparency variations that cannot be fully corrected by

a comparison star due to spatial/temporal variations, e.g. cloud moving across the

field of view. This will receive mention in chapter 6, and is not further examined

here.

2.4.1 Photon Noise

Photon noise, also termed Poisson noise, or shot noise, is a basic form of uncertainty

arising from the quantised nature of light. It is an inherent property of the signal

and, as such, its magnitude is dependent on the signal. Photon noise is the dominant

source of noise on targets that are not bright enough to be scintillation dominated,

but not so faint as to be dominated by background and readout noise [90].

Photon detections behave as independent events that follow a random temporal

distribution. Photon counting is a Poissonian process, where the probability that

the number of counts, N , measured by a given detector element over an exposure

time, texp, equals a given value, kc, is described by the probability distribution

P (N = kc) =
e−λptexp(λptexp)kc

kc!
, (2.53)

where λp is the expected number of photons per unit time interval. It has the

property that its variance equals the expected mean, σ2 = µ.

Photon noise increases with integration time as σ ∝ √texp. However, as N ∝ texp,

the relative photon noise, σ/N ∝ 1/
√
texp.

2.4.2 Sky Background

Every pixel of a detector containing light from a target also contains light from the

night sky. This light arises primarily from: light from the Moon, the Earth’s atmo-

sphere and zodiacal light.
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• Moonlight has the most pronounced effect on the brightness of the optical

sky background. Solar light is reflected by the moon and scattered by the

Earth’s atmosphere, mainly via Rayleigh scattering, with some contribution

due to aerosols. Moonlight dominates in the near-UV and blue and decreases

towards longer wavelengths, becoming negligible in the near-IR. Scattered light

is strongly dependent on the phase of the moon, and because of this, the sky

background can be classified based on the phase of the moon as: dark time

(new moon ±3− 4 days), grey time (half moon ±3− 4 days) and bright time

(full moon ±3− 4 days).

• Light from the Earths atmosphere is caused by:

– Light pollution, due to artificial lighting scattered by the atmosphere.

– Airglow and auroral emission, highly variable and due to electronically

and/or vibration-rotationally excitated atoms and molecules (e.g. O2, O,

Na and OH) in the upper atmosphere.

– Thermal continuum emission in the IR from the atmosphere, telescope

and instruments. Thermal radiation becomes significant at the JHK

bands and rapidly increases towards longer wavelengths (> 2µm).

• Zodiacal light and gegenschein are caused by reflection of solar light by

interplanetary dust particles around 350-750nm in the ecliptic and in the “anti-

Sun” direction due to back-scattering.

Noise due to sky brightness is a stochastic process, similarly to photon noise. Sky

brightness is estimated simultaneously with the brightness of the target. It is usually

measured in mags/arcsec2. Table 2.1 gives an overview of the typical variation of

sky brightness as a function of moon phase for different wavelengths, measured for

La Palma [105]. In practice, sky brightness varies from site-to-site as well as with

distance from the Moon, and the values presented are averages over Moon distance.

For targets brighter than ∼15 mag, sky background will not be an important

source of noise [90]. Note that noise due to sky and dark current stays the same
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Sky Brightness (mag/arcsec2)

Days from new moon U B V R I

0 22.5 22.8 21.8 20.9 19.3

3 22.3 22.5 21.6 20.8 19.2

7 21.4 21.4 20.7 20.2 18.7

10 20.4 20.4 19.6 19.2 17.8

14 19.3 19.2 18.5 18.2 16.9

Table 2.1: Table of variation of sky brightness as a function of phase of Moon and

wavelength in the optical for La Palma. Data from [105].

even after the mean sky and dark frame have been subtracted, since the shot noise

from these sources will still be present.

2.4.3 Dark current

Even in the absence of signal, thermal effects spontaneously give rise to electron/hole

pairs within the CCD pixels, which build up in the detector in a similar manner to

the photo-electrons from the target, causing dark current. Cooling of the CCD

drastically reduces the dark current, and the remainder can be subtracted from the

frames during image processing. The noise due to dark current follows a Poisson

distribution, and hence is proportional to the square root of the dark current.

As for photon noise, the same σ/N ∝ 1/
√
texp applies for sky background and dark

current.

For modern astronomical instruments that are cooled, dark current is very low.

The dark current for both ULTRACAM [40] and the Durham-Sheffield pt5m tele-

scope1 CCDs when cooled to their respective operating temperatures of 233K and

248K is < 0.05e−pixel−1s−1.

1https://sites.google.com/site/point5metre/



2.4. Other Sources of Noise on Photometry 43

2.4.4 Readout Noise

Readout noise, or just read noise, is noise originating from reading out the CCD and

is independent of the signal level. Poissonian statistics do not apply to read noise as

there is no signal associated with this noise source. The main source of read noise is

caused by the measurement of charge in a capacitor via the correlated double sam-

pling method (CDS). The faster the CDS is performed, the higher the uncertainty

on the measurement. Smaller contributions to the readout noise arise from the elec-

tronics that amplify and convert an analogue signal to digital units, which is not

perfectly repeatable. For the same amount of charge on a given pixel, the on-chip

amplifier and analogue-to-digital converter will produce a statistical distribution

of possible results centred on a mean value, whose distribution can be modelled

with a Gaussian distribution. The electronics themselves inject unwanted electrons

which end up digitised along with the pixel charge, causing random positive errors

in the output. The resulting 1σ error from the combined effect of these is usually

expressed in electrons root mean square (RMS). The read noise is independent of

exposure time, but varies depending on the readout speed. For ULTRACAM, the

readout noise is 3.5e− in the slow and 5e− in the fast readout modes, and 7e− for

pt5m.

2.4.5 Flat Fielding Noise

The quantum efficiency varies slightly from pixel to pixel due to differing areas,

causing the pixels on the CCD each to have a slightly different sensitivity. This

pixel non-uniformity is typically within 1% − 2% of the average signal. It can be

corrected for by dividing the images by a calibration image of a uniformly-lit field,

in a process called flat fielding, which also eliminates the effects of vignetting, dust

on the telescope and other optical variations in the system. In reality, light from

the star moves around on the detector due to tracking/guiding errors, and focus

and seeing variations. Hence, imperfect flat fielding and image drift produces “flat

fielding” noise in the light curve.
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2.4.6 Noise Statistics

The signal-to-noise ratio (S/N) determines the fundamental precision limit σ for any

photometric measurement. The equation for S/N is simply the ratio of the number

of photo-electrons from the signal to the sum of the noise sources which combine in

quadrature, [95]:

S/N =
N∗texp√

N∗texp + npix(Nsky +Ndark +N2
read)

. (2.54)

In the above equation, often called the CCD equation, N∗ is the number of photo-

electrons from the target per second, Nsky the photo-electrons from the sky back-

ground per second per pixel, Ndark the dark current per second per pixel, Nread the

read out noise in electrons per pixel and texp is the exposure time. The sky, dark

and read noise terms are multiplied by npix, the number of pixels that the image of

the star is spread over. This means that a smaller PSF will result in a higher S/N

for a given exposure time.

2.4.7 Systematic Noise

As opposed to uncorrelated “white” noise resulting from Gaussian stochastic pro-

cesses, systematic “red” noise on a light curve is noise that is correlated. The effect

of systematic noise on planetary transits has been well studied previously [109]. Sys-

tematic noise is always present at a certain level in photometry. It can be intrinsic

to the data, due to uncorrected instrumental effects and observing conditions, or it

can arise from data reduction. Systematic trends in the data are likely caused by

a combination of: changing airmass, atmospheric conditions, telescope tracking and

rotation and flat-field errors. Red noise is particularly significant in transit surveys

searching for planets, where it can limit the detection capability. If only white noise

is assumed in the presence of red noise, the real S/N ratio of the transit will be

overestimated, which can lead to false detection.

During observation, ensuring that the target PSF is always on the same pixels

on the CCD reduces systematic noise which may arise due to inhomogineities be-

tween CCD pixels. During data analysis, the differential flux can be correlated with

parameters including the pixel shift of the centre of the PSF, sky background and
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rotator paratactic angle to determine the presence of correlated noise and correct

fit to it. Methods of estimating red noise include RMS binning [109] and Gaussian

processes [19]. Since there are currently several methods for the correction of red

noise [130; 92], we will not examine it in detail in the scope of this thesis.



Chapter 3

Numerical Simulations of

Atmospheric Scintillation

This chapter describes the atmospheric and instrument simulation code used for the

work in the later parts of this thesis (chapters 4 and 5). The theory and methods for

producing simulated wavefront perturbations and Fresnel propagation are discussed.

The underlying assumptions and limitations of the simulation are described. The

resolution and sampling of the data are discussed. The simulation is verified against

theoretical predictions for turbulence strength, size of seeing disc and scintillation

index.

3.1 Modelling Atmospheric Scintillation

The simulations used for calculating the amplitude and phase variations of a per-

turbed complex 2-D wavefront are from the Durham AO simulation framework [4].

This code was developed to calculate wave fronts in turbulent media for develop-

ing algorithms and systems for real time adaptive optics. Its theoretical basis are

the methods outlined by Ellerbroek [45]. The atmosphere is modelled by a dis-

crete number of layers placed at different altitudes. The phase modulations of a

plane wavefront after passing through a turbulent layer are represented by a phase

screen with a Kolmogorov power spectrum. A Fresnel diffraction kernel is used

for handling propagation to the ground and calculating the final resulting complex

46
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wavefront. The complex field is translated depending on the wind velocity profile at

every step and a section of it is sampled to produce the intensity at the pupil plane.

The turbulent layers are considered frozen as they move across the telescope pupil,

in accordance with Taylor’s approximation, described in section 3.3. The square of

the Fourier transform of the pupil complex amplitude transmitted by the aperture

function results in the image intensity. For the work performed in chapters 4 and

5, I have modified and incorporated the basic phase screen generator into a custom

software, which I have written. Modifications to the simulation are the inclusion of

wind speed and sampling rate, which allows simulation of finite exposure images,

and the zenith angle. I have also written options for simulating photon noise, mea-

suring the PSF, performing aperture slicing, obtaining image intensities from the

complex phase and performing geometrical propagation.

3.1.1 Phase Screen Generation

The effect of turbulence on a complex field is described in detail by Roddier [116]

and Dravins et al. [42, 43, 44]. The key steps are presented here for completeness.

Consider a complex 2-D wavefront, U0, with amplitude, A, and phase, φ,

U0(x, y) = A(x, y)exp(iφ(x, y)), (3.1)

incident on a single turbulent layer in the atmosphere between the heights of h and

h+ dh. For simplicity, the light is assumed to be of a single wavelength, λ, and the

layer thickness is small enough for diffraction effects to be negligible over a distance

dh, but larger than the correlation scale of the atmospheric inhomogeneities.

Due to refractive index variations, n(x,h), described in chapter 2, the wavefront

experiences a phase shift, ∆φ(x),

∆φ(x) = k

∫ h+dh

h

n(x, z)dz, (3.2)

where k is the wavenumber.

For Kolmogorov turbulence, the spatial power spectrum of the phase variations

is

φ(κ) = κ−11/3. (3.3)
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In the simulations, the phase modulated screens are generated by filtering Gaus-

sian white noise by a spatial power spectrum, Φ(κ), to obtain a random field with

the correct second order statistics. The Gaussian noise is simply a complex field

with a zero mean and unit variance, of the form (r(κ) + ir′(κ)), where κ is the

spatial frequency variable.

Hence, the atmospheric phase screen, P (x, y), is computed as

P (x, y) = c ·Re
(
F
[√

Φ(κ)(r(κ) + ir′(κ))
])
, (3.4)

where F denotes the 2-D Fourier transform and c is a scaling factor. The scal-

ing factor allows the strength of each layer to be expressed in terms of the Fried

parameter, r0,

c =
0.1517√

2

(
W

r0

)5/6

, (3.5)

where W is the width of the phase screen. This definition of c results in a phase

screen expressed in radians of phase at a given wavelength λ. The Fourier transform

in equation 3.4 is implemented using a Fast Fourier Transform (FFT), and the result

is a phase screen which is periodic. The implications of this are that the phase screen

is required to be significantly larger than the telescope aperture diameter, as well

as larger than the outer scale of the turbulence L0. In the Kolmogorov regime,

where L0 =∞, the simulations will always underestimate the amount of turbulence

in the low order modes. Figure 3.1 shows the effect of Kolmogorov turbulence on

a wavefront after propagating through the atmosphere, based on simulation. The

phase variations exhibit fractal properties between the inertial ranges l0 < r < L0.

A real atmosphere will often consist of several thin layers between different

heights hi and hi + ∆hi. For each layer, as long as the phase fluctuations are

small, ∆φ(x) � 1 (referred to as the weak-perturbation regime), the effects of all

the turbulence layers are linearly additive. Typical turbulence profiles at a good

observing site show that scintillation is dominated by the high altitude layers (e.g.

[135], 75% ). Because of this, for simplicity we only consider the effect of wavefront

propagation through a single turbulent layer.
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Figure 3.1: Phase variations arising from Kolmogorov turbulence. An initially flat

wavefront is multiplied by a phase aberration map such as this one in order to give

rise to an corrugated wavefront. The magnitude of the phase change depends on

the intensity of the turbulence.
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3.1.2 Optical Propagation

After experiencing phase distortions by the turbulent layer, the wavefront propagates

to the ground through free space. Since the wavelengths considered are much smaller

than the size of the wavefront perturbations, the Fresnel (near-field) diffraction

regime can be applied.

Fresnel Propagation

The phase change resulting from passing through optical turbulence is carried out as

a multiplication of the field, U(x, y) and the complex exponential of the atmospheric

phase screen in equation (3.4).

Fresnel propagation is a spatial filtering operation, implemented through a convo-

lution between the incident complex field and a Fresnel propagation kernel, K(x, y, z):

K(x, y, z) =
i

λz
exp(ikz)exp

(
ik

2z
[(x− x′) + (y − y′)]2

)
. (3.6)

The Fresnel integral [54] for an optical field at a point (x, y), after passing through

the nth atmospheric layer is:

Un(x′, y′) =

∞x

−∞
U0(x, y)

i

λz
exp(ikz)exp

(
ik

2z
[(x− x′) + (y − y′)]2

)
dx′dy′, (3.7)

where z is the propagation distance, k ≡ 2π
λ

, and λ is the wavelength. The vec-

tors (x, y) and (x′, y′) indicate the coordinates of the initial and final propagation

positions.

An alternative way of expressing the Fresnel integral is through a convolution

Un(x′, y′) = U0(x, y)⊗K(x, y, z), (3.8)

where the symbol ⊗ indicates convolution. In the simulation, the convolution is

carried out as the Fourier transform

U(x′, y′) = F− [F (Un(x, y)×F (K(z))] , (3.9)

where F−1 indicates the inverse Fourier transform. The pupil intensity is obtained

from the real component of the complex field, Re(U).
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Since Fresnel propagation is carried out as a multiplication in Fourier space, the

finite extent of the phase screen can give rise to edge effects, which appear as a series

of diffraction rings around the edge of the screen. To ensure that these edge effects

are not present in the final pupil intensities, the phase screens are always produced

four times larger than the extent of the pupil images required.

Geometrical Propagation

Simulating full Fresnel propagation is slow and computationally intensive. Where

only phase aberrations are of interest, we make use of a much faster geometrical

propagation code. This method is valid under weak scintillation conditions (see

section 3.3). Geometrical propagation allows the examination of the seeing disc,

while the intensity of all resulting images stays constant. The complex phase screen

at the ground, Ug, is obtained by simply summing the phase shift ∆φn from every

layer n for a total number of m layers:

Ug(x
′, y′) = U0

m∑
n=0

exp(i∆φi(x, y)). (3.10)

The Image Plane

The required telescope aperture is ‘sliced’ from the complex field at the ground.

This is done by multiplying the matrix of the complex field by a pupil mask.The

pupil intensity is the square of the absolute value of the complex field. The intensity

at the image plane is obtained from the square of the absolute value of the Fourier

transform of the complex. To avoid aliasing, the pupil intensity is oversampled by

a factor of 2.

3.2 Simulating the Photon Noise

In this section, the method for scaling the image intensity according to the total

number of photons in the telescope aperture is described. The total number of

photons are required when adding photon noise onto the image. It is calculated as:
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photons = bandwidth×throughput×rate factor×texp×π(D/2)2/10−m/2.5), (3.11)

where texp is the exposure time, D is the telescope diameter and m is the apparent

magnitude of the simulated target. Below, we describe the terms for the instrument

throughput, bandwidth and rate factor from the star.

Throughput

Throughput is defined as the ratio between the photo-electron flux detected by the

instrument and the incoming flux of photons above the atmosphere in cm−2. The

throughput is calculated as the combination of the transmission of the atmosphere,

telescope mirror(s), instrument, filter and the quantum efficiency of the detector.

The typical range of throughput for a good CCD system in the optical is between

30% - 50% [39; 124; 112]. Throughout our simulations we employ a constant value

of 0.4 for the total throughput.

Bandwidth

Every photometric system has a well-defined range of wavelengths, which is deter-

mined by the filters used. In the optical, the UBVRI passbands devised by Bessell

[8] are the most commonly used, which have bandwidths as described in table 4.2.

In the infrared, the transparency of the Earth’s atmosphere is limited except in win-

dows, which typically determine the bandwidth. Unless otherwise stated, we used a

value of 900Å in the camera simulations, corresponding to the bandwidth of the V

filter.

Rate Factor

The rate factor is the measure of the number of photons from the star at the top

of the atmosphere per pixel per unit area of telescope per unit wavelength interval.

Values for the rate factor depend on the wavelength and are presented in table 4.2.
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3.3 Model Assumptions and Limitations

The key assumptions and model limitations are presented in this section. Their

impact on the validity of the simulation are examined.

Kolmogorov Power Spectrum of Turbulence

One of the main assumptions of the simulation is that the power spectrum of the

phase variations follows a Kolmogorov distribution everywhere at all times. There

is observational evidence from space-based scintillation measurements and balloon-

borne temperature readings which suggest that the atmosphere does not always

behave this way [34; 53; 146]. These results show that the turbulence in parts of the

atmosphere follows an arbitrary non-Kolmogorov power law which is more suitably

described by a generalised von Karman spectrum with a gradient that is less than

11/3. However, such a behaviour typically occurs for low wind speeds, when the

spatial scale of the turbulence is not properly sampled. A generalised power spec-

trum [11] can be used to describe the atmospheric turbulence in this case. Within

the scope of this work we only consider Kolmogorov turbulence, which is the most

prevalent and typically used for adaptive optics simulations e.g. [68].The Kolmogorov

power law also does not hold for strong turbulence, therefore the scintillation model

is not expected to produce valid results for small Fried parameters. However, this

is not expected to be a problem when modelling good observing sites.

Finite Outer Scale

The equations of Kolmogorov are not valid on scales larger than the outer scale,

L0, and smaller than the inner scale, l0. Fluctuations caused near the inner scale

have very little energy and can safely be ignored. For fluctuations on a longer scale

than L0, the telescope aperture acts as a spatial filter, as long as D < L0. However,

measurements of L0 [145] have shown that L0 can vary in scale between 1m and

100m. For the higher values of D/L0, the Kolmogorov model overestimates the

scintillation.

More generalised models exist for taking into account the effect of the outer
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scale, such as the von Karman model [113], sometimes used for adaptive optics

simulations for extremely large telescopes. For the scope of this work, where we

are interested in scintillation, which is particularly significant in the small telescope

regime (D < 8m), we find it reasonable to assume that the effect of the finite size

of the outer scale will be negligible in the vast majority of cases.

Thin Screen Approximation

For the purpose of the simulations, we assume that the thickness of layers is small

compared to the propagation distance. Observations using SCIDAR [140] have

shown that optical turbulence is in the form thin turbulent layers. Since the main

cause of optical turbulence is wind shear which happens in a thin region between

layers of different velocities, a thin screen approximation is reasonable to make.

Weak Turbulence

Strong turbulence at high altitude will cause scintillation to saturate i.e. the scintil-

lation index does not increase with increasing turbulence [55]. However, for a good

observing site under favourable conditions the turbulence strength will be weak

(∆φ(x)� 1).

Frozen Flow

The frozen flow hypothesis [132] is frequently applied in the investigation of fluid flow

physics. It states that the turbulence is stationary, or “frozen”, over the timescales

of the crossing time of the turbulent layer. Several experimental measurements of

atmospheric turbulence [61; 38] have shown that atmospheric structures higher than

the ground layer are long lived and are suitable for Taylor’s approximation. While

some velocity dispersion is expected, and according to [42] the shadow pattern will

not remain coherent during the order of the one second it takes for the pattern to

fly across the aperture, this temporal evolution of the shadow pattern will not affect

the order-of-magnitude estimate of the scintillation index. Velocity estimations us-

ing SCIDAR (verified by e.g. [3]) rely on temporal correlations between turbulence

patterns (see chapter 5), which would not work if the frozen flow hypothesis did not
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hold true. Turbulence from the ground-layer does not propagate far enough to cause

intensity variations, and can be disregarded for the purpose of scintillation studies.

3.3.1 Exposure Time

The length of the exposure that can be simulated from a phase screen is limited by its

finite extent. Longer exposure images can be produced by averaging several shorter

exposure phase screens. This can be done as the scintillation arises mainly from the

smaller scale variations in intensity, so combining intensity variations from multiple

screens does not affect the overall statistics of the intensity variance considered, in

most cases.

3.4 Simulation Prerequisites and Model Verifica-

tion

The output of the simulation is tested against the analytical equations of to verify its

suitability for simulating scintillation and to establish the regimes where the scaling

laws break down.

3.4.1 Sampling

Atmospheric turbulence is continuous in both the temporal and spatial extent.

When modelling the turbulence in discrete elements, it is important that the in-

tensity variations are correctly sampled. This is discussed below.

Temporal Sampling

The number of phase screens required for a given exposure duration depend on the

temporal sampling. The temporal sampling rate is chosen so that the statistics of

the scintillation are properly sampled. Since we do not require the power spectrum

of the intensity variations, Nyquist sampling is not required.

In the simulations, temporal sampling is performed by adjusting the step size

of the movement of the flying shadow pattern. For a simulation of a telescope of
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diameter D and resolution npup the step size is calculated as

step size = dt× V⊥ × npup

D
, (3.12)

where dt is the sampling rate in Hz and V⊥ is the wind velocity perpendicular to

the line of sight of the telescope.

Spatial Sampling

For a signal to be spatially well sampled, the resolution of the images must satisfy

the Nyquist sampling condition, which states that the smallest spatial scale present

must be resolved by at least two elements. For the pupil intiensities, the smallest

scale, δrmin, is determined by the Fresnel radius, rF , given by:

δrmin ≤
√
λh

2
. (3.13)

A frequent assumption is that scintillation develops at propagation distances

of 2km or more, so for visible wavelength, δrmin ≤ 1.6cm. In the majority of the

simulations, we take h = 10km, so that δrmin ≤ 3.5cm. In the pupil plane, the

spatial sampling is obtained from:

spatial sampling in pupil =
D

npup

. (3.14)

In the image plane,

simulated image scale =
λ

2D
× 206265”/pixel. (3.15)

When simulating a 2m telescope with a resolution of 256 pixels, the pixel size

is 0.78cm, which is lower than the required δrmin. For a seeing of r0 = 10cm, this

results in 12 pixels/r0 patch. The effect of under-sampling the spatial resolution is

shown in figure 3.2.

For small values of r, the phase structure function matches that of the Kol-

mogorov model well. Due to the outer scale imposed by the finite size of the screen,

the phase structure function approaches that of a von Karman model towards large

values of r.
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Figure 3.2: Scintillation index estimate as a function of telescope resolution for a 2m

telescope, for different screen resolutions, with turbulence at 10km. The figure shows

that if the flying shadow pattern in the telescope pupil is not sampled correctly, the

value of the scintillation index is underestimated, as shown by the first 3 points. The

blue dashed line shows the best-fit value for scintillation index, excluding the first 3

points. The sampling required is at least 126 pixels, corresponding to a resolution

of 1.6cm.

3.4.2 Image FWHM

The FWHM of the simulated long-exposure images were tested to ensure correct be-

haviour of the simulation. For different values of r0, 20 10s images were generated.

Figure 3.3 shows the measured FWHM against the ratio of r0/λ. In the Kolmogorov

model, the angular diameter of the PSF is expected to be εFWHM = 0.976 λ
r0

. How-

ever, as with the structure function, the outer scale, L0 in the simulation will affect

the outcome of the FWHM. The size of the FWHM in the von Karman regime,

ε′FWHM depends on L0 as given by [89]

ε′FWHM = εFWHM

√
1− 2.183(r0/L0)0.356. (3.16)

For the simulation values of r0=10cm and an outer scale of 8m, one would expect

a gradient of ε′FWHM = 0.72”, which is in agreement with the best fit gradient to

the simulation data of 0.74±0.04”.
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Figure 3.3: FWHM of point spread function of simulated image compared to the

ratio of λ/r0. The data are best fit with a straight line of gradient 0.74±0.04.

3.4.3 Power-law dependences of Scintillation

The dependence of scintillation on turbulence intensity, turbulence height and tele-

scope diameter was tested for the short exposure regime (texp < D/V⊥). In this

regime, the scintillation index follows the power laws described by equation 2.45.

Expressing this in terms of r0 using the definition from equation 2.51:

σ2
I ∝ D−7/3h2r

−5/3
0 . (3.17)

The following results were obtained from 50 sequences of 300 images each, for a

telescope of D=2m and a telescope resolution of 1cm/pixel.

Propagation Height Dependence

The dependence of scintillation index on the height of the turbulent layer was in-

vestigated between a height range of 0.5km and 2.5km (Figure 3.4).

The data are best fit with a straight line of gradient 1.8 ±0.1, showing simulation

agrees with the theoretical value of 2 within the statistical uncertainties of the

simulation.
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Figure 3.4: Best-fit height de-

pendence of scintillation index

(dashed line) for the short ex-

posure regime from simulation

points. The gradient is 1.8±0.1,

which matches theoretical power

law of 2 within 2 s.d.
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lation index on r0 for the short

exposure regime from simulation.

Gradient 1.59 ± 0.06 matches the-

oretical power law within 2 s.d.

Turbulence Strength Dependence

The change of scintillation index with Fried parameter, r0 to the -5/3 power (equa-

tion 3.17 ) was investigated for a range of values of the Fried parameter between

2.5cm and 50cm for a constant height of 10km. Figure 3.5 shows the results obtained.

Note how for small values of r0, the simulation underestimates scintillation due

to the break down of the weak scintillation approximation (see section 3.3). For

values of r0 of 5cm or more, as expected for a good observing site, the best fit line

of gradient, 1.59 ± 0.06 agrees with theory within the statistical uncertainties of the

simulation.

Telescope Diameter Dependence

The dependence of scintillation index on telescope diameter was tested by consider-

ing a range of diameters between 0.5m and 8m for turbulence regimes between poor

and excellent seeing. The results are summarised in figure 3.6.
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Figure 3.6: Dependence of scintil-

lation index on D for the short

exposure regime, for a range of

height and r0 values. All gradi-

ents agree with the 7/3 power law

within the statistical uncertainties

of the simulation.

All results agree with the expected 7/3 power law the statistical uncertainties of

the simulation.

3.5 Conclusion

In this section we presented the underlying theory of the simulations used in later

parts of the thesis. The methods used for generating and propagating complex

phase screens were presented. The underlying assumptions and limitations of the

simulation were discussed. Tests to confirm the validity of the simulations were

performed. These included measuring the resulting FWHM and investigating the

behaviour of the measured scintillation index from the simulations. The conditions

for accurate sampling in the temporal and spatial domains were discussed and tested.

These showed the simulation to be suitable for modelling the effects of scintillation

based on the theory presented.



Chapter 4

The Contribution of Scintillation

to Noise in High Time Resolution

Ground-Based Photometry

4.1 Introduction

The decrease in flux during an exoplanet transit is small compared to the flux of the

host star (∼ 1% for the transit of a hot Jupiter and ∼ 0.2− 0.1% for the secondary

eclipse). For this reason, bright stars, which provide a high signal, are ideal candi-

dates. Indeed, several of the next-generation of transit searches, such as TESS and

NGTS will focus on finding planets around bright stars of magnitude 13 or greater,

due to the ease of follow-up for such objects from the ground. However, scintillation

sets a fundamental limitation on the precision that can be obtained for exoplanet

transit photometry from the ground. While adaptive optics has been successfully

used to provide diffraction-limited imaging, the first generation of instruments for

correcting for the intensity fluctuations caused by scintillation are only currently in

development [102]. For these instruments, understanding the regimes where scintil-

lation is the dominant source of noise is essential.

Previous work on the detection limits of fast photometry has been performed by

Mary [90] and Southworth et al. [128], who try to break down noise on a light curve

into constituent parts and investigate the relative contributions of scintillation and

61
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photon noise through statistical analysis of scintillation. However, these have been

for an atmosphere with a turbulence profile averaged over time. Measurements of

atmospheric turbulence using, for example, SCIDAR (SCIntillation Detection And

Ranging) have shown that a more accurate representation of atmospheric turbulence

is one which consists of a number of discrete layers displaying Kolmogorov statistics

[136]. The actual noise due to scintillation can vary considerably from night to night

depending on the magnitude of the high-altitude turbulence.

This chapter consists of two main parts. In the first part, the effect of atmo-

spheric turbulence on the noise on the light curve is investigated. To begin, the

values of scintillation estimated for an average atmosphere are compared to the esti-

mates of scintillation obtained from values of the refractive index structure constant,

C2
n(h), for discrete layers, measured using SCIDAR on La Palma. To follow, the ana-

lytical power-law dependence of scintillation on the telescope diameter and exposure

time of is tested through simulation. These relations will be later compared to real

data in Chapter 6. Using the discrete layer approach, the contribution of scintil-

lation to the noise on photometry is examined for different target magnitudes and

turbulence strengths. The magnitudes where scintillation becomes a limiting source

of noise are discussed. The effect of scintillation noise towards the near-infrared

wavelengths is also examined.

In the second part of this chapter, we examine the effect of scintillation noise

on the uncertainty of the measured astrophysical parameters of exoplanets. This is

carried out using Markov-chain Monte Carlo fits to simulated light curves. The aim

of this part of the chapter is to show how reducing noise on light curves improves

the measurement errors on the transit parameters.

4.2 Averaged Versus Instantaneous Scintillation

When estimating the contribution of scintillation to the overall noise budget in

photometry, astronomers most frequently use the relation given by Dravins (1998)

[44], originally formulated by Young (1967) [143] for the intensity variance, σ2
I :

σI = 0.004D−2/3(sec Z)7/4e−h/h0/(2t)1/2, (4.1)
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where D is the diameter of the telescope aperture in metres, Z is the zenith distance,

h is the altitude of the observer above sea level in metres , h0 ' 8000 m is the

atmospheric scale height and t the exposure time in seconds. This approximation is

derived through geometric-optics and assumes an atmosphere with a C2
n(h) profile

which is averaged over time. All previous work on the detection limits of fast

photometry have used equation 4.1 for an averaged atmosphere when estimating

the noise due to scintillation. The actual noise due to scintillation, however, can

differ considerably from this value depending on the magnitude of the high altitude

turbulence . A more accurate way to quantify the amount of noise due to scintillation

is by measuring the instantaneous atmospheric C2
n(h) profile. The equation for

calculating scintillation index from a measurement of C2
n(h) is Kenyon et al. [69]

σI = 10.7

[∫ ∞
0

C2
n(h)h2

V⊥(h)
dh

]1/2

D−2/3t−1/2. (4.2)

This is valid for telescope diameters larger than the Fresnel radius D >> rf and

for exposure times longer than the crossing time for the flying shadow pattern t >

D/V⊥. Previous measurements by Kornilov et al. [75] using MASS instruments

have shown that the magnitude of the scintillation index varies by a factor of 2

between the 1st and 3rd quartiles of the overall seeing distribution for a number of

observatories. For ease of comparison with our simulations, as well as to provide a

simple means for quantifying optical turbulence, we introduce the term C2
n(10000).

This is the turbulence strength, C2
n, of a single layer at 10km that would give rise

to the measured scintillation index if all of the scintillation originated from this

layer. Figure 4.1 shows a histogram of the distribution of the measured scintillation

on La Palma, measured from 20 nights of turbulence profiling using the SCIDAR

instrument [102]. Table 4.1 summarises the statistics of the seeing distribution.

Taking the ratio of the value of σI calculated from equation 4.1 and 4.2, it can be

shown that on average, Dravins’ equation underestimates scintillation by a factor of

2. Figure 4.2 illustrates this. For the calculation, the value of h = 2332, the altitude

in metres of the Roque de Los Muchachos Observatory was used.

As C2
n(10000) varies considerably from night to night, it is important not to

rely on a single averaged expression to estimate the noise from scintillation, but to
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Figure 4.1: Histogram showing total scintillation index converted to an equivalent

C2
n at 10km for La Palma from 20 nights of observation using Stereo-SCIDAR.
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Figure 4.2: Applying an average atmosphere estimate to calculate the noise due to

scintillation causes the scintillation noise to be underestimated by a factor of 2 on

average for the turbulence profiles measured on La Palma. This is seen from the

intersection of the mean line with the ratio of σscint Dravins/σscint Kenyon. The red, yel-

low, green and cyan dashed lines indicate the C2
n profiles for the first quartile, second

quartile (median), mean and third quartile of the seeing distribution respectively.
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Quartiles C2
n(10000) r0 at 550 nm magnitude below which

(×10−15 m1/3) (cm) scintillation dominates

Q1 46.7 56.7 9.71 ± 0.02

Q2 83.0 40.1 10.36 ± 0.02

Q3 166.7 26.4 11.05 ± 0.02

µ 129.8 30.7 10.85 ± 0.02

Table 4.1: Distribution of C2
n(10000) for La Palma. C2

n(10000) is the turbulence of

a single layer at a height of 10km that gives rise to the same measured scintillation

index as the sum of the scintillation indices resulting from of every individual layer at

each different altitude. The rightmost column shows the corresponding V-magnitude

limits below which scintillation dominates, obtained from simulation (see section

4.6).

determine it case-by-case depending on the turbulence in the atmosphere.

4.3 Verification of Analytical Models of Scintilla-

tion

According to the relations of Young [143], Dravins et al. [44] and Kenyon et al. [69],

scintillation follows the relation:

σI ∝ D−2/3t−1/2 (4.3)

This equation states that the scintillation, quantified by the index, σI , is dependent

on telescope diameter D to the power −2/3 and exposure time t to the power −1/2.

In this section, we investigate whether the results from the simulation described

and tested in Chapter 3 follows these relations. This is done in order to confirm the

validity that our simulation results behave as predicted on longer timescales, and to

show that the results from the simulation and the theoretical equations of Kenyon

et al. [69] can be used interchangeably.
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Figure 4.3: Dependence of scintillation index on telescope diameter, showing the

simulation results (blue dots) and theory (equation 6.3 – green solid line) for images

produced with a short exposure time of 1s. The red dashed line is the best fit to

the simulation points.

4.3.1 Dependence on Telescope Diameter

In Chapter 3, the dependence of scintillation index on telescope diameter was inves-

tigated for instantaneous intensity images. As explained in Chapter 2, real observa-

tions consist of many instantaneous speckle images averaged over a finite exposure

time. The telescope diameter-dependence of the scintillation index of these finite

exposure images is investigated through simulation. The scintillation index arising

from 100 simulated images is measured 10 times for telescope diameters ranging

between 0.25m and 16m. This was carried out for images of short, 1s, and long,

50s, exposure times, for scintillation arising from a single layer with r0 of 10cm at

10km. The size of the phase screen was set so that the pixel size is constant for each

telescope diameter.

The results of the simulation are compared to the analytical expression of Kenyon

et al. [69] in Figures 4.3 and 4.4.

The estimates of the scintillation index from the simulation agree with the the-

oretical equations within 3σ or better for telescope sizes smaller than 4m. However,

the obtained gradient is close to, but not in perfect agreement within error. The

deviations for large telescope diameters is due to the finite outer scale imposed by
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Figure 4.4: Dependence of scintillation index on telescope diameter, showing the

simulation results (blue dots) and theory (equation 6.3 – green solid line) for images

produced with a long exposure time of 50s. The red dashed line is the best fit to

the simulation points.

the finite size of the complex field. This causes the simulations to overestimate the

the variation of scintillation with telescope diameter for large values of D. However,

within the range of telescope diameters investigated (0.5m – 4m), the amount of

scintillation predicted by the simulation is in good agreement with theory.

4.3.2 Exposure Time Dependence

For a constant telescope diameter of 2m, the effect of simulating increased exposure

time on the scintillation index was tested, shown in Figure 4.5. The results show

the simulation and theory agree within 3 standard deviations, except at very short

exposure times, where the value for scintillation tends to the short exposure regime

(equation 2.51).



4.4. The Independence of Scintillation Noise and Photon Noise 68

Figure 4.5: Dependence of scintillation index on exposure time showing the sim-

ulation results (blue dots) and theory (equation 6.3 – green solid line) for a 0.5m

telescope. The red dashed line is the best fit to the simulation points. At very short

exposure times, the value for scintillation tends to the short exposure regime.

4.4 The Independence of Scintillation Noise and

Photon Noise

Given that shot noise depends on the intensity of the image and since scintillation

affects the intensity of the image, it is important to verify that the scintillation noise

and photon noise can be treated independently before applying the equations of scin-

tillation to simulate observation. For this test, photon noise, caused by the quantum

nature of light, was simulated by assigning photons to the individual images accord-

ing to equation 3.11 in chapter 3. Random Poisson noise was then applied to each

pixel of the output scintillation-containing images from our simulation. The inde-

pendence of Poisson noise and scintillation was tested by calculating the resulting

normalised variance or “equivalent scintillation index” to the result of this full nu-

merical simulation, to combining scintillation and the analytically calculated error

due to shot noise in quadrature. We performed this comparison for scintillation

resulting from turbulent layer of r0=10cm, 20cm and 30cm. The simulated and

calculated results are all in good agreement, as seen in figure 4.6 for the case of

r0=20cm. This indicates that photon noise and scintillation noise can be added in
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Figure 4.6: Comparison between simulated scintillation and photon noise (blue) and

simulated scintillation photon noise added in quadrature (green) for a 0.5m telescope

and 1s exposure times for an r0 of 20cm.

quadrature and treated independently for the range of conditions investigated here.

4.5 Comparison of Sources of Noise on ULTRA-

CAM Photometry

Modern instruments, such as ULTRACAM [40], have a low read-out noise of 3 elec-

trons per pixel. For these instruments, the limiting sources of noise when observing

bright targets are photon noise and scintillation. Figure 4.7 shows the relative contri-

bution of scintillation, photon noise, read noise and sky background for ULTRACAM

on a 4.2m telescope, when observing an 11th magnitude star in the V-band through

a turbulent layer at 10km with an r0 of 10cm at an airmass of 1.2 and bright moon.

From this, we can see that the relative contribution of read noise and sky back-

ground are indeed negligible, and photon noise and scintillation noise are the domi-

nant sources of noise on observation.
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Figure 4.7: Diagram showing the contribution of scintillation noise to photometry

compared to photon noise, sky background and read noise as a function of exposure

time for a turbulent layer at 10km with r0 = 30.7cm when observing an 11th mag-

nitude target on a 4.2m telescope in the V-band using ULTRACAM. The dominant

sources of noise on the observation are photon noise and scintillation.

4.6 When Are Ground-Based Exoplanet Transits

Scintillation Dominated?

In this section, we investigate the effect of increasing turbulence strength on the

brightness above which scintillation dominates the photometric noise budget. We

make the simplifying assumption that all atmospheric scintillation arises from a

single high-altitude layer at 10km. Figures 4.8 and 4.9 show the ratio of scintillation

noise to photon noise for a 0.5m and 4.2m telescope respectively, for the V-band, with

black lines indicating the limit where scintillation becomes the dominant source of

noise (i.e. σscint > σphot). This is independent of exposure time, as both scintillation

noise and photon noise scale as t−1/2.

The ratio of scintillation noise to photon noise only has a weak D−1/3 dependence,

as photon noise scales as D−1 and scintillation noise scales as D−2/3. Nevertheless,

this does have an effect on the magnitude at which scintillation dominates, as seen

by the difference between the two figures. For an atmosphere with a turbulence

strength of r0=20cm at 10km, using a 0.5m telescope, scintillation becomes the
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Figure 4.8: Ratio of scintillation noise to photon noise for a 0.5m telescope for

varying V-magnitude and r0 at 10km. The black line shows the boundary for the

regime where scintillation becomes the dominant source of noise in photometry.

dominant source of noise at V=11.50, compared to V=13.05 for a 4.2m telescope.

Figure 4.10 shows a histogram of the magnitudes of the currently known tran-

siting exoplanets (as of April 2014)1. These exclude the Kepler data, which are all

faint. The coloured dashed lines indicate the magnitudes at which scintillation will

become the limiting source of noise for varying values of high altitude turbulence,

r0 at 10km, in the visible band. This shows that for an atmosphere with r0=20cm

at 10km, scintillation dominates at V < 13, which is the case for ∼ 70% of these

planets. For all observations, the elevation of the target significantly effects the

contribution of scintillation to the noise. Figure 4.11 shows how the limiting mag-

nitude changes for r0=20cm for zenith angles of 20◦, 40◦ and 60◦. This shows that

changing the Zenith distance from 0◦ to 60◦ has the effect of shifting the limit where

scintillation dominates by 0.7mag.

In table 4.1, we presented the values for the distribution of C2
n(10000) for the

observing site of Observatorio el Roque de Los Muchachos on La Palma. For these

measurements, the magnitudes at which scintillation becomes the dominant source

of noise on observation is plotted in figure 4.12. This shows that on La Palma,

scintillation dominates for targets of magnitude V=10.36 or less, on average.

1http://exoplanet.eu
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Figure 4.9: Ratio of scintillation noise to photon noise for a 4.2m telescope for

varying V-magnitude and r0 at 10km. The black line shows the boundary for the

regime where scintillation becomes the dominant source of noise in photometry.
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Figure 4.10: Histogram showing the V-band magnitude distribution of known tran-

siting exoplanets. Scintillation noise dominates to the left of the vertical dashed

lines, for a 0.5m telescope.
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Figure 4.11: Effect of zenith angle on magnitude beyond which scintillation domi-

nates for a 0.5m telescope plotted over the histogram showing the V-band magnitude

distribution of known transiting exoplanets. Scintillation noise dominates to the left

of the vertical dashed lines.
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Figure 4.12: Scintillation noise dominates to the left of the vertical dashed lines in-

dicating the C2
n(10000) for the turbulence profile for La Palma for a 0.5m telescope,

plotted over a histogram showing the V-band magnitude distribution of known tran-

siting exoplanets. The dashed lines indicate the first, second and third quartiles and

mean of the turbulence distribution.
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4.6.1 Scintillation at Near-Infrared Wavelengths

All of the tests performed so far have been for the V-band. In this section, the effect

of wavelength on scintillation index is examined and the magnitudes where scintilla-

tion dominates are determined as a function of wavelength. Seeing, as quantified by

r0, scales with wavelength as λ6/5, resulting in better seeing in the infrared than the

visible. Scintillation is independent of wavelength when the telescope diameter is

much greater than the Fresnel radius, rF , defined in chapter section 2.3.3, and scales

as λ−7/6 otherwise (equation 2.51). When D >> rf , the size of the individual “flying

shadows” is much less than the telescope diameter. The resulting intensity pattern

is spatially well averaged within the telescope pupil, rather than being dominated

by individual shadows, allowing scintillation noise to be independent of wavelength.

As an example, for a dominant turbulent layer at 10km in the K-band, rF = 15cm.

For telescope sizes of approximately 1m and larger, scintillation will therefore be

largely independent of wavelength, for the visible and infrared.

Measurements of the secondary eclipse require observations in the near-infrared,

as the thermal emission of exoplanets are in these wavelengths. In the infrared,

thermal emission from the telescope, instrument and sky contribute significantly to

noise and cannot be ignored as for optical observations. In the J-band the sky is

1000 times brighter and in the K and H-bands it is 10000 times brighter than in

the optical. Previous measurements, by e.g. Wainscoat and Cowie [138] and Phillips

et al. [107] show that infrared sky brightness fluctuates by the order of a factor

of 2 with time depending on the temperature of the atmosphere, and also varies

considerably depending on the observatory site. As such, any calculation involving

sky brightness in the infrared can only be approximate.

For the purpose of investigating scintillation towards the near-infrared, we adopt

the values stated in figure 4.2. While the value of throughput varies between instru-

ment and waveband, for the purpose of our calculations we have assumed a constant

value of 0.4 for the throughput (see section 3.2). Changing the throughput from 0.4

to 0.8 has the effect of shifting the object magnitude where scintillation becomes the

limiting source of noise to be fainter by 0.76mag. Figure 4.13 shows how scintilla-

tion noise as a fraction of the total noise scales with wavelength for an atmosphere
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with r0=20cm for a 4.2m telescope. The total noise includes the combination of

photon noise, sky noise and scintillation noise in quadrature. This figure shows that

scintillation continues to be a problem for observations of magnitude ∼ 12 or less,

even at wavelengths of 2.22µm. Therefore, correction for scintillation in the near

infrared is worthwhile.

Band Central Wavelength Bandwidth‡ Flux Density∗ Sky Brightness

(µm) (µm) (photons/cm2/s/Å) (mag)

B 0.44∗ 94 1461 18.4§

V 0.55∗ 88 999 18.2§

R 0.64∗ 138 726 17.4§

I 0.79∗ 149 487 17.9§

z′ 0.90§ 137 251 18.3§

J 1.26† 213 190 15.3?

H 1.60† 307 92 14.1?

K 2.22† 390 45 11.9?

Table 4.2: Central wavelength, bandwidth, flux density of a mag 0 star above the

atmosphere and sky brightness for a bright moon for different colour bands. The z′

band is included for comparison with our observation in Chapter 7. Values from ∗

[8], † [17], § [40], ? [107], ‡ [9].

4.6.2 The Contribution of Scintillation to Noise on Obser-

vation

In the previous part of this section, we have shown scintillation noise relative to other

sources of noise. Here, we show the total noise with exposure time and magnitude, in

figures 4.14 and 4.15 respectively, calculated for a 4.2m telescope with an exposure

time of 6s. Using these values, one can estimate the absolute root-mean-square error

for a given observation. The figures show that the total fractional root-mean-square

error on an observation is typically of the order of 0.001. The range of possible total



4.7. The Effect of Scintillation on Astrophysical Parameters 77

6 8 10 12 14 16 18

Magnitude

600

800

1000

1200

1400

1600

1800

2000

2200

W
a
v
el

en
g
th

(n
m

)

-2.50

-2.00

-1.50

-1.00

-0.50

0.00

0.50

1.00

1.50

lo
g

[(
σ

sc
in

t/
σ

2 p
h
o
to

n
+
σ

2 sk
y

)1
/
2
]

Figure 4.13: Variation of the ratio of scintillation noise to non-scintillation noise

with wavelength for 6s exposure times on a 4.2m telescope. The black line shows

the magnitude at which scintillation becomes the dominant source of noise. The

rapid drop-off in the top-right corner is due to the sky background noise increasing

at longer wavelengths.

values for σtotal are later used in section 4.7.6 when deciding the range of values for

∆F
F
/σtotal.

4.7 The Effect of Scintillation on Astrophysical

Parameters

In section 4.3, we have shown that our simulations of scintillation match the analyt-

ical equations of Kenyon (equation 6.3) well. In this section, we produce simulated

transit light curves of example systems to investigate the effect of scintillation noise

noise on the astrophysical parameters derived from exoplanet transit light curves.

For this, we apply the results from section 2.3.3 that scintillation noise is uncorre-

lated on the timescales of the observation, is independent of photon noise (section

4.4), and can be expressed by the analytical equation 6.3, assuming a given wind

velocity and atmospheric turbulence strength.
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Figure 4.14: Total root-mean-square noise for a 6s exposure on a 4.2m telescope as

a function of wavelength.
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4.7.1 Modelling Synthetic Transit Light Curves

We generated synthetic light curves for different example real system parameters

using the Mandel-Agol [88] analytical expression and a quadratic limb-darkening

law (see section 2.2.2). We simulated observational data by taking these model light

curves and adding random noise in intervals of exposure times of 6s, typical for

transit photometry. The random noise was produced by first scaling the synthetic

light curves by the number of photons predicted for the observation, calculated using

equation 3.11 and the parameters in table 4.3. From this, we applied Gaussian

noise with a standard deviation corresponding to the scintillation index, followed by

random Poisson noise to simulate the shot noise.

We subsequently performed Markov-Chain Monte Carlo fits to the data, de-

scribed in section 2.2.4. Our results were produced from 10 chains of 15000 steps

with a burn-in of 1000. We fitted 4 free parameters, the planetary radius, Rp, the

stellar radius, Rstar, the inclination, i, and the limb-darkening coefficient u2, in ac-

cordance with the method outlined in Copperwheat et al. [29]. The mass ratio,

period, and offset from time of mid-transit and u1 were fixed. The literature val-

ues for the input parameters were obtained from exoplanet.eu. The observational

parameters were set to those typical for an exoplanet observation: summarised by

Table 4.3. We note the value chosen for r0 corresponds to a situation with strong

turbulence.

We did not include any airmass variation in our simulated light curves. A thresh-

old was applied where appropriate, e.g. to prevent the inclination from being greater

than 90◦. The starting parameters for the MCMC were determined by an initial

AMOEBA downhill simplex fit. The accuracy of the noise on the data simulated

and the χ2 error contour obtained were compared to the values obtained from ob-

servational data of the primary transit of WASP-12b made by [29].

4.7.2 Deep transits

In our first test, we selected five bright targets, where the difference between the in

and out of transit brightness is more than 10 millimags: WASP-12b, TrES-3b, HAT-



4.7. The Effect of Scintillation on Astrophysical Parameters 80

Parameter Value

D 4.2m

texp 6s

r0 0.1m

h 10km

v 10 ms−1

λ 550nm

bandwidth 900Å

rate factor 1000

throughput 0.4

Table 4.3: Simulation parameters for MCMC analysis.

P-30-WASP-51b and KELT-3b. We compared the spread of the MCMC fits of the

astrophysical parameters on their artificial light curves with and without scintillation

noise. An example synthetic light curve is shown in figure 4.16 for WASP-12b,

with simulated data, demonstrating the effect of scintillation noise on the scatter.

Figures 4.17, 4.18 and 4.19 show the results obtained for WASP-12b for the effect of

scintillation noise on the scatter on the parameters of Rstar/a, i and u2 as a function

of Rp/a. The results are summarised in table 4.4. Of the parameters, removing

scintillation has the biggest effect on the limb-darkening coefficient, u2: removing

scintillation improves the error on u2 by a factor of 5 on average. This is because

u2 has the smallest effect in the overall shape of the light curve, mainly affecting

its curvature. For the rest of the parameters, removing scintillation improves the

uncertainty by a factor of 4 on average.

While it is currently impossible to completely remove scintillation noise from

ground-based photometry, results by Osborn et al. [104] have shown that using

the Conjugate-Plane Photometer it is possible to reduce it down to the level of

photon noise. Reducing scintillation in this manner could be an effective alternative

to placing telescopes in space. The cyan dots in figure 4.16 show the case where

scatter on the simulated data of WASP-12b has been corrected down to the level



4.7. The Effect of Scintillation on Astrophysical Parameters 81

−0.15 −0.10 −0.05 0.00 0.05 0.10 0.15

Phase

0.975

0.980

0.985

0.990

0.995

1.000

1.005

1.010

R
el

a
ti

v
e

In
te

n
si

ty

-3 -2 -1 0 1 2 3

Time (h)

Figure 4.16: Synthetic light curve of the WASP-12b transit in the V band, for a

4.2m telescope under seeing conditions corresponding to an r0=10cm at 10km. The

yellow line shows the simulated light curve and the black crosses indicate simulated

data points with photon noise and scintillation based on a 4.2m telescope with a

6s exposure time. The red dots show a light curve without any scintillation noise

present, only photon noise. The cyan dots demonstrate a scenario where scintillation

has been reduced to the level of photon noise.

Figure 4.17: The distribution of the results from the MCMC runs for fitting the

light curve of WASP-12b in the V-band. The planetary radius, Rp/a, is plotted

against the stellar radius, R?/a. The blue and red points show the distribution of

the results with, and without the presence of scintillation, respectively. The blue

and red circled points show the mean of the respective distributions, while the black

cross shows the starting parameters based on which the the model light curve was

produced.
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Figure 4.18: The distribution of the results from the MCMC runs fitting the light

curve for of WASP-12b for the planetary radius, Rp/a, against the orbital inclination,

i. The blue and red points show the distribution of the results with, and without the

presence of scintillation, respectively. The blue and red circled points show the mean

of the respective distributions, while the black cross shows the starting parameters

based on which the the model light curve was produced. The figure shows how the

planetary radius is highly correlated with the inclination.

Figure 4.19: The distribution of the results from the MCMC runs for fitting the

light curve for of WASP-12b for the planetary radius in units of the semi-major

axis, Rp/a, against the limb-darkening coefficient, u2. The blue and red points show

the distribution of the results with, and without the presence of scintillation, respec-

tively. The blue and red circled points show the mean of the respective distributions,

while the black cross shows the starting parameters based on which the the model

light curve was produced.
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Figure 4.20: Synthetic light curve of the HAT-P-11b transit in the V band, for a

4.2m telescope under seeing conditions corresponding to an r0=10cm at 10km. The

yellow line shows the simulated light curve and the black crosses indicate simulated

data points with photon noise and scintillation based on a 4.2m telescope with a

6s exposure time. The red dots show a light curve without any scintillation noise

present, only photon noise.

of photon noise. This figure shows that reducing scintillation on bright targets can

improve the scatter on the data significantly. The improvements obtained for the

four planets investigated when completely removing scintillation and when reducing

scintillation down to the photon noise level are also summarised in table 4.4. This

shows that for a deep transit, reducing scintillation noise down to the level of photon

noise improves the uncertainty of the astrophysical parameters by a factor of 2 on

average, producing an improvement half as good as observing from space.

4.7.3 Intermediate and Shallow Transits

We performed the MCMC test for a transit of intermediate depth of 5 milli-magnitudes.

Figure 4.20 demonstrates the effect of reducing scintillation noise down to the level

of photon noise on the light curve of HAT-P-11b. Figure 4.21 gives an example for

the confidence contours obtained for the parameters Rstar/a vs. Rp/a.

For a shallow transit, where the transit depth is of the order of a milli-magnitude

or less, the effect of reducing scintillation for the case of the bright, V=6.3 star

HD 97658, and for the fainter, V=11.7 star CoRoT-7b was also investigated. The
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Figure 4.21: The distribution of the results from the MCMC runs for fitting the

light curve of HD 97658b in the V band. The planetary radius, Rp/a, is plotted

against the stellar radius, R?/a. The blue and red points show the distribution of

the results with, and without the presence of scintillation, respectively. The blue

and red circled points show the mean of the respective distributions, while the black

cross shows the starting parameters based on which the the model light curve was

produced.
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Figure 4.22: Synthetic light curve of the HD 97658b transit in the V band, for a

4.2m telescope under seeing conditions corresponding to an r0=10cm at 10km. The

yellow line shows the simulated light curve and the black crosses indicate simulated

data points with photon noise and scintillation based on a 4.2m telescope with a

6s exposure time. The red dots show a light curve without any scintillation noise

present, only photon noise.

effect of reducing scintillation to the level of photon noise in the light curve of HD

97658b is demonstrated in figure 4.22. An example of the resulting MCMC fit

is shown in figure 4.23. The results of correcting for scintillation for moderate and

marginal detection are summarised in table 4.5. The improvement in noise for HAT-

P-11b is similar to that of KELT-3b, of comparable brightness, indicating that the

improvement is independent of detection depth. For the bright target, HD 97658b,

the improvement is up to a factor of 23 for u2, suggesting scintillation correction

can be highly beneficial for bright targets. However, it should be remembered that

for the tests, both target and comparison were assumed to be of the brightness of

the target star. In practice, it is very difficult to find two stars of V∼ 6 in the same

field of view.

4.7.4 Red Optical Wavelengths

The effect of reducing scintillation for HAT-P-11b in the I and z′ bands was exam-

ined. While scintillation is weaker in these bands, the target is brighter at these

wavelengths (V=9.6 compared to z’=7.9), resulting in an overall greater improve-
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Figure 4.23: The distribution of the results from the MCMC runs for fitting the

light curve of HD 97658b in the V band. The planetary radius, Rp/a, is plotted

against the stellar radius, R?/a. The blue and red points show the distribution of

the results with, and without the presence of scintillation, respectively. The blue

and red circled points show the mean of the respective distributions, while the black

cross shows the starting parameters based on which the the model light curve was

produced.
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Figure 4.24: The distribution of the results from the MCMC runs for fitting the

light curve of HAT-P-11b in the I band for the planetary radius, Rp/a against the

stellar radius, R?/a a. The blue and red points show the distribution of the results

with, and without the presence of scintillation, respectively. The blue and red circled

points show the mean of the respective distributions, while the black cross shows

the starting parameters based on which the the model light curve was produced.

ment. Figures 4.24, 4.25 and 4.26 illustrate the effect of reducing scintillation down

to photon noise level at this wavelength, and the results obtained are summarised

in table 4.5. For this target, reducing scintillation in the z′ band improves on the

uncertainty of the astrophysical parameters by up to a factor of 3, compared to the

V band.

4.7.5 The Secondary Eclipse of WASP-12b in the z′ band

In this section, we modelled the effect of scintillation noise on the secondary eclipse

of WASP-12b in the z′ band. The aim of this demonstration is to show that we

can simulate the noise on observational data (see chapter 7), and determine the

improvement scintillation correction has on a secondary transit. Our free parameters

are the eclipse depth and phase offset from transit midpoint (see section 2.2.3). In

order for the light curve to be directly compared to the data obtained in chapter

7, we scaled the mean of the simulated light curve to that of our raw data, and

set the length of the out-of-transit regions of the light curve to be of similar length
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Figure 4.25: The distribution of the results from the MCMC runs for fitting the light

curve of HAT-P-11b in the I band for the planetary radius, Rp/a against i. The blue

and red points show the distribution of the results with, and without the presence

of scintillation, respectively. The blue and red circled points show the mean of the

respective distributions, while the black cross shows the starting parameters based

on which the the model light curve was produced.

Figure 4.26: The distribution of the results from the MCMC runs for fitting the

light curve of HAT-P-11b in the I band for the planetary radius, Rp/a against u2.

The blue and red points show the distribution of the results with, and without the

presence of scintillation, respectively. The blue and red circled points show the mean

of the respective distributions, while the black cross shows the starting parameters

based on which the the model light curve was produced.
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Figure 4.27: Synthetic light curve of the WASP-12b secondary eclipse in the z′ band,

for a 4.2m telescope under seeing conditions of r0=20cm at 10km. The yellow line

shows the simulated light curve and the black crosses indicate simulated data points

with photon noise and scintillation. The red dots show a light curve without any

scintillation noise present, only photon noise.

as in our observation. Figures 4.27 and 4.28 show the simulated light curve and

resulting contour plots respectively. We find that the scatter on the simulated data

is well matched to the scatter on the observational data of the secondary eclipse of

WASP-12b on the WHT (see chapter 7). This shows that using the equation 6.3

and the value of the average turbulence profile, we can make a good estimate of the

scintillation noise on observational data. However, this is not a rigorous comparison;

for a more accurate comparison see chapter 6. For this data, scintillation causes an

increase in uncertainty in the astrophysical parameters by a factor of 1.5, identical

to the improvement obtained for the Rp/a parameter for the transit of WASP-12b.

4.7.6 Generalised Results

Up to now, we have shown the improvement on the astrophysical parameters with

improving scintillation for specific cases. In this section, we generalise the results

obtained. Different scenarios where scintillation is a varying fraction of the total

noise were explored, based on the possible values found in figure 4.13. For a transit

observation, the quality of the data can be quantified by the ratio of relative change

in flux to noise, or ∆F
F
/σ. Here, F is the total flux from the system and ∆F is the

observed change of flux during the transit and σtot is the total root-mean-square

noise. This way, the effect of increasing the contribution of scintillation noise to
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Figure 4.28: The distribution of the results from the MCMC runs for fitting the

secondary eclipse light curve of WASP 12b in the z’ band for the eclipse depth and

orbital phase. The blue and red points show the distribution of the results with,

and without the presence of scintillation, respectively. The black cross shows the

starting parameters based on which the the model light curve was produced and the

black and blue contours show the 1-σ and 3-σ confidence contours for the red and

blue distributions respectively.
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Figure 4.29: The effect of scintillation noise on the size of the one standard devi-

ation error on the planetary radius, Rp/a. The black circles indicate the size of

1 standard deviation error without scintillation noise for varying fractional transit

depth expressed in units of σtotal. The grey circles indicate the size of 1 standard

deviation error due to the amount of scintillation expressed on the x-axis.

a system of known ∆F
F
/σtot can be investigated, through the effect it has on the

standard deviations of the astrophysical parameters of the system.

Simulated light curves were created for values of ∆F
F
/σtot of 1, 10, 50 and 100,

corresponding to eclipse depths between 0.1 - 10 millimag for values of σother of

0.0003 that is obtained for an observation of texp = 6s, D = 4.2m and V=11.69mag.

This was converted to a ratio of eclipse depth to noise according to ∆F
F

= 1−2.5−∆m.

The ratios of scintillation to non-scintillation noise were varied between 0.25 - 2. The

results were obtained from 30 Markov-Chains of 15000 steps and a burn-in of 1000.

Figures 4.29-4.32 show the fraction of the noise on the astrophysical parameters

due to scintillation as a function of relative eclipse depth, ∆F
F
/σ, and scintillation

fraction. The radius of the circles correspond to one standard deviation of the

distribution of the parameters examined.

From these diagrams we can get a visual representation of the effect of scintil-

lation noise on the astrophysical parameters. The standard error on these results

is 10%. The results show that the worsening of the scatter of the astrophysical

parameters is directly proportional to the increase of scintillation noise in the light

curves for all parameters.



4.7. The Effect of Scintillation on Astrophysical Parameters 92

0.0 0.5 1.0 1.5 2.0 2.5

Scintillation noise / Non-Scintillation Noise

0.0

0.5

1.0

1.5

2.0

2.5

lo
g
[(

∆
F
/
F

)/
σ

to
t]

σ = 0.001

Figure 4.30: The effect of scintillation noise on the size of the one standard deviation

error on the stellar radius, R?/a. The black circles indicate the size of 1 standard

deviation error without scintillation noise for varying fractional transit depth ex-

pressed in units of σtotal. The grey circles indicate the size of 1 standard deviation

error due to the amount of scintillation expressed on the x-axis.
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Figure 4.31: The effect of scintillation noise on the size of the one standard deviation

error on the inclination. The black circles indicate the size of 1 standard deviation

error without scintillation noise for varying fractional transit depth expressed in

units of σtotal. The grey circles indicate the size of 1 standard deviation error due

to the amount of scintillation expressed on the x-axis.
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Figure 4.32: The effect of scintillation noise on the size of the one standard deviation

error on the limb-darkening coefficient. The black circles indicate the size of 1

standard deviation error without scintillation noise for varying fractional transit

depth expressed in units of σtotal. The grey circles indicate the size of 1 standard

deviation error due to the amount of scintillation expressed on the x-axis.
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Figure 4.33: Relative change of noise on planetary radius as a function of the relative

change of noise on light curve, for different values of ∆F/F .
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Figure 4.34: Relative change of noise on stellar radius as a function of the relative

change of noise on light curve, for different values of ∆F/F .
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Figure 4.35: Relative change of noise on orbital inclination as a function of the

relative change of noise on light curve, for different values of ∆F/F .
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Figure 4.36: Relative change of noise on the limb-darkening coefficient as a function

of the relative change of noise on light curve, for different values of ∆F/F .

Figures 4.33-4.34 give the summary of the MCMC results obtained. They show

that the noise on the astrophysical parameters scale similarly with scatter on the

light curve. On average, the noise on the astrophysical parameters varies linearly

with the scatter on the light curves with a gradient of 0.73. This means that reducing

the noise on light curve by a factor of 2 causes a factor of ∼1.5 reduction on the

noise on all astrophysical parameters. However, for lower S/N, the improvement of

the noise on the parameters with the reduction of scintillation is much less. This is

because for low S/N, the extent of the scatter is limited by the boundary conditions

imposed in the simulation (e.g. inclination must never exceed 90◦). The average

gradient for each individual parameter is presented in table 4.6. When calculating

the average, only gradients where ∆F/F was large enough so that the boundary

conditions do not limit the full extent of the scatter were used.

4.8 Summary

In this chapter we investigated the effect of scintillation noise on ground-based tran-

sit photometry by simulation. We found that scintillation becomes the limiting

source of noise for targets brighter than V = 10.4 for the average value of turbu-

lence measured for a 0.5m telescope at La Palma. We compared our simulation to

analytical expressions and found them to be in good agreement. We showed that
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by calculating scintillation index based on the average atmosphere model of Dravins

et al. [44], we underestimate the scintillation noise for La Palma by a factor of 2 on

average. We examined the effect of scintillation on the astrophysical parameters for

transit and secondary eclipses in the visible and red-optical. We found that overall,

the errors on the light curve arising from scintillation increase linearly the scatter

on the astrophysical parameters within a gradient in the range of 0.68 – 0.80.
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System Properties Improvement Factor

Band Magnitude Scintillation = photon

in band Rp/R? σscint/σtotal Rp/a R?/a incl u2

HAT-P-11b V 9.59 0.062 0.992 4 4 3 7

HAT-P-11b I 8.2 0.062 0.997 5 5 7 9

HAT-P-11b z’ 7.9 0.062 0.998 10 9 11 23

HD 97658b V 6.27 0.030 0.9996 18 16 5 23

HD 97658b I 6.84 0.030 0.9992 14 14 8 15

COROT-7b V 11.7 0.017 0.95 1.2 1.3 1.2 2

Table 4.5: Exoplanetary systems with values of Rp/R? < 0.6, and hence ∆F/F of

0.004, or greater. Together with the brightness of the targets in the visible and

infrared, this produces an intermediate or shallow detection (see section 4.7.3). The

table shows the magnitude, planet-to-star radius ratio, fraction of scintillation noise

to total noise for the case of a 4.2m telescope, 6s exposure time and seeing of r0=10cm

at 10km. Detector and sky parameters are negligible compared to scintillation and

photon noise and not included. The results for the ratio of the standard deviation

of the MCMC distribution for light curves with and without scintillation, as well

as with scintillation reduced to the level of photon noise are presented for the free

parameters: planetary radius Rp/a, stellar radius Rstar/a, inclination and limb-

darkening coefficient. The values for the ratios were obtained from the average of

10 Markov-Chains of 15000 steps with a burn-in of 1000. The typical standard

deviation between chains is 1.
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Parameter Dependence on Scatter of Light Curve

Rp/a 0.679± 0.008

R?/a 0.714± 0.006

incl 0.72± 0.01

u2 0.80± 0.01

Table 4.6: Dependence of astrophysical parameters on scatter on light curve.



Chapter 5

Aperture Photometry and Speckle

Noise

Aperture photometry is the standard method for measuring object flux from astro-

nomical CCD images. Photometric observations allow us to gain useful information

about the properties of exoplanets, including the radius, semi-major axis, inclination,

temperature and periodicity (see section 2.2.2). It is expected that the photometry

procedure contributes to the noise on observation, and because of this, we investi-

gate its effect using simulation. This chapter is divided into two parts: the first part

describes the procedure for performing aperture photometry, and the second part

is an investigation into the effect of “speckle noise”, noise caused by the speckling

of the point spread function (PSF) due to seeing. For this, we investigate the size

of the photometry aperture required to optimise the effect of speckle noise through

simulation.

5.1 Aperture Photometry

The simplest technique for carrying out photometry is through aperture photometry,

which involves counting the total flux contained within a circle, or aperture, around

the object in the image. There are three main steps involved in performing photom-

etry: finding the object centre, measuring the sky background level and calculating

the flux of the object. Figure 5.1 shows an example of of aperture photometry being

100
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Figure 5.1: Aperture photometry carried out on a CCD image of WASP-12. The

total flux from the target is measured from the innermost white circle, Raper . The

signal from the sky is measured using a median or clipped mean from the sky annulus

defined by the two outer circles Rsky inner and Rsky outer. In a crowded field, fainter

background stars are masked out of the sky area, shown by the dashed magenta

circles.

performed on an object.

A second way of obtaining the total signal from a target is through profile fitting,

whereby the PSF of a star is fitted by a matching mathematical function. The flux is

obtained from the integrated area under the function. Profile fitting is not suitable

for use for exoplanet photometry where the images are often heavily defocussed so

that the PSF shape resembles more a “doughnut” than a Moffat profile. This is

done to allow longer integration times without saturation and to reduce the effects

of pixel sensitivity variations across the stellar profile [128].

5.1.1 Object Centering

The search for the centre of the PSF begins with an initial manual input of the

centre of the search. Within a search radius, several methods can be used to locate

the image centre. The simplest method used in turbulence profiling, is the location

of the image centroid. For a PSF described by a function I(x, y), the centroid in the
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x-direction is defined as

cenx =

∫
x I(x, y) dx dy

Itot
, (5.1)

where Itot is the total flux within the search area. This method is implemented when

searching for the image centre in the latter part of the chapter.

A more robust way of obtaining the object centre is through fitting a function,

such as a Moffat distribution, defined as [94]:

f(r) =
h

(1 + (r/α)2)β
, (5.2)

where h determines the height and α the width of the fit. A Moffat profile has more

extended wings than a Gaussian, due to the extra parameter β, which controls the

extent of the wings. The estimate for the centre of the PSF is then obtained from

the centre of the profile. This method is implemented in all the analysis performed

on exoplanet transits.

5.1.2 Sky Background Estimation

Measuring and subtracting the sky background is a necessary step in photometry,

which ensures any gradient present in the sky background is removed. The sky

background is estimated from the flux inside an annulus placed around the object.

The size of the annulus needs to be carefully chosen so that it is large enough to

provide a good statistical measurement of the sky brightness, but not so big for

the background level to be contaminated by neighbouring stars. In crowded fields,

it is unavoidable to have a few faint background stars fall within the sky annulus.

In this case, the background stars can be masked out so as not to be included in

the sky background estimate. The inner radius of the sky aperture is chosen to

be larger than the photometry aperture, to avoid contamination of light from the

target star. A robust way of measuring sky background is via a “clipped mean”

method, where values that are more than 3σ from the mean are rejected and then

refit. This removes the possibility of contamination from cosmic rays, hot pixels and

faint stars.
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5.1.3 Flux measurement

Measurement of flux is typically done by comparing the flux of the target relative to

the flux of one or more comparison stars. The process is called differential photom-

etry. Note that differential photometry can not be used to correct for scintillation

effects, as the size of the isoplanatic patch is too small (∼ 0.6”) in the optical and

infrared compared to the typical separation of the source and calibration stars (typ-

ically 1’ or more). The flux of the target is simply the sum of the signal from each

pixel inside the aperture, with the sky background subtracted. Finding the best

size for the aperture is one of the main concerns in aperture photometry. This size

needs to be chosen so that as much light from the star as possible is included within

the aperture. However, too large an aperture will be contaminated by neighbouring

objects and the sky, and have increased detector noise. An optimum aperture size of

around 1.5 times the full width at half maximum (FWHM) of the target was deter-

mined by Naylor [96]. It is critical to use the same radius of aperture for both target

and comparison, so that the same percentage of light is lost out of the aperture.

5.2 Speckle Noise

In chapter 2, we have shown that the PSF is built up from many instantaneous

speckle images. For very poor values of seeing, the PSF can even appear amorphous,

which may skew the centroid position. At any one point in time, if the aperture

size is chosen to be too small, seeing will cause some of the speckles to fall outside

of the aperture. A different fraction of light will fall outside the target aperture to

the comparison star aperture i.e. the shape of the PSF at the source and calibrator

are different, as it is outside the isoplanatic patch. This contributes an additional

source of intensity fluctuations in the observation, which is not accounted for in

a standard error budget. In contrast to scintillation noise, which originates in the

pupil plane, the source of speckle noise is in the image plane. For this reason, speckle

noise results from turbulence at all altitudes, including the ground-layer, whereas

scintillation only results from the high layers. Figure 5.2 is an illustration of an

aperture placement where some of the speckles from the image fall outside of the
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photometry aperture.

5.2.1 Instantaneous Intensity Variance

The effect of changing the photometry aperture was investigated for a simulated tur-

bulence with r0 = 10cm at 10km altitude using a 2m telescope. The amount of inten-

sity variance in the image, σ2 , was measured inside a photometry aperture centred at

the centroid of the image PSF, for instantaneous exposures (texp = 0.01ms� V⊥/D

see section 2.3.3). Figure 5.3 shows the diagram of intensity variation against aper-

ture size as a fraction of the theoretical seeing FWHM.

The figure indicates that speckle noise is significant up to aperture radii of 2.5×

the FWHM. This means that in 1” seeing, ensuring that the photometry aperture

is at least 2.5” large will guarantee that the effect of aperture noise is negligible.

This value is small compared to the photometry aperture sizes used in aperture

photometry. For example, in a 1” seeing, for a plate scale of 0.3”/pixel, the FWHM

is 3.3 pixels across, so having a photometry aperture of at least 4.2 pixels radius will

ensure that speckle noise is negligible. Increasing the aperture much further than

this value is not advised, as it will cause the sky and detector noise to increase.

5.2.2 Finite Exposure Time Intensity Variance

The normalised intensity variance inside a photometry aperture was investigated

in a similar manner to the previous section, but for finite exposure times, instead

of instantaneous intensities. For this, several instantaneous speckle images were

averaged to obtain the desired exposure time (see section 2.3.2).

The Power within the Photometry Aperture

The flux inside the photometry aperture and the normalised intensity variances were

compared in the presence and absence of scintillation. Seeing without scintillation

corresponds to a situation where strong ground-layer turbulence dominates. The

perturbed wavefront is not far enough from the observer to be able to propagate

and develop into scintillation, but it does contribute to the corrugation of the PSF.
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Figure 5.2: False-colour images of two simulated, 1s exposure images of a star with a

photometry aperture in red demonstrating the process of differential aperture pho-

tometry (figure a). The intensities have been arbitrarily offset for clarity. The arrow

shows some of the speckles falling outside of the photometry aperture due to seeing

and scintillation. Figure b shows the corresponding intensity variations measured.

As we are only investigating the effect of speckle noise in this section, effects due to

shot noise from the target and sky, and detector noise have not been included. The

red line shows the final intensity measured after performing differential photometry.

The intensities have been arbitrarily offset for clarity.
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Figure 5.3: Normalised intensity variance of a PSF within an aperture as a function

of aperture diameter, in units of seeing FWHM (blue line). At small aperture

diameters, the intensity variance is dominated by speckle noise. Past a critical

radius, the intensity variations reach the scintillation noise floor (red line).

The simulations performed were for a turbulence strength of r0 = 10cm at 10 km

height for 0.5s exposures using a 2m telescope. The telescope diameter was chosen to

be as large as possible, without being computationally cumbersome. The exposure

time was chosen to be long enough for texp > D/V⊥. Each point consists of the

average of 20 intensity variances each obtained from 100 images, for aperture radii

increasing in 0.25” increments.

Figure 5.4 shows the results obtained. From this we can see that, on average, the

measured fraction of flux contained within the aperture is identical for both scin-

tillation and non-scintillation scenarios. This is expected, as scintillation does not

affect the shape of the seeing disc. We found that for aperture radii of 12×FWHM

or greater, more than 99% of the flux is contained within the aperture. In the

absence of scintillation, increasing the photometry aperture size will continue to im-

prove the normalised intensity variance, although beyond 6×FWHM improvement

is negligible. In the presence of scintillation, intensity variance is initially identi-

cal to the non-scintillation case, as in both instances the speckle noise dominates

for small apertures. However, at aperture sizes of 2.5×FWHM, speckle noise be-

comes negligible compared to scintillation noise (seen where the blue and red lines
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intersect).

5.2.3 Exposure Time and Turbulence Strength Dependence

We investigated the effect of speckle noise as a function of exposure time and turbu-

lence strength. Figures 5.5 - 5.7 show the amount of normalised intensity variance

due to speckle noise for values of r0 of 5cm, 10cm and 20cm at 10km, respectively.

The figures were created by measuring the average of 20 intensity variances each

obtained from 100 images, for aperture radii increasing in 10 pixel increments. The

radius where aperture noise becomes negligible compared to the scintillation is mea-

sured from the horizontal line on the plots where the intensity variance does not

increase further with increasing aperture radius. For very strong values of the tur-

bulence strength, parameterised by a single layer of r0=5cm at 10km, the speckle

noise is found to be present at aperture sizes of around 6.5×FWHM. For strong

turbulence of r0=10cm at 10km, speckle noise is present up to aperture sizes of

4.0×FWHM and for average levels of turbulence up to 2.3×FWHM.

Speckle Noise in Differential Photometry

During differential photometry, the normalised variances combine according to stan-

dard error propagation. For targets of equal magnitude, this means that the nor-

malised variance increases by a factor of two. The dashed cyan line in figure 5.4

shows the normalised variance calculated for differential photometry of the data for

blue line from simulation.

5.3 Conclusion

In this chapter, the procedure for performing aperture photometry was described.

The concept of speckle noise was introduced and discussed. The effect of the noise

due to aperture photometry was investigated for both instantaneous (0.01s) and

short finite exposure times (up to 0.5s) using simulation. It was found that for finite

exposure times in good seeing speckle noise contributes to noise in photometry for

aperture sizes of up to approximately 2.3×FWHM.
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Figure 5.4: Normalised intensity variance (top panel) and flux enclosed (bottom

panel) within the photometry aperture as a function of aperture size, for an exposure

time of 0.5s with a strong turbulence profile of r0=10cm. In the top panel, the

red line represents the scintillation limit, the blue line shows the intensity variance

due to the photometry aperture in the presence of scintillation and the green line

shows the effect of the photometry aperture in the absence of scintillation. The cyan

dashed line shows the normalised intensity variance for differential photometry. The

resulting variance is 2 times that of the variance on the individual images. The

bottom panel shows that the flux enclosed within the photometry aperture in the

presence and absence of scintillation as a function of aperture size are identical.
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Figure 5.5: Normalised intensity variance as a function of photometry aperture

radius size and exposure time, for a very strong turbulence profile of r0=5cm at

10km. The red line indicates where vertical cross-section of the intensity variance

flattens out for longer exposures, indicating that speckle noise is present up to an

aperture size of around 6.5×FWHM.
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Figure 5.6: Normalised intensity variance as a function of photometry aperture

radius size and exposure time, for a strong turbulence profile of r0=10cm at 10km.

The red line indicates where vertical cross-section of the intensity variance flattens

out for longer exposures, indicating that speckle noise is present up to an aperture

size of around around 4.0×FWHM.
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Figure 5.7: Normalised intensity variance as a function of photometry aperture

radius size and exposure time, for a weak turbulence profile of r0=20cm at 10km.

The red line indicates where vertical cross-section of the intensity variance flattens

out for longer exposures, indicating that speckle noise is present up to an aperture

size of around 2.3×FWHM.



Chapter 6

Turbulence Profiling for the

Prediction of Scintillation Noise

6.1 Introduction

The ability to predict the amount of noise in observations due to scintillation, given

an understanding of the atmosphere, is a crucial test for our understanding of scin-

tillation. An accurate real-time knowledge of the amount of noise due to scintillation

can aid a more efficient scheduling of observations. In this chapter, we investigate the

effect of scintillation on observations, by comparing estimates of scintillation from

turbulence profiling using SCIDAR on the 1.0m Jacobus Kapteyn Telescope (JKT)

and the 2.5m Isaac Newton Telescope (INT) on La Palma with measurements of

the intensity variations obtained from simultaneous photometry using ULTRACAM

on the 4.2m William Herschel Telescope (WHT) and the 0.5m Durham-Sheffield

robotic telescope, pt5m, on the same site. The results of three nights of simul-

taneous observation on the 2013-07-20, 2014-03-15 and 2014-03-16 are presented.

The ULTRACAM observations were taken by Vik Dhillon, and the reduction and

analysis performed by the author. The SCIDAR observations were taken by James

Osborn and the author, with the reduction of the data to obtain C2
n(h) profiles and

velocity measurements performed by James Osborn.

111
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6.2 The Stereo-SCIDAR Instrument

The stereo-SCIDAR is an optical triangulation technique, described in detail in

Osborn et al. [103] and Shepherd et al. [125], based on SCIDAR (SCIntillation

Detection And Ranging) [72] [50] and the instrument design of the Conjugate-Plane

Photometer by Osborn et al. [102]. A schematic of the Stereo-SCIDAR configuration

is shown in figure 6.1. Part of the incoming light from a binary star, with an angular

separation of θ passes through the same high altitude turbulent layer, at an altitude

h. The resulting intensity pattern at the telescope aperture contains two copies of

the same wavefront aberration separated by a distance hθ. The turbulence strength

and wind direction are determined from the covariance of the intensity patterns

measured for each star. Mathematically, for two random variables X and Y , the

covariance is defined as

cov(X, Y ) = 〈(X − µX)(Y − µY )〉 = 〈XY 〉 − µXµy, (6.1)

where µX = 〈X〉 and µY = 〈Y 〉 are the respective means. The spatial cross covari-

ance is the measure of the strength of correlation between two fields at the same

time, but separated in space. In the spatial covariance function of the images, there

will be a peak corresponding to the separation hθ, with the amplitude related to the

turbulence strength. The temporal auto covariance of an image is the covariance of

one image with itself with a time offset. Measurement of the temporal covariance

allows the calculation of the velocity of the turbulent layer as it crosses the field of

view of the telescope pupil.

6.3 Turbulence Profiling using Stereo-SCIDAR

Due to the requirement for the projection of the telescope aperture at the turbulent

layer to overlap for the two stars, the maximum height a layer can be observed using

stereo-SCIDAR is hmax = D/θ, where D is the diameter of the telescope. The field

of view of the stereo-SCIDAR instrument on the INT is 1’, allowing the observation

of targets of typical angular separation 25” − 30” and the measurement of layers

of heights up to 26km. An example of the typical pair of raw pupil-plane images
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Figure 6.1: Schematic illustrating the Stereo-SCIDAR principle. Light from a double

star of angular separation θ passes through a turbulent layer at height h. Within

the instrument, the pupil images are separated onto two detectors. A part of the

light from the two stars travels through the same patch of turbulence, causing the

same aberration to appear in both pupil images separated by a distance hθ. The

amplitude of the turbulence is determined by the amplitude of the correlation peak.

Diagram from [100].
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Figure 6.2: Pupil images of a double star recorded using stereo-SCIDAR on the

INT.

measured by the stereo-SCIDAR is shown in figure 6.2. These pupil images are

normalised and their spatial cross-covariances are calculated. Figure 6.3 shows a

typical covariance.

For a single turbulent layer, the normalised spatial cross covariance function B(~r)

is related to the refractive index structure constant, C2
n(h) via [125]

B(~r, z) = 3.9× 10−22πk2C2
ndh

∫ ∞
0

f−8/3sin2(πλZf 2)J0(2πrf)df (6.2)

where k is the wave-number of the light from the star, f is the spatial frequency of

the atmospheric turbulence, λ the wavelength, Z is the zenith angle and J0 a Bessel

function of the first kind. C2
n is adjusted to the zenith by dividing by the airmass.

The height of the turbulence is determined from the distance of the covariance

peak from the centre, r, through h = r/θ. The conversion between r in pixels and

metres is obtained from the resolution of the pupil, npup, as r(m) = r(pixel)×D/npup.

Wind velocities of the strongest turbulent layers are obtained by calculating the

temporal cross-covariance function of the frames with a time delay. Wind speed and

direction are obtained from measuring vectors between the peaks in cross-covariance
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(a) (b)

Figure 6.3: Cross-covariance functions between pupil images. Hotter colour corre-

sponds to stronger correlation. (a) shows the instantaneous cross-covariance between

the pupils. The magnitude of the covariance peak is related to the refractive index

structure constant, C2
n(h), whilst the distance from the centre of the plot at (160,160)

is related to the altitude of the turbulent layer. (b) shows the cross-covariance be-

tween one of the pupils and the other shifted in time by 20ms. Measuring the

magnitude and direction of the shift of the peak from the origin gives a value for

the wind velocity associated with each turbulent layer.
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of temporally adjacent frames. The speed is simply the length of the vector, v̄, in

metres divided by the time delay. The wind direction is determined from the angle

between the new position of the peak in the cross-correlation plot and the old posi-

tion at vertical, θxcov. During observation, the double star is aligned perpendicular to

the parallactic angle, PA. The wind direction, θv, is then given by θv = PA+ θxcov.

The wind velocity, v, is measured in the plane of the pointing of the telescope. It is

converted to the perpendicular velocity at zenith, V⊥, through V⊥ = V/cos(θxcov).

6.4 Scintillation Index from Turbulence Profiles

Given the measurement of C2
n(h) and V⊥(h) from SCIDAR, the expected scintillation

index for a photometric observation on a telescope of diameter D, exposure time

texp and zenith angle Z can be calculated from [69],

σscint = 10.7

[∫ ∞
0

C2
n(h)h2

V⊥(h)
dh

]1/2

D−2/3t−1/2
exp cos(Z)−3/2. (6.3)

The total expected noise, σI is obtained by combining the estimates for photon noise

and system noise with σscint for both target and comparison in quadrature.

6.5 Scintillation Estimates from SCIDAR

In order to make estimates of the scintillation index, an accurate profile of the

wind speeds of every layer is needed. Velocity estimates are only possible when the

covariance peaks in both frames can both be distinctively resolved by the SCIDAR

algorithm. This means that only the strongest layers, approximately 6% of the

total C2
n measurements have velocities associated with them. For the rest of the

measurements of C2
n, a wind velocity was assigned based on the average velocity of

the layer. This was obtained as follows: The SCIDAR wind velocity estimates for

the entire night are combined and sorted by height. The list of velocities is divided

into layers, shown in figure 6.4. Layer boundaries are placed if no wind velocity is

detected for 100m above the last measured velocity. Typically, around 40 layers are

distinguished each night. During the course of a night, the wind velocity for a given



6.6. Noise Measurements on ULTRACAM Photometry 117

height is assumed constant, and calculated from the average of the measured wind

velocities within each layer. For values of C2
n where wind velocities were detected,

these were left unchanged. Anomalous wind velocities resulting from difficulty of the

SCIDAR algorithm to detect cross-covariance peaks were excluded during a second

pass. An anomalous wind velocity was defined as a single point possessing a velocity

of 6kms−1 more than its neighbouring points. These points were replaced by the

average of the neighbouring four points.

We chose to express scintillation noise measured by SCIDAR as
∑
C2
n(h)h2/V⊥.

Recalling equation 6.3, these are the parameters that determine scintillation index

which arise from the atmosphere and are not dependent of the observation. Figures

6.5 - 6.7 show the turbulence profiles and corresponding vertical wind profiles ob-

tained on the nights beginning of 2013-07-20, 2014-03-15 and 2014-03-16, together

with the calculated velocity profiles and C2
n(h)h2/V⊥ profiles.

6.6 Noise Measurements on ULTRACAM Pho-

tometry

The photometry from ULTRACAM and the pt5m telescope was corrected for bias

and flat-field, and aperture photometry was performed using the ULTRACAM

pipeline written by Tom Marsh1. The differential flux of the two brightest stars

in the field for each data set was obtained in the r′ band, by optimising the aperture

radii in order to produce the light curve with the least amount of scatter in the

out-of-transit region. Not all data obtained contained a transit, some were bright

binaries or exoplanets not undergoing a transit at the time. If the data contained

a transit, a full light curve fit was performed, and the data was divided by the fit.

The light curve was calculated using the Mandel and Agol [88] analytical equations

with quadratic limb darkening with 6 free parameters for the planetary and stellar

radii, inclination, limb darkening coefficient, offset from predicted transit mid-time

and two airmass coefficients, as in Chapter 4. Normalising the data in this way was

necessary to obtain the correct estimate of the standard deviation. If left uncor-

1http://deneb.astro.warwick.ac.uk/phsaap/software/ultracam/html/index.html
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Figure 6.4: Wind speeds as a function of height for the night of 2014-03-13, used for

estimating the wind speeds at each layer. The black horizontal lines represent the

magnitude of the wind velocities measured at the corresponding altitude, summed

over the entire night. The red horizontal lines represent the heights at which a layer

boundary was detected. A layer boundary was placed if there is a gap of more than

100m in height between subsequent detected wind velocities. The boundary is placed

(100m above the last measurement. The green dots on each red line represent the

value of the average velocity that was assigned to each layer below a given boundary

line.
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Figure 6.5: Atmospheric data for the night of 2013-07-20 obtained using SCIDAR

on the 1.0m Jacobus Kapteyn Telescope. The top panel shows the measured C2
n

profile with height. Data points with C2
n weaker than 10−16m2/3 have been removed

for clarity. The middle panel shows the determined average wind velocity for the

layers for each night. The bottom panel shows the calculated sum of C2
n(h)h2/V⊥

from the information in the top two panels.
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Figure 6.6: Atmospheric data for the night of 2014-03-15 obtained using SCIDAR

on the 2.5m Isaac Newton Telescope. The top panel shows the measured C2
n profile

with height. Data points with C2
n weaker than 10−16m1/3 have been removed for

clarity. The middle panel shows the determined average wind velocity for the layers

for each night. The bottom panel shows the calculated sum of C2
n(h)h2/V⊥ from the

information in the top two panels.
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Figure 6.7: Atmospheric data for the night of 2014-03-16 obtained using SCIDAR

on the 2.5m Isaac Newton Telescope. The top panel shows the measured C2
n profile

with height. Data points with C2
n weaker than 10−16m1/3 have been removed for

clarity. The middle panel shows the determined average wind velocity for the layers

for each night. The bottom panel shows the calculated sum of C2
n(h)h2/V⊥ from the

information in the top two panels.



6.7. Results 122

rected for, the presence of the transit produces a systematic offset in the standard

deviations.

The total measured photometric noise, σm is calculated by measuring the nor-

malised standard deviation of the differential counts in a running interval of 300s.

6.7 Results

In this section we show the comparison between σI obtained from the differential

photometry of ULTRACAM and pt5m data and the noise estimate from SCIDAR.

Coordinates and magnitudes of targets were obtained from SIMBAD2.

2013-07-20

ULTRACAM photometry on the night of 2013-07-20 consists of two fields at the

beginning and end of the night. The first contains two comparison stars around

the field of HAT-P-23 at coordinates RA 20:24:29.72 +16:45:43.8, TYC 1632-1319-1

and TYC 1632-1019-1, with V magnitudes of 11.4 and 12.3 respectively. These stars

were chosen as they produced the most stable differential flux (lowest ratio of σ/µ)

within the observed field. The second set are faint ∼ 13 Vmag stars the field around

the target V* OR And at coordinates RA 23:04:45.76 DEC +49:26:24.8 and RA

23:05:18.67 DEC +49:27:10.3. Both runs were taken with exposure times of 0.5s.

Figure 6.8 shows the results obtained for the r band photometry.

The figure shows that the measured normalised standard deviation of the dif-

ferential flux (red line) is higher than the system noise (yellow line), which has no

knowledge of scintillation. The difference is due to scintillation, and is well predicted

by turbulence profiling using SCIDAR. The difference between the measured noise

and the system noise is greater for the first targets, as they are brighter and so more

of the noise will be caused by scintillation. The step in the system noise (yellow

line) is caused by the change of target. The data becomes noisy at the end due

to twilight, which is reflected in the sharp rise in the measured system noise. The

overestimation of scintillation by SCIDAR at the beginning of the night is caused

2SIMBAD Centre de donnes astronomiques de Strasbourg. http://simbad.u-strasbg.fr/simbad/
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Figure 6.8: Comparison between predicted and measured scintillation from ULTRA-

CAM on 2013-07-20. The red is line shows the normalised standard deviation of the

measured flux from ULTRACAM. The prediction from SCIDAR (blue) takes into

account scintillation, which is scaled according exposure time, telescope diameter

and airmass of the observation, and the predicted noise from ULTRACAM. The

predicted ULTRACAM noise includes photon noise and the small amount of system

noise in ULTRACAM, shown in yellow.
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Figure 6.9: Light curve and fit of the transit of HAT-P-12b in the r′ band on the

night of 2014-03-15 using ULTRACAM on the 4.2m WHT.

by the low elevation of the target (45◦).

2014-03-15

On the night of 2014-03-15, we examined the transit of HAT-P-12b. Throughout the

night the seeing was stable, around 1-1.5”. SCIDAR measurements at the INT show

that the turbulence is close to the ground, so there is only very little scintillation.

The target and comparison were HAT-P-12, a 12.8 Vmag star and a nearby star at

RA 13:57:24.96 DEC+43:31:33.4 of similar brightness. The exposure time was 0.5s.

Figure 6.9 shows the transit light curve fitted to the data obtained for the transit

in the r′ band.

Figure 6.10 and shows the analysis of the photometry of the light curve. The

measured scintillation is the same order of magnitude as the prediction of SCIDAR

and appears correlated. The discrepancy between SCIDAR and ULTRACAM noise

is caused by both telescopes pointing in different directions. The fractional con-

tribution from scintillation is low, due to the combination of weak turbulence and

relative faintness of the targets, the data is shot noise dominated, with scintillation

noise around 20%.

2014-03-16

On the night of 2014-03-16, we observed the transit of HAT-P-44b using ULTRA-

CAM and the out-of-transit system WASP-54 using the pt5m telescope. The light
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Figure 6.10: Comparison between predicted and measured scintillation from UL-

TRACAM on 2014-03-15. The red is line shows the normalised standard deviation

of the measured flux from ULTRACAM. The prediction from SCIDAR (blue) takes

into account scintillation, which is scaled according exposure time, telescope diame-

ter and airmass of the observation, and the predicted noise from ULTRACAM. The

predicted ULTRACAM noise includes photon noise and the small amount of system

noise in ULTRACAM, shown in yellow.
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Figure 6.11: Light curve and fit of the transit of HAT-P-44b in the r′ band on the

night of 2014-03-16 using ULTRACAM on the 4.2m WHT.

curve from ULTRACAM was constructed from the 13.2 Vmag star GSC 03465-00123

and a nearby star of similar brightness at RA 14:12:42.10 DEC +47:01:05.0. Some

thin clouds appear around 22:30 UT near the start of the transit, but clear up soon

after. Figure 6.11 shows the light curve and fit obtained. From the light curve fitted

data (figure 6.12), it can be seen that the scatter on the data improves as the night

progresses. This is reflected in figure 6.13, which shows a plot of the normalised

standard deviation of the light curve in the r′ band. The high spikes in the yellow

line are caused by the transparency variations creating large errors in the photom-

etry, which is reflected in the measured variance shown in the red line. Anomalous

measurements occur at 3 UT of 2014-03-16 where SCIDAR measures spikes. This

is caused by a strong turbulent layer appearing in the SCIDAR profiles, but not in

the ULTRACAM data, due to the different direction of pointing of the telescopes.

We compare the noise on the light curve for the g′ band in figure 6.14. Recall

from Chapter 2 that scintillation is independent of wavelength for large telescope

diameters (D >> rF ). We observe a trend similar to the r′ band in the g′. The

curve on the yellow line is caused by the variable effects of extinction as the airmass

changes.

The light curve from the pt5m was created from the bright, 11.01 Vmag target,

BD+00 3088, and nearby comparison HD 119217 observed on the night of 2014-03-

16, simultaneously with the ULTRACAM measurement. Figure 6.11 shows the time-

series photometry obtained. The comparison between the observed and predicted
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Figure 6.12: Differential photometry of HAT-P-44b with the transit fitted and di-

vided out. The region of the transparency variations has is not included in this

plot, to emphasise the improvement in the scatter of the data with time caused by

scintillation.
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Figure 6.13: Comparison between predicted and measured scintillation from UL-

TRACAM on 2014-03-16 in the r′ band. The red is line shows the normalised

standard deviation of the measured flux from ULTRACAM. The prediction from

SCIDAR (blue) takes into account scintillation, which is scaled according exposure

time, telescope diameter and airmass of the observation, and the predicted noise

from ULTRACAM. The predicted ULTRACAM noise includes photon noise and

the small amount of system noise in ULTRACAM, shown in yellow.
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Figure 6.14: Comparison between predicted and measured scintillation from UL-

TRACAM on 2014-03-16 in the g′ band. The red is line shows the normalised

standard deviation of the measured flux from ULTRACAM. The prediction from

SCIDAR (blue) takes into account scintillation, which is scaled according exposure

time, telescope diameter and airmass of the observation, and the predicted noise

from ULTRACAM. The predicted ULTRACAM noise includes photon noise and

the small amount of system noise in ULTRACAM, shown in yellow.
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Figure 6.15: Comparison between predicted and measured scintillation from pt5m on

2014-03-16. The red is line shows the normalised standard deviation of the measured

flux from pt5m. The prediction from SCIDAR (blue) takes into account scintillation,

which is scaled according exposure time, telescope diameter and airmass of the

observation, and the predicted noise from pt5m in the V band. The predicted pt5m

noise includes photon noise and the small amount of system noise in pt5m, shown

in yellow.

standard deviation is shown in figure 6.15. From here we can see that the predicted

noise matches the measured noise on the light curve well. On both light curves, the

same improvement with time is observed.

6.8 Discussion and Conclusion

We obtained 3 nights of turbulence profiling with SCIDAR simultaneously with ob-

servations using ULTRACAM and the pt5m on La Palma between 2013-07-20 and

2014-03-16. We predicted the scintillation index from the measured contemporane-

ous turbulence profile of the atmosphere for the telescope size and exposure time

used. The total noise was calculated by combining the scintillation noise and the

photon noise on the targets obtained from the aperture photometry. We found that

the estimates of SCIDAR and measurements from photometry were correlated, and
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in a mostly good agreement. Differences between the SCIDAR and turbulence pro-

file measurements were caused by the different direction of pointing of the telescopes,

being affected differently by wind velocities. The results show that turbulence pro-

filing can be used to accurately predict the amount of scintillation noise present in

photometric observation.



Chapter 7

The Secondary Eclipse of

WASP-12b

In this chapter we present z’ -band secondary eclipse photometry of the highly ir-

radiated hot Jupiter WASP-12b using ULTRACAM on the 4.2m William Herschel

Telescope. The results from this chapter have been published in Föhring et al.

[47]. The observation, reduction, eclipse modelling and error estimation have been

carried out by the author. The section on the comparison with atmospheric mod-

els has been written by Nikku Madhusudhan. We measure a decrease in flux of

δ = 0.130±0.013% during the passage of the planet behind the star, which is signif-

icantly deeper than the previous measurement at this wavelength (0.082± 0.015%,

López-Morales et al. [84]). Our secondary eclipse is best fit with a mid-eclipse phase,

φ, that is compatible with a circular orbit φ = 0.501±0.002, in agreement with pre-

vious results [32]. In combination with existing data, our eclipse depth measurement

allows us to constrain the characteristics of the planet’s atmosphere, which is con-

sistent with a carbon-rich model, with no evidence for a strong thermal inversion.

If the difference in eclipse depth reported here compared to that of López-Morales

et al. [84] is of physical origin, as opposed to due to systematics, it may be caused

by temporal variability in the flux, due to atmospheric dynamics.

131
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7.1 Introduction

Observations of secondary eclipses provide a powerful means of obtaining informa-

tion about exoplanetary systems. During a secondary eclipse, as the planet passes

behind its host star, a decrease in flux directly corresponding to the planet’s emission

is observed. Photometric measurements of the secondary eclipse allow us to probe

the planet’s thermal structure [36], atmospheric composition [37] and constrain the

orbital eccentricity [23], all of which are key in assessing the planet’s albedo, energy

budget and tidal history. To date, ground-based observations have proved to be

invaluable in aiding the atmospheric characterisation of transiting hot Jupiters (e.g.

Sing and López-Morales [127]; de Mooij and Snellen [35]; Croll et al. [32]; Zhao et al.

[144]).

The transiting exoplanet WASP-12b is a large (1.79 RJ) hot Jupiter on a close

(0.0229 AU, 1.09 day) orbit around a 6300 K host star [58]. It is one of the largest and

most intensely irradiated planets currently known, with an equilibrium temperature

of Teq = 2516 K. The combination of a relatively bright (1.35 M�, G0V) host star

and a large close-in planet with an orientation which enables the viewing of both

primary and secondary events make WASP-12b an ideal system for ground-based

follow-up observations.

The overinflated radius of WASP-12b poses a challenge for standard planetary

models, which predict an upper limit of 1.2 RJ for evolved gas giants [10]. Pro-

posed mechanisms for inflation include tidal heating [67], Ohmic dissipation (e.g.

Perna et al. [106]; Batygin and Stevenson [5]; Huang and Cumming [65]), or strong

irradiation (e.g. Enoch et al. [46]). Previous studies of WASP-12b have suggested

intense tidal forces, giving it a prolate shape and causing it to lose mass to its host

star through tidal stripping [78]. There is also evidence for the presence of a bow

shock around the planetary magnetosphere directly in front of the planet [81]. Pre-

vious spectroscopic studies have found that the atmosphere of WASP-12b is lacking

a strong thermal inversion and possesses very efficient day-night energy circulation,

as well as an extreme overabundance of carbon, both of which are contrary to previ-

ous theoretical predictions [86], although this has been recently questioned by newer

photometric data [33].
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Theory predicts that the timescale for circularization of WASP-12b is very short.

Initial radial velocity and eclipse measurements have suggested an eccentric orbit

[58; 84], but this was later refuted Croll et al. [32]; Campo et al. [18]; Husnoo et al.

[66]. An eccentric orbit would indicate orbital pumping from one or more undetected

planets, or a very low tidal dissipation [78].

Previous observations of emission from the dayside atmosphere of WASP-12b

have been reported using the Spitzer Space Telescope, at 3.6 µm, 4.5 µm, 5.8 µm

and 8 µm [18], and from ground-based observations in the J, H, Ks [32; 144] and z’

bands [84].

In this paper, we present a new, high-precision detection of the z’ (9097Å) emis-

sion from the extrasolar planet WASP-12b, and discuss the implications on our

understanding of the planet. In section 7.2 we describe our observations and data

reduction. In section 7.3 we detail our light curve modelling and eclipse detection. In

section 7.4 we show our method of error estimation, and in section 7.5, we compare

the emission of the planet to atmospheric models. Finally, we discuss our results

and provide conclusions in sections 7.6 and 7.7.

7.2 Observations and Data Reduction

The secondary eclipse of WASP-12b was observed on 2010 January 5 - 6 at the

4.2m William Herschel Telescope on La Palma using ULTRACAM [40]. A total of

3592 observations were made in the SDSS u’, g’, and z’ filters between 22:54 UT

and 05:30 UT during excellent transparency conditions. We obtained 3.05 hours of

out-of-eclipse data and 2.70 hours of in-eclipse data at airmasses between 1.000 -

2.319. The telescope was defocussed to give a stellar FWHM of ∼5”, enabling longer

integration times without saturation, and reducing the effects of pixel sensitivity

variations across the stellar profile (see Southworth et al. 128). An exposure time

of 5.6s was used throughout the run, with a dead time between each exposure of

25ms. Each frame was timestamped to sub-millisecond accuracy using a dedicated

GPS system [40].

The data were corrected for bias and flat-field using the ULTRACAM pipeline
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software1. The effect of correcting the fringing that was apparent in the z’ filter was

investigated in detail using a fringe-frame constructed from night-sky frames; it was

found that this correction did not produce a marked difference in the light curves

and so was not employed in the final reduction.

We performed aperture photometry on the target and the brightest 9 comparison

stars in the 5’ ×5’ field using aperture sizes of radii 15 - 50 pixels (4.5’ - 15’). The

best aperture was the one that produced the most stable photometry with the lowest

variance in segments of the out-of-eclipse and mid-eclipse regions of the resulting

light curve, and was found using a golden section search [70]. For our data this

resulted in an aperture of 42 pixels. The centres of each star were determined by

fitting a Moffat profile [94] to the PSF of each star. We decided to add an extra

aperture on our target to include a background star, ∼10” from WASP-12 and

partially overlapping our optimum aperture, as this improved the variance. The

implications of this are discussed in section 7.4. We found that the size of the sky

annulus did not have a significant effect on the photometry, and kept it constant

with an inner radius of 60 pixels and outer radius of 90 pixels. The sky background

level was determined using a clipped mean method, with fainter background stars

masked out from the sky annuli.

We produced a single light curve by combining individual differential light curves

that were produced from the three brightest comparison stars in the field, which

had similar flux levels to the target in the z’ band. The individual light curves

were weighted based on the inverse chi-square of a straight-line fit to their out-of-

eclipse and mid-eclipse sections. The scatter per point on this final light curve was

measured as 0.14 mmag, or 0.013%.

In our data, the total drift in the pointing of WASP-12 on the CCDs was 14

pixels in x and 24 pixels in y. We tested our data for systematic correlations with x

and y positions of the target on the detector, seeing, sky brightness variations and

telescope parallactic angle. This was done by fitting linear correlations between each

parameter and the out-of-eclipse portions of the light curve. We did not find any

correlations. We discarded the latter 1.36 hours of the out-of-eclipse data precisely

1http://deneb.astro.warwick.ac.uk/phsaap/software/ultracam/html/index.html
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at the onset of sudden transparency variations, as they caused the scatter per point

to increase by up to a factor of 100. This left a total of 2740 observations between

22:54 UT and 04:08 UT, covering phases 0.426 and 0.594 based on the ephemeris of

Hebb et al. [58], and air masses between 1.000 - 1.477.

7.3 Eclipse modelling

To establish the presence of an eclipse we modelled the light curve using the tech-

nique outlined by Sackett [121] without limb darkening. The input parameters of

the model include the radii of the star and planet, the semi-major axis, the orbital

inclination and the ephemeris, as given by Hebb et al. [58]. We also attempted to use

the system parameters determined by Chan et al. [20], but found that the duration

of the eclipse matches that found by Hebb et al. [58] more closely and yields a lower

chi-squared fit.

The best-fit model was found by using a downhill simplex χ2 minimisation rou-

tine [110], with the eclipse depth, δ, the phase of mid-eclipse, φ, and two background

terms, c1 and c2, as free parameters. The two background terms allow the out-of-

eclipse differential flux, B, to be fitted by an equation of the form: B = c1 + c2X,

where X is the airmass. The best-fit model, shown in Figure 7.1, is an eclipse with

a depth of δ = 0.130%, centered at an orbital phase φ = 0.501. The reduced χ2 of

the fit is 1.083. We also searched for evidence of a secondary eclipse in the g′ and

u′ bands and found our results consistent with no detection in either.

We performed two tests to confirm the eclipse detection, in a manner similar

to previously reported eclipse results (Deming et al. 36; Rogers et al. 119; López-

Morales et al. 84). In the first test, we averaged all of the fully in-eclipse data points

from the background-corrected light curve and repeated this for all of the out-of-

eclipse points. The difference between the two measurements gives an eclipse depth

of 0.135%± 0.005%, where the error is calculated from the scatter on our in-eclipse

and out-of-eclipse data points.

In the second test, we generated histograms of the in-eclipse and out-of-eclipse

portions of the normalised light curve, and set the bin width equal to the measured
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Figure 7.1: Secondary eclipse of WASP-12b observed in the z’ band. The top

panel shows the unbinned raw light curve, with the best-fit secondary eclipse model

(including background) overplotted in yellow (see section 7.3). The middle panel

shows the background subtracted and normalised light curve with the data binned

into groups of 10 data points, corresponding to 1 minute, again with the best-fit

model overplotted. The grey dashed line shows a depth of 0.082% as found by

López-Morales et al. [84]. The bottom panel shows the residuals after subtraction

of the best-fit model from the data shown in the middle panel.
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Figure 7.2: Histograms of the in-eclipse (red line) and out-of-eclipse portions of the

normalised WASP-12b light curve. The width of each bin is 0.13%, the same as the

eclipse depth.

eclipse depth. The result, shown in Figure 7.2, illustrates how the flux distribution of

in-eclipse points is shifted by one bin, as expected, with respect to the out-of-eclipse

flux distribution centred on 1.0.

7.4 Error Estimation

To compute the error in the eclipse depth and to determine the extent of systematics,

we employ the binning technique described by Pont et al. [109]. Using this method,

the uncertainty on the eclipse depth, σ(N), is approximated as the error on the

mean of the in-eclipse flux. In the absence of correlated noise, σ(N) = σw/
√
N ,

where N is the number of points in a given interval, here the eclipse, and σw is the

measurement uncertainty, which can be obtained from the uncorrelated rms scatter

per out-of-eclipse data points. When taking into account the covariance of the data

on the timescales of the eclipse, the error on the eclipse depth can be shown to

be well modelled by the relation σ(N)2 = σ2
w/N + σ2

r , where σr is the systematic

(red) noise component. The uncertainty σ(N) can be estimated from the data by
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Figure 7.3: The root-mean-square scatter of our out-of-eclipse photometry (solid

line), plotted as a function of the light curve binning factor. The dashed line displays

the expectation for Gaussian noise.

binning the out-of-eclipse points in time in intervals of N points: the root mean

square scatter of the binned residuals will follow an N−1/2 relation in the absence

of red noise; otherwise, they will be fit by σ2(N) = σ2
w/N + σ2

r . Binning our data

up to the timescales of the ingress and egress duration of 21 minutes (N = 220), we

find σ(220) ' σr = 0.013%.

We investigated the extent to which uncertainties in the system parameters affect

our eclipse depth and mid-eclipse results. By varying the inclination, planet-to-star

radius ratio, and semi-major axis of the system by 1σ from the reported values in

Hebb et al. [58], the measured eclipse depth changed by a maximum of 3.59% or

0.28σ, while the mid-eclipse phase changes by 0.0004%.

We calculated two independent values of the errors in the eclipse depth and the

phase of mid eclipse using the prayer-bead [52] and bootstrapping [110] techniques

in order to estimate the error on the mid-eclipse phase. These provided estimates of

φ = 0.501±0.002, δ = 0.130±0.002% and φ = 0.5014±0.0004, δ = 0.1298±0.0003%,

respectively. Taking the final values for eclipse depth and mid eclipse phase from

the downhill simplex results and the errors from the most conservative estimate

out of the Pont et al. [109] method, prayer-bead and bootstrap yielded the final
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result for the phase of mid eclipse and the eclipse depth as φ = 0.501 ± 0.002 and

δ = 0.130± 0.013%.

It is necessary to discuss the implication of including additional background stars

in our aperture photometry, as discussed in section 7.2. In their paper, Crossfield

et al. [33] calculate that including an unresolved M dwarf star with a 1” separa-

tion from WASP-12 (Bergfors et al. 6, 7) in the photometry aperture dilutes the

measured eclipse depth by 3.97% in the z’ band. Accounting for this star in our

measurement results in an eclipse depth of 0.135%. A second faint background star

was also included in our aperture, which we have determined from our in-focus im-

ages contributes an additional dilution of 0.9%. This gives a total corrected eclipse

depth of of 0.136%, which is within our error of ±0.013%.

7.5 Comparison with Atmospheric Models

We used our z’ -band planet-star flux contrast, together with previously published

data, to constrain the atmospheric properties of WASP-12b. We modelled the day-

side atmosphere of WASP-12b using the approach followed in Madhusudhan [87].

The model, first developed in Madhusudhan and Seager [85], considers 1-D line-

by-line radiative transfer in a plane-parallel atmosphere, with constraints of local

thermodynamic equilibrium, hydrostatic equilibrium, and global energy balance,

and includes the major molecular and collision-induced opacity sources expected

in hydrogen-rich atmospheres. The temperature profile and molecular abundances

constitute 12 free parameters of the model; six parameters for the temperature pro-

file and six for the molecular abundances of H2O, CO, CH4, CO2, C2H2, and HCN.

Given the data, we explored the space of temperature profiles and composition, both

oxygen-rich and carbon-rich [87], using a Markov Chain Monte Carlo optimisation

algorithm [86] to find model fits to data.

We assumed that all the z’ -band flux arose from thermal emission, in accor-

dance with López-Morales and Seager [83], who showed that reflected light emission

contributes 10-20 times less than thermal emission for very hot Jupiters, such as

WASP-12b. We fitted models of WASP-12b to our observed z’ -band flux together
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Figure 7.4: Observations and model secondary eclipse spectrum of WASP-12b. Our

z’ -band eclipse depth is shown as the red filled circle with error bars at 0.91 µm,

together with previously published photometric observations at other wavelengths

reported by Croll et al. [32], Campo et al. [18], Cowan et al. [30] and Crossfield

et al. [33]. The blue circle with error bars beneath our data shows the previously

published data in z’ band by López-Morales et al. [84] (see Section 7.5). The black

solid curve represents a best-fit model emission spectrum of the dayside atmosphere

of WASP-12b with a carbon-rich composition and no thermal inversion. The orange

dashed curve shows the best fitting blackbody model with a temperature of 3135K.

The green circles without error bars represent the carbon-rich model integrated over

the bandpasses of the data, while the orange circles are the integrated points for the

blackbody model. The temperature profile is shown in the inset. The blue dashed

curves are two blackbody spectra with temperatures of 2200K and 3200K shown for

reference. The current data are best fit by a carbon-rich model without a strong

thermal inversion, consistent with the findings of Madhusudhan et al. [86].
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with existing photometric data in the J , H, and K bands [32], four-channels of

Spitzer IRAC photometry [18; 30], and a narrow-band photometric observation at

2.3 µm [33]. For the two IRAC data points at 3.6 and 4.5 µm, we adopt the values

from Cowan et al. [30], which have more conservative error bars. For the 4.5 µm

point, for which two values have been reported by Cowan et al. [30], we choose the

value that is consistent with the value reported by Campo et al. [18]. For all the

previously published data, we use the revised values from Crossfield et al. [33] which

have been corrected for the presence of a stellar companion. A model fit to all the

data is shown in Figure 7.4. We found that a carbon-rich model (with C/O ≥ 1) and

a weak thermal inversion in its dayside atmosphere provides the best fit to all the

present data, in agreement with Madhusudhan et al. [86] and Madhusudhan [87].

The model spectrum shown in Figure 7.4, of an atmosphere that is carbon-rich and

has no thermal inversion, provides a good fit to the data and has a χ2 of 22.9. We

also explored models with isothermal temperature profiles as suggested by Crossfield

et al. [33], and found that the best fitting isothermal model (with one free param-

eter) has a temperature of 3135 K and a χ2 of 48.8. To account for the different

number of free parameters, we compared the models using the Bayesian Information

Criterion [122], defined as BIC =χ2 + Npar × ln(Ndat), where Npar is the number of

free parameters, and Ndat is the number of data. The BIC for the carbon-rich model

was 49.3, lower than the value of 51.0 obtained for the isothermal model, indicating

a better fit. An oxygen-rich model with or without a thermal inversion also provides

a worse fit to the data compared to the carbon-rich model.An oxygen-rich model

with or without a thermal inversion also provides a worse fit to the data compared

to the carbon-rich model. Consequently, the present data favour the interpretation

of a carbon-rich atmosphere with no thermal inversion in WASP-12b.

A more detailed atmospheric retrieval analysis and new data, which are beyond

the scope of the current work, would be required to place tighter constraints on the

C/O ratio of WASP-12b. In particular, we have used the Spitzer IRAC 3.6 and

4.5µm flux contrasts reported by Cowan et al. [30] and our present observation in

the z’ band. In doing so, a few other combinations of previous datasets at the same

wavelengths have not been considered here. For example, considering the Spitzer
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IRAC 3.6 and 4.5µm data from Campo et al. [18], which have lower uncertainties,

would make the carbon-rich model more likely and the isothermal model even less

likely. On the other hand, we have used only one of the two values for the IRAC

4.5µm point reported by Cowan et al. [30] that is consistent with the value of Campo

et al. [18]. Considering the alternate point could improve the fit for the isothermal

model. Yet other combinations result from using the previously reported z’ -band

flux of López-Morales et al. [84] instead of our current observation in the same band.

We also note that a high-confidence narrow-band photometric observation at 2.3 µm

might be able to provide a good constraint on the CO abundance. Future observa-

tions at this wavelength with more out-of-eclipse data than reported in Crossfield

et al. [33] could provide a longer temporal baseline for a reliable estimate of the

eclipse depth. We have also not used the thermal spectrum of WASP-12b obtained

in the HST WFC3 bandpass (1.1 - 1. µm), reported by Swain et al. [129], as it

has not yet been corrected for contamination due to the stellar companion [33]. A

detailed atmospheric retrieval analysis of WASP-12b based on the various combina-

tions of these existing, and possibly re-reduced and/or corrected, datasets will be

pursued in a future study.

7.6 Discussion

Our observed eclipse depth, i.e. the planet-star flux ratio, in the z’ band is 58%

higher than that reported by López-Morales et al. [84]. This disagreement is at

the 2.4-σ level and there are examples in the literature suggesting that this is not

uncommon, e.g. the z′-band measurements of WASP-19b by Burton et al. [15] and

Lendl et al. [77]. If this difference is of physical origin, as opposed to a systematic

error, it may be evidence for temporal variability in the stellar or planetary flux.

In principle, stellar variability may be caused due to stellar flares, as suggested

in Haswell et al. [57], although this is unlikely given the spectral type of the host

star. On the other hand, if the variability is in the emission from the planet it would

imply temporal changes in the temperature distribution on the dayside hemisphere of

WASP-12b at pressures close to the planetary photosphere in the z’ band, typically
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around 1 bar.

Assuming the stellar flux in the z’ band is constant, our observation implies a

58% increase in the hemispherically-averaged dayside thermal emission from WASP-

12b over that observed by López-Morales et al. [84]. Since the two observations

were separated in time by 2 months, it may be possible that transient effects due

to atmospheric dynamics might be causing the observed differences. Indeed, some

general circulation models (GCMs) of hot Jupiters predict that large enough spatial

structures, e.g. circumpolar vortices, in their atmospheres could cause temporal

photometric variations in thermal emission from their dayside atmospheres (e.g. [114;

25]; but cf. [126]). Rauscher et al. [114] explored possible photometric variability

in several hot Jupiters as a function of their mean zonal wind speeds and radiative

forcing. For the example of the hot Jupiter HD 209458b, their models showed

variations as high as 60-70% for wind speeds of 800 m/s. While a similar calculation

has not been reported in the literature for WASP-12b, the order of magnitude higher

incident irradiation received by WASP-12b compared to HD 209458b would imply

higher wind speeds in WASP-12b and might cause the observed variability. GCM

models of WASP-12b in the future would be able to investigate this possibility.

Recent work by Fossati et al. [48] has shown that variability of a G-type star due

to star spots would cause a magnitude variation of ∼ 0.2%. This amount is too low

to explain our variable eclipse depth. Other work by Henry et al. [60] has found

absorbing gas around WASP-12. A variable cloud of gas might cause some Rayleigh

scattering, but that would be significant mainly in the visible, and not much in the

red-optical where our z’ band lies. The effect of a steady-state circumstellar disk

or cloud of gas should cancel out when we subtract the in-eclipse and out-of-eclipse

fluxes to obtain the eclipse depth.

We have also explored the possibility of local variations in the surface brightness

of the dayside atmosphere of WASP-12b caused due to potential transient effects,

e.g. “storms”, following Agol et al. [1]. We considered a two-component z’ -band

brightness temperature distribution of the dayside hemisphere of the planet - a

homogeneous background temperature (T0) and a local perturbation with a temper-

ature T1 = T0 + ∆T over a region with a parametric covering fraction (f), i.e. the
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fraction of the surface area covered by the perturbation. Assuming nominal cover-

ing fractions of f = 0.1− 0.2 ([126; 1]), we find that the difference between the two

observed z’ -band fluxes can be caused by temperature fluctuations of ∼ 450 − 750

K or higher, relative to a background temperature of ∼ 3000 K.

7.7 Conclusions

We have detected emission from WASP-12b in the z’ band. We measure the eclipse

depth at 0.91µm to be 0.130 ± 0.013 per cent, significantly deeper in comparison

to previous data. Assuming this difference is not caused by systematics, and that

the stellar flux is unchanging, given the early spectral type of the star, the observed

discrepancy may be caused by a temporally variable photospheric temperature of the

planet. Local thermal fluctuations in the surface brightness distribution of the planet

caused by atmospheric dynamics may be able to explain the observed variability,

which can be further constrained using general circulation models of WASP-12b

in the future. Considering our z’ -band observation along with previously reported

photometric observations in other bandpasses, we find that the sum-total of data

are best explained by a carbon-rich model, with no evidence for a strong thermal

inversion, as has been previously reported. We also estimate the mid-eclipse phase

of the planet to be 0.501± 0.002, which corresponds to a circular orbit.
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Conclusions

In future, children won’t perceive the stars as mere twinkling points of light: they’ll

learn that each is a ‘Sun’, orbited by planets fully as interesting as those in our Solar

system.

Martin Rees

This work has focussed on understanding and characterising the effect of the

atmosphere for exoplanet photometry. The three main themes of this thesis have

been: understanding scintillation through simulation, understanding scintillation

through turbulence profiling and the exoplanet science that can be done using fast

photometry.

In chapter 4 we investigated the effect of scintillation noise on ground-based

transit photometry by simulation. We found that scintillation becomes the limiting

source of noise for targets brighter than V = 10.4 for the average value of turbulence

measured for a 0.5m telescope at La Palma. We compared simulations to analytical

expressions of scintillation and found them to be in good agreement. We showed

that by calculating scintillation index based on the average atmosphere model of

Dravins et al. [44], the scintillation noise for La Palma is underestimated by a factor

of 2 on average. The effect of scintillation on the astrophysical parameters for transit

and secondary eclipses was examined in the visible and red-optical. We found that

overall, the errors on the light curve arising from scintillation increase linearly the

145
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scatter on the astrophysical parameters with a gradient in the range of 0.68 – 0.80.

In chapter 5 the effect of the noise due to aperture photometry was investi-

gated for both instantaneous and short finite exposure times through simulation. It

was found that for short finite exposure times speckle noise contributes to noise in

photometry for aperture sizes of up to approximately 2.3×FWHM.

In chapter 6 we performed a comparison between estimates of scintillation ob-

tained from turbulence profiling using SCIDAR with observations taken with UL-

TRACAM and the pt5m telescope on La Palma between 2013-07-20 and 2014-03-16.

We predicted the scintillation index from the measured contemporaneous turbulence

profile of the atmosphere for the telescope size and exposure time used. The total

noise was predicted by combining the scintillation noise and the photon noise on

the targets obtained from the aperture photometry. We found that the estimates of

SCIDAR and measurements from photometry were correlated, and in mostly good

agreement. Differences between the SCIDAR and turbulence profile measurements

were caused by the different direction of pointing of the telescopes, being affected

differently by wind velocities. The results show that turbulence profiling can be

used to accurately predict the amount of scintillation noise present in photometric

observation.

Finally, in chapter 7 we presented the ground-based secondary eclipse of WASP-

12b in the z’ band using ULTRACAM. We measure the eclipse depth at 0.91µm

to be 0.130 ± 0.013 per cent, significantly deeper in comparison to previous data.

Assuming this difference is not caused by systematics, and that the stellar flux is

unchanging, given the early spectral type of the star, the observed discrepancy may

be caused by a temporally variable photospheric temperature of the planet. Local

thermal fluctuations in the surface brightness distribution of the planet caused by

atmospheric dynamics may be able to explain the observed variability, which can

be further constrained using general circulation models of WASP-12b in the future.

Considering our z’ -band observation along with previously reported photometric

observations in other bandpasses, we find that the sum-total of data are best ex-

plained by a carbon-rich model, with no evidence for a strong thermal inversion, as

has been previously reported. We also estimate the mid-eclipse phase of the planet
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to be 0.501± 0.002, which corresponds to a circular orbit.

8.1 Future Work

The work presented in this thesis opens up several avenues for future research, both

in the direction of turbulence profiling and scintillation correction, as well as from

astrophysical aspect.

8.1.1 Exoplanet Photometry

The results on the secondary eclipse of WASP-12b show that monitoring the variabil-

ity of eclipses on longer timescales could reveal more about planetary atmospheric

dynamics. Based on these published results, we have submitted a proposal for

the WHT, to test the long-term variability of the secondary eclipse photometry of

WASP-12b in the z’ -band using ULTRACAM. This work can be expanded to mon-

itor the long term variability of secondary eclipse photometry of other exoplanets

to reveal weather patterns.

8.1.2 Scintillation Reduction

In the realms of turbulence profiling and scintillation reduction, there is still much

to be done. We have shown that we can predict the total scintillation noise on ob-

servation using turbulence profiling, but this has opened many questions. It would

be useful to obtain more simultaneous long time-series photometry and turbulence

profiling to examine the ability of SCIDAR to predict scintillation noise in further

detail. Effects such as flat fielding and correlated noise have not been examined,

but our results suggest that the error budget is accounted for when including scin-

tillation effects fully, although further observations would be needed. Simulation of

scintillation can continue being a useful tool for investigating further effects in pho-

tometry, such as for the purpose of creating mock-images, which could also be used

to investigate the errors arising from the reduction procedure in full detail and the

effect of using different fitting algorithms. Accurately modelling the contribution of

scintillation noise to the entire error budget for a given telescope and instrument
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configuration is important in order to ascertain whether unaccounted noise on the

observation is caused by systematics, or whether it originates from the atmosphere.

We will continue to investigate further avenues for improving precision on ground-

based observations, such as the potential for using simultaneous observations in dif-

ferent wavelengths to correct for the achromatic component of scintillation. For

example, using the g’ -band of a multi-wavelength instrument to correct scintillation

in the z’ -band. Our preliminary tests on data from ULTRACAM show this to be

a promising technique for reducing scintillation noise, however additional complica-

tions arising from systematic noise need to be addressed.

We have shown that using ULTRACAM, we are capable of obtaining a photomet-

ric precision of 0.1 milli-magnitudes (100 parts per million) for a 4.5h observation,

which is currently the best precision obtainable from the ground. Space-based ob-

servatories, such as Kepler, are capable of obtaining a precision as good as 10 parts

per million for a 10th magnitude star in the same cadence [26]. Future space-based

missions are expected to provide precision of similar order of magnitude (Transiting

Exoplanet Survey Satellite 90 ppm [76], PLATO 13 ppm [147], CHEOPS 10 ppm

[14]). Providing an improvement in the observational precision of a factor of 2 using

conjugate-plane photometry would enable the quality of ground-based observations

to approach the precision attainable from space. While the usefulness of conjugate

plane photometry for scintillation correction relies on the availability having two

bright stars within ∼ 1′ separation (the exact maximum separation depending on

the ground layer), other techniques, such as tomographic atmospheric reconstruc-

tion [101] could provide a different means for reducing scintillation. Despite the

effort needed to implement scintillation correction, such as the need for a dedicated

instrument, an improvement of a factor of 1.5 on the astrophysical parameters at a

fraction of a cost of a space-based instrument is worth the additional investment.
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[83] M. López-Morales and S. Seager. Thermal Emission from Transiting Very

Hot Jupiters: Prospects for Ground-based Detection at Optical Wavelengths.

ApJ , 667:L191–L194, October 2007.
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