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                                                     ABSTRACT 

This thesis reports structure-property relationships in a range of conjugated 

molecules where the nature of the delayed fluorescence (DF) is used as a powerful 

diagnostic tool in order to gain insight into the nature of the molecules. All the 

investigations revolve around using three spectroscopic methods; steady state, single-

photon counting and particularly time-resolved nanosecond spectroscopy. 

The rarely observed optically generated geminate electron-hole (e-h) pair 

recombination is designated as the origin of DF in Rhodamine 6G and its derivative 

ATTO-532 molecules. The DF shows a strong dependence on excitation energy, which 

is due to emission arising from higher energy excited dimeric states. 

In addition, the complex excited-state nature of the polyspirobifluorene (PSBF) 

polymer is investigated in both dilute solutions and spin-coated films. According to 

investigations carried out in dilute solutions, solvent polarity and temperature dependent 

charge transfer (CT) state formation is observed as arising from the “inter/intrachain” 

interaction phenomena. The stabilisation of the intra- CT state at low temperatures 

exhibits the presence of both triplet-triplet annihilation (TTA) and monomolecular 

processes. These findings are used to interpret the up-conversion data of PSBF in thin 

films, clearly revealing that both TTA and thermally activated delayed fluorescence 

(TADF) are involved in indirect singlet generation. The same mixed contribution is also 

confirmed in anthracene based, small molecule, thin films. Consequentially, these 

findings highlight the investigated system as one of the desirable alternative molecular 

systems through which high efficiencies in organic light emitting device (OLED) 

applications can be attained. 

Finally, an understanding of novel anthracene based novel acceptor molecule is 

developed through the use of a sensitizer based up-conversion experimental method, in 

which the question of how the side groups (having different electron affinities) affect the 

TTA efficiency and triplet energy transfer efficiency is clarified. Lastly, the investigations 

show that novel pyridine derivatives have solvent polarity and viscosity dependent 

excited state configurations, which are designated as twisted/wagged intramolecular 

charge transfer states. The DF, in this case, predominantly originates from 

monomolecular recombination of the geminately bound e-h pairs. It is believed that this 

can be a major loss mechanism for quantum yield in ICT systems. 

Murat Aydemir, August, 2016 
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CHAPTER 1: INTRODUCTION 

 

In the context of this thesis, organic conjugated molecules are the centre of attention 

due to their potential applications in today’s lighting technologies. Artificial lighting 

technologies cover a wide spectrum of our daily life from illumination of places, i.e. 

houses, offices, parks, etc. to electronic devices, i.e. television, computers, phones, etc. 

which show evidence of how strongly human beings depend on artificial lighting. 

However, that addiction gives rise to a high amount of inevitable energy consumption in 

our daily life. To reduce this energy consumption, one of the methods is to take advantage 

of sunlight by means of delaying the nominal time of sunset and sunrise ± 1 hour, which 

is considered to reduce energy consumption. However, according to researchers in India, 

this method increased the overall residential electricity consumption by 1% to 4% in the 

period of between 2006 to 2008.1 In Great Britain, a report estimates that the daylight 

saving method in the winter-term prevented a ~2% increase in average daily electricity 

consumption between 2001 and 2006.2 Similarly in the U.S., a report undertaken between 

2007 to 2008, showed extension of daylight saving time resulted in a negligible decrease 

(~ 0.5 %) in electricity usage excluding the amount of energy used for heating.3 Besides 

energy consumption effects, changing the clocks also has significant effects on the 

economies of many countries and the health of people, details of which can be found 

elsewhere.4,5 Consequentially, the daylight saving method needs to be investigated in 

depth by each country prior to being directly accepted as an alternative energy saving 

methods. Furthermore, another good example with regard to energy consumption was 

reported in the U.S., where according to the U.S. Department of Energy in 2001, on 

average each year lighting consumes ~765 TW hour of electricity, which is equal to 8.3% 

of total energy consumption and costs around $58 million per a year.6 Therefore, in 2003, 

the U.S. Department of Energy initiated a competition between industry partners to 

develop energy-saving alternative methods for artificial lighting, offering a $10 million 

prize.  
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The world-wide problem is limited energy resources, therefore, any ideas that offer 

an alternative solution to reduce overall energy consumption becomes the centre of 

interest for governments and researchers. For instance, recently the U.S. Department of 

Energy has invested in companies and universities to develop alternative energy-saving 

projects in solid-state lighting (SSL) including light-emitting diodes (LEDs) and organic-

light emitting diodes (OLEDs), which are alternative illumination sources that are 

expected to substitute incandescent bulbs, etc. By switching to SSL technologies, the U.S. 

Department of Energy estimates to reduce energy costs by $120m within twenty years, 

as well as reducing electricity consumption by one fourth. In addition, this new-

technology will have a significant effect on the climate in terms of avoiding 

approximately 246 million metric tons of carbon emission, which prevents man-made 

climate change.  

OLEDs are simply organic LEDs structured by using organic (carbon-based) 

materials, i.e. either conjugated polymers or small molecules, as the active emissive 

electroluminescence layers in which, charge recombination takes place between electrons 

and holes. The organic layer emits photons with energy corresponding to the unique 

emission spectrum of the conjugated molecules. Actually, the absorption spectrum of the 

organic molecules is the crucial parameter that gives more insight into the light it 

produces. The invention of OLED technology was made by Tang et al.,7 it was inspired 

by LEDs. Instead of using inorganic crystal layers as in LEDs, OLEDs are made-up of 

nicely organized emissive multiple thin films (layers) that result in remarkably brighter 

light while consuming less energy compared with LED technology. 

The benefits and drawbacks of LEDs and OLEDs can be summarised:  

 Both of them are energy conversion devices where electricity is converted to the 

form of light. 

 OLEDs are more flexible (i.e due to using plastic substrates), lighter and thinner 

than LEDs. In essence, easy deposition on flexible substrates makes the OLEDs 

more attractive for new technological designs (Fig. 1.1). This feature also makes 

OLEDs durable for long-lasting applications. 
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 In applications, OLEDs are brighter than LEDs, because the active layers are 

produced from very thin layers of the solid organic materials. However, LEDs 

have liquid crystal layers (which help to switch on/off the pixels by means of 

(un)twisting by electricity), and glass is commonly used as a substrate which leads 

to additional light absorption and makes the LEDs heavier. 

 The production of OLEDs is quite easy, but still expensive, and they are 

preferentially used for large size flat-panels, whereas, LEDs are not practically 

convenient for large area lighting applications, because it is more difficult to grow 

and lay down many liquid crystals. 

The external quantum efficiency of the OLEDs is still a problem, and it 

needs to be increased to produce highly efficient OLEDs. 

 

   

Figure 1.1 Recent OLED applications are announced for television and smart-phone screen technologies 

by Samsung and LG companies. The pictures adapted from online.8,9 

 

Nowadays, many research groups focus on increasing the external quantum 

efficiency of OLEDs, where the term represents the amount of injected charge carriers 

that are converted into photons. The high-efficiency of this conversion is one of the most 

crucial processes in OLEDs. However, it is not that easy to measure photon generation 

rates within the active layers of OLED architectures. Therefore, the quantum efficiency 

is commonly described by the external quantum efficiency (EQE) term, which gives us 
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the ratio between the number of emitted photons and the number of charges injected. The 

expression can be written as,10  

 

                                    𝐄𝐐𝐄 = Ƞ𝐞𝐱𝐭Ф𝐟𝐥 𝛄Ƞ𝐟𝐫                                                              (1.1) 

 

where Ƞ𝑒𝑥𝑡 represents the light out-coupling factor, and its estimated value is about 

0.2-0.3.11 Ф𝑓𝑙  represents the fluorescence quantum yield of the material (internal 

quantum yield), 𝛾 is the charge-balance factor, which particularly shows the fraction of 

total current giving rise to charge recombination. Ƞ𝑓𝑟  is the emissive excited state 

contribution upon EQE. Theoretical calculations of the maximum EQE were estimated 

as ~0.05 where spin statistics dictates that singlet (a quantum state with a spin of zero) 

and triplet (a quantum state with a spin of one) states are formed in the ratio of 1:3 (0.25 

singlet, 0.75 triplet). Since, classically only the excited singlet state makes a contribution 

to the EQE as an emissive state, Ƞ𝑓𝑟 is considered to be ~0.25 for fluorescent devices and 

~1 (unity) for phosphorescent devices, then the maximum value of EQE for fluorescent 

devices is equal to 0.05. However, many research groups have reported EQE’s 

substantially exceeding this value of 0.05, suggesting that a number of secondary 

processes where the triplets can be converted into emissive singlets by means of triplet 

harvesting mechanisms are involved. In the literature, these secondary processes are 

called delayed fluorescence (DF) and lead to the population of emissive states. In this 

way the quantum yield of the emissive states can be increased. The possible DF 

mechanisms can be categorised as triplet-triplet annihilation (TTA)11,12 and thermally 

activated delayed fluorescence (TADF)5,6 where triplets follow bimolecular and 

monomolecular pathways to form an excited singlet state, from which subsequent DF 

originates. Consequentially, the potential value of EQE  strongly depends on existing 

photo-physical mechanisms in the materials which may result in higher EQE values than 

the theoretically calculated value of 0.05.  

In addition, Adachi et al.15 overcame the spin statistics limitation (0.05-singlet 

generation) by using phosphorescent heavy metal complexes, where the emissive state 
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has triplet characteristics (multiplicity). These phosphorescent OLEDs increase the 

emission yield to ~100% by means of enhancing the spin-orbit coupling giving rise to an 

increased intersystem crossing rate from the singlet state to triplet states (hence, the value 

of Ƞ𝑓𝑟 can be assumed to be ~1) then the system emits from triplet states. By using this 

method, it is likely to achieve 100% internal quantum efficiency through the use of red, 

green and blue phosphorescent heavy metal complexes in white OLED applications.16 

However, using heavy metal complexes has some drawbacks, for instance, these metals 

(generally Ir(III) or Pt(II)) are quite expensive and rare, besides which, this method is still 

inconvenient for deep blue phosphor emitters which also require high triplet level host 

materials to avoid possible quenching. Finding a host material with a triplet energy level 

higher than the emitter is a challenge for blue-emitting phosphorescent materials, as well 

as their possible degradation problems, which create serious restrictions on performance, 

stability and lifetimes of blue-emitting phosphorescent OLEDs. Therefore, 

phosphorescent OLEDs do not seem to be an alternative option for achieving efficient 

full-colour rendering white OLEDs. Therefore, the most promising alternatives for full-

colour rendering and high efficiency of devices are fluorescence-based OLEDs, where a 

great portion of non-emissive triplet excitons are converted into emissive singlet excitons 

via TTA and TADF. The process of TTA (also known triplet fusion, TF) forms singlet 

excitons by means of a bimolecular annihilation process where at least two triplets are 

required to interact with each other and then subsequent DF arises from excited singlet 

state. By way of TTA, the maximum achievable singlet generation is limited to 0.625 

(0.25 singlets + 0.75 x 0.5= 0.375 triplets), depending on the relative energy order of the 

excited singlet and triplet energy levels 12 which also help to determine the possibility of 

higher excited triplet state (𝑇𝑁) involvement.  

TADF is an alternative photophysical process where one-to-one conversion of 

triplets into excited singlet states occurs via reverse intersystem crossing (rISC). The great 

benefit of TADF is the possibility of 100% triplet harvesting17 effectively exceeding the 

quantum statistic limitation of device efficiencies (above 0.2 EQE now, but presumably 

much higher in the future with novol structural designs) without using any heavy metal 

based phosphorescent complexes, and also providing an alternative solution for the deep 

blue emitter problem. The particular requirement of TADF molecules is having a small 
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energy gap (∆𝐸𝑆𝑇) between excited singlet and triplet states of the molecules, which is 

governed by electron exchange energy. As reported by Baldo and his co-workers,18 

having an intramolecular charge transfer (ICT) state helps to reduce the  ∆𝐸𝑆𝑇, where the 

ICT state appears as an intermediate step prior to (re)population of the excited singlet 

state in the molecules, or it might be the main emitting state, i.e. an exciplex.19 The 

advantage of ICT emitters is to get a certain degree of separation between the highest 

occupied molecular orbital (HOMO) and the lowest unoccupied molecular orbital 

(LUMO). Minimum overlap can be satisfied by means of perpendicular orientations of 

HOMO-LUMO levels,20 and concomitantly zero exchange energy can be achieved by 

means of equalizing the excited singlet and triplet states. Recent materials were reported 

having ~0.1 eV energy gap which have spatially pretwisted ICT geometry resulting from 

the steric hindrance between donor and acceptor moieties.21 This particular molecular 

arrangement gives rise to efficient triplet exciton confinement in active layers of OLEDs 

and concomitantly it is likely to achieve highly efficient blue- emitting OLEDs.22 

However, at high current density conditions, the OLEDs brush up against the efficiency 

roll-off which mainly arises from the large energy splitting, ∆𝐸𝑆𝑇, and long excited state 

lifetime of the molecules.21 Therefore, for efficient OLEDs, investigations should be 

focused on structure-property relationship to get more insight into their fundamental 

photophysics.  

1.1 Thesis Motivation 

 

Understanding the electronic processes that govern light emission in conjugated 

molecules is the key objective of this thesis. The emissive excited states can be either 

formed by direct absorption of light (primary process) or (as mentioned above) they may 

be populated following energy transfer or annihilation processes, which are secondary 

processes for singlet generation and result in (delayed) emission at longer time scales 

(compared to the primary process). The importance of the latter comes from generating 

additional singlet excitons, hence overcoming the theoretical spin statistic limitation. In 

particular, considering the potential applications of conjugated molecules in technology, 



 

7 | P a g e  

 

development of efficient molecules, with high internal quantum efficiency, is strongly 

desired. At this point, it seems crucial to understand the relationship between the 

secondary processes and molecular structures. For this purpose, in this thesis, the 

investigations are made with particularly chosen molecules, including commercial dye 

molecules (Rhodamine 6G and ATTO-532), a polymer (Polyspirobifluorene) and series 

of novel small molecules.  

Following on from this introductory chapter, a brief fundamental background 

theory on conjugated molecules is given in Chapter 2, which includes a basic overview 

of the formation of excited states, energy transfer mechanisms and bimolecular and 

thermally activated processes for delayed fluorescence. The experimental section is 

presented in Chapter 3, which involved in sample preparation procedures and details of 

spectroscopic techniques used in this thesis.  

Chapter 4 is particularly designed as a model chapter for the following ones, which 

offers the methods for how to distinguish the monomolecular and bimolecular electronic 

processes that involved in DF. Addressing this point, the chapter includes a brief 

background theory of possible photophysical mechanisms behind the DF, i.e. TTA, 

TADF and geminate electron hole pairs recombination (GPR). In addition, the 

characteristics of DF processes that have been reported in literature are presented, which 

particularly include exciton decay dynamics, the intensity dependence of DF on excitation 

energy and temperature dependence of DF. Afterwards, using this knowledge, the 

presence of electronic states in Rhodamine 6G and its derivative ATTO-532 are 

picturized and the origin of DF is determined. 

Chapter 5 demonstrates the complex excited state nature of the conjugated polymer, 

polyspirobifluorene (PSBF). The existing electronic states are picturized in variety of 

solvents with particularly attention paid to the crucial role of solvent viscosity and polarity 

on the formation of emissive states, which are designated as charge transfer (CT) states 

and arising from particular spatial geometry of the molecule. Afterwards, the role of the 

CT state is questioned in depth to understand how this particular excited state can make 

a significant contribution to the total photoluminescence (PL). Consequentially, the active 

role of both monomolecular and bimolecular processes behind the formation of DF is 
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determined. Chapter 6 attempts to further the work of Chapter 5, where the findings are 

further investigated in PSBF film, by way of using a unique two-pulse-pump 

spectroscopy technique. This technique yielded important results relating the energy 

levels of the PSBF molecule, and reinforced the observed data in Chapter 5. 

In Chapter 7, the dynamics of triplets are investigated in novel anthracene 

derivatives using a sensitizer-acceptor based up-conversion technique. The technique is 

explained in detail and some background theory on the kinetics of triplets is given. It is 

shown that the latter plays a fundamental role in observing the up-converted delayed 

fluorescence (UC-DF), which strongly depends on the efficiency of energy transfer and 

bimolecular process (triplet-triplet annihilation).  Therefore, to get a better understanding 

of how the efficiency of UC-DF is affected by the molecular structure of acceptor unit, a 

series of anthracene based molecules (including different electron donor, acceptor and 

neutral side groups) are investigated and the findings are presented. 

Finally, Chapter 8 focuses on the question of how ground and excited state 

configurations affect the charge transfer properties and the origin of DF. For this purpose, 

a series of novel donor-acceptor-donor (D-A-D) type structured pyridine derivatives are 

investigated and their ground and excited state configurations are determined both in 

solutions and films. Actually, the importance of D-A-D type small molecules comes from 

them being one of the most desired candidates for OLED applications due to the ability 

to reduce the HOMO-LUMO energy gap by means of changing the relative 

configurations of the D-A moieties (i.e. perpendicular orientations of D-A), and the 

highly favourable formation of CT states. Therefore, it seems necessary to understand 

how molecular geometry is affected by the type of donor unit and its relationship with 

delayed fluorescence. 
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CHAPTER 2: THEORETICAL OVERVIEW ON CONJUGATED 

MOLECULES 

 

“Truth is ever to be found in simplicity, and not in the multiplicity and confusion of 

things” 

                                                                                                          Isaac Newton 

 

The purpose of this chapter is to understand the electronic properties of conjugated 

molecules, e.g. conjugated aromatic hydrocarbons either small molecules or polymers 

which are particularly used in organic light emitting devices (OLEDs), and their excited-

state photophysical behaviours. The chapter is specifically equipped with conceptual 

theoretical approaches, which shed light on the field of conjugated organic molecules. 

However, it should be noted that the aim of this chapter is not to present a comprehensive 

investigation of this field of research, but is rather a background to the theory considered 

within the context of this thesis, presented in following results chapters (in Chapter 4, 5, 

6, 7 and 8).    

2.1 The molecular structure of conjugated molecules 

 

The structure of conjugated molecules can be formed as a result of bonding several 

atoms, i.e. carbon, oxygen, etc. Therefore, the structural diversity of molecules is directly 

related to the chemical properties of these atoms. For instance, carbon has six electrons, 

four in the outer shell and is able to make four chemical (covalent) bonds with 

neighbouring atoms. Chemical bonds can be categorized into strong and weak bonds. The 

former includes intramolecular forces that hold the atoms together, i.e. covalent, ionic 

and metallic bonds, where the bonding principle is based upon sharing or exchanging the 

electrons between the atoms. For the latter, the bonds include intermolecular forces 

between the molecules, i.e.  van der waals, H-bonding or π-π stacking interactions, and 

usually result from electrostatic interactions between the molecules. As a result of 
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bonding, carbon-based molecules arise which can be classified into two groups on the 

basis of their molecular weight; small and polymeric molecules. The term “small 

molecule” is used for the molecules having lower molecular weight (< 1000 Da) 

compared with polymeric molecules, for instance, the molecular weight of polyfluorenes 

ranges between 50.000 -100.000 Da.1 

A conjugated polymer is a large macromolecule consisting of hundreds of repeating 

monomer units (see Fig.2.1 as an example of polymer structure) which are chemically 

bonded into long chains to form the backbone (main chain) and functional side groups. 

The structure of the backbone consists of alternating single and double covalent bonds 

where conjugation can occur as a continuous orbital overlap by means of coupling 

between the conjugation segment and neighbour atom’s π-orbitals (the details will be 

given below). The side chains usually consist of singly bonded carbon atoms and they 

can be attached to the polymer either linearly or in a branched manner. They are 

responsible for determining the particular physical properties of the polymer such as 

solubility, tuning the energy of emission, charge transport, etc.1 In addition, side chains 

play an important role in determining the degree of interactions between the polymer 

chains, i.e. inter-chain interactions.2 The types of polymers are categorized depending on 

the arrangement of the repeat units; homopolymers (the repeat units are the same), 

copolymers (the repeat units are different), main-chain polymers (the repeat units located 

electronically active backbone part of the polymer) or side-chain polymers (electronically 

active part of the polymer located in side chains). The polymers typically consist of rings 

which are connected each other at different particular positions (para (p), meta (m) or 

ortho (o)) to form a chain. 

 

                            

Figure 2.1 Chemical structure of commonly used main-chain homopolymer, poly (p-phenylene vinylene) 
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The unique electrical and mechanical properties of polymers arise due to the 

flexibility of the carbon-carbon bonds giving rise to enhanced molecular interactions that 

result in the formation of complex shapes. In particular, once the polymers are dissolved 

in solution, the molecular mobility is enhanced and they have many degrees of freedom 

to form a variety of complex structural shapes, e.g. random coils, rigid rods, etc.3 For 

instance, “random coil” shapes of polymers are generally formed as a result of random 

collisions between solvent molecules and the segments of polymer chains (generally 20-

50 carbon atoms) which give rise to spheroidal conformations. In reality, the 

conformational changes occur very slowly in polymers in solution, indeed compared to 

those for small molecules and the spectra of molecules show the hints of complex excited 

state behaviours. 

2.1.1 Molecular orbitals of organic molecules 

 

In conjugated organic molecules, mainly the types of bonding which occur between 

the atoms determine electronic properties. According to valence bond theory, bonds are 

formed between two atoms if bonding conditions are met; these are orbital overlap and 

the rule of occupying a limited number of electrons in the orbitals. The latter case is 

explained by Pauli’s Exclusion Principle, which states that the orbitals do not hold more 

than two electrons if the set of quantum numbers are the same, i.e. principle quantum 

number (n), orbital angular quantum number (𝑙), spin quantum number and magnetic 

quantum number (m). For the former case, the orbital overlap process occurs by means 

of approaching atomic orbitals whereby the same atomic orbital space is occupied by both 

atomic orbitals and the electrons of each atom start moving around the same nuclei. This 

situation gives rise to an attraction of the electrons by both nuclei of the atoms, resulting 

in an attractive force between the negative and positive charges, which plays a key role 

in holding the atoms together. Attractive forces determine the degree of overlap. If the 

attractive force is great, the degree of overlap is great, which is crucially important to 

understand the strength of the bonding. 

In organic systems, five types of molecular orbitals are of interest which are mainly 

sigma-bonding (σ), sigma-antibonding, (σ*), pi-bonding (π), pi-antibonding (π*) and 
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nonbonding (n) orbitals. In order to explain sigma and sigma-anti- bonding molecular 

orbitals, we can consider the diatomic hydrogen molecule as a well-known example. Each 

hydrogen atoms has one electron in its 1s orbital. Once the hydrogen atoms approach to 

each other, their orbitals begin overlapping with each other, resulting in electrostatic 

attraction between the negatively charged 1s orbital electron of one atom and the 

positively charged nucleus of the other atom (or vice versa). Consequentially, 

symmetrical 1s-1s orbital overlapping results in formation of a covalent bond with the 

sharing of electrons between atomic orbitals in the overlapping region. As a result of these 

processes two types of molecular orbitals are formed with different energies; one of lower 

energy sigma orbitals (σ, constructive overlap) and one of higher energy anti-sigma 

orbitals (σ*, deconstructive overlap). 

In the case of constructive (in-phase) overlap, a single bonding orbital is formed 

between the two atoms in a way that orbital overlaps occur by means of a linear or head-

to-head arrangement, such as between s-s (H2), p-p (F2) or s-p (HF) orbitals. Combining 

two atomic orbitals constructively gives rise to an increase in inter nuclear electron 

probability intensity due to a maximum overlapping of the orbital wave functions.4 

Mathematically the molecular orbital formation can be described as a sum of the atomic 

wave functions (𝜓𝑓𝑖𝑛𝑎𝑙 = 𝜓1 + 𝜓2). For example, in the hydrogen molecule model (see 

Fig. 2.2), the overlap occurs between 1s atomic orbitals and results in formation of a σ-

bonding molecular orbital. In a sigma orbital, the electron density along the nuclear axis 

is enhanced and cylindrically symmetric and there is a high probability of electron 

occupation between the two nuclei regions which gives rise to large electron-nucleus 

electrostatic attractions. For this reason, the electrons in the σ-bonding molecular orbital 

are strongly bonding and essentially localized, hence, requiring great energy for 

excitation. This electron localization is also represented mathematically with the square 

of wave functions (𝜓2) showing high electron probability density in the sigma bond 

region (see Fig.2.2 b). The energy of the constructive overlap (E+) is defined by overlap 

(S), coulomb (α) and exchange (β) integrals, which can be written as,  

 

 𝑬+ = (𝛂 + 𝛃)/(𝟏 + 𝐒) (2.1) 
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In the case of deconstructive (out of phase) overlap, an anti-bonding (σ*) orbital is 

formed between the hydrogen atoms (see Fig. 2.2 c). In the σ* orbital, a nodal plane is 

formed between the region between two atoms where there is a zero probability of finding 

an electron and lies perpendicular to the inter nuclear axis, therefore, the electrons reside 

outside of the bonding region where they are also tightly confined. The interacting atoms 

behave in a way that positively charged nuclei push each other which consequentially 

gives rise to an increase to the total energy of the system compared with the initial separate 

energy of atomic orbitals (see Fig.2.3).5 The sigma molecular orbital is much more 

stabilized in comparison to the single atomic orbitals, whereas, the anti-sigma molecular 

orbital is destabilized. Destructive overlap can be defined mathematically (see Fig. 2.2 d) 

as the subtraction of the wave functions ( 𝜓𝑓𝑖𝑛𝑎𝑙 = 𝜓1 − 𝜓2 ) where the atomic 

wavefuctions come together in a destructive manner giving rise to reduced charge density 

between the nuclei. Further, the electron localization is also represented mathematically 

with the square of wave functions (𝜓2) showing a zero electron probability density in 

nodal plane zone (see Fig.2.2 d). The energy of the deconstructive overlap can be written 

as,  

 

 𝑬− = (𝛂 − 𝛃)/(𝟏 − 𝐒) (2.2) 

 

which shows a qualitative measure of the overlap of two atomic orbitals. Coulomb 

integral shows a measure for the Coulomb interaction between the electron and the 

nucleus of the atomic orbitals. And finally, exchange integral shows the interaction 

between a nucleus and an electron located in partly different atomic orbitals which plays 

an important role in determining the energy splitting between the atomic orbitals. If the 

energy of interacting orbitals has identical energy, then the energy splitting (∆E) between 

constructive and deconstructive molecular orbitals is equal to ~2β,1 but, if the energy of 

the atomic orbitals is different, then ∆E is equal to (𝑎2 − 𝑎1) + 2𝛽(𝛽/(𝑎2 − 𝑎1)).1 

In the hydrogen molecule, the electrons are located in σ molecular orbitals in such 

a way that the energy of the overall system is reduced whilst no more than two electrons 

with equal but opposite spin orientations occupy each orbital, as defined by Pauli’s 
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exclusion principle. The electrons are filled in molecular orbitals by starting from the 

lowest energy level orbitals (most stable conditions), as explained by the Aufbau 

principle, to higher energy level orbitals only if the lower energy ones are fully occupied. 

However, if there are several molecular orbitals with equal energies, e.g. 2px, 2py and 2pz, 

then the orbital filling starts by occupying the same spin oriented electrons in each sub-

orbitals until all energetically equal sub-orbitals are half-filled, and then each of them are 

paired as explained by Hund’s principle. Eventually, the highest occupied molecular 

orbital (HOMO) is formed by means of filling the molecular orbital (in this case a σ-

orbital) and the lowest unoccupied molecular orbital (LUMO) is formed by empty 

molecular orbitals (σ*- orbital). 

 

 

Figure 2.2 a) Constructive overlapping of single hydrogen atoms results in the formation of σ molecular 

orbital which can be mathematically defined as the sum of each atomic wave function (𝜓). b) The electron 

probability density is represented between the two hydrogen nuclei as square of the wave functions (𝜓2). 

c) Deconstructive overlap of single hydrogen atoms results in formation of anti-bonding sigma orbital 

which can be mathematically defined as the subtraction of the hydrogen atom wave functions. d) The 

electron probability density is represented between the two hydrogen nuclei with square of the wave 

functions (𝜓2). The formation of nodel plane shows the zero electron density region. Figure adapted for 

use from Ref.4 
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Figure 2.3 Molecular orbital energies of a hydrogen molecule. The electrons of each hydrogen atom fill 

the σ molecular orbital according to Pauli Exclusion Principle. The σ bonding orbital has lower energy than 

the individual atomic orbitals and the hydrogen molecule is more stable than high-energy anti-bonding 

sigma orbital. Figure adapted for use from Ref.4  

 

In the case of inhomogeneous molecules, e.g. HF molecule, anti-/sigma bonding 

orbitals are formed between the 1s orbital of hydrogen and the 2p orbitals of the fluorine. 

Unbound 2s and the 2p orbitals (e.g. 2py and 2pz) of the fluorine remain as nonbonding 

orbitals because hydrogen does not have any orbitals except 1s to make further bonds 

with fluorine. The strength of the interaction between the atomic orbitals is determined 

by the electronegativity and the amount of overlap. The energy difference between the 

atomic orbitals is known as electronegativity. In the HF molecule, fluorine shows more 

electronegativity and the 2p orbitals of fluorine stay lower in energy than the hydrogen 

1s orbital, resulting in the molecular orbital formed showing spatially p orbital 

characteristics. This means the electrons in the bonding orbital pile up in the vicinity of 

fluorine atom, while, the anti-bonding orbital is spatially very similar to 1s orbital 

characteristics. This subsequently denotes that, the electronegativity and the comparable 

size of the atoms play a crucial role in achieving spatial orbital overlap, which determines 

the strength of the orbital interactions. In particular, once the energy of the orbitals is 

more or less similar the maximum overlap is achieved. 
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2.1.2 Hybrid orbitals of organic molecules 

 

The molecular geometry of the organic systems can be explained by hybridisation 

phenomena, in which atomic orbitals (2s and 2p) come together to form a new set of 

hybrid orbitals with different energies, orientations and shapes. Addressing this point, the 

carbon atom is considered as a good example showing the requirement of hybrid orbitals. 

The ground state electronic configuration of carbon is 1s22s22p2 or 1s22s22px
1 2py

1 2pz
0, 

in this case, carbon atom can only make two covalent bonds, unless one of the 2s electrons 

move into the empty 2pz orbital. Then two electrons localize in the inner shell (s orbital) 

and four are in the outer (valence) shell, in this case, the carbon could make four covalent 

bonds, such as in methane (CH4).6 

 

 

Figure 2.4 The electronic configuration of methane molecule by means of sp3 hybridization. Figure adapted 

for use from Ref. 6 

 

Hybrid orbitals are formed by means of various combinations of atomic orbitals (s 

and p), which are assumed to be mixed into new degenerate orbitals, i.e. sp, sp2 and sp3. 

For instance, sp3 hybridization results from mixing of s and p orbitals in the ratio of 0.25 

2s and 0.75 2p (all three sub-orbitals 2px 2py and 2pz involved), where the orbitals of 

molecules come together in a way that energy differences between the orbitals are 

compensated by external forces. Concomitantly four equivalent energy hybridized sp3 
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orbitals are formed (see Fig. 2.4) and which accompanied by changes in bond lengths and 

also the geometry of the molecules to reduce the total energy of the system, e.g. ethane 

C2H6. The C-H bonds are established in ethane by means of overlapping highly 

directional sp3 hybrid orbitals of the carbon and the 1s orbitals of the hydrogen atoms 

giving rise to tetrahedral geometrical orientation with a bond angle of 109.50 (see Fig.2.5). 

All the bonds in ethane are σ-bonds. 

Sp2 hybridization shows mixing characteristics of s and p orbitals in the ratio of 

0.33 s and 0.66 p orbitals, and occurs between the 2s orbital and two of the three 2p 

orbitals (2px and 2py) resulting in three sp2 orbitals such as in ethene (C2H4).  In this case, 

three highly directional sp2 orbitals lie in one plane (xy-plane) and give rise to form three 

strongly localised σ bonds; one σ bond is formed between the carbon atoms due to the 

sp2-sp2 overlap, and the other two σ bonds are formed between carbon-hydrogen atoms. 

As a result of s-sp2 overlap oriented at 1200 which is a trigonal planar arrangement (see 

Fig. 2.5). 

 

 

Figure 2.5 The combination of 2s and 2p orbitals results in formation of hybrid orbitals with different 

orientations. Figure adapted for use from Ref.4 

 

Only two of the three 2p orbitals (2px and 2py) are involved to form sp2 orbitals 

while the remaining 2pz orbital on the carbon atom is positioned perpendicular to the 
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plane of hybrid orbitals. Each 2pz orbital on the carbon atoms interact with each other and 

form a second bond (π-bond) resulting from sideways overlap between parallel 2pz 

orbitals from which two π-orbitals are formed at some distance from the nuclei. In this 

case, the electrons will have spatial probability density above and below the molecular 

axis and the attractive force between the nuclei of π-orbitals will be weaker compared to 

σ-orbitals, therefore, the molecules are held by σ-bonds. The formation of an additional 

second bond between the carbon atoms is called a double bond, a σ + π bond. The 

formation of a double bond between carbon atoms makes the bond durable and restricts 

the possible torsional movements around the bond, therefore, any cleavage of a π orbital 

will affect the total energy of the system and concomitantly the stability will be decreased. 

The π orbital is restricted to lie parallel to the plane of the σ bond which gives rise to weak 

electrostatic interactions,7 therefore, it is assumed that there are no interactions between 

σ and π orbitals due to their different symmetry properties. In conjugated polymers, the 

backbone and the side chains are mainly linked each other with sp2 bonded carbon atoms 

and in the case of excitation, all electronic transitions of interest occurs between the π- π* 

orbitals where the electrons delocalise easily over two or more nuclei due to the weak 

electrostatic interactions as compared to the σ orbitals (localised orbitals). Therefore the 

ground and excited states of the molecules are identified by electronic transitions between 

π- π* orbitals, where the π orbital is assigned as HOMO and π* orbital is LUMO.  

2.1.3 Conjugation 

 

Conjugation occurs in organic systems as a result of overlap of 2pz-orbitals of the 

carbon atoms which give rise to a larger, superimposed π–orbital system by means of 

alternating single (σ) and double bonds (σ + π), e.g. CH2=CH-CH=CH2, resulting in a 

spatially extended π–orbital network. In this network, highly delocalised π electronic 

states are formed due the resonance interactions between the π bonds, for instance, 

electron density delocalization region (HOMO) of the conjugated molecule is formed via 

overlap of the π orbitals. The π* orbitals form a region, where the electron density is equal 

to zero (LUMO).  Theoretically, delocalization of electrons along the whole polymer 

chain (assuming no breaks occur in conjugation) is possible, where continuous 
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interactions between the π-electrons of the monomers result in extension of the 

conjugation over the whole chain which affects the fundamental electronic properties of 

the conjugated system. For instance, if the conjugation length is increased, the energy of 

the overall system is reduced and the stability of the molecule is increased. 

Benzene is a well-known example of a conjugated molecule which has six sp2 

hybridized carbon atoms connected to each other in a single cyclic conjugated system 

with an alternating series of single and double bonds forming a ring, and its cyclic 

conjugated structure gives it special stability. Six sigma bonds in benzene ring lie in the 

common trigonal plane which are oriented to each other with an angle of ca. 1200. Also, 

each of the six carbon atoms has one unhybridised 2pz orbital which is oriented 

perpendicular to the trigonal plane and then the conjugated system occurs as a result of 

overlaps of the six 2pz orbitals in a cyclic manner which gives rise to the theoretical 

possibility of electron delocalisation over the entire ring.  

In macromolecules, e.g. oligomers and polymers, the delocalization of the electrons 

may occur over part or the entire molecular chains depending on the ratio of overlap 

between the π–orbitals. The delocalization distance of the electrons (so called 

“conjugation length”) in π–orbital networks defines the value of conjugation length which 

indicates the size of the π-orbital network. The conjugation length plays a significant role 

in determining the fundamental electrical and electronic properties, such as the 

conductivity characteristics8 and the photophysical features.3  

In conjugated polymers, there exists at least one backbone consisting of alternating 

double and single bonds, which makes them conductive. However, the size of the energy 

gap between the HOMO-LUMO energy levels determines whether the conjugated 

polymers are either semiconductors or conductors, which is directly related to the extent 

of delocalization. The situation in metals is different due to having zero energy gap 

(overlap) between the valence (HOMO) and conduction (LUMO) bands, which results in 

always having a partially occupied free electron band, therefore the metals are highly 

conductive. Instead, the energy gap in insulators are too large (up to 3 eV), therefore, it 

is not that easy for an electron to jump from one electronic state to another, therefore, the 

valance band is fully occupied by electrons. However, conjugated polymers are 
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semiconductors and defined by their intermediate energy gap (narrower than insulators, 

generally in the range of 1.5 eV to 3 eV). If the electrons can be excited to the conduction 

band (LUMO), then the system becomes conductive, which can be done by exciting the 

molecule through thermal or photochemical excitation processes. In general, the electrical 

conductivity arises from polymer backbones through the π-orbital network where the 

electrons are highly delocalised. However, even if a perfectly linked conjugated network 

is established, the electrical conductivity still would not be the same as metallic 

compounds, therefore, they can be doped with oxidising and reducing agents (free charge 

carriers) to enhance the potential conductivity. Using this process, charge delocalization 

(or current flow) occurs along the restricted one-dimensional π-π* electronic band 

(primary electron transition band) as the orbital overlap process in conjugated systems 

restricts the charge delocalisation direction. Therefore, the delocalisation readily occurs 

along the one-dimensional direction along the conjugation length, which is very 

distinctive comparing with the charge delocalisation direction of inorganic conductors 

and semiconductors (3-D geometry). Instead of π- π* transitions, in some cases, the 

transitions may occur from non-bonding (n) orbitals to higher energy σ* and π *orbitals 

which arises usually in heteroatom molecules. 

Conjugated polymers are highly disordered semiconductors which consist of 

domains (or defect points) arising from mainly imperfect arrangements of the contiguous 

polymer chains or as a result of possible interactions within the close proximity chains 

(conformational rearrangements), i.e. bending, twisting, etc., resulting in disruption of 

continuous conjugation with formation of breaks and cleavages. Consequentially, the 

whole polymer chain is split into various conjugated domains containing different 

conjugation lengths (typically including 2-5 repeating monomer units) which are the 

regions responsible for the colour of the molecule and called chromophores (encountered 

groups of atoms). Considering an average of all the polymer chains, the distribution of 

chromophores conjugation lengths result in a Gaussian profile. The chromophores are 

responsible for absorption of light, therefore, they affect the energy of emitted light in the 

molecule. 
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2.2 Electronic transitions in organic molecules 

 

The absorption of photons occurs in conjugated molecules when the excitation 

energy equals to HOMO-LUMO energy gap. In this case, electrons are promoted from 

occupied orbitals (HOMO) to unoccupied orbitals (LUMO), e.g. π → π* and n → π*, 

etc., resulting in an electronic transition called absorption of a photon. If this excited state 

decays, then an electronic transition occurs from the LUMO to HOMO which is called 

the emission of a photon. The light excites an electron from an initially occupied low 

energy state (Eigen wave function, 𝜓𝑖 ) to previously unoccupied higher energy state 

(Eigen wave function, 𝜓𝑓), this process takes place as a result of interaction between the 

electric vector component (E) of the excitation light and the electric dipole moment (R) 

of the electrons. In other words, the excitation of an electron occurs if the frequency of 

oscillating light wave function overlaps with the wave function of the electron, then 

resonance conditions are required for the energy transfer from oscillating light to the 

electron by absorption. The excitation of an electron can occur from the energy of 

absorbed light (𝐸 = ℎ𝑣) if two conditions are me: firstly there must be an energetically 

higher state in the molecule and the absorbed energy of the photon at a particular 

frequency is to be equal to the difference in energy of the states (𝐸 = ℏ𝑤 =  𝐸𝑓 − 𝐸𝑖). 

Secondly, the interaction between the specific components of the light and the electron 

results in a significant change in the dipole moment of the molecule, which can be 

formulated by the transition moment integral (𝑅𝑖𝑓), 

 

 𝑹𝒊𝒇 =< 𝝍𝒊|𝐑|𝝍𝒇 > (2.3) 

 

where the formula indicates the dipole moment change during the electronic 

transition between the states, the Eigen wave functions show the phase factors of initial 

and final states of the molecule (|𝜓𝑖 > to |𝜓𝑓 >) which represents that the transition 

moment integral is a vector quantity and must be non-zero.  In addition, the probability 

of absorption is directly related to the transition moment integral which can be defined as 
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|𝑅𝑖𝑓|2, therefore, the photo-physical transitions can be categorized either as ‘allowed’ or 

‘forbidden’ depending on their absorption probability (more details about 

allowed/forbidden transitions will be given below).  

2.2.1 The transition probability between the states  

 

The probability of transitions are directly related to the interaction of the electric 

vector component of the excitation light and the dipole moment of electrons which gives 

rise to a change in the positions and the motions of the electrons from the initial state 

through to the final state. The rate of transitions is constant in time, and can be defined 

by Fermi’s Golden Rule, 

 

 
𝒌𝒊,𝒇 =  

𝟐𝝅

ℏ
 | < 𝝍𝒇|𝑯′|𝝍𝒊 > |𝟐𝝆 

                              𝑯′ = 𝒆ȓ 

(2.4) 

 

where   𝑘𝑖,𝑓 is the transition rate between initial  (𝑖 ) and the final (𝑓)  electronic 

states, 𝜌 is the density of final states, 𝐻′ represents the perturbation factor between the 

states and the appropriate operator for the absorption and emission is the electric dipole 

operator (eȓ) which affects only the electronic component of the wavefunction; the 

vibrational and spin wavefunction are insensitive to the dipole operator. Then Eq.2.4 is 

re-written considering the electronic (𝜓𝑒𝑙 ), vibrational (𝜓𝑣𝑖𝑏 ) and the spin (𝜓𝑠𝑝𝑖𝑛 ) 

components of the wave function,  

 

                  𝒌𝒊,𝒇 =
𝟐𝝅

ℏ
𝝆|< 𝝍𝒆𝒍,𝒇|𝐞ȓ|𝝍𝒆𝒍,𝒊 >|

𝟐
| < 𝝍𝒗𝒊𝒃,𝒇|𝝍𝒗𝒊𝒃,,𝒊 > |𝟐                          (2.5) 

| < 𝝍𝒔𝒑𝒊𝒏,𝒇|𝝍𝒔𝒑𝒊𝒏,𝒊 > |𝟐 

 



 

25 | P a g e  

 

As seen in Eq.2.5, the transition probabilities of the molecules are characterized by 

the set of solutions to the wave function. The possibility of changes in orbital (electronic), 

spin (spin-orbit coupling) and nuclear (vibrational) configurations will appear as 

prohibition factors during the transition.9 If any of these factors is zero, then the transition 

is said to be forbidden. An important approximation is proposed by Born and 

Oppenheimer, which states that the motions of electrons is faster than the motion of 

nuclei, therefore the wave function of an energy state can be determined by considering 

the wave function of electrons and nuclei separately. In the case of fully electronically 

allowed transitions, these transitions may be restricted due to the possibility of changes 

in spin or nuclear configurations, thus indicating the key role of structural changes (i.e. 

stretch of polymer backbone, twist or rotation of the repeat units, etc.). The reason is that, 

the absorption is so fast and the molecule cannot change shape on this time scale. The 

transition probability strongly depends on the strength of the coupling between the wave 

function of the initial and the final states, < 𝜓𝑓|𝐻′|𝜓𝑖 >  is the matrix element, which 

describes the degree of coupling of the states. That means if the coupling is strong then 

the transitions occur rapidly. The mean lifetime of the excited states (𝑡) is therefore 

associated with the transition rate (𝑘𝑖,𝑓) or the so-called decay probability and the relation 

between them is defined as 𝑡 =
1

𝑘𝑖,𝑓
. For instance, the transition rates between the orbitals 

that are located on the same part of the molecule, i.e. π-π* transitions, may be higher than 

the transition rates between orbitals located on different parts of the molecule, i.e. charge 

transfer transitions. Furthermore, the transition probability depends on the density of final 

states where the transition may occur through a number of states with the same energy 

(degenerate states), however, in many cases there is a continuum of final states, e.g. 

vibrational states.  

2.2.2 Selection rules  

 

The transition probability of the electrons can be evaluated more precisely when 

the geometry or symmetry of the states are considered together with the electronic, 

nuclear and the spin components of the wave functions. Selection rules describe the 
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conditions needed to classify the transitions as either allowed or forbidden. Addressing 

this point, the transitions are classified as “allowed” if the transition moment integral is 

non-zero, and are called “forbidden” if the transition moment integral is equal to zero.  

The spin multiplicity (m) is one of the selection rules, and can be associated with the 

electronic state degeneracy in which the change occurs in total angular momentum of the 

electron. In conjugated molecules, the electronically excited states are formed obeying 

the m=2S+1 rule, where S is the total spin of the all the electrons in all orbitals. One of 

the electronically excited states is named as the singlet state (S1) where the spin of the 

electrons is opposite (spin-paired), and the overall spin of the state is zero (S=0, see Eq. 

2.6), but has the multiplicity of 1. This situation is governed by Pauli’s exclusion 

principle, which states that no more than two electrons in an orbital can contain the same 

spins. This principle subsequently denotes that the singlet state, the spin number is equal 

to zero, but, the multiplicity of the state is 1. The ground state of the electrons is also spin-

paired and designated as a singlet ground state (S0).  

The second excited state is called the triplet state (T1) where the spin of the electrons 

are parallel and the overall spin of the state is non-zero (S=1, see Fig.2.6). The spin 

number is therefore equal to 1, and the multiplicity of states is 3 (𝑚𝑠 = 0, ±1, see Eq. 

2.7). The triplet excited states are relatively lower energy levels (typically ~1 eV for 

conjugated polymers)10 than the singlet excited states in accordance with Hund’s rule, 

which states that the electrons reside in their most stable arrangement when their spin 

multiplicity is maximum. In the presence of an external magnetic field, the triplet state 

can be recognized because it splits into three sub-energy levels. However, the same 

situation is not valid for a spin-paired singlet state. It should also be noted that, the triplet 

state cannot be populated by direct absorption of light. The reason is that the absorption 

of a photon occurs on a very short time scale, this time is not sufficient for spin inversion, 

therefore, the population of triplet states only occurs through indirect photophysical 

processes (e.g. intersystem crossing) which will be discussed in detail in following 

section.  

The term “allowed” is used for the electronic transitions where the multiplicity is 

conserved between the same multiplicity states, e.g. S0→S1 or T1→T2, whereas, the term 

“forbidden” is used for the transitions between the states having different multiplicity, 
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e.g. S0→T1. Even though, multiplicity is the most rigid selection rule, it is still highly 

possible to see the inverse electronic transitions between different multiplicity states, e.g. 

T1→S0, however, these states have less transition probability comparing with the spin 

allowed transitions.3 In general, the transition between the pure S1 and T1 states are strictly 

forbidden due to the orthogonally positioned spin wave functions give rise to make the 

probability of transition zero.11 The difference in energy between excited singlet and 

triplet states is equal to twice the value of exchange integral ~2β. The exchange 

interactions strongly depend on the overlap of the respective electron wave functions. If 

the overlap of the wave functions is significant between HOMO-LUMO, then the 

exchange energy will be large, whereas, if the overlap is not significant, then the exchange 

energy will be reduced. The latter typically occurs in the molecules where the HOMO 

and LUMO occupy different parts of the molecule. 

During the electronic transition, angular momentum should be conserved. In 

general, the magnetic field is generated due to the orbital motions of the electron, which 

interacts with the spin magnetic moment of the electron and results in a change in 

direction of spin angular momentum. As a result of this change, the character of singlet 

and triplet states are exchanged, in which the degree of exchange depends on the distance 

between the nucleus and the orbital of the electron. Therefore, the transitions between the 

states are more allowed if high atomic number atoms are involved, e.g. Pt and Ir, which 

decrease this distance between the electron and the nucleus as well as introduce strong 

mixing of overlapping orbitals that mix the singlet and triplet character of the state 

yielding pronounced spin-orbit coupling. In this case, an initially excited triplet state (T1) 

may include partial contributions from states with the same or different multiplicity, e.g. 

S1, T2 or even other possible excited states, and form the states with mixed characteristics 

which depend on spin-orbit enhancing factors, such as the presence of heavy metals, 

applied exposing magnetic fields or the existence of unpaired electrons. 

Symmetry is also one of the important selection rules that determines the 

allowed/forbidden nature of transition in the molecular system. In order to call the 

transitions symmetry allowed, the orbital overlaps (in the same region of space) must be 

maximum between the same symmetry states, e.g. π→π*. On the contrary, the electronic 

transitions between the different symmetry states are forbidden due to different spatial 
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arrangement of the orbitals giving rise to small spatial overlap, e.g. n→π* were the 

orbitals are orthogonal to each other. 

  

                         

 (2.6) 

Figure 2.6 The spin orientations are presented for singlet and triplet states, where the 𝑚𝑠 values show the 

z-component of the spins. 

 

  In addition, if the wave functions of electronic states retain their sign (as 

symmetrical or anti-symmetrical) during the transitions, then they have ungerade (u) or 

odd symmetry. If the sign of the wave function is altered during the transition process 

then they have gerade (g) or even symmetry. According to the parity of selection rules, 

the electronic transitions are called “allowed”, once the transitions occur between 

different parities, e.g. g→u (or vice versa). As a good example of allowed transitions can 

be given the transition from the ground state (S0 ) of gerade symmetry to excited state (S1) 

of ungerade symmetry of the molecule. Conversely, the transitions between the same 

parity of wave functions are forbidden, e.g. g→g or u→u, for instance, the transition from 

S0 (gerade symmetry) to S2 (gerade symmetry) is forbidden, which can only occur via an 

intermediate ungrade state. 

2.2.3 Franck-Condon Principle 

 

This principle describes the intensity distribution within the vibrational energy 

levels of the initial and final electronic states. In principle, all electronic transitions 

including radiative (FC emission), non-radiative or absorption (FC absorption) must 
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occur vertically as shown in Fig.2.7. The electronic transitions occur in a very short period 

of time (~10-15 s), which is very fast compared with the motion of the nucleus (~10-12 s). 

Therefore, during the electronic transition the relative position and velocity of the nuclei 

is assumed unchanged due to the massive inertia of the nuclei. After the electronic 

transition has occurred, vibronic transitions take place and give rise to a change in the 

equilibrium geometry of the molecule which typically occurs as enhancement of bond 

lengths resulting in significant change in electron distribution due to the disruption in 

equilibrium of Coulomb forces of atoms.12 According to the Born-Oppenheimer 

approximation,13 it is possible to predict the electron distribution in diatomic molecules 

(however for polymers it is really complicated) by means of assuming the nuclei of the 

molecules are frozen during the electronic transition. Each electronic state in a molecule 

has its own vibrational energy levels. The shape of their potential energy curves aid in 

understanding how the molecular energy changes as a function of the molecular bond 

length.14  

As seen in Fig.2.7, the electronic transition is represented by simply drawing a 

vertical line from the lowest vibrational level to the 𝑆1
2, where strong overlap of the wave 

functions occur. However, it is not always the case that a transition takes place from the 

lowest vibrational energy level of the ground state, and generally the most probable 

transitions occur between the states where the position and the momentum of the nuclei 

remains more or less stable. In addition, if the structure of a molecule does not show 

displacement during the electronic transition, then, the transition occurs from the lowest 

vibronic of the ground state to the lowest vibrational excited state of 𝑆1, i.e. 𝑆0
0
 𝑆1

0. In 

this case, the expected absorption spectrum becomes an unstructured sharp band, 

however, this is a very rare situation. If an electronic transition also results in a shift in 

the equilibrium position of the molecular structure, then the excited electron from ground 

state couples with the vibrational energy level of the 𝑆1 where the strong overlap of the 

wave functions occurs, i.e. 𝑆0
0
𝑆1

2 (Fig. 2.7). In this case, the initially formed excited 

state geometry seems unstable for its particular electron distribution, and further transition 

of electrons occur between the same multiplicity states in the range of 10−12𝑠 where the 

final states have the most stable geometrical arrangement. The process occurs in a way 

that the excess energy of the upper excited vibronic states is not conserved in the system 
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and is released thermally as a result of molecular motions. As a consequence, the Franck-

Condon principles states that, during the radiative transitions, the geometry of the nuclei 

is assumed unchanged, and, during the non-radiative transitions, the motions of the nuclei 

is assumed unchanged.7 

 

                

Figure 2.7 The possible transitions are represented as from the lowest ground state to the upper singlet 

excited state as well as the change in wave functions are schematic in vibrational energy levels of ground 

and excited states. The figure is adapted from Ref.15  

2.2.4 Optical decay transitions  

 

After photon absorption, several photo physical processes occur within the 

electronic states of the molecules which can mainly be categorized as non/-radiative 

decay processes. The sign of radiative process is “emission” where the excited electrons 

release their energy through photon emission when returning to the ground state, i.e. 

fluorescence (FL) or phosphorescence (PH). Fluorescence emission takes place between 

the lowest excited singlet and ground state  (𝑆1 →  𝑆0) , whereas, phosphorescence 

emission takes place between the lowest excited triplet and ground state (𝑇1 →  𝑆0). As 

for non-radiative processes, the excited state electron releases its energy by following the 

internal conversion (IC) or intersystem crossing (ISC) process, as a consequence of these 
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process no emission appears. For simplicity, these possible non/-radiative processes can 

be mapped out schematically using a Jablonski diagram as shown in Fig. 2.8.12   

                       

Figure 2.8 A Jablonski diagram showing the possible photo-physical transitions in organic conjugated 

molecules. The abbreviations are present to make the diagram simply clearer. The figure is adapted from 

Ref.8 

One of the possible non-radiative process not represented in the scheme is reverse 

intersystem crossing (rISC) occurring from an upper excited triplet state to singlet excited 

state (details will be given in the following section). In the case of high photon exposure, 

it is possible for triplet-triplet absorption to occur which is assigned as T-T absorption in 

the diagram. This is a form of energy transfer where a virtual photon is transferred 

between the two excited states. Furthermore, the singlet states are assigned using S0 for 

the ground state, and S1 and S2 for the first and higher excited states, respectively. In the 

same way T1, T2 and T3 are used for denoting the first and higher possible triplet excited 

states. The spin orientations are assigned in small boxes nearby the corresponding excited 

state showing the possible spin orientations in the lowest and higher vibrational energy 

levels of excited states. The excess vibrational energy levels are denoted by using 

superscripts, e.g. 𝑆1
2 and 𝑆2

1, etc.                                   

In principle, the energy of the absorbed photon is used to excite the electrons from 

the ground state to higher excited states. In doing so, some portion of the energy is 
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transferred into electronic ( 𝐸𝐸𝑙𝑒𝑐𝑡𝑟𝑜𝑛𝑖𝑐 ), vibrational ( 𝐸𝑉𝑖𝑏𝑟𝑎𝑡𝑖𝑜𝑛𝑎𝑙 ) and rotational 

(𝐸𝑅𝑜𝑡𝑎𝑡𝑖𝑜𝑛𝑎𝑙 ) energy levels (see Eq. 2.7 for total energy of the ground state) of the 

molecule. Therefore the energy of emitted light from excited singlet state is relatively less 

than the energy required for excitation and so the emission usually appears at longer 

wavelengths comparing with the absorption band as defined by Stoke’s law. In essence, 

rotational energy levels are generally concerned with the gas phase of molecule, therefore, 

it is out of the scope of this thesis, which concerns itself with organic molecules in the 

solid state or in solution. Consequently, only electronic and the vibrational energy levels 

will be considered for interpreting photo-physical processes in this thesis.   

 

  𝑬𝑻𝒐𝒕𝒂𝒍 = 𝑬𝑬𝒍𝒆𝒄𝒕𝒓𝒐𝒏𝒊𝒄 + 𝑬𝑽𝒊𝒃𝒓𝒂𝒕𝒊𝒐𝒏𝒂𝒍 + 𝑬𝑹𝒐𝒕𝒂𝒕𝒊𝒐𝒏𝒂𝒍 (2.7) 

 

In essence, it is possible for the transitions from any vibrational levels of the ground 

state to any vibrational level of the excited state to occur. As a result of excitation, 

normally the singlet excited state is formed as the initially excited state. Fluorescence 

emission occurs as a result of radiative decay of the excited singlet species to a lower 

ground state (So), which is a spin-allowed process between the same multiplicity states. 

According to Kasha’s rule, the fluorescence emission generally arises from the lowest 

excited singlet to the ground state, the reason why, upper excited states potential energy 

surfaces cross the 𝑆1, so that, the energy in upper excited states is rapidly lost due to the 

molecular vibrations which is called “vibrational cascade”. Therefore, the upper excited 

states generally decay non-radiatively to the lowest singlet excited state, as already termed 

internal conversion (IC). This is a very rapid decay process (~10-12 s) and the competition 

between radiative and non-radiative decay channels is not compatible, except  for a couple 

of examples showing weak emission from upper excited states,16 hence, the majority of 

the emission occurs from lowest singlet energy levels.  

The lifetime of fluorescence is typically on the order of nanoseconds which can be 

measured by measuring the decay of fluorescence intensity using some time-resolved 

techniques (which will be presented in detail in experimental chapter of this thesis). The 

calculation of the fluorescence lifetime is crucially important to get information about the 
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sum of the rate constants (including non-/radiative rates) which represents the time that 

molecules stay in the excited state before returning to the ground state. If the non-radiative 

processes are ignored, the measured lifetime is called “intrinsic lifetime” and shows only 

radiative decay involvement. Another radiative process that occurs from triplet excited 

state of the molecule is phosphorescence (PH) which is a spin-forbidden process 

occurring between the different spin multiplicity states (𝑇1 →  𝑆0). The lifetime of the PH 

is relatively longer (typically in the range of hundreds of microseconds) than the 

fluorescence lifetime which strongly depends on deactivation process. However, it is not 

easy to compare directly the lifetimes of both radiative processes due to the different 

environmental conditions required to measure them. For instance, the lifetimes of 

fluorescence can be measured either at room or low temperatures, however, the PH 

measurements are generally only taken in oxygen free environments and at very low 

temperatures (e.g. at a rigid glass matrix temperature for solutions) due to the fact that the 

deactivation of triplet states occurs very rapidly at room temperature and the interaction 

of triplet states with the possible species is a kind of bimolecular processes (that will be 

discussed below) giving rise to significant reduction in quantum yields and lifetimes of 

the triplet state. Consequentially, the longer lifetime and lower energy of the triplet 

excited state compared with the singlet excited state can be associated with the difference 

in their electron spin arrangements.  

In non-radiative processes, the transition of an electron occurs between the excited 

state and the ground state without photon emission. During these transitions the energy is 

not conserved, but released thermally. These processes can be classified in two categories 

in terms of change in their spin multiplicity during the transitions. One of the processes 

is IC occurring between the same spin multiplicity states, in which the electron in the 

upper excited states undergoes rapid conversion to the lowest excited state, e.g. 𝑆1
2 →𝑆1 

or 𝑇2
2  →𝑇1, by means of converting the excess energy into kinetic energy. It is also 

possible to observe IC between the lowest excited singlet state (𝑆1) to the singlet ground 

state (𝑆0), however, there exists a competition with the radiative process (fluorescence). 

The second process is ISC, which occurs between different spin multiplicity states, e.g. 

𝑆1→𝑇1. This is one of the photo-physical mechanisms that populates the triplet state from 

lowest excited singlet state. In principle, the absorption of a photon gives rise to singlet 
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state population then the electrons follow intersystem crossing to a triplet state (𝑇1 or 

some upper triplet states, 𝑇𝑛) and populate the state before emitting as phosphorescence, 

therefore, we can call it an “isoenergetic” process. In addition, the ISC may happen as a 

result of direct spin-orbit coupling between the 𝑆1 and the upper vibrational states of 𝑇1 or 

alternatively  𝑆1 → 𝑇𝑛 . The effective population of the triplet state depends on the 

intersystem crossing rate (𝑘𝐼𝑆𝐶) which is directly associated with the singlet-triplet energy 

gap (ΔE), i.e. 𝑘𝐼𝑆𝐶~ exp(−ΔE),17 and the relative electronic configurations of the states. 

In general, this energy gap is around 1 eV, but, can also depend on the chemical structure 

of the molecules.10, 18 So if the energy gap is very small or comparable, efficient 

transitions are highly likely to occur between the states, whereas, if the energy gap is large 

and incomparable, the intersystem crossing rate is often slow and inefficient. The same 

conditions are also valid for the reverse intersystem crossing process (rISC) which occurs 

between  𝑇1 → 𝑆1 , as the rate of rISC strongly depends on the singlet-triplet energy gap 

which must be small for effective transitions. 

2.2.5 Energy gap between the singlet and triplet excited states 

 

Intersystem crossing is a process occurring between the lowest excited singlet and 

triplet states (𝑆1 → 𝑇1), by means of changing spin orientation. This non-radiative process 

is more favourable once the vibrational energy levels of excited states overlap greatly. If 

the spin-orbit coupling interactions are increased in the molecules then a change in spin 

orientation (flip up and down) becomes easier, therefore, intersystem crossing is most 

common process in heavy metal complexes. The energy gap between the singlet and 

triplet states (ΔE𝑆−𝑇 ) should be considered as one of the important factors for transitions 

from 𝑆1 state to 𝑇1 which means the smaller energy separation, the more rapid intersystem 

crossing and more pronounced Franck-Condon overlap. A larger energy separation 

results in the slower intersystem crossing rate and a poorer Franck-Condon factor. Using 

this knowledge, the ISC rate (𝑘𝐼𝑆𝐶) can be evaluated depending on mainly two factors; 

the energy gap (ΔE𝑆−𝑇 ) and the relative electronic configurations of states. The energy 

gap is calculated considering Pauli’s Exclusion principle, which shows that electron 
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correlations in a state, reduce electron repulsions, and gives rise to a more stable lower 

energy triplet state. So, the energy gap is calculated as follows, 

  

 𝑬𝑺𝒊𝒏𝒈𝒍𝒆𝒕 = 𝑬𝑺𝟏−𝑺𝟎
+ 𝑲 + 𝑱 (2.8) 

 

    𝑬𝑻𝒓𝒊𝒑𝒍𝒆𝒕 = 𝑬𝑺𝟏−𝑺𝟎
+ 𝑲 − 𝑱 (2.9) 

 

  𝜟𝑬𝑺−𝑻 = 𝑬𝑺𝒊𝒏𝒈𝒍𝒆𝒕 −  𝑬𝑻𝒓𝒊𝒑𝒍𝒆𝒕 = 𝟐𝑱 (2.10) 

 

where 𝐾 is the coulomb interaction integral (energy) due to repulsive interaction of 

electrons and, 𝐽 is the electron exchange integral (energy) due to repulsive interaction of 

electrons in the HOMO with those in the LUMO. As an overview of the equations, the 

coulomb interactions give rise to an increase of the energy of the states, while, the 

exchange integral plays a crucial role in reducing the energy of the triplet state, but not 

the singlet state. The reason for this is that, the lowest excited singlet state is populated 

from the same spin-paired ground state with no need for a spin-flip during the transition, 

while for the triplet state, a spin-flip is required with the energy of separation is defined 

by the exchange integral (2𝐽). The value of this depends on the degree of overlap between 

the ground (HOMO) and excited state (LUMO) wave functions. Usually the overlap is 

significant giving rise to a large exchange value on the order of 0.7-1.0 eV.10,19 

2.3 The formation of excited states in organic molecules 

2.3.1 Excitons 

 

In conjugated molecules, the absorption of a photon promotes an electron from the 

HOMO to the LUMO resulting in formation of free electron-hole (e-h) pairs. In this case, 

the delocalisation of an electron does not occur over the entire chain of the molecule, but 

rather the electron localizes nearby to its correlated hole pair. In this way, a strong 
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correlation is built up between e-h pairs that attract to each other via Coulomb forces (-

𝑒2/𝜀𝑟). These correlated (couloumbically bound) e-h pairs as well as distortion arising 

from excitation in organic semiconductors forms a quasi-particle which is called an 

“exciton”. In the Coulomb force formula, 𝑟 represents the distance between e-h pairs (so-

called exciton radius), 𝜀 is the dielectric constant associated with the screening effect of 

the total potential energy, referring to the energy of all atoms and possible free electrons 

that exist around it. The magnitude of the dielectric constant varies depending on the 

molecules, and plays an important role in exciton properties. For instance, in inorganic 

semiconductors, the magnitude of the dielectric constant is typically large, where 

Coulomb interactions between e-h pairs are reduced by charge screening resulting in  

large-sized (larger than the typical lattice space) Wannier-Mott type excitons.  

An exciton is a neutrally charged state which means the excitons do not play a role 

in charge-transport properties. Instead, they can move through the system resulting in net 

energy transportation. The binding energy (EB) between e-h pairs determines whether the 

charges will behave as free charges or excitons.  If the binding energy is too small  < 0.1 

eV then the e-h pairs are assumed free (uncorrelated) charges as happens in inorganic 

semiconductors, whereas, if the binding energy is 0.5 eV or larger, then e-h pairs are 

assumed strongly localized (correlated) in excited states as excitons. The relative 

orientations of the electron’s spin (multiplicity) designates the origin of the excitons either 

as a singlet state or triplet state (as explained in section 2.2.2 above). Three types of 

excitons can be distinguished from each other by their binding energies (EB) of the 

electron-hole pairs and also localization units of the conjugated molecules; Frenkel, 

Wannier-Mott and charge transfer excitons. 

Unlike inorganic semiconductors, the dielectric constant in organic semiconductors 

is small, therefore, the Coulombic interactions between the e-h of an exciton is very 

strong, i.e. small-sized (usually < 1nm).20 Frenkel excitons (also termed exciton-polaron), 

which are tightly bound lowest-energy excited states and the binding energy is around 

0.1- 1.5 eV and the charge separation is around 10 Å,17 therefore, they are small-radius 

excitons. Frenkel excitons are typically observed in organic materials where the charges 

are located on the same monomer unit (i.e. on a single conjugated segment) with a 
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small/zero dipole moment. Frenkel excitons are therefore, also called “intra-chain” 

excitons in polymer chains. Due to their residence upon the same molecular unit, the 

singlet-triplet splitting in Frenkel-type excitons are ~1 eV.  

Wannier-Mott excitons typically have high dielectric constants where the electron-

hole separation is relatively large (~100 Å),17 resulting in small overlap between their 

wave functions, and a low binding energy of about ~10 meV. The delocalization of the e-

h pairs over different parts of a polymer chain results in Wannier-Mott excitons, generally 

called “inter-chain” excitons. Furthermore, the binding energies of excitons are affected 

by the temperature (due to vibrational movements of atoms), therefore, the absorption 

band experiments are usually taken in the range of room temperature (RT) to low 

temperature. At RT, the thermal energy of an electron is around 0.025 eV, which is 

sufficient to dissociate Wannier-Mott excitons as free e-h pairs, however, more energy is 

required to dissociate Frenkel excitons into free (uncorrelated) charges. The third type of 

exciton is called a charge transfer exciton where the electron-hole pairs are localized on 

typically adjacent parts of the molecules and show strong correlations. Generally, these 

excitons occur as a result of charge transfer between the different molecular species to 

form the maximum charge density, where large movement of electron density occurs from 

one part of the molecule to another. Typically, this movement of the charges is driven by 

a large dipole moment between the electron and the hole giving rise to form a permanent 

dipole moment in the excited state which is called the intramolecular charge transfer 

(ICT) state.   

2.3.2 Density of states (DOS) and exciton migration 

 

The energy levels of conjugated molecules are characterised by randomly varying 

length of the conjugated segment (due to kinks, defects, bond angle distortion along the 

polymer backbone, etc.) resulting in an inhomogeneous distribution (broadening) of 

electronic transitions which is called density of states (DOS). The broadening is typically 

more significant in solid states due to an infinite number of possibilities for molecular 

conformation and enhanced intermolecular interactions (packed nature) resulting in a 
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broad distribution of the energies for the excitonic transitions. The shape of the DOS is 

described by a Gaussian distribution,1 

 

 g(ɛ)=
𝟏

√𝟐𝝅𝝈
𝐞𝐱𝐩 (−

(ɛ−ɛ𝟎)𝟐

𝟐𝝈𝟐 ) (2.11) 

 

where ɛ is the energy of charged molecule and ɛ𝟎 is the average exciton energy 

where the Gaussian distribution centred around, and σ is the standard deviation (~50-100 

meV in conjugated polymers) representing a measure for the energetic disorder. Within 

the density of the states, the migration of excitons occurs in a dispersive way between the 

conjugated segments, which can be understood in terms of energy transfer from higher to 

lower energy sites (from short to longer chain segments). Due to the highly disordered 

nature of the films such a migration process takes some time and is considered as a 

random walk (i.e. diffusion) within the close proximity conjugated segments (see 

Fig.2.9). However, in solutions, this is a rather rapid process due to the fact that the 

exciton cannot move between the chain segments. 

After excitation, the excitons are created in the high energy tail of the DOS, that is 

followed by exciton (downhill) migration towards to lower energy sites (see Fig. 2.9), 

where the migration process shows time-dependent rates. One can consider that there 

exist many excitonic energy states in high energy tail of DOS. In this case, the downhill 

migration occurs in short distances and the process is very fast. However, when the mean 

energy of the distribution is lower, then the available sites become rare and the migration 

occurs over long distances, hence, the process turns into relatively slow non-dispersive 

regime. Consequentially, the downhill migration process stops after sometime (~100 ps), 

when the excitons settle around the energy of the most populated states ( ɛ𝟎 =

−𝜎2/𝑘𝑇).1,21  
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Figure 2.9 Exciton diffusion process and distribution of density of states are picturised a) at low 

temperature and b) at room temperature. The picture is adapted for use from Ref.21  

 

The energy of this state is representative of the peak position of the (0-0) transition 

and varies with temperature. For instance, at low temperatures, the energy of the state 

localises around the low energy tail of the DOS, which is due to the fact that there is not 

sufficient energy to promote the down-hill excitons back to higher energy states, 

therefore, the excitons are trapped into their low energy sites, and also thermally activated 

hopping between the close proximity conjugated segments is not a matter of issue (due to 

weak exciton-phonon coupling). However, at higher temperatures, the energy of the most 

populated states increases and localisation occurs around the middle of the DOS, the 

reason is that down-hill excitons are thermally activated by absorption of phonons leading 

to increase the probability of thermally activated hopping movements between the 

occupied and close proximity conjugated segments. Therefore, the exciton diffusion 

distance is relatively longer at high temperatures than at low temperatures. 

Consequentially, both of the exciton diffusion processes can be explained by either 

Förster and Dexter type energy mechanisms (will be explained in detail in section 2.4), 

briefly; the Förster mechanism is usually operative for long-range migrations, i.e.  singlet 
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excitons, however, the Dexter mechanism is appropriate for the short-range migrations, 

i.e. triplet excitons.  

2.3.3 Polarons  

 

In conjugated molecules, the electronic properties are explained with considering 

the quasi-one-dimensional tight binding model22 where electron-phonon interactions 

occur between the electrons and the possible local distortions. Once a charge (either an 

electron or a hole) is injected into the system, it can move through the conjugated system 

and perturb the covalent π-bonding molecular structure inducing polarizations and self-

localized nonlinear excitations upon the bonds of the molecules due to the strong electron-

phonon coupling. Therefore, the presence of charge in the organic semiconductor gives 

rise to local structural changes (i.e. structural reorganizations to surround the charge by 

phonons) and particularly local distortions (relaxations) which are the charge trapping 

regions. This charge, together with associated distortion (phonon) in an organic 

semiconductor forms a quasiparticle, which is called as “polaron” (P- for an electron and 

P+ for a hole). A polaron is an uncorrelated charge carrier (having q = ±e and spin =

1/2) which can be formed by means of charge injection into the device, doping or by 

dissociation of an exciton.  A polaron is able to move freely, thus, plays an essential role 

in the conductivity and charge transport properties of a system. For instance, in the case 

of applying an electric field into the system, the mobility of the polarons is increased 

(assuming the binding energy is overcome) creating a net electric current, allowing for 

transportation of charges between the chromophores. In particular, in organic light 

emitting devices (OLEDs), applying an electric field results in migration of oppositely 

charged polarons in the active (emissive) layer, where charge recombination occurs for 

emissive neutral excitons.  

Since most organic molecules do not have intrinsic free charge carriers, direct 

charge generation occurs by following two main processes; either using an external 

electric field to inject a charge into the system or using a chemical dopant to trigger redox 

reactions (oxidation or reduction) in the chains. There exist three main types of polaron 

states in organic semiconductors; free-electron (negative) polarons, free-hole (positive) 
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polarons and geminate (exciton) polaron pair. The initial two polarons are charge carriers, 

and there is no correlation between their spin orientations, however, distinctively a 

geminate-polaron pair is an energy carrier formed by oppositely charged polarons with 

the same individual event. The geminate polaron pairs are formed when the binding 

energy of exciton is overcome, then they may decay back to excitonic state and undergo 

radiative decay, which is thought to be a source of the delayed fluorescence phenomena. 

Furthermore, If the spin correlation is carried out between the oppositely charged 

polarons, then, they may recombine and form an intermediate state which is a charge 

transfer state 23 and can be associated with singlet and triplet characters.24 Therefore, 

polaron pairs are usually considered as the intermediate step from excitons to free charges 

with energy levels of polaron states located between HOMO-LUMO energy level of 

pristine organic molecules (see Fig.2.10). 

 

 

Figure 2.10 Orbital energy level schemes of polaron states from left to right; free-electron polaron, free-

hole polaron and geminate polaron states. 

2.3.4 Dimers, excimers and exciplexes 

 

Dimers (physical) are formed as a result of weak ground state interactions between 

two identical molecules where the molecules have special spatial arrangements with 

respect to each other. Typically, the formation of dimers is favoured depending on relative 

molecular structure orientations, where the interactions of π-systems are enhanced in 

particular arrangements, i.e. sandwich and herringbone,1 however, no chemical bonds are 
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formed between themselves. The absorption spectrum of dimers or higher aggregates can 

be obtained due to having ground state interactions, and the obtained emission spectrum 

is considerably broadened when compared with the monomer spectrum. As a result of the 

dimerization process, the exciton energy level of dimers show energy splitting, where two 

energy bands readily exist; one of higher and another of lower energy than the 

corresponding monomer exciton energy level.8 The relative orientations of the monomer 

transition moments decide whether the emission spectrum of a dimer is to be red-shifted 

or blue-shifted in the energy spectrum. In this case, optically allowed transitions of dimer 

states are determined by relative orientations of the dipole transition moments of 

monomer units, which can be written as,8  

 

   𝑴𝑫 =
𝟏

√𝟐
 (𝑴𝟏 + 𝑴𝟐) (2.12) 

 

where 𝑀1 and 𝑀2  denote the dipole transition moments of constituent monomer 

units. If the dipole moments of monomers are in parallel or antiparallel (head-to-tail) 

arrangements then one of the excited dimer states (upper or lower lying state) shows a 

zero transition moment (forbidden), and other one is nonzero (allowed), therefore, the 

optical transition is only allowed in one state, not both of the dimeric states. However, if 

the spatial arrangements of dipole moments have different orientations (different from 

parallel or antiparallel), the transition moments are nonzero, and highly possible to 

contain optical transitions to both of the dimeric states. In this case, both states become 

emissive, however, the lower lying dimeric state has a relatively lower oscillator strength 

than the upper one, that is the reason for why low quantum yield and long-lived emission 

are observed from energetically lower lying dimeric state.25    

Excimers can be considered as dimers resulting from the interaction of two identical 

monomers in which the interactions of pairs are repulsive in the ground state (hence the 

pairs can easily dissociate), but attractive, once one of the molecules is excited with an 

intermolecular separation of typically 3-4 Å.25 Therefore, the excimers only exist in 

excited states, and are therefore called “excited dimers”. Since the ground state of 
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excimers are dissociative, the absorption of excimers is not observable (the dimers and 

higher aggregates are different and have stable ground states giving rise to stronger 

coupling between the monomers than excimers) and the emission of excimers appears as 

broadened and unstructured at longer wavelengths of the monomer emission. In 

particular, the formation of excimer emission shows a concentration dependence. At low 

concentrations (10-5 M or less) emission is concentration independent and only monomer 

emission is observable, however, at higher concentrations, the monomer emission 

gradually decreases in intensity, while a new unstructured excimer band is formed and 

starts emitting at lower energies. During the concentration dependence measurements, it 

is possible to observe an isoemissive point in the emission spectrum, which is an 

indication of exclusive involvement of two emitting species (monomer and excimer). 

Furthermore, the excimers usually do not show significant solvent-polarity dependent 

shifts as happens in exciplexes. This gives a clue that the charge transfer interactions are 

much more pronounced in exciplexes, but not significant in excimers, which is due to the 

more polar environment of exciplexes.7    

An exciplex (a charge transfer complex or charge transfer state) can be considered 

as an excimer, stabilised between two non-identical constituents by means of charge 

transfer resonance interactions. An exciplex is formed from the interaction of two non-

identical (i.e. typically in donor-acceptor type molecules) monomers in which the 

interactions between the monomer units are repulsive in the ground state, however, once 

one of the molecule is excited, then an attractive force is built up between electronically 

excited and polarizable ground state monomer units. An exciplex is a totally new 

electronically excited state and has a totally new emission band showing the unique 

characteristics of an exciplex, but not its constituents. This band is featureless and red-

shifted when compared with the constituent monomer emission which shows strong 

solvent-polarity dependency, therefore, more polar solvents easily shift the emission to 

lower energies in the spectrum.  
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2.4 Energy transfer in conjugated molecules  

 

The migration of excitons (either as singlet or triplet excitons) plays an important 

role in energy transfer mechanisms between molecules. As a result of optical excitation, 

the excited electronic states of singlets or triplets can be populated by means of energy 

transfer from one molecule to another (intermolecular migration, i.e. from donor to 

acceptor) or as uncoupled parts of a macromolecule. The energy transfer process can be 

either intermolecular (between different polymer chains) or intramolecular (between 

different parts of the same chain). One such radiative energy transfer route is termed 

trivial energy transfer, a self-absorption (or reabsorption) mechanism, and the other non-

trivial non-radiative processes are called Förster and Dexter type energy transfers. In 

trivial energy transfer, the energy of the emitting species, the donor (D*), excites an 

adjacent molecule the acceptor (𝐴) creating a real photon exchange. This is a two-step 

process, which can be given as,   

 

 𝑫∗ → 𝑫 + 𝒉𝝊 (2.13) 

 

 𝒉𝝊 + 𝑨 → 𝑨∗ (2.14) 

 

where trivial radiative energy transfer takes place, if the emitting photon frequency 

from the donor unit is in the range of the absorption band range of the acceptor. This 

energy transfer does not require any interaction between the D and A units, therefore, it 

usually appears in dilute solutions.1  The efficiency of self-absorption strongly depends 

on the following parameters; the quantum yield of the emitting donor state, the amount 

of acceptor molecules (concentration) in proximity of emitting photons from D, acceptor 

extinction coefficient and the portion of spectral overlap between the emission of the 

donor and the absorption of the acceptor molecules (see Fig. 2.11).7 For instance, if there 

exists a good spectral overlap, then the lifetime of the excitation is significantly increased 

where the trivial mechanism works as a trapping site for radiative decay. 
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Figure 2.11  The grey area represents the spectral overlap between the emission of donor and the absorption 

of acceptor. The figure is adapted for use from Ref.1 

 

In addition, non-trivial or non-radiative processes occur between the states 

following Fermi’s Golden rule as explained in the previous section (Section 2.2.1). 

According to this theory the perturbation factor ( 𝐻′)  can be considered under two 

categories; exchange interaction ( 𝐻𝑒
′ )  and coulomb interaction ( 𝐻𝑐

′) which help to 

determine the energy transfer mechanism as Förster (or resonant) and Dexter type energy 

transfers.                     

2.4.1 Förster energy transfer (FRET) mechanism 

 

Förster type energy transfer occurs between the two molecules (e.g. between 

isolated donor (𝐷)  and acceptor (𝐴)  units) in a non-radiative way. Unlike the self-

absorption mechanism explained above, no intermediate emission is observed from 

excited donor unit, and the acceptor unit is excited from its ground state by means of a 

dipole coupling interaction, which is a one-step process and can be summarised as,  

 

 𝑫∗ + 𝑨 → 𝑫 + 𝑨∗ (2.15) 
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the coupling interaction occurs between the electron in donor excited state and the 

electron in the acceptor ground state which gives rise to excitation by means of coulomb 

interactions (𝐻𝑐
′). The oscillation of the electron in the donor excited state gives rise to a 

perturbative effect on the acceptor electron in ground state by means of building a 

resonant dipole oscillation between the electrons where there is a distance between the D 

and A units (charge separation) that is usually larger than the molecular sizes. In this case, 

spectral overlap is required between emission spectrum of donor and the absorption 

spectrum of the acceptor. Consequentially, the energy transfer may occur to excite the 

electron of the acceptor from its ground state to excited state by means of dipole-dipole 

interactions. Therefore, the energy in this system is proportional to the dipole moments 

of the D-A units (𝜇𝐷 , 𝜇𝐴), and the intermolecular separation (𝑅), with the coulomb 

interaction energy be defined as, 

 

 𝑬𝑪  ∝
𝝁𝑫 𝝁𝑨

𝑹𝟑
 𝜿 (2.16) 

 

where the 𝜅 represents the orientation factor coming from relative orientations of 

the transition dipole moments of donor and acceptor units (equal to cos ø −

3 cos ø𝐷 cos ø𝐴)1  ø represents the angle between the emission (donor) and absorption 

(acceptor) transition dipoles, which strongly depends on the relative orientations of 

transition dipole moments (𝜅2, see Fig. 2.12).  𝜅2 =2/3 is usually the average value of the 

orientation term, when the dipole moments are identical (Eq. 2.18). In the case of co-

linear arrangements the value of  𝜅2  is 4 and 𝜅2 = 1 (for parallel arrangement) and  𝜅2 =

0 (for perpendicular arrangement). Considering these parameters, the Förster energy 

transfer rate can be written considering the measurable value of fluorescence lifetime and 

the quantum yield of the state,  

 

 𝒌𝑫−𝑨 =
𝟗𝟎𝟎𝟎 (𝐥𝐧 𝟏𝟎)

𝑵𝑨
 

𝟏

𝟐𝟕𝝅𝟓𝒏𝟒

Ф𝑫 

𝝉𝑫

𝜿𝟐

𝑹𝟔
 ∫ 𝑰𝑫

∞

𝟎

(𝝀)𝜺𝑨(𝝀)𝝀𝟒𝒅𝝀 (2.17) 
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 𝜿𝟐 = (𝐜𝐨𝐬 ø − 𝟑 𝐜𝐨𝐬 ø𝑫 𝐜𝐨𝐬 ø𝑨)𝟐 (2.18) 

 

where 𝑁𝐴 is the Avagadro’s number (6.02 x1023 mol−1), 𝑛 is the refractive index 

of the medium, Ф𝐷 is the quantum yield of donor in the absence of acceptor, 𝜏𝐷 is the 

lifetime of the donor in the absence of acceptor. 𝐼𝐷(𝜆) is the corrected fluorescence 

intensity in the wavelength range of λ to λ+∆λ with the total area under the emission curve 

normalized to unity, 𝜀𝐴 is the extinction coefficient of the acceptor (M−1cm−1). 

 

                            

Figure 2.12 The transition dipole moment vectors are represented with the ø angle between the electron 

dipoles in the D and A units. The distance between the dipoles is assigned with 𝑅 with their relative angles 

to the vector joining to the D and A. The figure is adapted for use from Ref.1 

 

The transfer rate can be written in a more convenient way, 1,26 

 

 𝒌𝑫−𝑨 =
𝟏

𝝉𝑫
(
𝑹𝟎

𝑹
)𝟔 (2.19) 

 

the Förster radius (𝑅0) is given as,26  
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 𝑹𝟎
𝟔 =

𝟗𝟎𝟎𝟎 (𝐥𝐧 𝟏𝟎)

𝑵𝑨
 

𝟏

𝟐𝟕𝝅𝟓𝒏𝟒
Ф𝑫𝜿𝟐 ∫ 𝑰𝑫

∞

𝟎

(𝝀)𝜺𝑨(𝝀)𝝀𝟒𝒅𝝀 (2.20) 

 

where wavelength is given in nanometers and the Förster radius can be calculated 

from experimental data which is taken from the spectral overlap of emission and 

absorption. In the case of 𝑅 = 𝑅0, then the transfer rate can be defined as  𝑘𝐷−𝐴 =
1

𝜏𝐷
 

which shows that the Förster energy transfer rate is proportional to the decay rate of donor 

unit. At R0 half of the electrons decay radiatively and the remaining half are transferred 

to the acceptor unit by means of Förster energy transfer mechanism. 

The efficiency of the Förster energy transfer between the D-A (Ф𝐷−𝐴) can be 

determined as,  

 

 
Ф𝑫−𝑨 =

𝒌𝑫−𝑨

(
𝟏

𝝉𝑫
) + 𝒌𝑫−𝑨

=  
𝟏

𝟏 + (
𝑹

𝑹𝟎
)𝟔

 
(2.21) 

                

Equation 2.21 describes the fraction of photons absorbed by the donor unit that are 

transferred to the acceptor unit. Consequentially, the Förster radius is typically around 

10-40 Å, therefore, it is called a long range energy transfer mechanism. The Förster 

energy transfer mechanism preserves spin and so predominantly singlet excited states 

(donor unit) are transferred to singlet ground states (acceptor unit) (see Fig. 2.13) by the 

Förster mechanism, however, a triplet exciton that is located on a phosphorescent donor 

can also undergo FRET. 
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Figure 2.13 The schematic representation of singlet-singlet Förster energy transfer between D-A units. The 

picture is adapted for use from Ref.7 

2.4.2 Dexter energy transfer mechanism 

 

Another energy transfer mechanism, Dexter-type energy transfer, appears in 

organic molecules. The energy transfer mechanism depends on electron exchanges over 

a small distance which can occur between chromophores on the same or adjacent 

molecules. According to this mechanism, the energy is transferred non-radiatively by 

means of exchanging electrons from excited donor unit (e.g. 1𝐷∗) to ground state acceptor 

(e.g. 1𝐴). This energy transfer mechanism is generally known as “quenching” which is 

the mechanism that reduces the molecular fluorescence. Typically, Förster energy transfer 

becomes dominant once the molecular distances are larger than 10 Å, whereas, Dexter 

energy transfer becomes dominant at smaller molecular distances (< 10 Å), e.g. the 

molecules in the solid state are packed resulting in pronounced interaction in terms of 

their wavefunctions. Usually Dexter energy transfer is efficient due to small interaction 

distances between the molecules. Dexter transfer again preserves spin, but because it is 

an exchange and only requires wavefunction overlap both singlet and triplet energy can 

be transferred. 
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Figure 2.14 The schematic representation of Dexter energy transfer between D-A units a) Singlet-singlet 

Dexter energy transfer b) Triplet-triplet Dexter energy transfer. The picture is adapted for use from Ref.7 

 

The Dexter mechanism for exchanging electrons between the orbital units of D and 

A, can be represented in Fig.2.14. The overlap of wavefunctions (between excited donor 

and ground-state acceptor) is required, and for that reason the D and A units must close 

enough for efficient energy exchange, i.e in solid films.  If the D and A units belong to 

different molecules, then the energy exchange can also occur with collisions, as happens 

in solutions and gases.                                                                       

         The rate constant of Dexter energy transfer is expressed as,   

 

 𝒌𝑫𝒆𝒙𝒕𝒆𝒓 = 𝑲𝑱𝒆𝒙𝒑(
−𝟐𝑹𝑫−𝑨

𝑳
) 

  

(2.22) 

          

According to Eq. 2.22 the rate constant for Dexter energy transfer decreases 

exponentially, as the distance between the D-A increases, which is due to the exponential 

decrease in electron cloud density resulting from an increase between the electron and the 

nuclei distances.  

When comparing the Förster and Dexter energy transfer mechanisms, there are 

some points that need to be highlighted. Firstly, Förster energy transfer is a long-range 
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energy transfer mechanism by means of transition dipole coupling between the molecules, 

the efficiency of this transfer is defined by the sixth power of charge separation distance 

(𝑅−6), therefore, any possible tiny changes in relative distance will affect the overall 

energy transfer mechanism. However, Dexter is a short range direct electron exchange 

mechanism which is dependent on the transition dipole moments and the energy transfer 

rate decreases exponentially (exp(−
2𝑅

𝐿
). Dexter energy transfer is typically observable in 

triplets as a triplet-triplet energy (TTE) transfer mechanism, rather than singlets. In 

singlets, resonance excitation is the dominant energy transfer mechanism compared with 

the electron exchange mechanism. Secondly, the rate of Förster energy transfer strongly 

depends on the oscillator strength of the radiative transitions from the excited state to the 

ground state, however, the rate of Dexter energy transfer is independent of this. Thirdly, 

the oscillator strength plays key role on the transitions between the ground and the excited 

state of acceptor which determines the efficiency of energy transfer and can be determined 

from experimental data, whereas, it is not possible to determine in Dexter energy transfer 

from such measurements. 

 

 

2.5 Bimolecular and thermally activated processes for delayed 

fluorescence            

 

In addition to unimolecular non-radiative decay mechanisms, at high excitation 

density conditions, radiative bimolecular annihilation processes also play an important 

role in determining the photophysics of organic molecules. In essence, excitons are highly 

mobile particles and they may interact with each other in a bimolecular fashion. In the 

case of unimolecular processes, the rate of reaction depends linearly on the concentration 

of excitons, whereas, bimolecular processes show a quadratic dependence on the exciton 

concentration. In a very general form the decay rate of the excited state can be defined as,  
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  𝒌𝑮 = 𝒌𝑫[𝑫∗] + 𝒌𝒒[𝑫∗]𝟐 (2.23) 

 

where the [𝐷∗] represents the concentration of excited state excitons, 𝑘𝐷 represents 

the unimolecular decay rate of the excited states and 𝑘𝑞 is the rate of bimolecular decay 

of the excited states. The most common bimolecular processes that occur in organic 

molecules are singlet-singlet annihilation (SSA), triplet-triplet annihilation (TTA) and 

singlet-triplet annihilation (STA).1 However, in this thesis, the SSA and TTA mechanisms 

are the centre of interest due to nature of the materials used.  

2.5.1 Singlet-singlet annihilation (SSA) 

 

The singlet excitons are highly mobile, so they may interact with each other in a 

bimolecular way and Förster energy transfer may occur between two excited singlet 

excitons. One of the excitons decays to the ground state and the other one forms a higher 

energy singlet excited states (e.g.  𝑆𝑁), and then relaxation occurs to the lowest singlet 

excited state by means of an internal conversion mechanism, which is called singlet-

singlet annihilation and results in delayed emission originating from the 𝑆1 state. SSA 

generally occurs when the singlet exciton concentration is very high giving rise to an 

increased probability of singlet collision due to the small distance between the excitons 

(usually smaller than Förster radius). This process can be summarised as, 

 

 
 𝑺𝟏 +  𝑺𝟏 → 𝑺𝑵 + 𝑺𝟎 

𝑺𝑵 → 𝑺𝟏 + 𝒉𝒆𝒂𝒕 
(2.24) 

 

       where one of the singlet state is lost and the rate of singlet excitons decay can be 

expressed as,1 
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 𝒅[𝑺]

𝒅𝒕
= 𝑮𝑺 −

𝟏

𝝉𝒔

[𝑺] − 𝒌𝒔𝒔[𝑺]𝟐 (2.25) 

 

where  𝐺𝑆 is the generation rate of singlet excitons, [𝑆] the concentration of singlet 

excitons, 𝑘𝑠𝑠 is the bimolecular rate constant, 𝜏𝑠 is the intrinsic lifetime of singlet state. 

The condition to see the dominant role of bimolecular processes on singlet generation is 

𝑘𝑠𝑠[𝑆] > 1/𝜏𝑠. When this condition is met, the singlet generation can be written as a 

function of time, 

 

 [𝑺(𝒕)] =
[𝑺𝟎]𝒆−𝒕/𝝉𝒔

𝟏 + 𝒌𝒔𝒔[𝑺𝟎](𝟏 − 𝒆
−

𝒕
𝝉𝒔)

 (2.26) 

 

where the [𝑆0] represents the singlet concentration at 𝑡 = 0. However, if the 𝜏𝑠 >

𝑘𝑠𝑠[𝑆0], then the singlet generation as a function of time can be written,  

                                        

 [𝑺(𝒕)] =
[𝑺𝟎]𝒆−𝒕/𝝉𝒔

𝟏 + 𝒌𝒔𝒔[𝑺𝟎](
𝒕

𝝉𝒔
)
 (2.27) 

 

where the 𝑒−𝑡/𝜏𝑠  component of Eq. 2.28 is considered 1 − (
𝑡

𝜏𝑠
). In practice, the 

dominant role of SSA upon singlet generation is determined by measuring how the 

fluorescence intensity depends as a function of excitation light intensity, giving rise to an 

understanding of the origin of delayed fluorescence. The proportionality can typically be 

defined as Eq. 2.28. 

 

 𝑰𝑭𝒍𝒖𝒐𝒓𝒆𝒔𝒄𝒆𝒏𝒆 ∝  √𝑰𝑬𝒙𝒄𝒊𝒕𝒂𝒕𝒊𝒐𝒏 (2.28) 
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2.5.2 Triplet-triplet annihilation (TTA) 

 

As with SSA, with high excitation density conditions two triplet excitons may 

collide with each other and annihilate to form either one triplet or one singlet exciton 

depending on the spin angular momentum conservation law.  As a result of these 

interactions, they can produce a singlet  exciton with a probability of 1/9 due to the 

orientation of triplet states,1 or triplet excitons or quintuplet states with a total probability 

ratio of 8/9. This can be summarised as, 

 

 

   𝑻𝟏 + 𝑻𝟏 →
𝟖

𝟗
 (𝑺𝟎 + 𝑻𝑵) 

 𝑻𝟏 + 𝑻𝟏 →
𝟏

𝟗
 (𝑺𝟎 + 𝑺𝑵) 

 

(2.29) 

quintuplet interactions cannot participate in TTA, because quintet states are usually 

energetically untenable and the energy of two triplets is not enough to produce a 

quintuplet state.27,28 TTA is a very common triplet depletion mechanism, where higher 

energy singlet excitons (𝑆𝑁) are produced a result of a collision of the triplets, which then 

relax to the lowest energy singlet state resulting in delayed fluorescence (p-type) from the 

𝑆1 state. The maximum total singlet generation via the TTA mechanism is limited to 

62.5%. The spectrum of the delayed emission has the same spectral shape due to emitting 

from the same excited state as the prompt emission, however, the delayed fluorescence 

has much longer lifetime compared to the prompt fluorescence.   

The rate of triplet exciton decay can  expressed as,1 

 

 
 𝒅[𝑻]

𝒅𝒕
= 𝑮𝑻 − 𝜷𝟎[𝑻] − 𝒌𝑻𝑻[𝑻]𝟐 (2.30) 
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where 𝐺𝑇  represents the generation rate of triplets, 𝛽0  is the accumulative rate 

constant from the radiative ( 𝑘𝑟) and non-radiative ( 𝑘𝑛𝑟) decays, and   𝑘𝑇𝑇  is the 

bimolecular annihilation constant. Typically, time dependent phosphorescence and 

delayed fluorescence is observed depending on low or high excitation conditions. 1 The 

lifetime of delayed fluorescence is on the order of half of the phosphorescence lifetime.29  

In practice, the dominant role of TTA on singlet exciton generation (by the process of 

triplet fusion) is determined by measuring the fluorescence intensity as a function of 

excitation light intensity, which gives rise to an understanding of the origin of delayed 

fluorescence.  

2.5.3 Thermally activated delayed fluorescence (TADF) 

 

Another unimolecular photophysical mechanism behind the formation of singlet 

states from triplet excitons is thermally activated delayed fluorescence (TADF), or E-type 

delayed fluorescence. TADF forms the singlet state (𝑆1) via a reverse intersytem crossing 

(rISC) mechansim from thermally activated upper vibronic states of 𝑇1, which can be 

defined as, 

 

 [𝑻𝟏
∗ ] = [𝑻𝟏] 𝐞𝐱𝐩 (−

𝜟𝑬𝑺𝑻

𝒌𝑩𝑻𝑻
)   (2.31) 

 

where [𝑇1
∗] represents the fraction of triplets, 𝛥𝐸𝑆𝑇 is the singlet-triplet energy gap, 

𝑘𝐵𝑇 is the Boltzman constant and 𝑇 is the temperature. The reverse intersystem crossing 

rate constant can be written as,  

 

 𝒌𝒓𝑰𝑺𝑪 = 𝑨 𝒆𝒙𝒑(−
𝜟𝑬𝑺𝑻

𝒌𝑩𝑻𝑻
) (2.32) 
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where 𝐴 is the frequency factor. For the efficiency of this mechansim; 𝛥𝐸𝑆𝑇 should 

be very small (typically ≤ 𝑘𝐵𝑇𝑇 which is ~27 meV at 300 K)30 and the reverse intersystem 

crossing rate should be moderately high. A small energy gap means a small overlap 

between HOMO-LUMO energy levels of molecules. However, the singlet-triplet energy 

gap is typically large in organic molecules where the excitons strongly localize in their 

particular energy levels, hence, a high electron exhange energy is required. Therefore, 

nowadays, an excited metastable state is readily formed by means of using donor-acceptor 

type molecular designs to make the energy gap smaller, i.e. to form a charge transfer state 

(CT) or an exciplex, where the high external quantum efficiency is achievable in OLED 

devices.31 In this scenerio, the rISC mechanism usually works via this existing metastable 

pathway, i.e. 𝑇1 CT  𝑆1 state. The great benefit of TADF is the very real possibility 

of 100% triplet harvesting effectively exceeding the quantum statistic limitation of OLED 

device efficiencies.32 The lifetime of delayed fluorescence is on the order of the 

phosphorescence lifetime and the intensity of delayed fluorescence is linearly dependent 

on the excitation intensity, whereas, it is quadratic in bimolecular processes. 
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CHAPTER 3: EXPERIMENTAL METHODS 

 

“Any physical theory is always provisional, in the sense that it is only a hypothesis: 

you can never prove it. No matter how many times the results of experiments agree with 

some theory, you can never be sure that the next time the result will not contradict the 

theory” 

                                                                                                       Stephen Hawking  

 

 

The aim of this chapter is to give the background information behind the data 

collection process. This covers sample preparation, and measurement techniques that 

have been commonly used. The measurements always started with collecting basic 

information about the samples by measuring steady-state spectra including absorption 

and fluorescence spectra. Then step by step, the majority of data were collected using 

time-resolved spectroscopy techniques and the time-correlated single photon counting 

method. 

3.1 Sample preparation 

 

Samples were usually prepared by dissolving each compound in different polarity 

solvents (generally, methyl cyclohexane, chlorobenzene, 2-methyltetrahydrafuran and 

ethanol), which were provided by ROMIL and SIGMA-ALDRICH companies. The 

solvents were excellent for spectroscopy applications requiring high-purity (~99%) and 

low residue on evaporation. Thin film samples were prepared using three different 

methods; spin-coating, drop-casting, and thermal deposition. 
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3.1.1 Solution samples 

 

In order to prepare solution samples, the materials were mainly dissolved in 

different polarity solvents and left to stir overnight to achieve well-dissolved solutions. 

Concentrations were prepared as dilute as possible to avoid aggregation (typically in the 

range of 10-5 M -10-6 M). The basic absorption and emission measurements were taken 

both in air-saturated and degassed environments (if necessary) using quartz cuvettes (6Q) 

with a path length of 1 cm, and a long-necked quartz degassing cuvette with a path length 

of 1 cm, respectively. Each cuvette was cleaned using nitric acid, whereby, the cuvettes 

were filled with nitric acid and left for at least two days to remove all possible 

contaminants.  

For degassed solutions, the samples were held in a long-necked cuvette and pump-

freezing-thawing cycles were repeated at least five times to remove the dissolved oxygen 

completely from the environment, which was a really crucial step for triplet based 

measurements. The cuvette was then properly mounted into a cryostat (Janis Research 

Co, INC.VNF 100) system where the measurements could be repeated under vacuum 

either at room temperature or low temperature (at liquid nitrogen temperature ~77 K). 

3.1.2 Solid-state samples 

 

Spin coating and drop-casting films 

 

For the fabrication of spin-coated samples, highly concentrated (10 to 15 mg/ml) 

solutions were prepared using chlorobenzene or toluene solvents. Then, 12 mm diameter 

sapphire or quartz substrates were cleaned by leaving in nitric acid for 2-3 days followed 

by UV exposure in a mixture of half nitric acid and half-pure water. The spin-coating 

technique involves first drop casting an excess amount of sample solution on to the 

substrates. Then the substrate was accelerated to a tuneable speed level and the fluid 

material spun off the edge of the substrate in a uniform manner. In this way, the thickness 

of the samples can be controlled by the spinning speed and timing of the spin-coating 
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step, and also the concentration and the viscosity of the solution are the key factors to 

determine the thickness of the films.   

For drop casted films, various concentrations of solutions were used, sometimes 

very concentrated (10 to 15 mg/ml) or very dilute ones (0.1 to 1 mg/ml). In both cases, 

the solutions were directly drop-cast on top of the substrates and left on the heater (70-80 

0C) for 10-15 minutes. Contrary to the spin-coating method, it is hard to control the 

thickness and uniformity of films, however, this method is quite simple and the samples 

can be prepared using a very small amount of material. Typically, it is the preferable 

method if the measurements do not specifically require a particular film thickness and 

uniformity. In some measurements, an inert zeonex matrix (cyclo olefin polymer) or PVA 

(poly-vinyl-alcohol) was used to isolate and confine the molecules, which was commonly 

the preferred method in weak phosphorescence measurements. These drop-cast films 

were prepared as a mixture of materials and matrixes (zeonex or PVA) having different 

weight-to-weight ratios. 

 

Thermally deposited films 

 

Thin film vacuum deposition was made in organic electro active materials (OEM) 

group’s clean room using a commercial Kurt-Lesker Spectros II deposition system (Fig. 

3.1) consisting of an 18” x 36” deposition chamber and 6 organic sublimation and 3 metal 

evaporation sources (Fig. 3.2) where two different materials can be deposited at once. 

During the deposition process, 12 mm diameter sapphire or quartz substrates were placed 

in the vacuum chamber with appropriate masks, and the new target material was loaded 

into one of the ceramic crucibles. Afterwards the chamber was pumped down with rotary 

and turbo pumps, respectively, until the pressure of the chamber reached ~10-7 mbar (the 

lowest vacuum conditions were required for highly pure films). To achieve this pressure, 

the chamber needs to be left pumping overnight.       

As seen in Fig. 3.2., the 6 organic sublimation source crucibles are separated in 

space from 3 inorganic evaporation sources and powered by separate thermal source 

controllers and the evaporation process can be controlled by using Sigma deposition 
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software, employing the standard deposition procedures. During the evaporation process, 

the target material was heated continuously and the evaporated molecules condensed on 

the substrate to produce uniform films. 

 

                                             

Figure 3.1  Kurt-Lesker Spectros II deposition system in Durham university organic electro active 

materials (OEM) research group clean room.   

 

 The evaporation activity (deposition rate) as well as the thickness of the films were 

monitored by using separate quartz crystal film thickness sensors (called quartz crystal 

microbalance system (QCM)) and a software program (called as SAS-242). One of the 

sensors is used for inorganic sources, which is placed in the middle of three crucibles, and 

the other ones are for the organic sources. The sensitivity of the sensors is crucial and it 

is therefore necessary to calibrate them before each deposition, if any of the sensors 

sensitivity drops below 80%, it should be replaced with a new one for accurate 

depositions. In essence, the piezoelectric principle is in operation on QCM where an 

electrical signal is generated in the presence of mechanical stress (addition of mass). 

There exists a quartz crystal, which is located above the evaporating source in the vacuum 

chamber and resonates to a frequency generated by an oscillating circuit. During the 
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deposition process, the materials are deposited on both the substrate and the surface of 

the crystal and the amount of deposited mass on the crystal surface can be understood by 

measuring the change in resonating frequency (the difference in initial frequency of 

crystal and after deposition) as stated by the Sauerbrey equation (Eq. 3.1),1 

                               

 ∆𝒇 =
𝟐𝒇𝟎

𝑨√𝝆𝒒 µ𝒒

∆𝒎 (3.1) 

 

where ∆𝑓 (𝑓0 − 𝑓) is the measured frequency change, 𝑓0 is the resonant frequency 

of the crystal prior to the mass change , ∆𝑚 is the mass change, 𝐴 is the piezoelectrically 

active area, 𝜌𝑞  is the density of quartz (2.648 g cm-3) and µ𝑞 is the shear modulus (2.95 

1011 g.cm-1s-2). Consequentially, a change in the mass per unit area gives rise to a 

corresponding change in the frequency; for instance, the addition of mass decreases the 

resonant frequency, that is used to calculate the thickness of deposited films (Eq. 3.2),  

 

 𝑻𝒉𝒊𝒄𝒌𝒏𝒆𝒔𝒔𝑶𝒃𝒔𝒆𝒓𝒗𝒆𝒅 =
𝑪𝒒𝒙𝝆𝒒 

𝝅𝒙𝝆𝒎 𝒙 𝒇
 𝒙 𝐚𝐫𝐜𝐭𝐚𝐧 { 𝒁 𝒙 𝐭𝐚𝐧 (

𝝅 𝒙∆𝒇 

𝒇𝟎
)}        (3.2) 

 

where 𝐶𝑞 is the crystal constant (1.668 x 1013 Hz/m-10), 𝜌𝑚  is the density of the 

molecule and Z is the Z-factor of the material. So, in order to calculate the thickness of 

the molecules the density of molecules and the Z-factor should be known. In addition, to 

determine the true thickness of the films at tooling factor needs to be calculated. A tooling 

factor corrects the variations arising from relative geometric positions of QCM and the 

substrate due to the fact that the crystal can show quite different deposition rates than 

reality, and concomitantly the thickness of the monitored films do not show true values. 

In practice, when using a new material source in a deposition, an approximate value is 

usually chosen for the tooling factor, however, this value should be corrected to get the 

true thickness of the deposited film. Calibration of the thickness monitors is achieved by 

evaporating the organic materials on silicon dioxide substrates (at least 4 different silicon 
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dioxide thickness are used) with known silicon dioxide thickness, then the true deposition 

thicknesses is determined by using a Spectroscopic Ellipsometer VASE (J.A. Woollam 

Co. Inc.). Consequentially, the actual tooling factor (𝑇. 𝐹.𝐴𝑐𝑡𝑢𝑎𝑙 ) is determined with the 

formula (Eq. 3.3.),  

 

 𝑻. 𝑭.𝑨𝒄𝒕𝒖𝒂𝒍 = 𝑻. 𝑭𝑨𝒑𝒑𝒐𝒙.𝐱
𝑻𝒉𝒊𝒄𝒌𝒏𝒆𝒔𝒔𝑨𝒄𝒕𝒖𝒂𝒍

𝑻𝒉𝒊𝒄𝒌𝒏𝒆𝒔𝒔𝑶𝒃𝒔𝒆𝒓𝒗𝒆𝒅
 (3.3) 

 

where 𝑇. 𝐹.𝐴𝑝𝑝𝑟𝑜𝑥. represents the approximated tooling factor during the deposition, 

𝑇ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠𝐴𝑐𝑡𝑢𝑎𝑙 is the true thickness observed by Elippsometer and 𝑇ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠𝑂𝑏𝑠𝑒𝑟𝑣𝑒𝑑 

is the thickness that is obtained from thickness monitors. Furthermore, the Z-factor is the 

ratio of the acoustic impedance of the sensor and deposited molecule (Z-factor = Zq/Zm) 

which is used to match the acoustic properties of the deposited material (Zm) to the quartz 

sensor (Zq=8.83 Pa.s.m-1). The calculation of the Z-factor can be made if the shear moduli 

of the materials are known. There are reported Z-ratio values for well-known materials, 

but typically Z-factor and shear moduli are not readily known for the new materials. 

Therefore, the determination of Z-factors can be made empirically (which was not done 

in the course of this work). 

 

                       

Figure 3.2 The screenshot of the software window representing the sensor positions with crucibles (sky 

blue circles). 



 

65 | P a g e  

 

3.2 Steady-state measurements 

3.2.1 Absorption 

 

The electronic absorption spectrum of the molecules indicates the probability of 

absorption of a photon by a molecule and its variation with wavelength. The bulk 

absorption properties of molecules are governed by the Beer-Lambert law which states 

that when molecules are illuminated with monochromatic light, the photons of the light 

pass through the homogenous absorbing sample resulting in interactions with the sample. 

A portion of these photons are absorbed depending on the distance of transmission, 

concentration of solution, but not intensity of the light (at low intensities). This process 

is well-defined by the following equation,   

 

  𝐥𝐨𝐠𝟏𝟎(
𝑰𝟎

𝑰
) = 𝑨 = ɛ𝒄𝒅 (3.4) 

 

where the intensity of incident and transmitted light are represented with 𝐼0 and I, 

respectively. d is the transmitted distance (cm) along the sample, c is the molar 

concentration (moles/litre) and ɛ is the molar extinction coefficient (𝑀−1 𝑐𝑚−1) showing 

the measure of transition probability and A is termed the optical density. In the case of 

highly allowed π→π* transitions, the value of molar extinction coefficient is typically 

around 104~106  𝑀−1 𝑐𝑚−1  which is relatively high value compared to the value of 

n→π* transitions (1~500 𝑀−1 𝑐𝑚−1).2 This can be determined from the absorption 

spectra which may include several sharp peaks with different intensities from different 

optical transitions. The most intense peaks in a spectrum are often associated with π→π* 

transitions and possibly appear alongside weaker transitions such as, n→π*. The 

observation of σ → σ* transitions require high energy (typically below 150 nm), 

therefore, the main transitions in the spectrum in this work are π→π* and n→π* which 

are readily accessible in the ultraviolet and visible part of the spectrum.  
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Absorption spectra were taken using a Shimadzu UV-3600 UV/VIS/NIR 

spectrometer (Fig. 3.3) which has a double beam photometric system ranging from -6 to 

6 A. A high sensitivity monochromator makes the stray-light level very low (0.00005% 

at 340 nm) achieving a maximum resolution of ±0.1 nm. It is also possible to achieve 

wavelength accuracy of ±0.2 nm, which is more than enough to measure normally broad 

spectra of the organic materials precisely. To record the absorption spectrum of 

molecules, the excitation source of the system is split into two parallel beams, one beam 

passes through the sample and the second one passes through a reference arm. The 

reference for the solution measurements must be an identical cuvette containing the same 

solvent used to dissolve the sample. For thin films, the reference must be an identical 

substrate i.e. quartz or sapphire. The system can be controlled automatically by UVProbe 

software. 

 

                

      Figure 3.3   Shimadzu UV/VIS/NIR spectrometer in Durham university OEM research laboratory   

3.2.2 Photoluminescence 

 

As a result of photo-excitation emission may occur from the sample which is called 

photoluminescence.  If the process is “allowed”, e.g. 𝑆1 → 𝑆0, it is specifically called 

fluorescence as explained in theory section. The fluorescence spectrum can be 

approximated as the mirror image of the absorption band. By measuring both absorption 
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and photoluminescence spectra, it is likely that fundamental information about the 

conjugated molecules will be obtained.  

To measure the steady-state photoluminescence, a Jobin-Yvon Horiba Spex 

Fluoromax-3 (Fig. 3.4.) or Jobin-Yvon Horiba Fluorolog FL3-22 (Fig. 3.5) 

spectrofluorimeters waw used. The Fluoromax-3 (Fig.3.4) consists of a xenon arc lamp, 

housing slits, excitation and emission monochromator, sample compartment (for solution 

and films), and emission and reference detectors. It also has a fast scanning capability (up 

to 200 nm/second) and the slits can be adjustable from the computer at the expense of 

maximum resolution.  

        

          

Figure 3.4  Jobin-Yvon Horiba Spex Fluoromax-3 spectrofluorimeter in Durham university OEM research 

laboratory 

 

Fluorolog FL3-22 spectrometer (Fig. 3.5) consists of a xenon lamp (450 W), double 

grating monochromator (covers 250 nm to 1000 nm, with the highest spectral resolution 

of 1 nm) , sample compartments (for solution and films) which incorporates an L-shaped 

geometry under excitation and the collection of the emission, a photomultiplier tube 

(PMT) for detection and a reference detector (Si photodiode). The system-slit sizes (both 

excitation and emission) can be adjusted automatically at the expense of maximum 

resolution through the software. 
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Figure 3.5  Jobin-Yvon Horiba Fluorolog FL3-22 spectrofluorimeter in Durham university OEM research 

laboratory.  The blue sphere on top of the spectrofluorimeter is used for PLQY measurements of films.  

 

3.2.3 Quantum yield measurements 

 

The photoluminescence quantum yield (PLQY) is an intrinsic property of organic 

light emitting materials which can be defined by the ratio of absorbed photons to emitted 

photons,  

 

                     ΦPLQY =
𝑬𝒎𝒊𝒕𝒕𝒆𝒅 𝒑𝒉𝒐𝒕𝒐𝒏𝒔

𝑨𝒃𝒔𝒐𝒓𝒃𝒆𝒅 𝒑𝒉𝒐𝒕𝒐𝒏𝒔
 (3.5) 

 

This equation describes the simplest definition of PLQY measurements, however, 

various experimental methods were developed to measure PLQYs even for both solution 

and film samples.  

 

PLQY solution measurements 

 

In general, the measurements were performed using the Fluoromax 

spectrofluorimeter. The well-known methods for PLQY measurements are single-point 
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and comparative methods. In this thesis, the comparative method was mainly preferred 3 

which involves the use of a reference material with well-known PLQY value. From this 

point of view, 9, 10-diphenylanthracene (DPA) was chosen as the reference material with 

known PLQY (actually there are 3 PLQY values of DPA in the literature and the averaged 

value was taken as 0.74). The PLQY can be calculated using the equation below 

 

                ΦPLQY=ΦR(
𝒎𝒔𝒂𝒎𝒑𝒍𝒆

𝒎𝑹𝒆𝒇𝒆𝒓𝒆𝒏𝒄𝒆
)(

𝒏𝒔𝒂𝒎𝒑𝒍𝒆
𝟐

𝒏𝑹𝒆𝒇𝒆𝒓𝒆𝒏𝒄𝒆
𝟐 ) (3.6) 

 

where n is the refractive index of sample and m is the slope of integrated intensity 

versus absorption values for different concentrations of solution (at least 5 different 

concentrations). 

 

PLQY film measurements 

 

Thin film quantum yield measurements were carried out using an integrating sphere 

method.4 With this method, film samples were mounted in a 4.5” integrating sphere (see 

in Fig. 3.5 blue sphere on top of Fluorolog) and 5 different spectra were taken using a 

Jobin Yvon Horiba Fluoromax spectrofluorimeter. Then PLQY can be calculated using 

the equation below  

 

 ΦPLQY = 
∫ 𝑰𝒔𝒂𝒎𝒑𝒍𝒆 𝒆𝒎𝒊𝒔𝒔𝒊𝒐𝒏−(𝟏−𝑨) ∫ 𝑰𝒔𝒆𝒄𝒐𝒏𝒅𝒂𝒓𝒚 𝒆𝒎𝒊𝒔𝒔𝒊𝒐𝒏

𝑨 ∫ 𝑰 𝒆𝒎𝒑𝒕𝒚 𝒔𝒑𝒉𝒆𝒓𝒆 
 (3.7) 

 

 𝑨 =
∫ 𝑰 𝒆𝒙𝒄𝒊𝒕𝒂𝒕𝒊𝒐𝒏 𝒃𝒆𝒂𝒎 𝒘𝒊𝒕𝒉𝒐𝒖𝒕 𝒔𝒂𝒎𝒑𝒍𝒆   −  ∫ 𝑰𝒆𝒙𝒄𝒊𝒕𝒂𝒕𝒊𝒐𝒏 𝒃𝒆𝒂𝒎 𝒘𝒊𝒕𝒉 𝒔𝒂𝒎𝒑𝒍𝒆

∫ 𝑰𝒆𝒙𝒄𝒊𝒕𝒂𝒕𝒊𝒐𝒏 𝒃𝒆𝒂𝒎 𝒘𝒊𝒕𝒉𝒐𝒖𝒕 𝒔𝒂𝒎𝒑𝒍𝒆

        (3.8) 
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where A is the absorption of the thin film which can be determined measuring the 

excitation beam with/out sample, to obtain the intensity difference between excitation 

spectra, which gives us the absorption of the thin film. The sample emission spectra is 

collected (𝐼𝑠𝑎𝑚𝑝𝑙𝑒 𝑒𝑚𝑖𝑠𝑠𝑖𝑜𝑛) by mounting the sample at 450 in sphere, and the secondary 

emission spectra (𝐼𝑠𝑒𝑐𝑜𝑛𝑑𝑎𝑟𝑦 𝑒𝑚𝑖𝑠𝑠𝑖𝑜𝑛) is collected by putting the sample at the bottom of 

the sphere. 

3.3 Time-resolved nanosecond spectroscopy   

 

The majority of experimental data were taken using a gated time-resolved 

nanosecond spectroscopy setup (Fig. 3.6.) which provides more detailed information 

about the molecular behaviour of the fluorophores compared with the steady-state 

fluorescence measurements. In particular, many sub-atomic events occur on the same 

time scale as the fluorescence decay, such as radiative/non-radiative transitions between 

the energy states, resonance-energy transfers or rotational diffusion. Therefore, gated 

time-resolved nanosecond spectroscopy provides an advantage to investigate the time-

dependent nature of photophysical processes thoroughly and is also it allows us to gain 

much insight into the chemical surroundings of the molecular structures. The set-up 

consists of two separate excitation sources, one of which is a pulsed Nd:YAG laser 

(EKSPLA-SL312), the fundamental wavelength (1064 nm) which is frequency doubled 

and tripled to generate correspondingly two harmonics, 532 nm (2nd harmonic) and 355 

nm (3rd harmonic). The specifications of the laser are 150 ± 20 ps pulse duration, tunable 

energy of each pulse ranging from 100 nJ to mJ (>5 mJ), ±5 % pulse energy stability and 

the maximum repetition rate is 10 Hz. The second laser source of the setup is a pulsed 

Nitrogen laser (LTB-MNL 100, Lasertechnik Berlin) which emits 337.1 nm. The main 

specifications comprise of tunable pulse energy typically up to 120 µJ, tunable repetition 

rate ranges from 1 to 30 Hz and the pulse energy stability is ≤ 2%. Also, a home-built 

single pass dye laser system, which can be pumped by both harmonics of the Nd:YAG 

laser, offering the advantage  five further wavelengths as excitation sources over a wide 

range, i.e. 450, 500, 550, 630, 670 nm. 
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The emission collection side of the experiments is as follows; the thin film samples 

are placed in a He Displex cryostat system where the temperature can be tuned in the 

range of 300 K-14 K, under vacuum conditions (at least 10-4 mbar). The samples were 

mounted on a sample holder plane at a 450 angle to the incident laser beam. The sample 

temperature was controlled precisely (~0.1 K) by LakeShore 321 model temperature 

controller which features a feedback resistor heater.  

 

  

Figure 3.6  Time-resolved gated nanosecond spectroscopy setup. For solid state measurements He displex 

cryostat system is used in the range of 300 K-14 K, for the solution measurements liquid nitrogen cryostat 

(Janis Research) is used between 300 K-77 K. 

 

The samples in solution were excited in a liquid nitrogen cryostat system (Janis 

Research), where precisely a LakeShore 332 model temperature controller controlled the 

ambient temperature of the cryostat. For the measurements, the cryostat was mounted on 

a home-built holder. Emission from the samples was passed through a cut-off filter to get 

rid of the scattered excitation beam and then focused on the entrance slit of a spectrograph 

(Jobin Yvon, Triax 180) which has a 300 lines/mm gratings blazed at 500 nm (for visible 

emissions) and a second blazed at 1000 nm (for far-red emissions). The spectrograph 

gratings and slit width can be automatically controlled by Labview software. The 

emission was detected using a gated ultrafast iCCD 4 PICOS camera (Stanford Computer 
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Optics), which consists of a Micro Channel Plate (MCP) image intensifier and CCD array 

for high sensitivity and sub-nanosecond time resolution (the shortest gating time is 200 

ps and the delay time range from 0 to 80 s with min. 10 ps steps). The highest achievable 

image resolution is ~180 lp/mm, which gives rise to the lowest pixel distortion (<0.1 

pixel) and 572 x 736 (VxH) pixel resolution. The horizontal pixel directions were 

calibrated for certain wavelengths associated with the grating positions using a CAL-2000 

mercury-argon calibration light source (Ocean Optics), and, the vertical pixels are 

particularly related with the integration of the spatially distributed emission for one-

dimensional spectra. However, in this thesis, the energetic distribution of the emission in 

two-dimensions is more important, not the spatial distribution, therefore, vertical 

calibration has never been done and vertical lines of pixels are integrated.  

The camera was synchronized with the laser sources either electrically (for the 

Nd:YAG laser) or optically (for the nitrogen laser). The Nd:YAG laser is a significant 

source of jitter (time variation between the pulses), and the data acquisition can be 

triggered by the laser pulse itself rather than from the external trigger sources. The 

electrical pulses are directly sent from the Nd:YAG laser control panel to the laser and 

occur on average ~1 µs before the laser emits. The laser pulse emission then takes some 

time to arrive at the sample, which is called the zero time. The zero time will be explained 

more in the next subsection. The Nd:YAG laser synchronization with the iCCD camera 

was achieved by triggering electrically. The camera can also be synchronized with the 

Nitrogen laser optically, where triggering of the laser pulse is accomplished by splitting 

a small percentage (~10%) of the laser beam with a beam-splitter to an external high-

speed photodiode module (Becker-Hickl- PHD 400), which sends electrical signals (zero 

time ~30 ns) to the camera. An electrical pulse generator can also be used to trigger the 

camera, and in that case, the laser pulse should be delayed long enough to reach the 

electrical pulse generator, which normally takes 1300 ± 10% ns delay (zero time of 

Nitrogen laser in the case of using an external trigger) to synchronize with the incoming 

trigger and for the gate pulse to reach the iCCD camera. In particular, the generator 

provides great flexibility to change the delay time of the gated pulse that reaches the 

iCCD, which is a very useful technique especially in a two-pulse-pump experiment. 
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The intensity of fluorescence can be managed either by tuning the slit size of the 

spectrograph (from 0.1 to 2 mm with 0.2 µm steps) or by the tuning the iCCD camera 

gate voltage (500 V to 950 V) at the expense of resolution. If there is no intensity 

saturation on the iCCD camera, then the time-resolved spectra can be recorded by 

changing with the delay and integration times (designate the time when the camera shutter 

remains open and the emission accumulation occurs) via 4 Picos camera software. Data 

collection occurs using logarithmically increasing delay and integration times, whereby 

the whole desired time region is covered without losing any data at any time frames.  

3.3.1 Wavelength calibration and the spectral resolution of the set-up 

 

The energy dispersion of the emission on the iCCD was correlated to the horizontal 

iCCD camera pixels at the certain wavelength positions using a CAL-2000 Mercury-

Argon calibration source (Ocean Optics). Addressing this point, the grating positions of 

the spectrograph were chosen separately, i.e. 500 nm for the visible region and 1000 nm 

for the far-red region, and the slit size was minimized (0.4 mm), to observe the known 

spectral line peaks as sharp as possible, to calibrate wavelength positions to the 

corresponding iCCD pixels on the overall spectral range. Also, the iCCD camera voltage 

was chosen such that each line was within the saturation limit. In this way, the iCCD pixel 

numbers were correlated to the specific wavelength scale with an accuracy of ~1nm, 

which was an estimated value between the variance of a linear wavelength to pixel 

relationship. The calibration curves were saved for each fixed grating positions, however, 

in the case of any positional changes of the iCCD camera, the same calibration procedures 

must be repeated in the same way.    

The spectral resolution can be defined as the ability to resolve the features in the 

spectrum. In our set-up, the spectral resolution was measured as the full width at half 

maximum (FWHM) of either the 3rd harmonics of the Nd:YAG laser or using well-known 

laser dye Rhodamine 6G. Using the 3rd harmonic of the Nd:YAG with very narrow slit 

size of spectrograph resulted in a value of ~1 nm spectral resolution (FWHM), which was 

more than the theoretical resolution maximum limit (300nm/736 pixel = ~0.4 nm). The 

reason for this dispersion might be the angular position of the iCCD camera. If the iCCD 
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camera is not positioned exactly at the right angle with respect to the spectrograph exit 

plane, it is possible to experience slight divergences of the resolution. However, the 

spectra of organic materials are very broad, therefore, ~1 nm spectral resolution is not 

restrictive to the quality of data collected. 

3.3.2 Intensity response calibration of the set-up 

 

In the set-up, the iCCD and spectrograph exhibit different sensitivities to particular 

energies of light, which prevents the observation of the true emission profile. Therefore, 

after each experiment, every recorded spectrum should be corrected (via multiplication) 

with a correction curve to get the true emission profile. The way to get this correction 

curve is to compare the known intensity profile of a tungsten-halogen calibration lamp 

(LS-1-CAL, Ocean Optics) with the one experimentally obtained. For each grating 

position and slit size of the spectrograph, the correction curve must be derived.  

3.3.3 Time resolution and zero-time calculation of the set-up  

 

Time-resolution is one of the most important aspects of the set-up, which 

demonstrates the quality of decay measurements, and directly relates to the slowest 

component of the set-up. The zero-time calculation of the set-up can be made by a fairly 

simple method. Specifically, the laser beam of the Nd:YAG laser was directed towards  

the iCCD camera with its voltage and the slit size of the spectrograph chosen to minimise 

incident intensity, and the triggering was supplied by the electrical signal. The laser pulses 

arrive at the camera after a time, which is called the zero time of the laser system. 

Detection occurs during the gated time and can be understood as the time frame between 

zero time and the opening of the iCCD camera shutter (called integration or detection 

time). In order to calculate the zero time, the spectra was collected leaving the integration 

time constant (1 ns) and the delayed time (start point ~970 ns) increased with 1 ns steps. 

Then each spectra integrated between the particular wavelengths and the calculated 

intensity values are plotted as function of delayed time as shown in Fig.3.7. As seen from 

the fitted Gaussian function, the exact zero time of the system is determined by using a 
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Gaussian equation, which is 976 ± 0.05 ns. One should also note that in the case of 

changing components of the system, such as changing the length of the connection cable 

between the laser control panel and the iCCD camera or replacing the ICCD camera, 

recalculation of the zero-time must be repeated.       

      

           

Figure 3.7  The zero-time calculation of the set-up. The normalized integrated points were taken from 970 

ns to 987 ns delay times with 1 ns integration time frames. The fitted red-line shows the Gaussian function 

and the zero time determination can be done from the peak of this Gaussian.  

3.3.4 Various integration time width calibration of the iCCD camera  

 

The various integration times of the iCCD camera do not give a linear intensity 

response in the case of increasing/decreasing detection time conditions. For instance, a 5 

ns integration time does not collect 10 times more intensity than (an integration time of) 

0.5 ns which is shown in Fig. 3.8. The measurements were taken using a continuous high 

stability single wavelength LED, and the intensities were measured as a function of 

integration times of the iCCD camera and divided by the set integration times. As seen, 

the camera response was not linear below the ~10 ns integration times, and the expected 

intensity is much higher at small integration times, however, at later times (up to ~12 ns) 

there were tiny intensity fluctuations, but the intensity is more or less linearly dependent. 

It should be noted that there is no need to make any correction for this at fixed integration 

time measurements. However, it is necessary when using dynamically increasing delay 
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and integration times. In this case, the recorded data should be divided by the 

appropriately generated iCCD camera correction curves.      

 

                

Figure 3.8 The set integration time profile of iCCD camera. The measurements were taken using 

continuous LED at various integration times. Below the ~10 ns integration time, non-linear regime occurs 

and after ~12 ns time the camera response more or less linearly dependent. 

3.3.5 Measuring the decay dynamics with dynamically increasing delay and 

integration times 

 

Decay dynamics were measured using the gated iCCD camera, where we can 

control the delay and integration times logarithmically at increasing time conditions.5 The 

reason for using the logarithmic time frames is that at very early times of the decays, the 

intensity is very strong but decays very quickly, therefore, the detection time window 

must be chosen on a short time scales so not to lose time resolution. However, at later 

delay times, the decay is comparatively slower and the intensity is far weaker, therefore, 

longer detection time windows are required to increase signal to noise ratios, but do not 

compromise time resolution. To do this, a set of delay times (𝑡𝑥), that are equally spaced 

in logarithmic time has been chosen which comprise of whole time region of interest 

(from nanoseconds to second). The integration time windows have been chosen using a 

dynamically increasing condition. At this point, one should carefully consider two main 
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points i) not to lose any covered time region ii) also not to overlap with the following 

delay time, for instance, if the delay and integration times were chosen as 1000 ns and 

100 ns respectively, the next delay time must be 1100 ns, etc. Generally the integration 

time window has been taken a tenth of the delay time which was found as the ideal time 

frame between the signal intensity and time resolution. The measured intensity at delay 

time, 𝑡𝑥, can be formulated as,  

 

             𝑰𝒕𝒙

𝒎𝒆𝒂𝒔~ ∫ 𝑰(𝒕) 𝒅𝒕

𝒕𝒙+
𝒕𝒙
𝟐𝟎

𝒕𝒙−
𝒕𝒙
𝟐𝟎

                          (3.9) 

 

where the measured intensity at delay time(𝑡𝑥) is assigned as 𝐼𝑡𝑥

𝑚𝑒𝑎𝑠 and the real 

intensity is assigned as 𝐼(𝑡). If the integration time window is generally a tenth of the 

delay time, then the true intensity can be expressed by dividing the measured intensity 

with the delay time as, 

 

   (𝒕)~ 
𝑰𝒕𝒙

𝒎𝒆𝒂𝒔

𝒕𝒙
                      (3.10) 

 

In practice, the decay measurements are taken in three basic steps. Firstly, the 

emission intensities are recorded using a set of logarithmically increasing delay times (𝑡𝑥) 

with specifically chosen integration times (tenth of delay times). This step can be 

automatically achieved by using a self-written program. Secondly, the background is 

scanned under identical conditions (the same frames, slit size of spectrograph and camera 

voltage) and then subtracted from the emission. Finally, the recorded spectra are analysed 

by integrating the emission curves, which gives numerical values for certain delayed 

times, then divided by the corresponding integration times and multiplied by the 

correction curves. 
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Once again, this logarithmically increasing delay times method offers two 

important advantages to the decay measurements i) it considerably enhances the signal to 

noise ratio ii) it significantly enlarges the dynamic range of the iCCD camera, which 

provides up to 12 orders of magnitude (without losing time-resolution) in intensity of one 

decay measurement. However, it is not possible to achieve the same dynamic range in 

intensity using the fixed integration time method. In the result chapters of this thesis, two 

methods were commonly used (dynamically increasing and fixed detection window of 

the iCCD camera) to record the decay measurements. Decay curves for reference 

materials are also compared to the results from the single photon counting method 

(presented below) to give independent verification of each method. 

3.3.6 Intensity fluctuations of Nd:YAG Laser 

 

During the decay measurements with the Nd:YAG laser, a major drawback occurs 

from shot to shot intensity fluctuations. In order to get rid of this instability in intensity, 

many shots are collected (at least up to 100 frames) and integrated to achieve an 

acceptable signal to noise ratio. For instance, the intensity fluctuations in 100 shots per 

curve is on average around 10%, and this increases up to 40% without averaging. Also, 

mid-term instabilities of the laser also occurs in a time period of roughly ~15 minutes. To 

overcome these variations the same decay measurements are recorded many times under 

the same conditions and then averaged, or the nitrogen laser which provides extremely 

stable shot to shot intensities is used. However, in the case of using the nitrogen laser, an 

external photodiode is required as a trigger and normally the iCCD camera shows an 

internal trigger delay of ~30 ns (zero time), which is not useful for measuring very early 

times of the decays. On the contrary, with the Nd:YAG laser, it is possible to synchronize 

the iCCD camera with the electrical trigger pulses before the laser pulse is emitted. This 

offers a great advantage in practice to cover the very early and later time scales of the 

decay measurements, however of course the intensity fluctuations need to be reduced as 

much as possible.  
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3.4 Time-correlated single photon counting  

 

 

            Figure 3.9   Time-correlated single photon counting set up. 

 

Fluorescence life-time measurements were performed using time-correlated single 

photon counting (TCSPC) spectroscopy (see Fig. 3.9) which helps to clarify the existing 

excited state lifetimes, i.e. excited singlet or charge transfer state, etc., as well as 

investigate the transfer rates between them. The technique is widely used and based on 

counting the individual photons emitted from the sample as a function of time. The system 

consists of an ultrafast cw-modelocked Ti:Sapphire laser (Mira 900-F, Coherent) which 

has 2 ps pulse width, < 2% noise level, 76 MHz repetition rate and 0.8 mm beam diameter. 

The excitation wavelength is adjustable in the range of 710 nm to 1000 nm with ~2W 

maximum output around 800 nm. The excitation wavelength can be tuned over the typical 

absorption bands of organic molecules (near UV and green visible region), using a second 

and third harmonic generator unit (APE, HamoniXX) which was used for frequency 

doubling and tripling of the laser beam by means of non-linear optical interactions 

between second and third harmonic crystals. Part of the excitation light was separated by 

a beam splitter onto a photodiode to generate a sync signal, which was connected to a 

micro-channel photomultiplier tube (MCP, Hamamatsu R3809U-50) which covered a 



 

80 | P a g e  

 

total time of 3.33 ns. The detection channel width ranged from 0.815 ps to 3.26 ps 

depending on the detection channels, either 4096 or 1024, respectively. The majority of 

the excitation light was passed through, a vertical polarizer, a cut-off filter for low energy 

residual pump light and a beam collimator which were placed in front of the sample 

holder. The emitted light was focused using lenses and passed again through a polarizer 

(at magic angle, 540) onto a subtractive double monochromator set to a specific 

wavelength.     

3.4.1 Detection and data acquisition of TCSPC 

 

In the system, the emission from the samples is focused onto a subtractive double 

monochromator (Acton Research Corporation) which has a ~4 nm spectral resolution and 

the monochromator gratings and slit sizes can be automatically controlled by Labview 

software. The emission is detected by a high sensitive MCP including two-dimensional 

array of channels (4096 channels in total) which are bundled in parallel and placed into a 

thin disk for high spatial resolution. The role of the each channel is to multiply the 

electrons independently. 

During the data detection process, the system works with “START” and “STOP” 

signals. When a photon from the sample is detected by the MCP, it generates a “START” 

signal and the TCSPC starts counting the photons until the “STOP” signal arrives from 

an external trigger diode. In the system, the sample and the external photo diode is excited 

with the same excitation source which has 76 MHz repetition rate corresponding to a 13.1 

ns pulse. When the “START” signal arrives at the MCP, a capacitor starts charging with 

a known charging rate, which proceeds charging until the “STOP” signal arrives from the 

external trigger to the MCP. Consequentially, the voltage on the capacitor is associated 

with the time gap between the “START”- “STOP” signals, which is called the charging 

time (𝑡𝑐ℎ𝑎𝑟𝑔𝑒) and considering the excitation is a train of pulses having 13.1 ns time 

difference between each other (𝑡𝑝𝑢𝑙𝑠𝑒), then the time for detection of a single photon after 

excitation of a sample can be defined as (𝑡𝑝ℎ𝑜𝑡𝑜𝑛) ,  
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                    𝒕𝒑𝒉𝒐𝒕𝒐𝒏 =  𝒕𝒑𝒖𝒍𝒔𝒆 − 𝒕𝒄𝒉𝒂𝒓𝒈𝒆                    (3.11) 

 

from which a histogram of an emission decay can be plotted for 𝑡𝑝ℎ𝑜𝑡𝑜𝑛 times. 

Within the 𝑡𝑝𝑢𝑙𝑠𝑒 time, if a successful detection of a photon occurs by the MCP, then the 

following photons will not be detected in this period of time and the MCP becomes 

“blind” to detections until the capacitor is fully recharged. In this dead-time period, the 

sequential exposures do not contribute to histogram of emission decay.  

During the data acquisition process, typically two measurements were taken, one 

for the instrument response function (IRF) and another one for the emission collection. 

The effective time-resolution of the set-up is characterized by the IRF which shows the 

temporal dispersion in the optical set-up, the pulse profile of the laser source, the timing 

jitter in the MCP electronics and transit time spread of the MCP.6 In order to collect the 

IRF, the monochromator was positioned at excitation wavelength, then a reference 

scattering solution (ludox dissolved in water ~10-4 M) was perfectly aligned in the sample 

holder. Afterwards, the scattered light was collected (~10000 counts) which consists of a 

typically achievable full width at half-maximum (FWHM) value of ~19 ps, corresponding 

to the temporal response of the system. Then without changing any alignment, the 

scattering reference solution was replaced with the sample cuvette and the 

monochromator position was changed to the desired wavelengths depending on the 

sample emission spectrum. As the materials show wavelength dependent fluorescence 

decays, a typical set of TCSPC results comprises the IRF decay plus several fluorescence 

decays, which were taken from different wavelengths. The data collection stop time 

depends on the emissivity of materials. For instance, if the materials were very emissive, 

the data collection was continued until ~10000 counts were collected in the peak channel, 

however, if the emission was weak then the collection was stopped when the peak channel 

counts were around 6000. 

Consequentially, a histogram representing the emission decay was observed which 

consists of measured data convoluted with the IRF. In order to analyse the measured data, 

a de-convolution method was used. With this method, it is possible to extract more 
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information from the experimental data using the re-convolution fitting program which is 

called “Globals”. With this program it is possible to determine the lifetimes of decays 

with great certainty. In principle, this program fits the decays by means of using a sum of 

exponentials convolved with the instrument response function. The output fitting function 

is the time profile of decays consisting of different fitting parameters such as time 

constants and amplitudes. The quality of fitting is determined by the value of chi-square 

(χ2), in the case of perfect fitting the value approaches to 1. 
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CHAPTER 4: THE PHOTOPHYSICS OF SINGLET, TRIPLET AND 

COMPLEX STATES IN PHOTO EXCITED RHODAMINE 6G AND 

ATTO-532 

 

This chapter has been published as: 

Murat Aydemir,* Vygintas Jankus, Fernando B. Dias, Andrew P. Monkman, “The key 

role of geminate electron-hole pair recombination in the delayed fluorescence in 

Rhodamine 6G and ATTO-532” Phys. Chem. Chem. Phys., 2014, 16, 21543 

 

                             

Figure 4.1 The diagram represents the energy levels of monomeric and dimeric states in Rhodamine 6G 

and ATTO-532. In the case of excitations with high energy lasers (355/337 nm), delayed fluorescence (DF) 

arises from higher energy dimer state (𝐸𝐻). However, excitation with 532 nm, only monomer state is excited 

and no DF is observed. 

 

The purpose of this chapter is to identify the origin of delayed fluorescence (DF) 

phenomena in widely used laser dyes, Rhodamine 6G and its derivative ATTO-532. 

Following the sub-headings of the chapter, the origin of the DF is proved through a step 

by step systematic approach, comparing experimental data to the characteristic features 

of the possible delayed fluorescence processes such as triplet-triplet annihilation (TTA), 
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thermally-activated delayed fluorescence (TADF) and geminate electron-hole 

recombination (GP).                 

4.1 Introduction 

 

The materials of interest in this chapter can be summarised as, Rhodamine 6G 

(Rh6G, see Fig. 4.2a), a well-known laser dye1 and its derivative ATTO-532 (see Fig. 4.2 

b). These compounds are purely organic materials that show very high fluorescence yields 

(≥~95%),2  which makes them attractive for biological applications, such as in bioassays 

as fluorescence labels, for example of DNA/RNA molecules,3 and also in high resolution 

microscopy methods, such as direct stochastic optical reconstruction microscopy4 

(dSTORM) and stimulated emission depletion microscopy (STED).5 In addition to 

common applications, the photo physical and the photochemical properties of these 

fluorophores have been extensively investigated in the past. For instance, Ringemann et 

al.6 reported one of the most promising features of Rh6G and ATTO-532, showing single-

molecule fluorescence enhancement following reverse intersystem crossing (rISC) when 

using two excitation sources; one for the 1(π-π) transition (high energy laser) and the 

second one for the 𝑇1 to upper lying triplet states (low energy laser). With this technique, 

dye dependent fluorescence enhancement were observed (up to a factor of 14) 6 depending 

on the dye’s environment, affording insight into the competing pathways of rISC and 

photo-bleaching mechanisms.  

 

                                     

             Figure 4.2   Chemical structures of Rh6G (a) and ATTO-532 (b) 
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 Understanding the rISC mechanism (resulting in thermally activated delayed 

fluorescence, TADF) has become a subject of interest due to its ability to overcome the 

25 % limitation of the internal quantum efficiency of OLEDs. In principle, the ratio of 

emissive singlet and triplet states is limited  to 1:3 due to the spin statistics,7,8 and that 

gives rise to a serious problem for organic materials and lighting devices. Using the rISC 

mechanism, dark triplet states can be harvested into emissive singlet species with 100% 

efficiency.9 As we have been trying to understand this rISC mechanism in 

polyspirobifluorene (the subject of Chapter 6), Rh6G and ATTO-532 were predicted to 

be excellent reference dyes6 to prove this interesting mechanism. However, the rISC 

experiments made way for the discovery of an unnoticed phenomenon in the photo-

physics of delayed fluorescence (DF) in these materials, which is unmentioned previously 

in the literature. This then became the subject of interest for this chapter.  

In the literature, several studies have addressed the formation of complexes of these 

dye molecules in solution. It is well-known that Rh6G for example forms dimers10 and 

even trimers,11  which has been confirmed using mass spectroscopy and detailed balance 

analysis by Toptygin et al.12 and Dare-Doyen et al.13 In dye chemistry, the self-association 

of dyes is a very common phenomenon in highly concentrated solutions where the weak 

forces hold the molecules together. In general, the aggregated species in solution can be 

understood by means of distinct changes in the absorption band, particularly compared 

with the monomeric species. According to the spectral changes, two types of aggregates 

commonly exist; bathochromically shifted (through lower energy, positive 

solvatochromism) J-aggregates and hyposochromically shifted (through higher energy, 

negative solvatochromism) H-aggregates. These aggregates can be defined in terms of 

transition moment coupling within the constituents of dye molecules (exciton coupling 

theory). However, the positive/negative changes in solvatochromic shifts are directly 

related with the dipole moment of the ground and excited states of the molecules. In 

general, H and J aggregates are formed as a result of specific arrangements of dye 

molecules, such as plane-to-plane stacking (H-dimers) and end-to-end stacking (J-dimers) 

orientations, therefore, the transition moments show either parallel or perpendicular 

orientations depending on the type of stacking. 
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Parallel alignment of the molecules (H-aggregate type) results in the formation of 

two new excitonic bands (which are in accordance with the exciton theory); one of which 

has higher energy and another which is lower than the monomer energy level. The lower 

lying energy state shows stabilized characteristics and only the transitions from the 

ground state to upper exciton states are allowed. Delocalization occurs between the 

excitonic states very rapidly by means of vanishing the dipole moments and 

concomitantly non-radiative transitions dominate the overall system. It is found therefore 

that the fluorescence quantum yield of H-aggregates is very low, and show large Stoke’s 

shift through the lower energies. On the other hand, J-aggregates show very small Stoke’s 

shift and the quantum yields are very high. In the J-aggregates, the order is reversed so it 

is the lower Davydov band that has very strong oscillator strength and the upper is dark, 

therefore, J-aggregates have a very high quantum yield. 

Rh6G is a well-known material with its dimerization characteristics in solution 

giving rise to fluorescence quenching once the concentration of the solution is high (~10-

3 M). Normally, fluorescence from dimer states can only be observed once the 

fluorescence from the monomer species is quenched, and these characteristic features are 

signs of H-type aggregation existing in this dye molecule. However, if the relative parallel 

orientation of the molecules is not perfectly aligned in the dimeric species, then, it is 

highly possible to observe emission from this species. Additionally, Bryukhanov et. 

al.14,15 used binary mixtures of polar and non-polar solvents to confirm the formation of 

complexes and the dependence of delayed fluorescence on solvent polarity. Furthermore, 

the triplet state of aggregated molecules of Rh6G has also been studied using the flash 

photolysis technique.14 From all these studies, it is evident that dimers and even 

complexes of higher order may play a significant role in the observation of the delayed 

fluorescence from Rh6G and ATTO-532.  

4.2 Overview of possible photophysical mechanisms behind delayed 

fluorescence 

 

In organic molecules, the excited states can be populated as a result of primary 

processes of optical or electrical excitation which occur by means of direct light 
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absorption or through the recombination of charges, or alternatively the excited states can 

be generated as a result of secondary processes such as energy transfer or exciton-exciton 

annihilation as explained in Chapter 2. The secondary processes are assigned as “delayed 

fluorescence” in time-resolved spectroscopy measurements, while, the primary process, 

resulting from rapid fluorescence decay, is assigned as “prompt fluorescence (PF)” 

resonating with the excitation pulse. Delayed fluorescence can arise as a result of two 

main processes: from triplet-triplet annihilation (TTA; also known as triplet fusion) when 

at least two molecules in the triplet excited state collide and annihilate giving rise to an 

emissive excited singlet state molecule,16–18 and thermally assisted delayed fluorescence 

occurring when a molecule in the triplet excited state undergoes reverse intersystem 

crossing back to higher energy excited singlet state through use of the thermal energy 

bath.7,9,19 For the TADF process to prevail, the energy gap between the S1 and T1 is 

required to be small and also at least a moderately high intersystem crossing rate is 

required.  

A third, but less studied mechanism that involves the recombination of geminate 

electron-hole pairs (GP) also gives rise to the delayed formation of singlet state excitons 

and thus results in delayed fluorescence.20 In general, the electron-hole pairs are bound 

by coulomb attraction, which are then called “geminate pair” (GP) or “charge transfer” 

states.21 The mechanism results from transferring an electron onto a neighbouring 

intra/intermolecular species (chromophore) and increasing the excited state lifetime. 

These charges stay separate as long as the distance between the charges is larger than the 

mutual coulomb attraction radius. In this condition, the charges move freely as unbound 

mobile charges. Afterwards, the recombination process occurs at a finite rate as a result 

of encountering diffusive charges and as the corresponding back transfer reaction occurs. 

In the solid state, optical charge carriers can be produced as a direct result of the photo 

excitation process in which electron-hole pairs are generated by dissociation of a neutral 

optical excitation,22 usually between two molecules, or by dissociation if the photo 

excitation step gives enough excess energy, which is required to drive charge separation 

from the molecular excited states.23 In the latter case, the coulombic capture distance 

between the separated electrons and holes plays a crucially important role and dictates 

whether a full dissociation or rapid geminate recombination occurs monomolecularly. In 
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the literature, the recombination of geminate pairs is reported for the films in two ways,24  

in the first instance, thermally activated hopping drives the charges and concomitantly 

the recombination occurs due to their mutual Coulombic attraction. Alternatively, the 

geminate recombination results from following a through-space tunnelling (diffusion) of 

charges, which happens when the charges do not simply overcome an energy barrier, 

therefore, long-lived charges result in the observation of a long lifetime in delayed 

emission. Furthermore, in the case of using highly intense lasers, higher excited singlet 

states may be populated in a non-linear way, i.e. sequential photon absorption, singlet-

singlet annihilation (SSA), indeed the subsequent relaxations occurs very rapidly (~100 

fs) through the lowest singlet excited state, but, it has been reported for poly(9,9-

dioctylfluorene-co-benzothiadiazole) that a small fraction of higher excited singlets may 

result in geminate pairs,25 subsequently the singlet excitons can be formed by GPs as a 

secondary excitation process. In fact, under high excitation density conditions, it is also 

likely that the GPs can be formed in a bimolecular fashion (i.e. SSA),25 which result from 

the dissociation of vibronically hot singlet excitations (as fusion) on the femtosecond time 

scale.24  

Several previous investigations have reported on the dynamics of geminate pair 

generation and the recombination process within their mutual columbic potentials. The 

various excited state dynamics involve the kinetics of transitions and Monte-Carlo 

simulation techniques are commonly used for modelling.26,27 As a result of these studies, 

the key role of energetically disordered localised sites was highlighted along with the 

electron-hole separation of the GP in a film of the conjugated polymer (ladder type methyl 

substituted poly (p-phenylene) at different temperatures, where the initial energy 

distribution (at t=0) of the carriers is considered to stay far from their equilibrium 

positions. Subsequently, the relaxation of the charge occurs through the lower energy 

sites, resulting in a dispersive transport (power law decay) until the quasi-equilibrium is 

established,22 which was also confirmed by Ries et al.26 that the recombination rate 

asymptotically approaches to  𝑡−1 at low temperatures, where the carriers show long-

distance energetic downhill jumps through the lower energy sites, whereas, at higher 

temperatures, the recombination rate shows turnover from a decay behaviour 𝐼𝐷𝐹~𝑡−𝑚 

with the exponent of 1-1.3 to 𝐼𝐷𝐹~𝑡−2 . In addition, Hayer et al.28 reported in 
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polyphenylquinoxalines polymer that the observed delayed fluorescence originates from 

geminate pair recombination where the decay measurements in dilute frozen solution 

exhibits a power law part (𝐼𝐷𝐹~𝑡−0.3) at short time scales then at longer times a turnover 

to the conventional power law with the approaching exponent of -1 was observed. That 

was attributed to the recombination of charges at trapped sites, where one of the charges 

meets with its trapped counterpart (within the mutual Coulombic potential) after 

following a number of random walk steps. Indeed, the migration of charges at trapping 

sites is a relatively slow process and follows an exponential decay law (exp (-t/τ)),29 

which has a time-independent rate constant (assuming the mobility of charges is 

isotropic). Therefore, it has been reported for the one-dimensional systems 28 that the 

decay of delayed fluorescence may follow an exponential law at short and intermediate 

time scales. However, modelling the dynamics is not the subject of our investigations in 

this chapter. Instead, the origin of the delayed fluorescence from these dyes was 

examined, both in dilute degassed solutions and in molecularly isolated solid film 

environment.30  

4.3 Experimental 

 

In the process of sample preparation, ATTO-532 (ATTO-TEC) and Rh6G (Exciton) 

were dissolved in polar solvents such as ethanol, dimethyl sulfoxide (DMSO) and 

dichloromethane and left to stir overnight to achieve well-dissolved solutions. The 

solvents were prepared with similar concentrations, ranging from 4.4 10-5 M to 5.5 10-6 

M for Rh6G and from 4.0 10-5 M to 5.0 10-6 M for ATTO-532. Degassing was achieved 

through at least five pump-freezing-thaw cycles with a long necked quartz degassing 

cuvette. Then, the cuvvette was mounted into a liquid nitrogen cryostat (300 K to 77 K, 

Janis Research) for temperature dependent fluorescence measurements either for steady-

state spectroscopy or time-resolved spectroscopy (the spectroscopy techniques are 

described in more detail in Chapter 3).  

For the solid phase measurements, a polymeric surfactant, poly-vinyl-alcohol 

(PVA) (Mw 89000-98000 and 99+% hydrolysed) was used, to isolate and confine the 
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molecules in a rigid matrix. A high temperature was required (around 90 oC) to 

completely solvate the PVA in DMSO solvent, then the solvated PVA was mixed with 

ATTO-532 or Rh6G at the ratio of 9% wt/wt and drop casted onto sapphire discs. Then 

the film samples were mounted into a helium displax cryostat (300 K to 14 K) for time-

resolved decay measurements. The decay measurements were taken with the laser system 

operating at a repetition rate of 10 Hz until a camera gate time reached an upper limit of 

100 ms, after this time frame, a 1 Hz repetition rate was used (see Chapter 3 for details 

on iCCD measurements). A variable delay time of up to 10 µs was chosen to detect the 

weak delayed fluorescence after the decay of the intense prompt fluorescence, and, each 

spectrum has been recorded over 100 laser pulses in order to increase the signal to noise 

ratio. 

4.4 Results and discussion 

4.4.1 Investigation of absorption and emission spectra with steady-state 

spectroscopy 

 

The absorption spectrum of both materials is characterized by a main absorption 

band (π to π*) at ca. 530 nm and a (relatively) weaker, secondary band at 350 nm (see 

Fig.4.3.). The significant variations of the shoulder on the blue edge of the main 

absorption band (ca. 490 nm) has been previously reported and attributed to presence of 

higher aggregated species as dimers, trimers and tetramers.10,31,32 Bojarski et.al. have 

reported intermolecular aggregations with highly concentrated polar Rh6G solutions (of 

up to 10-2 M), where once the concentration of the dyes is increased, the formation of the 

dimers and higher aggregates (apart from the monomers of the dyes) is highly 

favoured.10,33 The formation of these aggregates shows a strong dependence on the 

structure of the molecules, polarity and viscosity of solvents and pressure of the 

environment.34  

The previous results evidenced that Rh6G consists of two energetically well 

separated fluorescent species; the energetically well separated monomeric (~ 505 nm) and 

dimeric (~ 540 nm) states, where the dimeric state consists of energetically separated H 
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and J bands.10 Furthermore, this paper revealed that, as a result of strong spectral overlap 

between the absorption and the emission bands, back and forth energy transfer occurs 

between excited monomeric and dimeric states.10 To possibly observe those energetically 

separated states, the absorption spectra of Rh6G and ATTO-532 were taken in solutions 

of differing concentration and solvent polarity (ethanol, EtOH, and dichloromethane, 

DCM), and show concentration dependent changes on the shoulder of the main absorption 

spectra. However, due to using dilute ethanol and dichloromethane solutions (~10-5 M 

and 10-6 M), such an obvious energy separation between monomer and dimer states has 

not been observed (see Fig.4.3.). This is in good agreement with previous work that once 

the concentration was increased, a pronounced half-width of the spectra was observed, 

confirming the concentration and solvent polarity dependent monomer and (weak) dimer 

state formation.10  

 

    

Figure 4.3  The concentration dependence of absorption spectra were taken in air saturated Ethanol 

solutions a) for Atto-532 b) for Rh6G, and also in air saturated DCM solutions c) for ATTO-532 d) for 

Rh6G  
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Further investigations were focused on understanding whether the triplet states had 

any involvement behind the formation of the absorption and emission bands. Addressing 

this point, the absorption and emission measurements were taken and compared in air-

saturated and degassed ethanol solutions (see Fig.4.4 a and b) using the oxygen as the 

excited triplet state quencher.35–37 Theoretically, the quenching of triplets in organic 

molecules is much more rapid than that of excited singlet states. The lifetimes of the 

triplets are generally long-lived, in the range of hundreds of microsecond to milliseconds, 

which is due to the spin-forbidden nature of transitions to the ground state. Therefore, it 

is possible that the diffusion of excited states and quenchers towards to each other may 

compete favourably with non-radiative and radiative processes, such as intersystem-

crossing (ISC) and phosphorescence.  

 

 

Figure 4.4  The absorption spectra of ethanol solution were taken comparing in air saturated/degassed 

environment a) for ATTO-532 b) for Rh6G. The emission spectra of Ethanol (EtOH) solution were taken 
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with a 337 nm excitation wavelength, and in air saturated/degassed environments c) for Atto-532 d) for 

Rh6G. 

According to our results, the dimer and monomer states are both responsible for the 

observed fluorescence and the energy transfer efficiency between the dimer and monomer 

states, which are strongly dependent on both the solution concentration and the excitation 

energy. This proposal is strongly supported in the following section using a time-resolved 

spectroscopy technique, which clearly shows the appearance of delayed fluorescence, 

particularly, in the case of exciting with high energy wavelengths. It should be 

emphasized here that triplet states play no role in the formation of any additional 

absorption band structures (aggregates) and this proposal was confirmed with steady-state 

photoluminescence measurements, in which the samples were excited at 355 nm and the 

photoluminescence intensities were found to be identical both within air-saturated and 

degassed ethanol solutions (see Fig. 4.4 c and d).  

4.4.2 Decay dynamics both in solutions and films 

 

Time-resolved and steady-state spectra are presented in one plot for convenience 

(see Fig. 4.5), which include the absorption, PF, DF and phosphorescence (PH) spectra 

of ATTO-532 (Fig.4.5 a) and Rh6G (Fig. 4.5 b) in diluted ethanol solution (2.0 10-5 M 

for Rh6G and 9.0 10-6 M for ATTO-532). The DF and PH spectra are compared with two 

different excitation wavelengths (Nd:YAG laser, second and third harmonics, 532 nm and 

355 nm).  As seen, the emission spectrum at 355 nm excitation wavelength resulted in the 

observation of DF, peaking at the same wavelength position as the PF emission at 570 

nm and 552 nm for ATTO-532 and Rh6G, respectively. Since the emission peak positions 

and spectral shapes remain unchanged over long time-scales, then it can be concluded 

that there is no spectral diffusion. However, and also interestingly, once the time-resolved 

measurements were repeated under exactly the same conditions (at the same delayed, 50 

ms, and integration, 1 ms, times) with the excitation source of 532 nm (Nd: YAG laser, 

2nd harmonic), only phosphorescence emission was detected around the peak positions of 

~670 nm (the PH peak is nicely consistent with a previous report)14 and no delayed 

fluorescence was observed (see Fig.4.5). In fact, the steady-state emission spectra peaks 
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of both materials were identical comparing the three different excitation wavelengths of 

337 nm, 355 nm and 532 nm (see Fig. 4.6 a). In addition, moderate solvatochromic shifts 

as well as broadened fluorescence bands (Fig. 4.6 b) in polar solvents are indicative of 

the (relatively) strong dye-solvent interactions in more polar solvents (high polarity index 

ranging 5.2 to 7.2) giving rise to reduced energy differences between excited and ground 

states. 

 

 

Figure 4.5  a) PF, DF and PH spectra of ATTO-532 in degassed ethanol solution at 77 K, the absorption 

(ABS) spectrum was taken in air-saturated ethanol solution at RT. The red line shows the DF and PH of 

ATTO-532 appearing simultaneously at 50 ms delay and 1ms integration, where 355 nm excitation energy 

was used. However, excitation with 532 nm resulted in only PH emission (~680 nm) at 50 ms delay and 

1ms integration times b) The same colours were used for ABS, PF, DF and PH spectra of Rh6G, which 

were taken exactly the same experimental conditions with ATTO-532. The peak of PH (~670 nm) is 

consistent with previous report.14 Again, excitation with 355 nm resulted in both DF and PH, but, only PH 

was observed with 532 nm excitation.    

 

Bojarski et al.10 suggested that the total fluorescence appeared as a result of both 

monomer and dimer contributions, and the dimer bands were energetically separated into 

two bands, namely EJ and EH. In that scenario, the EJ band was energetically below, and 

the EH band energetically above the monomer band. So, in this case, our observation of 

the delayed fluorescence with 355 nm excitation wavelength can be linked with previous 

findings. If these two energetically separate dimer bands exist, excitation of the higher 
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energy EH band only can make a contribution to the total fluorescence upon 

recombination. However, exciting with 532 nm, the EJ  band cannot contribute to the DF, 

because there is not enough energy to repopulate the excited monomer state to yield the 

DF, hence, the excess energy is such that the EH  band is excited. 

 

                       

Figure 4.6  a) ATTO-532 and Rh6G steady-state emission in air-saturated ethanol solution with excitation 

337 nm, 355 nm and 532 nm at RT, showing the same peak overlap b) Steady-state emission spectra of 

ATTO-532 and Rh6G in air-saturated (different polarity) solvents. Dashed and solid lines were chosen for 

Rh6G and ATTO-532, respectively. 

 

Fig. 4.7 a depicts the time-resolved decays of prompt and delayed fluorescence of 

materials in PVA drop cast films at RT and 15 K. In the solid state measurements, the PF 

lifetime is only weakly temperature dependent. In contrast, the delayed fluorescence, 

which decays biexponentially, is highly temperature and concentration dependent and the 

intensity of the DF is dramatically increased on cooling from RT to 15 K (see DF/PF 

ratios in Table 4.1). Moreover, the impact of concentration upon the intensity of DF is 

shown in Fig. 4.8, where the intensity of DF increases with increasing concentrations. In 

Fig. 4.7 b, the solid state (15 K) and the frozen solution (77 K) the lifetime decays are 

shown in one graph to give better insight into photophysical behaviours in different 

environments. In solution, the DF decay obeys the power law decay (𝐼𝐷𝐹~𝑡−0.25), while, 

in comparison, the DF decays biexponentially in the solid phase. This stabilisation gives 
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rise to a reduction of the coupling between the excited and ground state, and 

concomitantly causes long-lived power law lifetime decays of the DF.  

 

 

Figure 4.7  a) On a Log-log scale, the decay dynamics were recorded in PVA films exciting at 355 nm at  

15 K and RT b) decays in PVA films and ethanol solution were plotted and compared. 

 

    

Figure 4.8  At each measurements, the delay time was chosen as 130 ns and the integration time was 1 µs, 

the DF was measured in variety of concentrations in air saturated ethanol solution a) for Rh6G b) for 

ATTO-532. The DF emissions were compared in the same solution either in air saturated and degassed 

environments. 
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Table 4.1 Rh6G and ATTO-532 lifetimes of PF and DF in PVA films. The DF/PF ratio is provided and 

compared with respect to the temperature. PLQY of the materials are provided at two excitation 

wavelengths, 355 nm and 500 nm 

 

 

 

 

 

 

 

 

 

 

 

Table 4.2 Rho6G and ATT-532 lifetimes of PF and DF in ethanol solution at RT and 77 K .The DF/PF 

ratio is also provided and compared with respect to the temperature. 

 

4.4.3 Fundamental perspective on the origin of delayed fluorescence 

 

In order to clarify the origin of DF, identification is necessary between the known 

mechanisms that generate DF emission: triplet-triplet annihilation (TTA), thermally 

assisted delayed fluorescence (TADF) and geminate pair recombination. The methods to 

identify the origin of DF are based on time-resolved spectroscopy. One of which is 

Materials          𝝉𝑷𝑭 at 

       RT/15 K  

           (ns) 

          𝝉𝑫𝑭 at  

        RT/15 K  

            (𝜇s) 

DF/PF  ratio at  

RT/15 K  

PLQY Ex  

355 nm   

(%) 

  PLQY Ex  

500 nm 

(%) 

Rh6G 𝝉𝟏 = 𝟒 ± 𝟎. 𝟐 

 

𝝉𝟏 = 𝟑 ± 𝟎. 𝟔 

𝝉𝟏 = 𝟏 ± 𝟎. 𝟏  

    𝝉𝟐 = 𝟏. 𝟐 ± 𝟎. 𝟐 

𝝉𝟏 = 𝟒 ± 𝟎. 𝟑 

  𝝉𝟐 = 𝟑𝟎 ± 𝟏. 𝟐 

 𝟎. 𝟎𝟎𝟐𝟖 

   

 0.0057 

 14.3  29.4 

ATTO-532    𝝉𝟏 = 𝟒 ± 𝟎. 𝟏 

 

    𝝉𝟏 = 𝟑 ± 𝟎. 𝟒 

    𝝉𝟏 = 𝟏. 𝟏 ± 𝟎. 𝟐 

     𝝉𝟐 = 𝟏. 𝟑 ± 𝟎. 𝟏 

    𝝉𝟏 = 𝟓. 𝟑 ± 𝟎. 𝟐 

   𝝉𝟐 = 𝟑𝟐 ± 𝟐. 𝟑 

 0.0102 

 

 0.0132 

 12.7  26.8 

Materials  𝝉𝑷𝑭 at  

RT/77K (ns) 

𝝉𝑫𝑭 at  

RT (ns) 

𝝉𝑫𝑭 at 

77 K (ms) 

𝝉𝑷𝑯 at 

77 K (ms) 

DF/PF ratio  at  

RT/77 K 

Rh6G 4±0.5 370 ± 10 782 ± 12 763± 18 0.0018-0.0023 

ATTO-532 4±1 377 ± 8 785 ± 8 765 ± 9 0.0288-0.0304 
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comparing the lifetimes of DF and PH at the same temperatures (in degassed 

environments), and second is to measure the intensity dependence of DF and PH on 

excitation energy, and third, the temperature dependence of DF is measured to determine 

the thermally activated processes. The second method is commonly used throughout this 

thesis as one of the most powerful techniques to classify the origin of secondary electronic 

processes as monomolecular or bimolecular in nature. At this point, it is appropriate to 

outline briefly the triplet kinetic aspects of DF and PH generated by TTA. Theoretically, 

assuming that the triplets are formed by intersystem crossing from singlet states, in the 

case of exciting by a short laser pulses, the decay occurs either monomolecularly or 

bimolecularly. If DF arises via TTA, it should depend on the triplet concentration time 

evolution given by the equation,38 

 

 
𝒅[𝑻]

𝒅𝒕
= 𝑮 − 𝒌𝒎[𝑻] − 𝒌𝑻𝑻[𝑻]𝟐 (4.1) 

 

where 𝑘𝑚 represents the sum of nonradiative ( 𝑘𝑛𝑟)  and radiative ( 𝑘𝑟)  decay 

constants, 𝑘𝑇𝑇  refers to the bimolecular decay constants and  [𝑇]  is the triplet 

concentration. Under low excitation intensity conditions, the concentration of triplets 

shows a linear dependence on excitation intensity, however, at high excitation intensity 

conditions, the last term of the Eq. 4.1 becomes dominant and thus the concentration of 

triplets shows a quadratic dependence on excitation intensity. The solution of Eq. 4.1. can 

be written by considering the triplet concentration change in two conditions  (Eq. 4.2 and 

4.3), 

 

 [𝑻(𝒕)] =  [𝑻𝟎]𝐞𝐱𝐩 [−(𝒌𝒎)𝒕];          𝒌𝑻𝑻 ≪ (𝒌𝒎)[𝑻] (4.2) 

 

 [𝑻(𝒕)] =
[𝑻𝟎]

(𝟏+𝒌𝑻𝑻[𝑻𝟎]𝒕)
;                         𝒌𝑻𝑻 ≫ (𝒌𝒎)[𝑻] (4.3) 
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        From this point, the intensities of phosphorescence and the delayed fluorescence can 

be defined considering both cases, 

        in the case of   𝑘𝑇𝑇 ≪ (𝑘𝑚)[𝑇] ;    

 

  𝑰𝑷𝑯(𝒕) = 𝒌𝒓[𝑻(𝒕)] = 𝒌𝒓[𝑻𝟎] 𝐞𝐱𝐩[−(𝒌𝒎)𝒕] (4.4) 

 

 𝑰𝑫𝑭(𝒕) =
𝟏

𝟐
𝒇𝒌𝑻𝑻[𝑻(𝒕)]𝟐 =

𝟏

𝟐
𝒇𝒌𝑻𝑻[𝑻𝟎]𝟐𝐞𝐱𝐩 [−𝟐(𝒌𝒎)𝒕] (4.5) 

 

      in the case of 𝑘𝑇𝑇 ≫ (𝑘𝑚)[𝑇]; 

 

                                     𝑰𝑷𝑯(t)=𝒌𝒓[𝑻(𝒕)] =
𝒌𝒓[𝑻𝟎]

(𝟏+𝒌𝑻𝑻[𝑻𝟎]𝒕)
 (4.6) 

 

   𝑰𝑫𝑭(𝒕) =
𝟏

𝟐
𝒇𝒌𝑻𝑻[𝑻(𝒕)]𝟐 =

𝟏

𝟐
𝒇𝒌𝑻𝑻[𝑻𝟎]𝟐

𝟏

(𝟏 + 𝒌𝑻𝑻[𝑻𝟎]𝒕)𝟐
 (4.7) 

 

where 𝑓 indicates the fraction of encounters between two triplets giving rise to the 

generation of a singlet state. Eq. 4.5 shows that the DF decays exponentially with time (at 

low pump fluence conditions) where the rate constant of DF is twice compared with the 

radiative monomolecular process (phosphorescence). The variation of the delayed 

fluorescence intensity with excitation shows competition between the rate constants of 

the radiative monomolecular process (phosphorescence, 𝑘𝑟) and the bimolecular process 

(the diffusional collisional quenching of triplets, 𝑘𝑇𝑇). 

 In the case of high pump intensity and moderately short time conditions, the 

relationship between the intensity of DF and the concentration of triplets can be defined 

as Eq. 4.8,  
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        𝑰𝑫𝑭 =
𝟏

𝟐
𝒇𝒌𝑻𝑻[𝑻𝟎]𝟐;              𝒌𝑻𝑻[𝑻𝟎]𝒕 ≪ 𝟏 (4.8) 

 

where the DF is independent of time. In the case of high pump intensity and long-

time conditions, the relationship between the intensity of DF and the concentration of 

triplets can be defined as Eq.4.9, 

 

𝑰𝑫𝑭 =
𝟏

𝟐
𝒇

𝟏

𝒌𝑻𝑻𝒕𝟐
;                   𝒌𝑻𝑻[𝑻𝟎]𝒕 ≫ 𝟏 (4.9) 

 

where the DF is independent of pump intensity and approaches a 𝑡−2  law 

asymptotically. As seen from the equations above, once the monomolecular process 

dominates ,  the deactivation of triplets occurs more rapidly than the rate of triplet 

collisional diffusion, so the intensity of DF shows a linear dependence on the excitation 

intensity. However, if the bimolecular process dominates the system, the intensity 

dependence of delayed fluorescence upon excitation dose turns to a quadratic regime. 

Consequentially, within the TTA framework the delayed fluorescence should decay 

with a rate twice as fast as the phosphorescence decay. To confirm this, the lifetimes of 

DF for Rh6G and ATTO-532 were recorded (both in degassed ethanol solution and in 

PVA films) and compared with their PH lifetimes at 77 K and 15 K (see Table 4.1 and 

4.2). No PH emission was observed in drop cast PVA films which was a very surprising 

observation, because, previously, the phosphorescence emission was reported with water 

soluble polymer films at RT, where a very good isolation ability of PVA matrix was 

reported.30 Furthermore, the integrated intensity of delayed and prompt fluorescence 

(DF/PF ratios) were also calculated (Table 4.2), showing the average number of cycling 

steps between the singlet and triplet states, or in another words, the ratio shows the yield 

of singlet states harvested from triplet states.39 As seen, the ratios are very low, indicating 

the negligible triplet contribution to the singlet state. So, the possibility of TTA 

mechanism behind the DF is very weak. In addition, it can be confirmed that the lifetime 
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of DF is equal to (within the error) or longer than the lifetime of PH (see Table 4.2) which 

is again inconsistent with the characteristics of TTA (if the TTA is operative, the lifetime 

of DF should be half of the lifetime of PH). Clearly, the DF does not arise via TTA 

mechanism in these materials. Last but not least, the intensity dependence of DF on laser 

fluence (excitation dose, 𝐼𝑒𝑥𝑐  ) was plotted at constant temperature (RT) on a log/log 

graph of 𝐼𝐷𝐹 versus 𝐼𝑒𝑥𝑐, where the DF time frame was chosen as 500 ns delay time to 2 

µs integration time for both dyes as seen in Fig. 4.9. The DF intensity is linearly dependent 

(slope 1.02 for ATTO-532 and slope 0.95 for Rh6G) on the excitation dose of over 2 

orders of magnitude laser power, at ≤ 100 µJ per pulse per cm2. If the DF arose from 

TTA, the power dependence should have a quadratic dependence at low to medium laser 

intensities; this evidence also supports that TTA cannot be the responsible mechanism 

behind the DF of ATTO-532 and Rh6G.  

Figure 4.9  The DF intensity dependence of ATTO-532 and Rh6G in solution, laser fluence (Iexc) exciting 

337 nm in log-log scales at RT. The DF intensity grows linearly with excitation density. 500 ns delay time 

and 2 µs integration time have been chosen. 

 

The observation of a linear dependence of the DF intensity with excitation energy 

in both materials would be consistent with E-type delayed fluorescence (or TADF). 

According to the kinetics of TADF materials, particularly considering the long-time 



 

103 | P a g e  

 

regime (after the time when the rapid component of prompt emission has decayed), the 

depopulation of excited singlets and triplets can be written as,39 

 

          
𝒅𝑺𝟏

𝒅𝒕
= −𝒌𝒇𝑺𝟏 +     𝒌𝒓𝑰𝑺𝑪 𝑻𝟏            (4.10) 

 

        
𝒅𝑻𝟏

𝒅𝒕
= −(𝒌𝒓𝑰𝑺𝑪 + 𝒌𝒓)𝑻𝟏              (4.11) 

 

where 𝑘𝑓 is the rate constant of fluorescence emission from singlet state and the 

𝑘𝑟𝐼𝑆𝐶 is the rate constant of reverse intersystem crossing from thermally activated upper 

lying vibronic states of T1 to S1 and the monomolecular decay rate (phosphorescence) 

from T1 state is represented with 𝑘𝑟. Once the Eq. 4.10 and 4.11 are solved,  

       

 𝑻𝟏(𝒕) = 𝑻𝟎𝒆−𝑿𝒕 (4.12) 

  

 

                                  𝑺𝟏(𝒕) =
𝒌𝒓𝑰𝑺𝑪

𝒌𝒇−𝑿
𝑻𝟎𝒆−𝑿𝒕 (4.13) 

 

where 𝑋  represents the sum of the rate constans (𝑘𝑟𝐼𝑆𝐶 + 𝑘𝑟 ) for reverse 

intersystem crossing (𝑘rISC) and phosphorescence (𝑘𝑃𝐻). Using Eq. 4.12 and 4.13, the 

steady-state intensity of delayed fluorescence can be written as,  

 

  𝑰𝑻𝑨𝑫𝑭 = 𝒇𝒊𝒏𝒔𝒕𝒌𝒇𝟎 ∫ 𝑺𝟏

+∞

𝟎

(𝒕) 𝒅𝒕 = 𝒇𝒊𝒏𝒔𝒕𝒌𝒇𝟎

𝑻𝟎𝒌𝒓𝑰𝑺𝑪

𝑿(𝒌𝒇 − 𝑿)
 (4.14) 
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where 𝑓𝑖𝑛𝑠𝑡  is the instrumental factor and the natural radiative decay rate is 

represented with 𝑘𝑓0. In the case of 𝑘𝑓 ≫ 𝑋, the Eq. 4.14 can be written in a simpler 

manner,  

 

   𝑰𝑻𝑨𝑫𝑭 = 𝒇𝒊𝒏𝒔𝒕𝒌𝒇𝟎

𝑻𝟎𝒌𝒓𝑰𝑺𝑪

𝑿𝒌𝒇
  (4.15) 

 

as seen in the equations above, the intensity of delayed fluorescence is linearly 

dependent on the excitation dose. In the case of plotting the integrated intensity of DF 

versus the excitation dose on log/log scales, the result must show a slope of 1 indicating 

a monomolecular process. Another characteristic feature of the TADF materials is the 

need for a small energy gap between the singlet and triplet states, ∆EST (electron exchange 

energy). The calculated value for the energy splitting gap (∆EST) was 0.38 ±0.02 eV for 

Rh6G and 0.36 ± 0.02 eV for ATTO-532 which is a reasonable energy gap for weak 

TADF emitters.9 Such a small gap allows for the DF to be caused by TADF. However, 

clear evidence for the absence of the thermal activation of the delayed fluorescence in 

these dyes was given by the temperature dependence of DF in Fig. 4.10. The increase in 

intensity with temperature clearly was not consistent with the materials showing efficient 

TADF mechanism.  

According to Kasha’s rule,40,41 molecules that are excited to the upper singlet states, 

relax non-radiatively to an emissive singlet state and emit at the same emission 

wavelength meaning that the emission wavelength is independent of excitation 

wavelength. Strictly speaking, that gives us strong evidence that TADF is independent of 

excitation wavelength; hence, DF must appear at all excitations wavelengths (both 355 

nm and 532 nm). Here, the DF is completely excitation wavelength dependent which is 

also inconsistent with TADF phenomena. Hence the only possible origin of the DF is from 

the coulombically bound geminate pair recombination (GP) process. In general, the 

optical charge carrier production follows two main steps; i) a photon results in a 

coulombically bound electron-hole pair as a result of direct charge transfer transition or 

ii) autoionization of  the molecular excited state by means of excess energy.23 Afterwards, 
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the formed free charges stay at their initial intra-pair separation , even though this distance 

is not well defined quantity, as well as the medium is assumed to be homogeneous and 

owning its dielectric constant. Under these conditions, the charges undergo Brownian 

motion (random motion of the particles) in a coulombic potential until they either 

recombine geminately or fully dissociate. This process is called the “infinite sink 

approximation”.21 

      

 

Figure 4.10  a) Temperature dependence of delayed fluorescence of ATTO and Rh6G in ethanol solution 

b) and in solid phase using PVA matrix. Measurements were taken in 200 ns delay time and 3 µs integration 

time 

 

According to the Onsager theorem, the carriers are found at a distance in which the 

electrostatic binding energy of two oppositely charged carriers are thermal energetically 

equal. Therefore, energy must be provided which is considerably larger than the thermal 

energy, 𝐸𝑒𝑥𝑐 >> kT, to separate such pairs. The energy of an individual GP is given by 

the mean charge separation distance, the coulomb attraction radius (rc =  e2 4πɛɛ0kT,⁄  ɛ 

-dielectric constant of material, k-Boltzmann constant and T-temperature), and 

recombination rate is also directly proportional to this distance and will reduce at longer 

time scales. Given that the linear absorption of both materials show the characteristic blue 

shoulder ascribed to the absorption of the dimer species, it is thus very reasonable to 

assume that the photo excited charge transfer occurs between the two molecules forming 

the dimer species, and the electron-hole pairs are generated by means of charge transfer 
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from a higher excited aggregated state (dimer). As happens in our case, the DF appears 

at the same energy level with PF emission (see Fig. 4.5). It should also be highlighted 

here that given the charge separation is across a dimer state, rapid geminate recombination 

can be avoided. Particularly, in the solution phase, there are more energetically disordered 

localised sites compared to the solid phase; because of this the recombination time (t) 

takes longer and the DF lifetimes range up to milliseconds at low temperatures (see Table 

4.2). 

Considering the coulombic attraction distance, the dielectric constant of the 

environment plays a crucial role in this recombination process. Generally, in organic 

materials the dielectric constant is low, hence, the coulombic binding energies are 

relatively large. Typically, the energy of the dimer state exceeds the energy of the singlet 

excited state by around ~0.2-0.5 eV and intrinsic photoconduction starts only ~ 1 eV 

above the excitonic absorption edge.21 However, this energy gap is lowered once the 

lowest excited state acquires a charge transfer character (that point will be exemplified in 

more detail in Chapter 5). The binding energy in polar solvents will also be relatively low 

because of the higher dielectric constants and this results in added stabilisation of the 

charge separation over longer distances as well as giving more disordered states. This 

gives rise to a distribution of tunnelling distances for the recombination process which in 

turn has been shown to lead to a power law decay of the emission 42 which was also 

observed here. Furthermore, the general solvatochromism of both materials in different 

concentrations indicate the presence of charge transfer character of the π-π* states (Fig. 

4.6 b), especially as the highest dielectric constant belongs to dimethyl sulfoxide and 

results in a more broadened and more red-shifted emission, and this red shifted emission 

for the dimer species shifts relatively further than the (π-π*) states. 

The effects of different excitation sources were also compared in the case of 

exciting with 532 nm, only π-π* states are excited and no delayed emission was seen. 

However, in the case of using 355 nm laser as the excitation source leads to excitation of 

the higher dimer species (assumed EH band of dimers) and concomitantly delayed 

emission was observed as a result of the long lived geminate recombination process. It is 

clear from our observations of Rh6G and ATTO-532 that the DF is only observed when 

there is sufficient excess energy to excite the dimer states. The geminate recombination 
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of well-separated charge pairs on dimer (and higher) species, which eventually undergo 

monomolecular recombination, have enough energy to populate the π-π* singlet state and 

emit DF at the same peak position as a 1(π-π*) prompt emission. In addition to the key 

observation of the cause of the DF, the long lasting lifetime in frozen solution at 77 K 

(see Table 2), compared with shorter life time in PVA, is consistent with more aggregated 

species in frozen solvent, where the molecules are stabilised by the polar environment 

giving a longer time for monomolecular recombination. However, in the polymer matrix, 

dimerization has less chance to occur in the PVA matrix, which acts to help molecular 

solubilisation yielding isolated molecules,30 and recombination occurs at relatively 

shorter times (see Table 1). The lifetime remains long at low temperatures, as a result of 

slower recombination process. Consistently, the DF/PF ratios increase at low 

temperatures, which is also reasonable when compared with the temperature dependence 

of DF (see Fig.4.10). Given that the dimer species absorption must overlap with the 

singlet absorption under the main “absorption” band, the observation of DF will be highly 

dependent on where within the main absorption band excitation occurs. Thus, at 532 nm 

no DF is observed, but it must be assumed that excitation at higher energies will give rise 

to dimer excitation and concomitant DF. 

4.5 Conclusion 

 

In this chapter, the origins of DF of Rh6G and ATTO-532 were interpreted. It is 

clearly shown how the origins of DF can be distinguished from the previously suggested 

DF mechanisms and triplet state involvement. The chapter also proposes that DF results 

from the geminate pair recombination of optically generated electron-hole pairs on dimer 

species rather than from triplet-triplet annihilation or TADF. Clearly, if the DF was to 

arise from triplet-triplet annihilation, the DF would have a decay rate twice as fast as the 

PH and; its laser fluence dependence would follow a quadratic law initially and later turn 

to a linear regime at very high triplet densities. However, the laser fluence dependence 

was found to be linear from low intensities up to high intensities. Furthermore, the 

temperature dependence of DF in frozen solution and in PVA demonstrates a high 

intensity increase approaching the lower temperatures, which also confirms that the 
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source of DF cannot be explained using TADF. Therefore, the conclusion can be made 

that the origin of DF is from the geminate recombination of dimer (and higher species) 

electron-hole pairs. They may undergo monomolecular recombination and populate the 

molecular π* states as they are higher energy states so that there is enough excess energy 

in the separated pairs. The power law decay of the DF indicates a distribution of charge 

separation distances in the disordered manifold of dimer and higher species. With this 

work, for the first time the origin of DF has been clarified and the photo physical 

properties shown for Rh6G compared with its derivative, ATTO-532, along with the role 

played by excess energy necessary for the formation of DF via geminate electron-hole 

pairs. 
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CHAPTER 5: INVESTIGATION OF COMPLEX EXCITED STATE 

DYNAMICS OF POLYSPIROBIFLUORENE IN SOLUTION PHASE: 

THE INTER/INTRACHAIN INTERACTIONS BEHIND THE 

FORMATION OF CHARGE TRANSFER STATES 

 

This chapter has been published as: 

Murat Aydemir, Vygintas Jankus, Fernando B. Dias, Andrew P. Monkman,* 

“Inter/Intrachain interactions behind the formation of charge transfer states in 

polyspirobifluorene: A case study for complex excited-state dynamics in different 

polarity index solvents” J.Phys.Chem.C, 2015, 119 (11), 5855-5863 

 

 

Figure 5.1 The diagram represents the energy levels of ground (𝑆0) and exited states in two different 

solvents, methyl cyclohexane (MCH) and 2-methyltetrahydrofuran (2-MeTHF), and the cycling process 

behind the population of the states. Locally excited singlet 1(π-π*) and triplet 3(π-π*) states are represented 

as 𝑆1 and 𝑇1, respectively. There also exists a charge transfer (𝐶𝑇1) state in MCH, where the excited singlet 

and triplet states are represented as 𝐶𝑇1
1  and 𝐶𝑇1

3, respectively. In addition, in 2-MeTHF, the existing 

charge transfer states are presented as 𝐶𝑇1 (at 90 K) and 𝐶𝑇2 (at 145 K). In the diagram, the superscripts 

represent the multiplicity of the states. More detail will be given in the text. 

 

The purpose of this chapter is to understand the complex excited-state nature of the 

conjugated polymer, polyspirobifluorene (PSBF), in solution phases. The following 

chapter will explain how formation of charge transfer states in PSBF polymer film play a 
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crucial role in the up-conversion mechanism. In general, the organic molecules in their 

film form tend to form more disordered structures compared with inorganic 

semiconductors. Before exploring the photoluminescence dynamics in the solid-state 

films, we investigate molecules in dilute solutions, as it might give some insight into the 

nature of excited states in films. The reason for choosing this particular material is that, 

previously, a total singlet yield of 0.44 ±0.04 was achieved by fluorene based OLED 

devices by Rothe et al., which was more than the classical spin statistical limit of singlet 

generation (0.25), therefore, clear understanding was necessary of the photo-physical 

mechanisms that give rise to “extra” singlet generation. Therefore, in this chapter, 

measurements were carried out in two different polarity index solvents, in MCH and 2-

MeTHF, which allow the resolution of solvent quality and temperature dependent charge 

transfer state formation arising from ‘inter/intra-chain’ interaction phenomena.  

5.1 Introduction 

 

A great deal of work has focused on highly emissive blue-emitting polyfluorene 

derivatives in organic light emitting devices (OLEDs) to understand the nature and 

complex excited-state dynamics of conjugated polymer systems.1–3 Inherently, 

conjugated polymers show conformational and energetic disorder which give rise to wave 

function localization on conjugated segments of different lengths and results in formation 

of a broad density of states (DOS).4,5 If a singlet or triplet excitation has initially been 

generated in a random way within the DOS, then it follows a relaxation process towards 

the tail of the DOS.6 As a consequence of this electronic relaxation, the spectal diffusion 

and dispersion of excitation transports occur. This strongly disordered intramolecular 

conformation and intermolecular packing nature dominates charge transport properties in 

conjugated polymers,7 and many photophysical processes are explained with structural 

dynamics by means of some degree of electron-phonon coupling. According to the 

Franck-Condon principle, electronic excitation occurs immediately from the ground state 

to higher excited states, however, conformational relaxations occur as long as the 

electronic charge distribution is stabilised, therefore, the overall conformational 

relaxation takes a finite time and is accompanied by a spectral shift to lower energies.8 In 
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particular, if the excited state chromophore and the surrounding solvent is polar, the 

enhanced solvent-solute interactions give rise to a change in dipole moment of the 

chromophore and concomitantly a dynamic solvatochromic shift of the spectra is likely 

towards the lower energies, which can be attributed to formation of new species, i.e. 

charge transfer states, excimers, etc.9 Furthermore, conformational relaxation can change 

the degree of orbital overlap between the backbone and the side chains of the polymer, if 

the orbital overlap is high, the electron transfer between the backbone and the sidechains 

is significantly facilitated by the enchanced donor-acceptor effect.3 

Generally, the chains of a conjugated polymer adopt a “random coil” conformation, 

and changes in spatial arrangements of the chains depend on the environmental 

conditions. Thermal processing, solvent viscosity and polarity all affect the final 

conformational relaxation of the polymer chains resulting in new photophysical 

properties,2,10 which show dramatic differences when comparing the solution and solid-

state phases.11,12 Several research groups have reported evidence that the energy transfer 

(migration) process is significantly affected by molecular interactions and polymer chain 

packing.13,14 In particular, in dilute solution, chains are considered as isolated and have 

more conformational degrees of freedom, therefore, intramolecular interactions are 

highly likely between the different segments of the same chain, and a photoexcitation 

event may result in an intrachain energy transfer process.15 The intrachain energy 

migration requires the motion along the conjugated backbone of a single polymer chain, 

under the conditions that no more chain-to-chain interactions exist (self-folding is 

prevented considering a rigid-rodlike structure). In general, rigid-rod type polymers 

demonstrate more extended conformations compared to the polymers which have more 

flexible backbones.16 However, in the solid state, the situation is more complex when 

there are seveal chromophores in close proximity around the excited chromophore 

(packing nature of the chains). In this case, intermolecular interactions are highly possible 

between different polymer chains, and a photoexcitation event may result in interchain 

energy transfer process.15 The interchain energy migration is a through-space energy 

process between close proximity chromophores, where the chromophores belong to 

different polymer chains or chain folding brings the chromophores together. If the chain 
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folding process happens, multiple funnels may be formed along the polymer chains which 

enable excitons to migrate towards quenching or dopant sites.17 A detailed energy 

migration process due to inter/intra-chain interactions was reported by Hennebicq et al.,15 

where formation of weak complexes between polymer chains was revealed. In addition, 

intrachain energy migration has been found relatively less effective process compared to 

interchain migration,18 which is attributed to the weak dipole coupling of the excitations 

along the chain direction.  

In this chapter, the effects of chain-chain interactions have been investigated in 

polyspirobifluorene (PSBF) homopolymer (770000 g/mol), which was developed by 

Merck OLED Materials GmbH. Structurally, the PSBF consists of a polyfluorene 

backbone with additionally substituted fluorene unit with electron-donating alkoxy side 

chains by a spiro-linkage at the 9-position (see Fig.5.2). This spiro-linkage means that the 

fluorene group containing the four branched alkoxy groups is rigidly perpendicular to the 

backbone which are designed to prevent any possible aggregation and crystalisation of  

the PSBF. Conjugation is enhanced by means of spatial overlap of π-orbitals between 

orthogonally positioned fluorene units, that is, spiroconjugation. This gives rise to 

enhanced charge carrier mobility, photo-chemical stabilization and non-aggregation.2,3 It 

should be noted that H-aggregate formation in spiro polymers cannot occur. In general, 

H- aggregation results from strong intermolecular van der walls type attractive forces 

between the molecules, which can be determined by distinct changes in the absorption 

band as compared with the monomeric species. However, the PSBF polymer was 

designed to prevents any form of crystalization or formation of ordered aggregates 

through the use of the spiro side groups. This geometry plus the branched nature of all 

four alkoxy groups prevent any ordering of the backbone or aggregation of the main chain 

and also prevents co-facial interaction between neighbouring phenyl groups as steric 

hindrance forces alternated spiro groups to flip 1800 across the backbone, such that H-

aggregates (which need a very high degree of local order, i.e. plane to plane stacking for 

sandwich type arrangement) cannot form.19 Furthermore, the attached additional electron 

donating side groups to the spiro fluorene side group enable solubility of PSBF to increase 

electron transport properties.2 The concept of spiro-linkage was offered by Salbeck et 

al.20 to stabilise the amorphous nature of conjugated molecules, where the presence of 
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large steric hindrance prevents any kinds of ordering. In addition, the spiro-linkage 

increases the glass transition temperature of PSBF, which is significantly higher than that 

of conventional polyfluorene.21 That enables morphological stability and makes the 

devices more stable and robust, therefore, the PSBF polymer is considered as one of the 

most promising blue-emitting materials for PLED applications.22 Furthermore, the 

aforementioned donor-acceptor effect can be enchanced remarkably by spiroconjugation, 

which enables rapid electron delocalisation from the backbone to the sidegroups, and this 

phenomenon is attributed to formation of a charge transfer (CT) state.3  

 

                                   

             Figure 5.2 The chemical structure of polyspirobifluorene (PSBF) homopolymer 

 

Recently, Monkman and co-workers have reported the investigation of fluorene 

derivatives to understand the excited-state photophysics,2,3 and how it affects the high-

efficiency of devices.22 The reports in solution showed that solvent-solute interactions 

shorten intermolecular distances and tend to favour rotational and translational 

relaxation.23 Hintschich et al.  highlighted the important role of geometrical orientation 

of the side groups of fluorene derivatives to increase the orbital coupling and enhance 

spiroconjugation, which facilitates relaxation of the initially excited-state and stabilises 

the long-lived CT state.2 In addition, the photoinduced absorption features of PSBF film 

have reported by King et al.,3 where two excited absorption bands are observed in PSBF: 

PA1 is due to the singlet excited state absorption, PA2 is assigned to the formation of 

spiroconjugation enhanced intramolecular CT states. The large lifetime decay differences 

observed between PA1 (rapid process) and the ground state recovery (slow process) 
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showed the dominating role of the PA2 band in the recovery of the ground state. However, 

the literature review reveals that fundamental photo-physical properties of PSBF excited 

state are still unable to explain the formation of CT state and additional singlet generation 

mechanism in solution and film. The latter will be the subject of interest in Chapter 6.  

5.1.1 Spin-statistics of triplet-triplet annihilation  

 

In the literature, several works showed evidence of additional singlet generation in 

polyfluorene type polymers resulting from bimolecular processes i.e. triplet-triplet 

annihilation (TTA) or triplet fusion (TF), in which the basic quantum mechanical spin 

statistic is broken (the singlets and triplets are formed in the ratio 1:3) by means of 

interaction within the two uncorrelated triplet excitons to generate secondary production 

of singlet excitons.24,25 Theoretically, once two triplets approach close enough to interact 

in a diffusion controlled environment there are statistically nine equal possible ways for 

their spins to be combined and form an excited complex which have three different 

multiplicities: one of which has singlet multiplicity, three of them have triplet 

multiplicity, and five of them have quintuplet multiplicity.  

After the formation of excited complexes, the dissociation process occurs and 

higher energy singlet and triplet states plus their ground state molecules are formed in the 

ratio of 1/9 and 3/9 respectively. Then rapid internal conversion occurs and higher energy 

singlet turns back to emissive singlet excited state where the delayed fluorescence arises 

as a result of this bimolecular process. In addition, the higher energy triplet state also 

undergo rapid internal conversion to the initial triplet state and give rise to trigger further 

annihilation recycles which play an active role in repopulation of the singlet excited state. 

This process continues until all the triplets are depleted. In other words, the outcome of 

triplet recycling is formation of an excited triplet state and a singlet ground state molecule. 

So, in every recycle process, the energy consumption occurs significantly due to 

deactivation of one annihilating molecule. Consequentially, the maximum emissive 

singlet yield via TTA event can be theoretically predicted as ~11%. However, much 

experimental evidences show that this theoretically calculated singlet generation value is 

not totally true and can be overcome.26,27 
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The reason is that the quintet encounter complex cannot undergo an annihilation 

process and dissociate to initial triplet states with negligible energy loss. In many cases 

the statistics are different because high energy quintuplets are usually not energetically 

reachable,28,29 which means the energy of two annihilating triplets (2𝑥𝐸𝑇1
) is not enough 

to form a high energy quintet encounter. So, the total singlet generation via TTA can be 

determined depending on two conditions;29,30 i) if the energy of two triplets is higher than 

the energy of singlet state 𝑆1 (2𝑥𝐸𝑇1
> 𝑆1) as well as higher than the energy of one of the 

higher energy triplet levels 𝐸𝑇𝑁
 (2𝑥𝐸𝑇1

> 𝐸𝑇𝑁
), in this scenario the collision between two 

triplets (TTA) gives rise to form a singlet excited state (𝑆1) and  𝑇𝑁 state where the 𝑇𝑁 

state rapidly decay back to 𝑇1  state and results in formation of one triplet. 

Consequentially, five of the triplet excitons are quenched to the ground state and two of 

them generate one singlet, then, probability to obtain singlet excited state via TTA is 

increased to 2/5. In other words, the fraction of triplets that generate singlets via TTA is 

20% (0.5 x 2/5). ii) In the most favourable scenario, if the energy of two triplets is higher 

than the energy of the singlet state  𝑆1 (2𝑥𝐸𝑇1
> 𝑆1), however, lower than the energy 

of  𝐸𝑇𝑁
 (2𝑥𝐸𝑇1

< 𝐸𝑇𝑁
), then only singlet states can be formed through TTA, not 𝑇𝑁 state. 

In this case, the fraction of triplet states that generate singlets via TTA can be given as 

50%.                      

5.2 Experimental 

 

Dilute solutions of PSBF (~10-5 -10-6 M or the optical densities <0.8) were prepared 

in both 2-methyltetrahydrofuran (2-MeTHF) and methylcyclohexane (MCH). After 

transferring the solutions into the necked cuvette, the oxygen was removed from the 

solutions by five pump-freezing-thaw-cycles. Then, the cuvette was mounted in a liquid 

nitrogen cryostat (300 K to 77 K, Janis Research) for temperature dependent fluorescence 

measurements both for steady-state and time-resolved spectroscopy techniques (the 

spectroscopy techniques are given in more detail in Chapter 3)  

Picosecond time-resolved fluorescence decays were collected using the time-

correlated single photon counting technique (impulse response function, IRF: 19.5 ps). A 
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vertically polarized picosecond Ti:sapphire laser (Coherent) was used as an excitation 

source, the excitation wavelength was 367 nm, and the power of the laser was 54 MW. 

Then emission was collected using a polarizer at its magic angle (540), which was 

crucially important to remove any possible polarization effects. For detection of the 

emission a double monochromator (Acton Research Corporation) which was coupled to 

a microchannel plate photomultiplier tube (Hamamatsu R3809U-50) were used. 

5.3 Results 

5.3.1 Steady-state measurements of absorption and emission 

 

Normalised absorption and the emission (exciting with 355 nm) spectra are depicted 

in Fig. 5.3., which are collected in two solvents with different polarity index, namely in 

methyl cyclohexane, and 2-methyltetrahydrofuran. When the polarity of the solvent 

increases the absorption spectra slightly shifts to blue, and the 𝑆0 → 𝑆1 (0-0) transitions 

peaks are assigned as ca. 400 nm in MCH and ca. 395 nm in 2-MeTHF. For the emission, 

the spectra show structured properties, the peak ca. 426 nm in MCH and ca. 424 nm in 

2-MeTHF are assigned as the π-π* transition peaks. In addition, the π-π* transition peaks 

almost overlap with each other (~2 nm differences), whereas, once the polarity of solvent 

increased, the red-shoulder of the emission peak in MCH (ca. 447 nm) showed significant 

enhancement in 2-MeTHF solution and appears ca. 450 nm. The slight difference in the 

peak positions (~3 nm) of the spectra is due to the polarity difference of the solvent. The 

great enhancement of the half width of the spectral shape arises due to involvement of 

stabilised states of the singlet-excited state (𝑆1) in polar solvents, i.e. charge transfer 

states. The fluorescence enhancement can be calculated from the integrated area of the 

spectrum, which was ~42%.              
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         Figure 5.3   Absorption and emission spectrum of PSBF in MCH and 2-MeTHF at RT.  

5.3.2 Temperature dependence of photoluminescence in variety of solvents 

 

The steady-state behaviour of PSBF as a function of temperature is observed in the 

same degassed solutions. Fig. 5.4 a. shows the photoluminescence (PL) behaviour in non-

polar degassed MCH solution as a function of temperature. The feature at 426 nm is 

assigned to a 1(π, π*) transition with the 0-0 transition having the highest intensity with 

vibronic structure at high temperatures. However, on cooling down to 145 K, the spectra 

gradually loses the structured shape as well as energetically shift to the red by ~0.12 eV 

and form a red-shifted emission band. The change in the intensity and the shape of 

structure is depicted as a function of temperature comparing in air-saturated and degassed 

MCH solutions (see Fig. 5.5). It is worth highlighting that slightly structured emission 

arises from the new band, not from the 𝑆1  state, and the peak positions are not 

significantly affected by changes in temperature (145 K to 95K).  

The steady-state PL emission behaviour of PSBF in degassed (Fig. 5.4 b) 2-MeTHF 

solutions are presented as a function of temperature. The feature at 424 nm is assigned to 

a 1(π, π*) transition with the 0-0 transition having the highest intensity with vibronic 

structure at high temperatures. As a result of cooling, the moderate separation is observed 

between two emitting species where a clear isoemissive point was observed showing that 

the two emitting species are kinetically linked to each other. However, on cooling down 

to 145 K, all the vibronic structure is lost, and a new emission band, with no vibronic 
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structure is formed. This new emision was strongly red-shifted to ca. 500 nm and showed 

a classic Gaussian line shape, which is a very distinctive emission band and never 

obtained in MCH solution.  

 

 

Figure 5.4 Temperature dependence of steady-state emission of PSBF a) In degassed MCH solution b) In 

degassed 2-MeTHF solution. 

 

 

Figure 5.5 Temperature effect upon steady-state spectra of PSBF is represented a) in air saturated and 

degassed spectra at 295 K b) in air saturated and degassed spectra at 145K. 
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It should be noted that during the measurements, very dilute solutions were used so 

it is highly unlikely that any aggreagations could occur resembling an H-aggregate (that 

requires a large number of molecules to be highly ordered into an aggreagate to see the 

effects of  Davydov splitting). This can also be compared to poly-3-hexylthiophene where 

the linear alkyl chains can crsystalize and drive the backbone into a well-ordered rigid 

rod configuration. These rods then form local ordered regions, which are thought to be 

large enough to support small H-aggreragate domains.31 Here, it is attributed to CT state 

emission which is stabilised by solvent polarity and temperature accompanied by 

structural changes to adapt the molecular structure to the new emissive species. That is 

attributed to result from inter-chain interactions, not from intra-chain interactions which 

is also confirmed by measuring the concentration dependence of emission at 295 K and 

145 K in three different optical density values (see. Fig 5.6). 

Fig. 5.7 a shows the change in the intensity and the shape of structure as a function 

of temperature for both air-saturated and degassed 2-MeTHF solutions. The changes in 

temperature obviously results in the formation of a new unstructured emission band which 

is energetically lower than 1(π-π*) band (~0.27 eV). However once the solution is frozen, 

i.e. 90 K, the spectra dramatically shifts to the blue (~0.15 eV) and loses all contribution 

from the unstructured CT1 state, in this case, the fluorescence arises from a totally 

different species which is assigned as an intramolecular charge transfer (ICT) state in 

which the fluorescence increases dramatically and also phosphorescence emission can be 

observed even in the steady-state emission spectra (ca. 567 nm). The reason for this is 

that, enhanced ICT character of the lowest singlet excited state gives rise to pronounced 

intersystem crossing,32 that proposal is confirmed by obtaining  the energy of 𝑇1 state as 

~2.20 ± 0.3 eV which is very close value that have been found by Rothe et al. in 

polyfluorene films as 2.22 eV.22 

In chloroform (see Fig. 5.8) similar CT state formation behaviour is clearly 

observed. At 220 K the solution is cold enough to form intermolecular CT emission, 

however, once the temperature is decreased further, i.e. 195 K, red-shifted emission is 

gradually lost and the transition between the intermolecular CT species (𝐶𝑇2
1) to intra-

molecular CT species (𝐶𝑇1
1) can be observed by means of spectral overlap between the 
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peak of 220 K spectra and the red tail of structured 195 K spectra. At low temperatures 

the spectra completely returns to the intra molecular species (at 95 K), in which the 1(π, 

π*) state and newly formed intra molecular CT state contribute to total fluorescence 

emission. 

 

                             

Figure 5.6 Steady-state emission of PSBF at 295 K and 145 K in three different concentrations (optical 

density values) in 2-MeTHF solution 

 

 

Figure 5.7 Comparison of the effect of temperature on steady-state PL spectra of PSBF in 2-MeTHF a) air 

saturated and degassed spectra at 295 K and 145K b) formation of CT states comparing the 1(π-π) spectra 

at various temperatures. 
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Figure 5.8 Comparison of the effect of temperature on steady-state PL spectra of PSBF in CHL a) air 

saturated and degassed spectra at 295 K and 145 K b) degassed spectra shows the clear transitions between 

the CT states c) degassed spectra at 295 K, 145 K and 95 K.  

 

The conclusion can be made that as these new states which form as the temperature 

is decreased (and solvation becomes progressively worse) are charge transfer in nature 

through the Gaussian band shape combined with the solvatochromism the new bands 

exhibit. This spectral shift of the new emission band with increasing solvent polarity 

shows that the new Gaussian shape band is not just a matter of aggregation and rather 

involves some degree of charge localization and creation of an excited state dipole 

moment that is different from the ground state dipole moment, otherwise the “same” 

aggregate would be present in different solvents, and in particular would not disappear at 

low temperatures, when below the solvent melting temperature local solvent-solute 

interactions are no more possible. Further, in our group’s previous work on this polymer 
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3 is has been shown that these new states are readily shifted in energy by an applied 

electric field, again consistent with them possessing a ‘permanent’ dipole moment. Also, 

the decrease in the PLQY as a function of temperature is ascribed to the formation of the 

CT states. As shown previously, the (triplet) CT3 state can readily recombine to form a 

local triplet on the polymer backbone, in particular, if the local triplet state is lower in 

energy, this leads to enhanced (effective) ISC and triplet production.32 Thus as more CT 

states form there is a competition set up between CT1 fluorescence to CT3 ISC and CT3 

quenching to the local triplet state, which leads to a decrease in PLQY as the temperature 

decreases.32,33 

5.3.3 Time resolved decay dynamics with nanosecond gated spectroscopy 

 

In order to clarify our observations in the steady-state measurements, nanosecond 

gated time resolved spectroscopy was used to measure the decay dynamics in solutions 

(the methods were given in detail in chapter 3). The key element of the measurement was 

that more than 12 orders of magnitude in intensity and more than 10 decades of time can 

be recorded in a single experiment, therefore, it is possible to capture both prompt (PF) 

and delayed fluorescence (DF) simultaneously (in one curve) as shown in Fig.5.9 using 

double logarithmic scales.  

The initial fast part of the decay is assigned to PF, and the long slower decay 

component is assigned to DF. Fig. 5.9 a shows the lifetime decay of PSBF in degassed 

MCH solution at 295K and 145K. The PF follows a biexponential decay with the lifetimes 

of 3±1 ns and 11±1 ns and at longer delay times a power law regime (IDF ~ t-m) occurs 

with slopes of ~1.29 at 295 K and ~1.31 at 145 K. At 145 K, the solution is not frozen 

yet, therefore, the decay dynamics follow a similar power law regime. This power law 

behaviour is in great agreement with previous report on fluorene derivative poly(2,7-(9,9-

bis(2-ethylexyl)fluorene)) (PF2/6) in dilute solution,24 in which the kinetics are attributed 

to the dispersive triplet excitations. The lifetimes of DF were determined as 252±7 ns at 

295 K and 1.1 ±0.2 𝜇s at 145K. The ratio between DF and PF intensities, DF/PF, was 

calculated as 0.0072 for 295 K and 0.0059 for 145 K. These values are presented on the 
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plots and will be used to calculate the quantum yield of delayed fluorescence shown 

below.  

 

 

Figure 5.9 Lifetime decays of PSBF in log-log scales a) In degassed MCH solution b) In degassed 2-

MeTHF solution. The molecular structure of PSBF and DF/PF ratios are also inserted into the plots. 

 

The time evolution of spectra at RT shows that the DF emission always appear 

energetically similar with PF emission from 1.56 ns to 220.21 ns (Fig. 5.10 a), where the 

thermal background energy keep the aforementioned 𝐶𝑇1
1 and 1(π-π*) states in quasi 

equilibrium. The mechanism behind the population of this 𝐶𝑇1
1 state might be efficient 

reversible electron transfer from an on chain exciton state to the 𝐶𝑇1
1 state. Therefore, this 

thermal background energy (𝑘𝐵𝑇~ 27 meV at RT) gives rise to sufficient back and 

forward (reversible) energy transfer between the states, in this case, the states can be 

considered as their superposition. Indeed, at 145 K, the excited singlet state relaxed 

through the lower energy state and the spectra is slightly broadened and red shifted by ca. 

0.1 eV (Fig. 5.10 b), where the emissive ICT band clearly dominates the overall 

fluorescence band. This can be attributed to the reduction of the thermal background 

energy, affecting the reverse transition rate from the 𝐶𝑇1
1 state to 1(π-π*) state, therefore, 

the energetic separation of the states is highly likely. In this condition, at 145K, the initial 

time domain of the spectra, i.e. 6 ns to 6.41 ns, originates from the non-relaxed 1(π-π*) 
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state, whereas red-shifted long-live DF emission, i.e. between 20.31 ns and 220.21 ns, 

originates totally from the new relaxed 𝐶𝑇1
1 state. It should be worth highlighting that this 

ICT state is only stabilised at low temperatures and has long fluorescence lifetimes.  

 

 

Figure 5.10 Time evolution of PSBF spectra in MCH solution between 1.56 ns to 220.21 ns time scale a) 

at 295K b) at 145 K. 

 

However, in 2-MeTHF, stabilisation of the CT state is greatly increased by the polar 

solvent and so at 295 K the DF contribution on the PL spectra is much higher than that of 

the MCH case (DF/PF = 0.014). As the temperature is decreased to 145 K, chain collapse 

increased more rapidly due to poor solvent effect (polymer chains are not well-dissolved)  

of 2-MeTHF, which enhances the interchain interactions on the same polymer chain to 

form a 𝐶𝑇2
1 state (this has a different origin from the ICT state formed as a result of 

electron transfer from on chain exciton state in MCH solution at 145 K), in which there 

exists higher triplet production and better triplet migration to find each other and 

annihilate so that the DF from TTA further increases. In fact, the interchain interactions 

are unexpected in spiro-linked systems, unless the solvent acts as poor solvent for the 

polymer. In this system, the DF lifetimes were calculated as 284±5 ns at 295 K and 6.2 ± 

0.3 µs at 145K. And the ratio of DF/PF intensities were calculated as 0.014 for 295 K and 

0.049 for 145 K. The latter confirming the remarkably enhanced triplet migration at 145 
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K. Fig. 5.11 shows the time evolution of the spectra in 2-MeTHF solution. Fig. 5.11 a 

shows perfect spectral overlap of PF and DF emission over the time range of 6.41 ns to 

514.46 ns at 295 K, where the both PF and DF emission arise from vibronically resolved 

1(π, π*) state. However, when the temperature is decreased to 145 K, the spectra loses 

structural shape and turns into an unstructured Gaussian band as well as shifting ca. 0.23 

eV (Fig. 5.11 c), this 𝐶𝑇2
1 state then dominates the overall fluorescence band over the 

time range of 2.11 ns to 16 µs (Fig. 5.11 b). The new relaxed excited state, which is 

assigned as intermolecular 𝐶𝑇2
1 state, shows enhanced charge transfer character in the 

polar solvent, but the polarity itself does not provide the driving force for the formation 

of the state, instead temperature plays a significant role in it.  

 

    

Figure 5.11 Time evolution spectra of PSBF in 2-MeTHF a) from 6.41 ns to 514.46 ns at 295K b) 2.11 ns 

to 16798.71 ns at 145 KT c)  The temperature effect upon the energy shift of DF spectra showing the red 

shift ca. 0.23 eV. 
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Figure 5.12 The spectra were taken in 2-MeTHF solution a) PF spectra were taken after ~6ns delay at 

295K, 145K and 95K b) time evolution at 90 K from 6.41 ns to 116.36 ns. c)  DF spectra were taken after 

~116 ns delay at 295K, 145K and 95K and the PH spectra were taken 78 ms delay time d) time dependent 

competition of DF and PH at 95 K and inserted graph shows the excitation energy dependence. 

 

However, once the 2-MeTHF solvent is frozen, i.e. at 95 K, the intermolecular CT 

species loses its Gaussian shape and a remarkable blue shift is observed in PF spectra 

(Fig. 5.12 a). However, this blue-shifted emission is relaxing through the intramolecular 

species with time which can be observed with the time evolution of the spectra from 6.41 

ns to 116 ns (Fig. 5.12 b). Finally the emissive CT state at 95 K is very distinctive from 

the intermolecular 𝐶𝑇2
1 state at 145K, because the 𝐶𝑇2

1 was the only emissive species at 

145K. In fact, at 90 K, the singlet states decays non-radiatively by ISC through the 

energetically low lying intramolecular 𝐶𝑇1
1 state, and also to the 3(π-π) state which can be 

represented in Fig. 5.12 c, indicating very complex excited state dynamics of PSBF in 2-
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MeTHF at low temperatures. The competition between the radiative decay from the 

intramolecular 𝐶𝑇1
1 state and 3(π-π*) can be obtained in the microsecond time domain in 

Fig. 5.12 d, which is very consistent behaviour considering that enhanced CT character 

of the lowest singlet excited state favours higher intersystem crossing.32 At early times, 

only the DF emission was apparent coming from the 𝐶𝑇1
1 state, however, after certain 

times, the PH becomes dominant and only a small fraction of weak DF emission is 

observed. After 79 ms delay times, particularly at low excitation conditions, i.e. 2.54 𝜇J, 

no DF emission is observed, indeed, weak PH is apparent. However, once the excitation 

energy is increased up to 96 𝜇J, a larger triplet reservoir is depleted, therefore, strong PH 

emission following with the weak DF is obtained (Fig. 5.12 d inserted graph).  

5.3.4 Direct investigation of quantum yield of delayed fluorescence 

 

The delayed fluorescence quantum yield (Ф𝐷𝐹) can be determined directly from the 

DF/PF ratio from Fig. 5.9, where an electron transfer recycle between the 𝐶𝑇1
1 and 1(π-

π*) is considered. Addressing this point, the integration of the initial exponential decay 

give the PF value and the integration of the following long lasting parts give the DF 

contributions of the total sample emission, hence, the intensity ratio of DF to PF intensity 

is defined as in Eq. 5.2.34 

Total fluorescence, that is, PF+DF, of the sample is given by Eq. 5.1 as, 

 

 Ф𝒇 + Ф𝒇(Ф𝑻Ф𝑫𝑭) + Ф𝒇(Ф𝑻Ф𝑫𝑭)𝟐+. . . = Ф𝒇 ∑ (Ф𝑻Ф𝑫𝑭)𝒎

+∞

𝒎=𝟎

 (5.1) 

 

where the first term represents the prompt fluorescence (no cycle), and the 

remaining terms correspond the cycling process between the close energy states for 

delayed fluorescence. From Eq.5.1 the DF/PF ratio is determined as, 
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 𝐑 =
𝐃𝐅

𝐏𝐅
=

𝐅𝐢𝐧𝐬𝐭𝐍𝐬Ф𝐟(Ф𝐓Ф𝐃𝐅 + Ф𝐓
𝟐Ф𝐃𝐅

𝟐 +. . . )

𝐅𝐢𝐧𝐬𝐭𝐍𝐬Ф𝐟
=

Ф𝐓Ф𝐃𝐅

𝟏 − Ф𝐓Ф𝐃𝐅
 (5.2) 

 

where 𝐹𝑖𝑛𝑠𝑡 is an instrumental function, 𝑁𝑠 is the number of excited states, Ф𝑓 is 

fluorescence quantum yield, Ф𝑇 is triplet yield, and Ф𝐷𝐹 is DF yield from triplet fusion 

(TF). 𝐹𝑖𝑛𝑠𝑡 is the same for PF and DF since they were recorded during the same 

measurements, likewise for the initial number of excited states after pulsed excitation. All 

quenching mechanisms including intersystem crossing (ISC), non-radiative decay, and 

quenching due to exciton migration are accounted for in Ф𝑓 and are identical for both 

types of emission once again as they come from the same CT state, so Eq. 5.2 is simplified 

and gives Eq. 5.3 below, from which Ф𝐷𝐹 is determined. 

 

 Ф𝑫𝑭 =
𝑹

(𝟏 + 𝑹)Ф𝑻
 (5.3) 

 

In order to determine  Ф𝐷𝐹 , R is calculated from the data in Fig. 5.9 at each 

temperature. The starting point for the DF calculation was taken as the inverse time of the 

intersystem crossing rate of PSBF.35 The value of Ф𝑇 =0.05 ± 0.01 for solution and 

Ф𝑇 =0.12 ± 0.02 for films were taken from the previous femtosecond ground state 

recovery measurements made by King et al.35 Using this information, the various values 

of Ф𝐷𝐹 were found in different solutions at distinct temperatures, such as 0.143 ± 0.002 

at 295K and 0.117 ± 0.003 at 145 K in MCH solution and 0.27 ± 0.01 at 295K, 0.93 ± 

0.04 at 145K and 0.46 ± 0.02 at 90K in 2-MeTHF solution. The value of 0.93 ± 0.04 at 

145 K is a conspicuous point because the quantum yield of PSBF (PLQY) was measured 

as 0.80 in solution at RT,3 that shows us that once the temperature is decreased to 145K, 

the inter molecular 𝐶𝑇2
1 state is stabilised and dominates the system, showing significant 

DF quantum yield value of 0.93 ± 0.04. At this temperature, the 𝐶𝑇2
1 is the only emissive 

state lying energetically lower than 1(π,π*), ~0.23 eV. Furthermore, for PSBF it is not 

possible to achieve Ф𝐷𝐹> 0.2 from TTA alone. Clearly, in PSBF 2𝑥𝐸𝑇1
> 𝐸𝑇𝑁  (𝐸𝑇1

 = 
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2.22 eV, 𝐸𝑇𝑁
 = 3.77 eV)22 so that the maximum Ф𝐷𝐹 can only be 0.2, considering this 

point, significant contribution to DF comes from 𝐶𝑇1
1 state at low temperatures. 

5.3.5 Excitation dependence of delayed fluorescence at various temperatures 

 

The DF dependence on excitation intensity, measured in degassed solutions, is 

shown in Fig.5.13. Here a delay time of 0.2 µs and the integration time of 1 µs were 

chosen. The results for MCH solution in Fig. 5.13 a shows a slope of ~1.5 at low laser 

dose (≤ 10 µJ), and slope ~1.2 at high excitation doses (≤ 100 µJ). These dependencies 

indicate that monomolecular (long-lived CT emission) and bimolecular (TTA) processes 

are both contributing to the observed delayed fluorescence (show a heterogeneity). 

Approaching the value of slope ~1.5 at low intensity is indicative of nearly equal 

contributions of the TTA and 𝐶𝑇1
1 emission on delayed fluorescence. In the case of high 

laser intensity conditions, as shown in Chapter 4, the TTA intensity dependence turns 

over gradient 1 and this is what gives rise to the observed reduction in slope at high 

intensity, once again both monomolecular and bimolecular processes contribute to the 

total DF signal. 

In Fig. 5.13 b, the DF intensity dependence on excitation dose in 2-MeTHF. At low 

laser dose conditions (≤10 µJ), in particular at 145 K, the TTA is the dominant process 

giving DF showing nearly perfect quadratic dependence with slope approaching the value 

of ~2. The 3(π, π*) triplet state of PSBF with an energy of 𝐸𝑇1
=2.22 eV and lifetime of 

seconds at low temperature decays predominantly via TTA with little competition from 

non-radiative decay. At 145 K, the 𝐶𝑇2
1 state is stabilised in the polar solvent and leads to 

increased triplet state 3(π, π*) generation. This higher triplet density and also higher triplet 

mobility favour TTA, whereas, at 295 K, the slope was found to be ~1.68 showing 

relatively less contribution of TTA including with 𝐶𝑇2
1  contribution. Here the non-

radiative decay is competing to depopulate the 3(π,π*) triplet state, and as there are fewer 

CT states on the polymer chain the triplet yield is also much lower. At high laser fluence 

conditions, the observed slopes ~1.52 at 295 K and ~1.3 at 145 K indicate more complex 

mixed behaviour. At high intensities, the dependence once again turns over to linear 
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behaviour, indicative of high triplet density and good triplet mobility giving efficient 

TTA.  

 

   

Figure 5.13 Laser fluency dependence of DF a) in degassed MCH solution b) in degassed 2-MeTHF 

solution. The excitation wavelength of 337 nm has been used at 0.2 µs delayed and 1 µs integration times. 

 

5.3.6 Temperature dependence of delayed fluorescence 

 

The DF behaviours as a function of temperature is also investigated in the same 

solutions, where the delay and integration times were chosen as 0.2 µs and 1 µs, 

respectively. In particular, in MCH, Fig. 5.14 a, the intensity of the integrated area of each 

spectrum is presented as a function of temperature. Until a certain temperature the DF 

emission becomes more intense with decreasing temperature, however, once the 𝐶𝑇1
1 

contribution becomes slightly apparent the intensity level off  is observed, which is due 

to trapping of excitons in the 𝐶𝑇1
1  state. Concomitantly, the peak position of spectra 

shows slight red shift (ca.19 nm) from a mixed emission to pure 450 nm emission, which 

is consistent with experimental calculations of the DF/PF ratios above (0.143 ± 0.002 at 

295K and 0.117 ± 0.003 at 145 K), where the value is lower at 145K. The inserted graph 

indicates how the energy peak changes as a function of temperatures, where the energy 

peaks gradually decrease with decreasing temperature. 
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Figure 5.14 Temperature dependence of DF a) In degassed MCH solution b) In degassed 2-MeTHF 

solution. The excitation wavelength of 337 nm has been used at 0.2 µs delayed and 1 µs integration times. 

The inset graphs show how intensity of integrated areas change depending on the temperatures. 

 

 Furthermore, in 2-MeTHF (Fig. 5.14 b), the origin of the DF is always inter 

molecular 𝐶𝑇2
1  state (until the solvent is frozen ~95 K) and results in observing a 

dominant red-shifted 500 nm Gaussian band all the time with the quantum yield of 0.93 

± 0.04, therefore, temperature changes only affect the relative intensity changes, they do 

not give rise to any additional quenching pathways, in this scenario, the intensity always 

increases gradually with decreasing temperatures and no level off is observed in intensity. 

Again this is consistent with the DF/PF ratio value above. 

5.3.7 Decay dynamics of excited state measured by TCSPC 

 

Fig. 5.15 shows the fluorescence decays of PSBF in log-log scales at RT, and the 

solid lines are triexponential fits to the decays at four different emission wavelengths 

(425nm, 445nm, 460nm and 500nm) using an excitation wavelength of 376 nm. In the 

polar 2-MeTHF (Fig. 5.14 a. b.), the dynamics are divided into short (𝜏2 and 𝜏3) and long-

lived (𝜏1) components. The decay components are determined by fitting the fluorescence 

decay with three discrete exponential functions with simultaneous deconvolution of the 

apparatus response function (see Table 5.1). 
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Figure 5.15 Log-Log scaled fluorescence lifetime measurements using time-correlated single photon 

counting method (TCSPC) at four different wavelengths 425 nm, 445 nm, 460 nm and 500 nm a) in air-

saturated 2-MeTHF solution b) in degassed 2-MeTHF solution c) In air-saturated MCH solution d) in 

degassed MCH solution. 

 

The initial fast components have lifetimes on a picosecond time scale, and they 

show slight variations compared to the longer wavelengths. It is important to note that the 

short-lived components (𝜏2 and 𝜏3) do not change seriously when comparing them in both 

air-saturated and degassed solutions. Indeed, the excited state quenching may not be 

responsible for the rapid quenching components, instead, they may correspond to a rapid 

relaxation through the highly radiative long-lived state. Because, at RT, both of the 𝐶𝑇1
1 

and 1(π, π*) states are considered as in quasi-equilibrium above. After that, a pronounced 

long-lived component dominates the dynamics, there is a clear evidence that the long 

decay component becomes more important at longer wavelengths, indicating quenching 

of the 1(π, π*) state into a long lived species. Indeed, the lifetime of the  𝜏1  is longer in 
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2-MeTHF than in MCH (Fig. 5.15 c.d.), which is again consistent with the stabilisation 

of the 𝐶𝑇1
1  state in more polar environment, therefore, the DF contribution is more 

significant than in the MCH case. In all cases degassing generally increases all lifetimes, 

in 2-MeTHF oxygen quenching is clearly seen on the long-lived species, whereas in MCH 

there is little effect showing that at these early times no triplet involvement occurs.    

 

Table 5.1 The fluorescence lifetime decays in two different polarity solutions at four various wavelength 

positions have been calculated. As an excitation wavelength of 376 nm was chosen and the effect of oxygen 

on the fluorescence lifetime has been revealed. 

Material 

 PSBF 

            Air-saturated  Solution 

                    λx= 376 nm 

             Degassed Solution 

                 λx= 376 nm 

425 nm  445 nm 460 nm 500nm 425nm 445nm 460nm 500nm 

In MCH τ1=1.53 ns 

τ2=0.37 ns 

τ3=25 ps 

χ2= 1.05 

τ1=1.88 ns 

τ2=0.38 ns 

τ3= 39 ps 

χ2=  1.04 

τ1=1.96 ns 

τ2=0.43 ns 

τ3= 43 ps 

χ2= 1.08 

τ1=2.01 ns 

τ2=0.44 ns 

τ3= 49 ps 

 χ2= 1.03 

τ1=1.74 ns 

τ2=0.36 ns 

τ3= 24 ps 

χ2= 1.05 

τ1=2.15 ns 

τ2=0.42 ns 

τ3= 44 ps 

χ2= 1.03 

τ1=2.27 ns 

τ2=0.49 ns 

τ3= 48 ps 

χ2= 1.05 

τ1=2.37 ns 

τ2=0.51 ns 

τ3=56 ps 

χ2=1.08 

In 2-MeTHF τ1=3.80ns 

τ2=  2 ps 

τ3= 9.3  ps 

χ2= 1.06 

τ1=3.89ns 

τ2=7.1 ps 

τ3= 11 ps 

χ2= 1.06 

τ1= 3.94ns 

τ2= 8.5 ps 

τ3=14.7 ps 

χ2= 1.08 

τ1= 4.64ns 

τ2= 9.3 ps 

τ3=17.9 ps 

χ2= 1. 05  

τ1= 4.87ns 

τ2= 1.1 ps 

τ3= 9.6  ps 

χ2= 1.06 

τ1= 5.24ns 

τ2= 5.9 ps 

τ3= 12 ps 

χ2= 1.06 

τ1= 5.32ns 

τ2= 6 ps 

τ3=20.1 ps 

χ2= 1.07 

τ1=5.87ns 

τ2=9.1ps 

τ3= 30.6ps 

χ2= 1.04 

 

In addition, from Fig. 5.14 it can be seen that the long lived species are highly 

temperature dependent and at room temperature there is little emission from these states 

so it would not be expected to see much evidence of long lived states at the room 

temperature TCSPC. Conversely at low temperature these long lived states dominate and 

TCSPC would show very little in terms of decaying species, thus the measurements were 

only repeated at room temperature realistically. In MCH, the typical 400 ps decay of the 

fluorene unit singlet exciton (possibly quenched a little) can be seen and a contribution 

with ~2 ns lifetime from the 𝐶𝑇1
1 state which itself is rapidly quenched to the 𝐶𝑇1

3  state. 

Whereas in polar 2-MeTHF, no 400 ps decay is observed, just a very rapidly quenched 

~10 ps signal along with the ~4 ns 𝐶𝑇1
1 emission, again quenched to the 𝐶𝑇1

3  state. Thus 
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the TCSPC confirms that singlet excitons are quenched to charge transfer states and that 

these are stabilised in polar environment, adding to the general information pool that CT 

states are important in this polymer.  

5.4 Discussion  

 

The observations revealed the complex excited state dynamics, and how these are 

affected by solvent polarity in a supposed “simple” luminescence polymer, PSBF in 

solution phases. In particular, the majority of initially excited exciton states do not decay 

directly to the ground state. Instead, they relax into long-lived states with charge transfer 

character. In general, a CT state can be populated in a number of ways following an 

optical excitation; as a result of i) energy transfer from the lowest excited singlet state to 

the lower lying CT state, ii) direct absorption of the pump photons or iii) charge trapping 

from the dissociation of the excitons. The findings are in good agreement with the 

previous reports2,36 that show the strong interactions between the spiro-linked units of the 

molecules result in significant orbital overlap, and concomitantly enhanced donor-

acceptor effect is reported following by formation of a CT state between the backbone 

and the side groups, arising from the orthogonally positioned fluorene side group towards 

the backbone fluorene of the PSBF.  

The measurements were taken in dilute solutions, and so inter-chain interactions 

would be thought to be rather unlikely, especially with the spiro configuration of the 

alkoxy branched side chains. However, from time-resolved luminescence measurements, 

that initially photo-created 1(π, π*) state gives rise to new lower energy and longer lived 

states. This process is strongly affected by solvent polarity and temperature, in particular, 

which is more effective at low temperatures. The relaxed states show clearly a CT state 

character, as typified by the observation of unstructured Gaussian emission bands and 

solvent dependent energies. At RT, the fluorescence bands show a mixed character of 1(π, 

π*) and 𝐶𝑇1
1 state due to being in energetic quasi-equilibrium, where there is sufficient 

thermal background energy hold the states together and back-forward energy transfer is 

highly likely. However, as the temperature is decreased to 145 K, a red-shifted CT band 

is separated from 1(π-π) band due to insufficient thermal energy between the states and 
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quenched electrons from 1(π-π) state is trapped by CT state, therefore, the 𝐶𝑇1
1  band 

dominates the overall fluorescence band at low temperatures (Fig. 5.10 b).  

Referring first to the emission in MCH, Hintschich et al.2 reported previously that 

in non-polar solvents the energetic relaxation of the 1(π, π*) to CT state is accompanied 

by the conformational changes of the polymer chain. This explains the important role of 

the solvent viscosity and the temperature on the observed spectra. TD-DFT calculations 

also indicate that charge transfer occurs from the polymer backbone into the spiro side 

groups and form a self-trapped excitonic state having charge transfer character. These 

intrachain species give rise to emission at 460 nm, as we see in MCH and 2-MeTHF as 

well. Moreover, it is the emission of this intrachain CT exciton (𝐶𝑇1
1) that dominates the 

delayed emission in this polymer, which is indicative of the far longer lifetime of this 

self-trapped CT exciton species. As discussed by previously,2 the mechanism for the 

formation of this new CT species is driven by spiroconjugation between backbone and 

spiro side groups. As temperature decreases the quality of the solvent decreases and this 

effects the geometry of the polymer chain and also the side chains,37 such that formation 

of the intrachain 𝐶𝑇1
1 state is stabilised. Therefore, even in MCH at low temperatures the 

emission from this 𝐶𝑇1
1 state dominates, and very little 1(π, π*) emission is observed. 

In the far more polar 2-MeTHF, a stronger stabilization of this intrachain CT species 

are observed, such that at room temperature the emission spectra is a mixture of  1(π,π*) 

and 𝐶𝑇1
1 exciton. This is strongly reflected in the time-resolved emission decay as well, 

where very rapid quenching of the 1(π, π*) to the 𝐶𝑇1
1  exciton is observed. As the 

temperature is decreased, the formation of a wholly new emission band is strongly red-

shifted to 500 nm and has a classic Gaussian line shape. The observation of an isoemissive 

point in temperature dependent of steady-state emission measurements confirm this to be 

a new emitting species that is kinetically linked with the intrachain states that are 

quenched to form this new band. However, once the solvent is frozen, it is proposed that 

the complete loss of this 500 nm feature and a return to pure intrachain 𝐶𝑇1
1 exciton 

emission. This behaviour is also observed in chloroform. This clearly indicates that chain 

motion is required to stabilise the formation of the state emitting at 500 nm, and implies 

that this state has interchain character and can be understood to form as the dilute chains 
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coil or collapse as the 2-MeTHF becomes a progressively worse solvent as the 

temperature decreases, in this case, higher triplet production and better triplet migration 

take place, which enhances the annihilation process so that the DF from TTA increases. 

Clearly this feature is strongly stabilised by the solvent polarity, where in a collapsed coil 

structure the triplets have more mobility and can easily find each other. 

Returning to the intrachain 𝐶𝑇1
1 exciton state: As previously demonstrated, such 

intrachain CT states lead to increased formation of triplet states.32 This can clearly be seen 

in the measurements as well. For the case of frozen 2-MeTHF, the spectra have lost all 

contributions from interchain species and emission arises completely from the intrachain 

CT exciton. In this case phosphorescence at 567 nm can be observed in the steady-state 

emission spectra. This matches perfectly with the phosphorescence that was previously 

reported using gated detection measurements,38 and strongly reinforces the premise that 

the relaxed intrachain species have charge transfer character and lead to enhanced 3(π, π*) 

triplet exciton formation. 

Understanding that the natural intersystem crossing rate in PSBF is enhanced by 

the presence of CT excited states allows explanation of the oxygen dependencies 

observed in the emission. From laser fluence measurements, it is clear that the delayed 

fluorescence from PSBF is a mixture of long-lived geminate CT state recombination and 

triplet-triplet annihilation giving rise to triplet fusion. Even though the measurements 

were taken in dilute solution, through the enhanced intrachain triplet generation it is 

perfectly possible to have multiple triplet excitations on a single chain. The work of 

Burrows et al.39 on luminescence polymers with pulse radiolysis measurements clearly 

showed that the creation of more than 30 triplet excitations per chain is possible. Thus, 

intrachain TTA clearly occurs and contributes to the total luminescence of the sample. 

However, oxygen will quench these triplet states and removes the TF contribution from 

the total luminescence.  

The mixed contribution of long-lived 𝐶𝑇1
1 emission and TF in the total delayed 

fluorescence at low temperature is substantiated by the large overall contribution of DF. 

The value of Ф𝐷𝐹 is calculated in different solutions at distinct temperatures: such as 

0.143 ± 0.002 at 295K and 0.117 ± 0.003 at 145 K in MCH solution and 0.27 ± 0.01 at 
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295K, 0.93 ± 0.04 at 145K and 0.46 ± 0.02 at 90K  in 2-MeTHF solution. In 2-MeTHF, 

the stabilization of the charge transfer state is greatly increased by the polar solvent and 

so at room temperature the DF contribution is much higher than in the MCH case. 

Moreover, as the temperature is decreased, the chain collapse increases more rapidly in 

the poor solvent (2-MeTHF) causing interchain 𝐶𝑇2
1 states to form, as aforementioned 

above which leads to higher triplet production and enhanced triplet migration such that 

they find each other more easily and annihilate, resulting in enhanced DF from TTA. 

Whereas in MCH, the interchain CT state is not stabilised and chain collapse does not 

occur, and hence, triplets can only encounter each other when there is more than one 

triplet per chain. As the temperature is reduced, the triplet mobility decreases and the rate 

of TTA also decreases. 

The DF/PF ratios are thus controlled by both the temperature dependence of the 

triplet population and the triplet annihilation rate.  So, the greatly enhanced values of Ф𝐷𝐹  

are obtained at low temperatures where the 𝐶𝑇1
1 and 𝐶𝑇1

3 states are strongly stabilised. In 

PSBF the maximum DF yield cannot surpass 20% as in this polymer 𝐸𝑇𝑁
< 2𝑥𝐸𝑇1

 

(𝐸𝑇1
=2.22 eV, 𝐸𝑇𝑁

=3.77 eV) and given the oxygen effect, DF must include TTA and 

long-lived 𝐶𝑇1
1 state contributions together. It is therefore clear why all laser fluence 

dependence of DF measurements showed mixed contributions of monomolecular and 

bimolecular. Also at low temperatures in 2-MeTHF, the chains have coiled and collapse 

which will increase the probability of TTA events and contribute to enhance TTA and 

give the DF intensity dependent behaviour that is observed. 

In addition, as aforementioned the photo-induced absorption features of PSBF have 

shown previously;3 that two excited state absorption bands are observed in PSBF:  PA1 

is due to the singlet excited state absorption, and PA2 is assigned to the formation of CT 

states. The large lifetime decay differences observed between PA1 (rapid process) and 

the ground state recovery (slow process) showed the dominating role of the PA2 band in 

the recovery of the ground state. Again, previous observations are in agreement that the 

CT state is the dominant state in total fluorescence observed at low temperature. 

Moreover, laser fluence dependence measurements confirmed that both PA1 and PA2 

absorption bands show a linear dependence upon the excitation density, ruling out 
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bimolecular processes giving rise to the decay of these states, that is, singlet-singlet 

annihilation. 

5.5 Conclusion 

 

Measurements of PSBF in two different polarity solvents as a function of 

temperature revealed the complex excited state behaviour of PSBF. It has been shown 

that inter/intrachain interactions play a crucial role in forming the additional CT states 

and they greatly make contribution into the total PL spectra. The results showed that 

environmental variations, such as quality of solvent, solvent polarity and temperature, 

had great effects on spatial conformations of the polymer structure and excited state 

stabilisation. The strength of spiroconjugation was very sensitive to orbital coupling and 

spatial conformations of backbone and side chains. When the relative conformations were 

changed by polarity and the temperature, two emissive species are resolved, a fast 

decaying 1(π-π*) state and long-lived intrachain 𝐶𝑇1
1  state. As the temperature was 

decreased, the formation of a wholly new emission band was obtained, strongly red 

shifted to 500 nm (at 145K) with classic Gaussian line shape in 2-MeTHF, which occurred 

as a result of chain collapse giving an “inter-chain” interaction, as a result of the polymer 

chain folding on itself due to decreasing the quality of the solvent. The emission had CT 

character, and was only observed once the polar solvent was able to stabilise it. However, 

once the solvent was frozen the complete loss of inter-chain emission and a return to pure 

intrachain 𝐶𝑇1
1 exciton emission was obtained. This clearly indicated that chain motion 

was required to stabilise the formation of the inter/intrachain state and the observed 

unstructured PL spectra can be attributed to an increase of vibronic coupling due to 

changes in temperature and polarity of solvent. 

The work in this chapter sheds light on the complex excited-state nature of PSBF 

and the mixed contribution (heterogeneity) of long-lived 𝐶𝑇1
1 emission and TTA into the 

total delayed fluorescence is presented by calculating the values of Ф𝐷𝐹 . Thus, it has been 

observed that greatly enhanced values of Ф𝐷𝐹  at low temperatures where the 𝐶𝑇1
1 and 

𝐶𝑇1
3 states are strongly stabilised and consist of bimolecular (TTA) and monomolecular 
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(CT) processes together. Consequentially, the understandings from this chapter help to 

make a good interpretation of up-conversion measurements of PSBF film at low 

temperatures (which is the subject of interest in Chapter 6). 
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CHAPTER 6: INVESTIGATION OF COMPLEX EXCITED STATE 

DYNAMICS OF POLYSPIROBIFLUORENE FILM: TWO-PULSE-

PUMP METHOD TO DETERMINE THE HIGHER EXCITED TRIPLET 

CONTRIBUTION 

 

This chapter has been published as: 

Vygintas Jankus, Murat Aydemir, Fernando B. Dias, Andrew P. Monkman,* 

“Generating light from upper excited triplet states: a contribution to the indirect singlet 

yield of a polymer OLED, helping to exceed the 25% singlet exciton limit.” Adv. Sci., 

2016, 3, 1500221 

 

                    

Figure 6.1 Schematic energy level diagram for polyspirobifluorene (PSBF) film constructed from 

fluorescence (PL), phosphorescence (PH), delayed fluorescence (DF) and photoinduced absorption 

measurements. From this Jablonski scheme the various decay channels for initial and photoinduced excited 

states (resulting from a two-pulse-pump excitation) can be seen in PSBF. The 𝑆1 state will be quenched by 

the 1CT state by electron transfer, which in term is quenched by the 3CT. There is then a competition 

between TADF and 3CT quenching to the lowest energy state (𝑇1) of the system. More detail will be given 

in the text. 

 

According to the findings in Chapter 5, formation of an ICT state was determined 

in detail which was energetically close to the singlet excited state (~0.1 eV)  and the 

quantum yield of delayed fluorescence was beyond the maximum value of TTA (~20%) 
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for this particular PSBF polymer. However, on its own the TTA mechanism cannot 

account for all of this fluorescence enhancement, there should exist another mechanism, 

i.e. thermally activated pathways, in this particular polymer. To clarify this idea, 

investigations were made using a two-pulse-pump excitation method, which has been 

employed by several researchers to understand the reverse intersystem crossing (rISC) 

mechanism from higher excited triplet state (𝑇𝑁) to singlet state (𝑆1) in several small and 

dye molecules, where additional fluorescence enhancement (or photoinduced 

fluorescence) was reported resulting from 𝑇𝑁 state contributions. Taking inspiration from 

these reports, this chapter is designed to understand how the  𝑇𝑁  state contributes to 

fluorescence enhancement in PSBF film, and how ICT states play an important role in 

this particular PSBF polymer case. The two-pulse-pump method has for the first time 

enabled the rISC mechanism to be studied along with the crucial active role of ICT state 

at low temperatures. 

6.1 Introduction 

 

In general, the first photo-physical investigations of PSBF were made in dilute 

solutions (see previous chapter) to understand the excited-state behaviours of isolated 

molecules. However, when investigations are transferred to solid films, the nature and 

dynamics of excited states do not match completely and sometimes change significantly 

comparing to the dilute solutions,1 which is due to electronic interactions between the 

polymer chains when in close proximity to one another. In solution, the conformation of 

the polymer chains is easily changed once the polarity, concentration and temperature of 

the solvent is altered which directly affects the excited state charge distribution. In 

addition, the conjugated polymer chains show well-dissolved (open conformation) 

characteristic in “good” solvents in which the chromophores can interact with those on 

adjacent chains. However, in “poor” solvents, the polymer chains tend to form coiled 

structure where the chains clump together. In solid films, the close interactions between 

the polymer chains give rise to enhanced charge transport through the film, which is due 

to increase in the exciton hopping rate between the neighbouring chains. However, this 

significantly reduces the overall quantum yield, because defect (impurity) and trap sites 
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between or on the polymer chains can be reached, and they work as exciton quenching or 

dopant sites. As is known, many conjugated polymers show very high quantum yields 

typically up to ~85% in solution, i.e. for PSBF ~80%, however, this value drops 

remarkably in solid state films, i.e. for PSBF ~25%.  

The PSBF polymer is a blue-emitting polyfluorene derivative, which consists of a 

polyfluorene backbone with additionally substituted fluorene unit with electron-donating 

alkoxy side chains joined by a spiro-linkage at the 9-position giving rise to chemical 

stability. This spiro linkage means that the fluorene group containing the four branched 

alkoxy groups are rigidly perpendicular to the backbone (forms large steric hindrance) 

and is designed to prevent aggregation and crystalisation of  the PSBF film.2 The role of 

alkoxy groups is to increase the solubility and electron transport properties as well as 

making morphologically stable (amorphopous) films. The electronic properties are 

mainly determined by the polymer backbone (fluorene for PSBF), however, if any π-

conjugated side groups are attached to the backbone that will also affect the electronic 

properties by means of enchancing conjugation (i.e. spiroconjugation for PSBF), between 

orthogonally positioned fluorene units giving rise to new molecular orbitals. All the above 

features make the PSBF very unique in terms of polymer stabilization and importantly 

for OLED performance where the high quantum yield (0.44) was measured by Rothe et 

al.3 PSBF was categorized as electron-transporing polymer, therefore, the efficiency of 

the devices can be enchanced if the PSBF is copolymerized with hole-transporting 

moiety.4 In addition, as explained in Chapter 5,  triplet-triplet annihilation (TTA) is the 

operative process behind the formation of delayed fluorescence in PSBF polymer, where 

the PSBF has the conditions of  2𝑥𝐸𝑇1
> 𝑆1 and 2𝑥𝐸𝑇1

> 𝐸𝑇𝑁
, 3 and under these 

conditions the maximum singlet generation via triplet fusion (TF) is ~20%, however, to 

explain higher values of quantum yield of delayed fluorescence there must be another 

operative triplet harvesting mechanism. 

6.1.1 Triplet migration process 

 

Considering the possible TTA contributions to emissive singlet excited state 

formation, the key factor behind the rate limiting process for the annihilation mechanism 
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is the triplet exciton migration process where at least two triplets should come together 

within the interaction radius. Therefore, understanding the triplet migration process is 

crucially important to explain experimentally observed delayed fluorescence phenomena 

in conjugated molecules. After photo-excitation, intersystem crossing occurs from singlet 

to triplet states (within the lifetime range of singlet state) and results in population of the 

triplet state. The initial population of the triplet state can be assigned as [𝑇] = [𝑇0] at time 

zero ( 𝑡0 ) conditions. Afterwards, the triplet density is depopulated by means of 

monomolecular (decay either radiatively, 𝑘𝑟, or non-radiatively, 𝑘𝑛𝑟) and bimolecular 

processes (𝑘𝑇𝑇), such as triplet-triplet annihilation.5 Then the depopulation process can 

be expressed as,  

 

 
 𝒅[𝑻]

𝒅𝒕
= 𝑮𝑻 − (𝒌𝒓 + 𝒌𝒏𝒓)[𝑻] − 𝒌𝑻𝑻[𝑻]𝟐 (6.1) 

 

where 𝐺𝑇  represents the generation rate of triplets, and [𝑇]  is the triplet 

concentration function. In time-dependent conditions, 𝑘𝑇𝑇  is directly related with the 

triplet diffusion coeffıcient (𝐷) which was expressed by Smoluchowski theory as,6 

 

 𝒌𝑻𝑻 = 𝟖𝝅𝒇𝑹𝑫   (6.2) 

 

where 𝑓 is fraction of triplets annihilated after an encounter (this value was derived 

as 0.4 for anthracene),6 𝑅 is the interaction radius of triplets and  the calculated values of 

𝑘𝑇𝑇 for conjugated polymers are in the range of 10-13-10-14 cm3s-1 at RT. Usually, the 

lifetime of a triplet state is in the range of hundreds of milliseconds, therefore, the 

monomolecular term of the Eq. 6.1 can be neglected by considering only the early time 

frame after photo-excitation (typically < 100 ms) and the non-radiative quenching is not 

the dominant depopulation mechanism of triplet states. Then only the bimolecular term 

of the equation is left to determine the triplet decay mechanism. Addressing this point, 
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the solution of Eq. 6.1 can be written for initially excited triplet state decays (where 𝑘𝑇𝑇 

is time-independent),  

 

  [𝑻] =
[𝑻𝟎]

𝟏 + 𝒌𝑻𝑻[𝑻𝟎]𝒕
  (6.3) 

 

 or in a more general form considering 𝑘𝑇𝑇 as time dependent, 

 

 [𝑻] =
[𝑻𝟎]

𝟏 + [𝑻𝟎] ∫ 𝒌𝑻𝑻(𝒕)𝒅𝒕
  (6.4) 

 

from Eq. 6.3 a differentiated expression can be written for the delayed fluorescence 

resulting from TTA, 

 

 𝑫𝑭~
𝒅[𝑻]

𝒅𝒕
= 𝒌𝑻𝑻[𝑻𝟎]𝟐

𝟏

(𝟏 + 𝒌𝑻𝑻[𝑻𝟎]𝒕)𝟐
 (6.5) 

 

In general, at 𝑡0, the initially excited sites of conjugated polymers show random 

distribution within the density of states and the average energy of the excited states (𝐸𝐴) 

is higher than 𝑘𝐵𝑇  (considering finite temperature conditions), then triplet exciton 

migration process can be explained by means of incoherent jumps (due to energetic 

disorder) between the spatially and energetically localized states (hopping sites) which 

give rise to the density of states with a characteristic Gaussian distribution profile. As 

shown by theoretical work7,8 and Monte Carlo simulations,9–11 the photo-excitation gives 

rise to triplet exciton migration towards lower lying energy sites (at particular time after 

𝑡0, but before so-called critical time, 𝑡𝑠). At 𝑡 < 𝑡𝑠, the triplet excitons show diffusive 

movement (not thermal hopping) in energy (i.e. percolation) through the lower lying 

energy sites as long as 𝐸𝐴 > 𝑘𝐵𝑇. In this condition, triplet excitons stay in a so-called 
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non-equilibrium dispersive regime and undergo time-dependent energy relaxation 

(diffusion) from upper to lower sites within the density of states giving rise to spectral 

dispersion with a Gaussian distribution profile. However, after some time after the 

excitation, the critical time is reached (𝑡𝑠), in this time frame 𝐸𝐴 is considered to be equal 

to 𝑘𝐵𝑇, and triplet exciton diffusion occurs via both percolation and thermally hopping 

and both processes become equal. Now, the diffusion coefficient can be expressed as,   

 

    𝑫 =
𝒅〈𝜟𝑹𝟐(𝒕)〉

𝒅𝒕
 (6.6) 

                               

where 〈𝛥𝑅2(𝑡)〉  represents the derivative of the mean square displacement. 

Additionally, triplet exciton migration can be defined with the Miller-Abraham equations 

where the hopping rate (𝑣𝑖𝑓) between the localized sites are expressed in a different way 

depending on the value of energy difference between initial (𝑖 ) and final (𝑓) energy 

sites,8 

 

 

 𝒗𝒊𝒇 = 𝒗𝟎𝒆−𝟐∝𝑹𝒊𝒇𝒆−(𝑬𝒇−𝑬𝒊)/𝒌𝑩𝑻 ,              𝑬𝒊  < 𝑬𝒇 

 

            𝒗𝒊𝒇 = 𝒗𝟎𝒆−𝟐∝𝑹𝒊𝒇 ,                                       𝑬𝒊  > 𝑬𝒇 

 

(6.7) 

where 𝑣0 is the attempt-to-jump frequency, ∝ is the inverse localization length of 

the triplet excitons, 𝑅𝑖𝑓 is the distance between the localized sites, 𝐸𝑖 and 𝐸𝑓 are the initial 

and the final energies of the localised states, respectively. 𝑇-temperature and 𝑘𝐵 is the 

Boltzmann constant. As seen in Eq. 6.7, the jumps of the triplet excitons through the lower 

energy sites depend on the distance between the localized sites, therefore, hopping rate is 

related to the energy difference between the sites involved. In the non-equilibrium regime, 

Movaghar et al.7 explained the time-dependent average hopping rate (the temperature was 

approaching zero), hence, the diffusion coefficient (𝐷 (𝑡)) is proportional to the hopping 
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rate (𝑣(𝑡)) and triplet-triplet annihilation constant (𝑘𝑇𝑇) which can also be linked with 

the number of visited new energy sites (𝑁𝑠(𝑡)) over the time,9 

 

   𝑫(𝒕)~𝒌𝑻𝑻~ 𝒗(𝒕)~
𝒅𝑵𝒔(𝒕)

𝒅𝒕
~

𝟏

𝒕𝒍𝒏(𝒗𝒐𝒕)
   (6.8) 

 

At 𝑡 > 𝑡𝑠 , a classical diffusion regime appears, the so-called non-dispersive or 

quasi-equilibrium regime (because the triplet is a transient particle), in which thermal 

hopping plays a dominant role in triplet migration (no more energy downhill occurs). In 

this case, 𝑁𝑠(𝑡) is constant, which means the number of visited energy sites increase 

linearly with time and no more energy relaxation occurs in DOS. 

The behaviour of delayed fluorescence in both the dispersive and non-dispersive 

regimes is defined by many experiments and Monte Carlo simulations which show that 

the triplet concentration follows a power law decay regime (𝑡−𝑚)  with the 𝑚 exponent 

close to -1.11,12 However after a critical time (𝑡𝑠), when the classical equilibrium non-

dispersive regime starts the diffusion coefficient approaches 𝐷∞ and the power law decay 

regime with the 𝑚 exponent close to -2 applies. Therefore, the critical time shows strong 

temperature dependence (activation energy) between the regimes which was calculated 

analytically by using an effective medium approximation,13  

 

   𝒕𝒔 = 𝒕𝟎𝒆
(

𝒄𝝈
𝒌𝑩𝑻

)𝟐

  (6.9) 

 

where 𝑡0 is the dwell (or jump) time for the triplets migration (which is inversely 

proportional to the attempt-to-frequency) which can also be expressed as Eq. 6.10,  𝑐 is a 

dimensionality dependent migration constant, i.e. the value for 1-D is 0.93 or for 3-D 

0.67,14 and 𝜎 is the variance between the DOS sites.  
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   𝒕𝟎 =
𝟏

𝟔𝒗𝟎𝒆−(𝟐∝𝑹𝒊𝒇)
  (6.10) 

 

Consequentially, at low temperature limits (𝑇 → 0), the organic molecules are 

energetically disordered. This disorder can simply be determined with variance parameter 

(𝜎∗=σ/𝑘𝐵𝑇), showing the variation of energy in density of states. Under this condition, 

the critical time becomes long-lasting and strongly depends on the temperature, and the 

type of transition is always described in the dispersive non-equilibrium regime. In other 

words, once the temperature is decreased the triplet excitons are trapped and the diffusion 

coefficient shows temperature dependent (activation energy) behaviour as given in Eq. 

6.8 by Movaghar et al. where the low temperature limits are considered with small 

variations of density of states, 𝑘𝐵𝑇 < 0.1𝜎, Furthermore, Richert et al. 15 showed that 

triplet migration in organic glasses (at low temperatures) is usually dispersive and 𝐷(𝑡) 

is time dependent, therefore the final conclusion can be made that at early times, the 

dispersive regime dominates the overall triplet migration process, however, once thermal 

equilibrium is reached a turnover time appears and the dispersive regime turns into non-

dispersive regime that can be experimentally observed with the change in power law 

exponent (𝑚) from -1 to -2. 

6.1.2 Possibility of rISC from excited triplet states 

 

In general, reverse intersystem crossing phenomena are usually observed with the 

materials that showing thermally activated delayed fluorescence arising from the back 

transfer of the triplets from upper vibronic of the 𝑇1  to 𝑆1  state. The strength of the 

delayed fluorescence (DF) is dependent on temperature and energy gap (between  𝑆1 − 

𝑇1,  ΔE𝑆−𝑇), where the proportionality can be expressed as exp –ΔE𝑆−𝑇/𝑘𝐵𝑇, where 𝑘𝐵 − 

Boltzmann constant and 𝑇 −temperature (as explained in Chapter 2). Therefore, at high 

temperatures and small energy splitting conditions the rISC possibility increases 

remarkably and the lifetime of DF is proportional to that of 𝑇1  state. However, in 

conjugated molecules, the singlet-triplet energy gap is quite large (ca. 0.7 eV) due to 
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strong electron-electron correlation which prevents thermally assisted back transfers, 

therefore, for efficient rISC process a narrower inter-multiplicity gap  than  𝑆1 − 𝑇1 is 

required. Nowadays, intramolecular charge transfer emitters have become a centre of 

interest due to their ability to reduce the singlet-triplet energy gap thus significantly 

favouring the repopulation of the singlet state from the triplet manifold.16,17 Furthermore, 

according to previous reports,18,19 the rISC process may also occur from higher excited 

triplet states (𝑇𝑁) to the singlet manifold competing with the direct internal conversion to 

the lowest triplet state (𝑇1). It has been thought that this transition process was very 

improbable particularly compared to the efficient internal conversion (within the time 

range of 10−11 − 10−14𝑠) to 𝑇1, whereas, rISC mechanism between 𝑇𝑛 − 𝑆𝑚 states were 

reported several times, particularly for Rose Bengal, erythrosine B, tetraphenylporphrin, 

cyanine dyes and anthracene derivatives.19–21   

6.1.3 The technique to determine the rISC contribution from upper-lying triplet 

state 

 

According to literature reviews, the common techniques to measure the rISC 

mechanism in higher excited triplet states are based on two steps excitation method where 

typically two excitation sources are used to excite different energy states of the molecules. 

The experimental set-ups are typically based on time-resolved emission spectroscopy, or 

transient absorption techniques. The latter will not be the subject of interest in this 

chapter. In this chapter, the 𝑇𝑁 state contribution is detected from intensity changes in the 

emission spectra. In this technique, two energetically different laser sources are used to 

excite singlet and triplet states simultaneously; the first high energy laser is chosen in the 

range of absorption spectrum of the ground state of the molecule for the main 𝑆0 →  𝑆1 

excitation, giving rise to PF and DF. A second low energy laser is chosen which is 

transparent to the ground state of the molecule, but sensitive to the absorption of the 

lowest excited triplet state which means the separate excitation event should not result in 

emission. The main objective of this second source is to excite the lowest triplet state to 

the higher triplet energy levels in a simultaneous excitation event, i.e. 𝑇1 →  𝑇𝑁 . Usually, 

two excitation sources are not employed in the same time regimes, the right delayed time 
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(which is taken as the zero time of second laser pulse) is typically chosen just after the 

decay time of 𝑆1, where the delayed fluorescence starts emitting, but before the 𝑇1 states 

decay significantly to the ground state. Then after the zero time of the second excitation, 

triplets are excited to the higher energy levels (𝑇𝑁). At this energy level, the triplets tend 

to decay back to energetically more stable states by means of internal conversion to a 

lower energy state of the same multiplicity, i.e.  𝑇1 or charge transfer triplet state (as 

obtained in this chapter), or alternatively following a rISC step to a state of different 

multiplicity, i.e.  𝑆𝑚 . In the latter case the higher excited triplet may follow a decay 

pathway, i.e. 𝑇𝑁  →𝑆𝑚 →𝑆1, 19 and photo induced fluorescence enhancement can be 

obtained which strongly depends on the reverse intersystem crossing yield between 𝑇𝑁 -

𝑆𝑚 states. 

6.2 Experimental 

 

The spin-coated films were prepared by embedding the PSBF polymer into zeonex 

- a cyclo polyolefin, at a concentration of 0.01% PSBF, and mounted into the cold finger 

of the helium displex cryostat (300K-14K) under a vacuum pressure of 10-4 mbar or in a 

nitrogen cryostat sysytem (Janis Reasearch, 300K -77K). Two series of experiments were 

performed; firstly, the lifetime decay measurements were taken using typical nanosecond 

gated spectroscopy method (as explained in detail Chapter 3) using 355 nm excitation 

wavelength (15 𝜇J per pulse) at RT and 14K. Secondly, a two-pulse-pump method was 

used for photo-induced fluorescent measurements at 14 K, where two excitation sources 

were used at the same time to probe  𝑇1 →  𝑇𝑁  transitions. The experimental set-up is 

depicted in Fig. 6.2.  

The main objective of using two excitation sources is to excite different excited 

states of the PSBF molecule; with a high energy (3.68 eV) pulse for  𝑆0 →  𝑆1 excitation 

and a lower energy  pulse (1.96 eV) for the upper excited triplet excited states (for 𝑇1 to 

𝑇𝑁 transitions). To get 632.7 nm excitation, a 632. 7 nm emitting dye laser was excited 

with the second harmonic of Nd:YAG laser (SL312, EKSPLA), 532 nm, where the pulse 

duration was approximately 150 ps. The output energy of second harmonic was around 
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80-100 µJ which was used to excite a single pass dye laser system, and the final output 

energy of dye laser system was reduced to 20-30 µJ.  The high energy pulse is provided 

by nitrogen-laser (LTB Laser Technik, Berlin) where the pulse duration is around ~ 1 ns 

and the output energy of per pulse was around 80-100 µJ. So, the first pump pulse had an 

energy of 3.68 eV nm and the second pump pulse had an energy of 1.96 eV. 

Synchronisation of both lasers was successfully achieved with using an HP 

programmable electric pulse generator, the second dye laser pulse delayed by ~177 ns 

relative to the first nitrogen laser pulse. Then the two pump pulses are combined spatially 

to excite the sample in the cryostat holder. In addition, a band-pass filter (with the highest 

transition wavelength of 460nm) was used in front of the dual grating monochromator 

entrance slit to prevent any undesirable scattered light entering the spectrograph to 

increase the signal-to-noise ratio. Therefore, the emission spectra which will be 

represented in the text shows the filtered emission. The emission was detected with a 

sensitive gated amplified iCCD camera (Standford Optics) having a sub-nanosecond 

resolution. 

 

 

Figure 6.2 Two-pulse-pump set-up, the first 3.68 eV excitation source is shown with a blue line and the 

second 1.96 eV pulse is depicted with red dots arising from single path dye laser system as a result of 
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excitation with the second harmonic of Nd:YAG laser, green dots represents the 532 nm excitation 

wavelength. 

 

Picosecond time-resolved fluorescence decays were collected (from 3 ps to 10 ns, 

at <1 nJ per pulse excitation) using the time-correlated single photon counting technique 

(impulse response function, IRF: 19.5 ps).  A vertically polarized picosecond Ti:sapphire 

laser (Coherent) was used as an excitation source, the excitation wavelength was 352 nm, 

then emission was collected using a polarizer at its magic angle (540), which is crucially 

important to remove polarization effects. For detection of the emission a double 

monochromator (Acton Research Corporation), coupled to a microchannel plate 

photomultiplier tube (Hamamatsu R3809U-50) were used. 

6.3 Results  

6.3.1 Time resolved decay dynamics  

 

To understand the DF contribution in films directly, the nanosecond gated time 

resolved spectroscopy was used similarly to that which has been previously introduced in 

detail in Chapter 3. The feature of this spectroscopy technique was the ability to capture 

both prompt (PF) and delayed (DF) fluorescence simultaneously (in one curve) as shown 

in Fig.6.3 a and b. The initial fast decaying part was assigned as the PF emission having 

the biexponential lifetime of 𝜏1=1.32 ± 0.02 ns and 𝜏1=15.99 ± 0.31 at 20K. This was 

confirmed by TCSPC measurements on the same films which showed very good overlap 

with nanosecond gated spectroscopy decay (see inserted graph highlighting the early part 

of the decay in Fig 6.3 a.) showing a biexponential decay with ~3 ns average fluorescence 

lifetime ( calculated from Eq.6.11), calculated as,  

 

 < 𝝉 >=
∑ 𝒂𝒊𝝉𝒊

𝟐
𝒊

∑ 𝒂𝒊𝝉𝒊𝒊
=

𝒂𝟏𝝉𝟏
𝟐 + 𝒂𝟐𝝉𝟐

𝟐

𝒂𝟏𝝉𝟏 + 𝒂𝟐𝝉𝟐
  (6.11) 
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where < 𝜏 > is the intensity average lifetime for biexponential fluorescence decay, 

𝑎𝑖  is the amplitude fraction for each decay component, 𝜏𝑖 , which shows the average 

lifetime of a collection of different excited state population. More detailed analysis in 

solution (in Chapter 5) revealed a triexpontential decay with two major emitting species 

which were initially a photo-generated local exciton, 1(π-π*) state having the lifetime of 

~1 ns, and a slightly lower energy (~0.1 eV) 1CT state having the lifetime of ~5 ns. At 20 

K, under low excitation conditions (at 15 𝜇J per pulse) with the third harmonic of 

Nd:YAG laser emitting at 355 nm, the decay tail (between ~100 ns to 0.1 s) after the 

biexponential PF part is assigned to DF part which follows a power law decay (𝑡−𝑚) with 

the exponent of -0.99 ± 0.003 showing the approaching value to -1 consistent with the 

exponent of dispersive triplet exciton regime (𝑡−1). However, at RT, the power law part 

consists of two triplet migration regimes; the initial part of the DF shows dispersive 

regime with m value of -1.47 ± 0.02, then the regime turns into classical non-dispersive 

regime with the exponent of -1.82. These power law behaviours can be understood in 

terms of triplet diffusion mechanism, which consists of non-equilibrium and equilibrium 

dispersive regimes. 22 In the non-equilibrium dispersive regime, at early times, “hot” 

triplet exciton migration is time dependent (decelerates) towards low-energy sites. As 

explained in the beginning of this chapter, in this regime the DF intensity is proportional 

to the variation of the triplet population, d[T]/dt, and the DF decay follows a power law 

regime (IDF ~ t-m) with m values approaching -1. Once the triplets have thermalized, the 

non-dispersive migration dominates and the DF decays with m approaching -2 at certain 

time. Experimentally, the transition time can be calculated by means of plotting the 

transition time versus the inverse square of the temperature. Then fitting with linear line 

on a semi-log scale yields the DOS width (σ) parameter in accordance with Eq. 6.9 which 

has already been calculated by Rothe et al. 23 as ~41 meV for PSBF film. The intercept 

of the curve gives the dwell time value (𝑡0) which has been calculated from the PSBF 

film as 70 ns. The value of DOS width suggests exciton relaxation (energy downhill) 

towards the edge of the DOS due to having higher energy (~41 meV) than 𝑘𝐵𝑇~25 meV 

(that is almost half width of DOS). Under these conditions, triplet excitons will be in the 

non-equilibrium regime, hence, at the beginning of transport will follow a power law 

decay showing a value of close to -1, then the value approaches  -2 (equilibrium regime). 
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In addition, the DF undergoes a rapid intensity roll-off (~ 800 ns) and the DF efficiency 

decreases substantially. This DF intensity roll-off is due to a change from dispersive to 

non-dispersive triplet exciton migration and has been observed previously in both small 

molecules and polymer (polyfluorene) films.12,24 

 

 

Figure 6.3 a) Emission decay of PSBF/Zeonex mixture (0.001% PSBF) spin coated film recorded at 20 K 

(black circles).The inserted curve was obtained by combining decays recorded using nanosecond gated time 

resolved spectroscopy (from 1 ns to 1 s, at 15 µJ per pulse excitation) and singlet photon counting 

techniques (from 3 ps to 10 ns, at <1 nJ per pulse excitation) b) Emission decay of PSBF/Zeonex spin 

coated film recorded at 80 K and RT c) Time evolution spectra of PSBF/Zeonex film at RT between 1ns to 

25.4 ns d) Time evolution spectra of PSBF/Zeonex film at 80K  
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At RT, non-radiative decay becomes much stronger (in polymers) and so the 

quenching of the locally excited triplet states 3(π-π*) competes with triplet fusion (TF) 

reducing the overall amount of singlets generated by TF and so the overall DF yield 

reduces. The spectral evolution was obtained through the lower lying CT state, where the 

initial 𝑆1 1(π-π*) spectrum loses its vibronically well-resolved shape within 1 ns to 4.35 

ns, then spectral diffusion of singlet excitons red shifts the 𝑆1 emission over ca. 6 ns (red-

shifted trace) and concomitantly unstructured long-lived ICT emission dominates the 

overall fluorescence at 80K (Fig. 6.3 d.), which again confirms our solution phase 

observation in the sense that the ICT state is formed at low temperatures. At 80 K, the 

new emission band shows totally unstructured CT emission which is energetically well-

separated below the 1(π-π*) state ~0.1 eV.   

 

 

Figure 6.4 a) Excitation intensity dependences of the PF intensity was recorded after 1 ns delay at RT and 

145K b) Excitation intensity dependence of the DF intensity was recorded after 55 ns delay and 1.5 𝜇s for 

RT and 225 ns delay and 1.2 ms integration at 145K. 

 

The intensity of prompt (𝑆1) emission upon laser fluence (after 1 ns delay time), 

shows a slope of 1.04 ± 0.007 at RT and 0.91 ± 0.06 at 145K under low excitation 

conditions. These values turn into 0.55 ± 0.01 at RT and 0.62 ± 0.02 at 145K under higher 

excitation conditions (Fig. 6.4 a). This shows a classic bimolecular behaviour of the PF 

emission. However, the dependence of the intensity of delayed fluorescence on laser 
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fluence shows a mixture of behaviours (see Fig. 6.4 b), under low excitation conditions, 

the slope follows 1.58 ± 0.17 at RT and 1.54 ± 0.14 at 145K, then at high intensities, the 

slopes turn into 0.98 ± 0.02 at RT and 1.08 ± 0.05 at 145K, where the measurements were 

recorded after 55 ns delay and 1.5 𝜇s integration time conditions at RT, and 225 ns delay 

and 1.2 ms integration time at 145K. These measurements are consistent with the solution 

measurement in Chapter 5, showing almost equal bimolecular (TTA) and monomolecular 

(CT state) contributions.  

6.3.2 Direct investigation of quantum yield of delayed fluorescence in film of PSBF 

 

The investigation of quantum yield of the delayed fluorescence (Ф𝐷𝐹) was repeated 

for solid-state films of PSBF at RT and 20 K in a similar way that employed in Chapter 

5 for the solutions. The equation was already formulated in detail, but here, the final part 

of the equation is shown in Eq. 6.12, where R is the experimental parameter and can be 

calculated from the integrated area of each decay curve (Fig. 6.3 a). Addressing this point, 

the integration of the initial biexponential part of the decay curve gives the PF fraction 

and in the same way integration of the power law part gives the DF contributions,  

 

                Ф𝑫𝑭 =
𝑹

(𝟏 + 𝑹)Ф𝑻
 (6.12) 

 

Here Ф𝑇 is the triplet quantum yield. The starting point for the determination of 

quantum yield of DF was taken as the inverse time of the intersystem crossing rate of 

PSBF.25 For the  Ф𝐷𝐹 calculations, it has been assumed DF starts when 67% of triplets 

have formed, such that the concentrations are high enough to achieve TTA in films. The 

value of Ф𝑇=0.12 ± 0.02 was taken from the previous femtosecond ground state recovery 

measurements made by King et al.26 So using this information two values of Ф𝐷𝐹 were 

calculated at RT (0.082 ± 0.01) and 20 K (0.344 ± 0.06). As realized from the calculations, 

the quantum yield at 20 K is significantly higher than the value at RT, which is to be 

expected, based on our understanding from Chapter 5. Considering the value at 20 K 
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(~Ф𝐷𝐹= 0.34), the total contribution of DF on the emissive singlet state can be calculated;  

assuming a spin independent charge recombination triplet yield of 75%, then the 

contribution of DF to the total singlet yield would be 0.34 x 0.75=0.25 ± 0.06. If then this 

value (0.25 ± 0.06 ) is added to the initially created 25% singlet excitons, then the totally 

generated spin independent singlet state yield can be given as 0.50 ± 0.1 which is within 

error limits and is in excellent agreement with the measured singlet yield of 0.44 ± 0.04 

in PSBF OLED device at 20K.3 The agreement is particularly good considering that 

different experimental methods have been used. However, as mentioned several times, 

for PSBF,  it is not possible to achieve Ф𝐷𝐹> 0.2 from TF alone, due to the triplet energy 

conditions of PSBF, 2𝑥𝐸𝑇1
>𝐸𝑇𝑁  (𝐸𝑇1

= 2.22 eV, 𝐸𝑇𝑁
 = 3.77 eV),3 which limits the 

maximum value to Ф𝐷𝐹  ~ 0.2. However, according to the quantum yield of DF 

measurements of PSBF in solution (in Chapter 5) and film, the results show DF values of 

over 0.2, therefore, there must be another mechanism in addition to TF to explain the high 

quantum yield of DF. As the decay lifetime measurements above obviously hint at a 

TADF component, there may exist a rISC mechanism from a higher excited triplet state 

to the higher excited singlet manifold that results in fluorescence enhancement, i.e. 𝑇𝑁 →

𝑆𝑚 → 𝑆1 . However, this process would be in competition with rapid internal conversion 

process as most likely the transition will happen as 𝑇𝑁 → 𝑇1.  

Also the fact is that, in the literature, such a rISC mechanism has never been 

reported for conjugated polymers to date, whereas, there exist some reports showing the 

possibility of rISC processes for only some organic molecules (as mentioned above).  

Leaving this idea for now (it will be reconsidered below), the CT state formation will be 

considered at 20 K. Recent findings on CT states show that triplets can be harvested 

efficiently if the strong coupling occurs between energetically close lying triplet states, 

resulting in rISC between the triplet manifolds and concomitantly TADF may occur.17 In 

particular, in PSBF polymer, the spatial orientations of HOMO-LUMO orbitals are 

orthogonal giving rise to CT formation across the orthogonal spiro unit by means of 

enhanced spiroconjugation. This spatial molecular arrangement results in small energy 

splitting between the singlet and triplet CT states (1CT-3CT) where the orbitals are weakly 

coupled and gives rise to a small electron exchange energy.27 Indeed, the 1CT state is 

positioned energetically below to locally excited singlet state (1LE) ~0.1 eV at low 
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temperatures, and the emission only arises from the 1CT state after an intermediate delay 

times (~200 ns). In this case, two active pathways can be considered behind the 

population of 1CT state; i) electron transfer channel from the 1S state (1LE→1CT) and ii) 

possibly an active TADF channel, such as following 3LE→ 3CT→ 1CT pathway. 

However, the back electron transfer rate from 3CT→ 3LE is typically slow (~5 x 106  s-

1)19 and therefore 3CT harvesting will compete with the rapid process of internal 

conversion. This results in 1CT emission being observed at intermediate times (~200 ns), 

but at longer times only TF is operative. Clearly, an increase observed in the intensity of 

1CT emission at RT compared to the low temperature in Chapter 5, indicates that an active 

TADF  recycle operates27 between 3CT and 1CT in this particular polymer. 

6.3.3 Study of two-pulse-pump experiment  

 

To get a better insight into fluorescent enhancement from 1CT states, the 

investigations were performed at 20 K using a two-pulse-pump experimental set-up (see 

Fig. 6.2) using 0.01% PSBF/Zeonex matrix isolated films where the low polymer 

concentration prevents interchain TTA and results in a triplet yield of Ф𝑇=0.12,26  also 

under low excitation intensities intrachain TTA should be very low. This set-up was 

expected to provide additional information on the deactivation mechanism of upper 

excited triplet states, i.e. 𝑇𝑁. The experimental technique is as explained at the beginning 

of the chapter where two excitation sources for different excited states were used; 3.68 

eV (337 nm) pulsed-laser source was used to excite the local singlet states (from 𝑆0 to 𝑆1), 

and 1.96 eV (632.7 nm) pulsed-laser source used to excite upper triplet states , i.e. 𝑇1 

to 𝑇𝑁, (see Fig. 6.5). Lifetime decays were recorded following excitation with only the 

3.68 eV (~80 𝜇J per pulse) pulse (see in Fig. 6.6 with black dots) and secondly exciting 

with both lasers (3.68 eV +1.96 eV) together, where the energy per pulse was ~30 𝜇J for 

1.96 eV. 

First, the lifetime decay was measured with 3.68 eV excitation pulse (see Fig. 6.5, 

with black dots) where the initial exponential part of the decay was assigned as the tail of 

PF, because it is not possible to measure early decay times of PF with the 3.68 eV laser 

which is due to a ~30 ns zero time. Therefore, the lifetime decay started around 30 ns, 
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and the long-lasting power law part was assigned as DF. Secondly, the decay was 

measured using both sources together to induce 𝑇1- 𝑇𝑁 transitions (shown in Fig. 6.6 with 

red-triangles), in this case, the zero time of 1.96 eV was arranged at the time when the PF 

emission was depleted and DF emission had started. Therefore, the zero time of 3.68 eV 

was delayed ~177 ns using an electric pulse generator, which was also the zero time of 

the second pulse (1.96 eV). At this time, a significant intensity increment was observed 

(~40%, see Fig. 6.6 b), which was not only one single peak of the emission appearing at 

zero time of the second beam, instead, the induced emission gradually decreased back 

again to overlap with 3.68 eV decay. And it must also be highlighted here the increase 

was only detected at 20K not at RT. 

 

 

Figure 6.5 The diagram represents the two-pump-pulse method, where the first excitation beam (3.68 eV) 

excites the local singlet states from ground state to first excited state (𝑆0 → 𝑆1) and the second beam excites 

the triplet states (𝑇1 → 𝑇𝑁). 

 

The ground state absorptions were checked for each excitation source, the first 3.68 

eV pulse resulted in 1CT emission, but the second 1.96 eV pulse is clearly transparent to 

the ground state 3 (see Fig. 6.6 b) and 𝑆1 states given that the lifetime of 𝑆1 is 1 ns, 2  but 

rather excites the long lived existing 𝑇1  excitons to the higher 𝑇𝑁 level, through an 

optically allowed transition.26 It is evident from the data in Fig. 6.4a that after excitation 

with the 1.96 eV pulse, the DF intensity increases by as much as 40% compared to the 
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intensity of the 3.68 eV (see Fig 6.6 b with black line). This intensity enhancement is 

called “induced emission” from higher excited triplet states and only detectable in the 

case of using both excitation sources and was not present when the 1.96 eV dye pulse 

alone was incident on the sample. Comparable results have also been obtained using 1.55 

eV pulses which are resonant with the allowed 𝑇1 to 𝑇𝑁  transition, onset at 1.35 eV.26  

The lifetime of this induced delayed emission was calculated as, ca. 5-10 ns, which was 

considerably longer than the 1 ns 1.96 eV pump pulse, and orders of magnitude too long 

to be an upper excited 𝑇𝑁 state, therefore, it is hard to believe that the induced delayed 

fluorescence arises following the rISC mechanism from the  𝑇𝑛 → 𝑆1 state. The clear 

enhancement was observed on total DF emission, simply by exciting the 𝑇1 states to the 

𝑇𝑁 states, but the second excitation beam does not increase the total number of excited 

states, it only perturbs the triplet population (excites them). That means the second pump 

beam cannot induce extra TF, therefore a new physical decay channel must be accessed 

from the 𝑇𝑁 population, i.e.  a further radiative decay channel becomes operative from 𝑇𝑁 

state. 

 

 

Figure 6.6 a) Black dots shows the decay of PSBF film exciting with 3.68 eV laser source, and the red 

triangles shows the decay exciting with 3.68 eV and 1.96 eV together, and the zero time of 1.96 eV was 

arranged ~177 ns where the low energy contribution comes up. b) The spectra depicted are those with a 

~177 ns delay where the low energy excitation starts showing ~40% increment in intensity. 
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6.4 Discussion  

 

Given the lifetime and spectral shape of this induced delayed fluorescence, it must 

arise from the decay of the 1CT state. The investigations with the two-pulse-pump method 

suggest that the 𝑇𝑁 state might predominantly decay to the next lowest triplet state, which 

is the 3CT triplet state stays energetically very close to 𝑇𝑁 state, thus a kinetic competition 

will take place before finally reaching the lowest lying 3(π,π*) level as well as the 3CT 

state vibronics will be weakly coupled to vibronics of 3(π,π*) state, giving it a relatively 

long phosphorescence lifetime (~1 s). The  𝑇𝑁 state is energetically positioned ~1.55 eV 

above the 𝑇1 state (~2.22 eV) and the lifetime might be considerably long due to the 

orthogonal arrangements of 𝑇1 − 𝑇𝑁 transitions, where usually 𝑇𝑁 are highly delocalized 

sites and delocalization occurs along the polymer chains, however, 𝑇1 is comparatively 

more localized and electronic distribution occurs perpendicular to the chains.28 Indeed 

such a large  𝑇𝑁 − 𝑇1 energy gap can give rise to 𝑇𝑁, in the case where 𝑇𝑁 lies below 𝑆1, 

showing that upper-excited state lifetimes can be relatively long, at least on a par with 𝑆1 

which readily allows 𝑆1→1CT electron transfer.  

Thus, the 𝑇𝑁  states formed by TTA will decay via electron transfer to the 3CT state 

and TADF recycling between the 1CT ↔ 3CT will generate the extra DF signal from the 

1CT as observed after employing the second pump pulse, where the exchange energy 

between the CT manifolds, estimated by King et al. as 14 meV,25 plays an important role 

for efficient TADF. As has recently been shown, the 3CT can couple rather efficiently to 

the 1CT via TADF when the 3CT lies very close in energy to the 1CT, and can cross back 

to the 1CT by thermal activation and reverse intersystem crossing.16 So, smaller exchange 

energy implies stronger mixing between the singlet and triplet CT manifolds. 

Consequentially, a new mechanism (𝑇𝑁→3CT→1CT) was introduced for generating DF 

from 𝑇𝑁  state which can readily give rise to an extra 0.14 (experimental value of 0.34 – 

the maximum TTA 0.2 = 0.14) DF contribution via TADF. As TTA generates a 𝑇𝑁 (2x 

𝐸𝑇1
>𝑇𝑁), then the formation of CT states at low temperature resulting in efficient TADF 

gives efficient DF production by induced TADF mechanism. This is a very unique 

mechanism (see Fig. 6.7) and is the only way in which photoexcitation of 𝑇𝑁 states (from 
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𝑇1 states) can give rise to extra DF as observed: if they simply decay back to 𝑇1, no 

increase would be seen in DF after second pulse. The rISC seems implausible as it would 

have been seen in many other non-CT containing luminescent polymers so far. 

 

 

 

Figure 6.7 Schematic energy level diagram for PSBF constructed from fluorescence, phosphorescence and 

photoinduced absorption measurements and delayed fluorescence. From this Jablonski scheme the various 

decay channels for initial and photoinduced excited states can be seen in PSBF. The 𝑆1  state will be 

quenched by the 1CT state by electron transfer, which in term is quenched by the 3CT. There is then a 

competition between TADF and 3CT quenching to the lowest energy 3LE state (𝑇1) of the system.  

6.5 Conclusion 

 

In this chapter, the first direct evaluation of the total singlet exciton yield produced 

from triplet excitons in a luminescent polymer was presented for PSBF. At 20 K, a lower 

limit of Ф𝐷𝐹=0.34 for the total delayed fluorescence was obtained, which was clearly 

much greater than the ‘classical’ TTA singlet TF yield of 0.055 and also above the 

expected 0.2 yield given that only the quintuplet TTA channel is energetically 

unattainable. These results indicate that a further process must contribute to the efficiency 
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of delayed fluorescence, which was identified as induced TADF via decay of 𝑇𝑁 states to 

the 3CT state not directly to the 3(π,π*) state.  

Consequentially, according to these findings, the TTA can generate singlets in two 

ways, first of all via triplet fusion, where the encounter complex gains sufficient singlet 

wavefunction character that the two triplets become a singlet state, and secondly, through 

a distinct process requiring an intermediate charge transfer state. The normally unused 𝑇𝑁 

state formed via the TTA triplet channel under conditions of 2x 𝐸𝑇1
>𝑇𝑁, then decays by 

electron transfer to 3CT giving rise to triplets which are harvested via the TADF 

mechanism through the emissive 1CT state. Intensity enhancement of the DF signal is 

then observed, arising from the 1CT state. To understand the 𝑇𝑁 state contribution to the 

total fluorescence a two-pulse-pump experimental set-up is strongly required. 
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CHAPTER 7: STUDY OF UP-CONVERTED DELAYED 

FLUORESCENCE PHENOMENA IN SENSITIZER-ACCEPTOR 

SYSTEMS USING ANTHRACENE BASED NOVEL SMALL 

MOLECULES AS AN ACCEPTOR 

 

This chapter has been published as: 

Murat Aydemir, Gulcin Haykir, Ahmet Battal, Vygintas Jankus, Sunish K. Sugunan, 

Fernando B. Dias, Hameed Al-Attar, Figen Turksoy, Mustafa Tavasli, Andrew P. 

Monkman, “High efficiency OLEDs based on anthracene derivatives: The impact of 

electron donating and withdrawing groups on the performance of OLEDs”  Organic 

Electronics, 30, 2016, 149-157.       

 

                             

Figure 7.1 Schematic representation of general Jablonski diagram of the up-conversion process between 

sensitizer and acceptor molecule, which represents  how up-converted delayed fluorescence process occurs. 

 

In this chapter, up-converted delayed fluorescence phenomena are investigated in 

sensitizer-acceptor systems using platinium-octaethylporphyrin (PtOEP) as a sensitizer 

and anthracene based novel small molecules as an acceptor. In this system, low energy 

light is converted into high energy form by means of the following two steps energy 

processes; i) “triplet-triplet energy transfer” from the triplet state of the sensitizer to the 
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triplet state of the acceptor molecule, ii) “triplet-triplet annihilation (TTA)” process for 

up-converted delayed fluorescence. In general, the anthracene derivatives are known to 

have low intersystem crossing rates, therefore, the population of the triplet states is low 

and usually the phosphorescence is hard to detect, which make the conventional delayed 

fluorescence (arising from TTA) inefficient. To overcome this low delayed fluorescence 

efficiency as well as to understand how molecular structure affects the efficiency of the 

energy transfer process, this sensitizer based up-conversion experiment was performed. 

Additionally, at the end of the chapter, the time-resolved dynamics of a neat film (8d 

molecule) are included. This was the only molecule that helped us to make a good 

estimation of the T1 energy levels. The particular findings on one of the material revealed 

the presence of mixed triplet harvesting mechanisms, which was further confirmed in 

OLED applications with this particular molecule. However, the latter is beyond the scope 

of this chapter, and more details can be found in the original publication as detailed above. 

7.1 Introduction         

7.1.1 Overview of the up-conversion mechanism 

 

Incoherent up-conversion (UC) phenomena were first introduced by Parker et al.1 

who stated that the photons of low energy are converted to a higher energy form by means 

of a sensitized triplet-triplet annihilation (TTA) process, which has potential applications 

in organic-light emitting devices (OLEDs),2 bio-imaging3 and particularly photovoltaic 

solar cells (as energy conversion).4 The efficiency of solar cells are determined by the 

energy gap of the molecules and usually absorption does not occur if the energy of 

photons is lower than the electronic band, and also, the photons which have higher energy 

than the band gap are wasted due to thermalisation (more information can be found about 

this for solar cells elsewhere5). Therefore, the up-conversion process is a promising 

method to use low energy photons to produce higher energy photons. In essence, the 

working mechanism of energy up-conversion process is based on a bimolecular system 

consisting of a sensitizer (S) and an emitter (acceptor, A) molecule. The process can be 

outlined as, first of all, the low energy photon is absorbed by the ground state of the 
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sensitizer and form the excited singlet state (𝑆0→𝑆1), then rapid intersystem crossing 

(ISC) occurs to the lowest excited triplet state of sensitizer (𝑆1→𝑆3). For the efficiency 

of the system, the sensitizers should facilitate efficient ISC and have high triplet yields 

approaching ~100%. Secondly, Dexter type electron energy transfer occurs6 (requires 

orbital overlap and short interaction distance) from the triplet state of the sensitizer 

towards the energetically lower lying triplet state of the acceptor, this process yields 

optically dark long-lived triplets and regenerates the ground state sensitizer (𝑆3 + 𝐴0 →

𝑆0 + 𝐴3)  which continues until the sensitizer triplets are exhausted. The transmitted 

energy is stored due to long lifetime of the acceptor triplet states where there is less 

probability of ISC of the acceptor molecules (~0.02-0.09 for anthracene derivatives)7, 

preventing radiative decay of the triplets, i.e. phosphorescence, hence, the transferred 

triplets are ideal for the TTA process.               

           

                           

Figure 7.2 Schematic representation of general Jablonski diagram of the up-conversion process between 

sensitizer and acceptor molecule, which includes the rate constants. 

 

As a result of this weak ISC probability of the acceptor triplets, the triplet 

population becomes very high, so that the probability of TTA is greatly enhanced due to 

increased probability of diffusive collisions between triplet states of the acceptor, which 

pave the way for homogenous-TTA (homo-TTA) process to form an excited singlet state 

(𝐴1), from which the up-converted higher energy (than the photon energy of excitation 
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source) delayed fluorescence is emitted, and a ground state of acceptor is formed 

(𝐴3 + 𝐴3 → 𝐴1 + 𝐴0 ). It should be highlighted that it is also possible to observe 

heterogeneous-TTA (hetero-TTA) process between the triplets of sensitizer and acceptor, 

but this becomes negligible if there exists a large concentration difference between the 

sensitizer and acceptor molecules.8 Then only the homo-TTA channel becomes active for 

TTA process whereby the collision of two triplets results in encounter complexes from 

which an excited singlet state is formed and the delayed fluorescence arises (𝐴1→𝐴0+hν, 

see Fig. 7.2.). So, the maximum theoretical quantum efficiency of this up-conversion 

mechanism could be 50% due to a two to one photon conversion process, however, the 

achievable efficiency values are in the range of 11-30% so far.9–11 

 

      

               Figure 7.3 Molecular structures of anthracene derivatives as acceptors 

 

For this particular energy transfer mechanism to work well, there are some specific 

requirements, for instance, sensitizers are chosen depending on their low energy 

absorption ability (typically in the range of visible to near infrared),5 long-lived triplet 

state (typically should be on the order of microseconds or milliseconds serving as energy 

reservoirs for the acceptor), and strong intersystem crossing rate (typically obtained with 

heavy metal atoms due to strong spin-orbit coupling with approaching value of 1). In this 
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chapter, platinium-octaethylporphyrin (PtOEP) heavy metal complex is selected as a 

triplet sensitizer which possesses a relatively long triplet lifetime (~80 μs) and the 

quantum yield of luminescence is around 50%.12 For the emitters, high fluorescence 

quantum yield is desirable, the lifetime of the triplet state should be long and the energy 

of the triplet state should be lower than the triplet energy of the sensitizer (the large energy 

gap becomes a driving factor for more efficient energy transfer),13 additionally, the singlet 

energy level of sensitizer should be below the singlet energy level of the emitter molecule. 

For efficient TTA, the energy of two triplets should be comparable or higher than the 

energy of singlet state. In these cases, the observed up-converted delayed emission has 

the same spectral profile comparing with the emission spectra of the emitter molecules 

and shows a quadratic power dependence as a function of the intensity of excitation light, 

which is the one of the typical behaviours of bimolecular processes. In this chapter, 

anthracene based small molecules have been selected as acceptor molecules which 

structurally consist of an anthracene as the central core attaching 2-(4-(2-pyridinyl)- 

phenyl)vinyl and 4-R-phenyl unit, then the radicals are changed as H (8a), OMe (8b) and 

CF3 (8c), N(Ph)2 (8d)] groups at 9- and 10- positions. These different radical groups serve 

as electon donor (OMe, methoxy group, 8b, and amine group, 8d), electron acceptor (CF3, 

trifluoromethyl, 8c) and neutral (H, 8a) side groups (see Fig.7.3.). More details on 

synthesis procedure can be found elsewhere.14 

7.1.2 Kinetics of the triplets in both sensitizer and acceptor 

 

In an up-conversion mechanism, the overall efficiency of the system is determined 

with electron transfer and TTA steps, which are kinetically linked to each other. For the 

latter step to occur, two electron transfer must occur significantly from the triplet state of 

sensitizer molecule to the triplet state of the acceptor molecule, then, the first and second 

order kinetics of the acceptor triplet state determine the TTA efficiency. Considering the 

non-/radiative rate equations for the triplet manifolds of sensitizer and acceptor, the build-

up and decay kinetics can be written in a very general form as,5,11 
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𝐝[𝐒𝟑]

𝐝𝐭
=  𝐤ф[𝐒𝟏] − 𝐤𝐓

𝐬 [𝐒𝟑] −  𝐤𝐓𝐓𝐄𝐓[𝐒𝟑][𝐀𝟏] − 𝐤𝟐
𝐒𝐀[𝐒𝟑][𝐀𝟑]

− 𝐤𝐓𝐓
𝐒𝐒 [𝐒𝟑]𝟐 = −

𝐝[𝐒𝟏]

𝐝𝐭
 

(7.1) 

 

and for the acceptor,  

 

 
 
𝐝[𝐀𝟑]

𝐝𝐭
=  𝐤𝐓𝐓𝐄𝐓[𝐒𝟑][𝐀𝟏] − 𝐤𝐓

𝐀[𝐀𝟑] − 𝐤𝟐
𝐒𝐀[𝐒𝟑][𝐀𝟑] −

                                 𝐤𝐓𝐓
𝐀𝐀[𝐀𝟑]𝟐 = −

𝐝[𝐀𝟏]

𝐝𝐭
                

(7.2) 

 

where abbreviations of S and A are used for sensitizer and acceptor molecule, 

respectively. And the subscripts represent the excited singlet (1) and triplet (3) states, and  

(0) is used for the ground states. The equations show that  the concentration changes of 

triplets with time depend on various parameters and the population of triplet states 

kinetically equalized with the ground state depletions. According to Eq. 7.1., the triplet 

state of the sensitizer is populated with excitation of 𝑆0 →𝑆1 , which triggers all the 

upconversion mechanisms, and  𝑘ф  represents the rate of excitation depending on the 

absorption cross section of the sensitizer. Then very rapid ISC occurs to triplet state of 

the sensitizer, it is assumed to be unity due to the inclusion of a heavy metal complex. 

Then the first order rates are represented with  𝑘𝑇
𝑠  and  𝑘𝑇

𝐴  showing the sum of non-

/radiative triplet decays of sensitizer and acceptor, respectively.  kTTET  is the triplet 

energy transfer rate between 𝑆3→𝐴3 , which is one of the depopulation rates for the 

sensitizer, whereas, that populates the triplet state of acceptor.  𝑘2
𝑆𝐴 is the possible hetero-

TTA rate between the triplet manifolds. The second order rates are represented with 𝑘𝑇𝑇
𝑆𝑆  

and 𝑘𝑇𝑇
𝐴𝐴 which are the homo-TTA rates that occur between the same triplet states of the 

sensitizer and acceptor, respectively.  
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7.1.3 Triplet-triplet energy transfer (TTET)  

 

In an ideal up-conversion mechanism, the energy consumption must be minimum 

during the triplet-triplet energy transfer (TTET) process which is a strong requirement to 

get high efficiency from the system. As mentioned above, using the heavy metal 

complexes as sensitizers can strongly enhance the spin-orbit coupling, therefore, ISC rate 

between the 1S*→3S* is near unity as well as  having long triplet lifetimes which appears 

as a driving force for the triplets to diffuse further distances, resulting in an increase in 

collision probability between the triplets of the sensitizer and the acceptor during the 

TTET process. Actually, the TTET is a Dexter-type energy transfer which requires close 

proximity between the encounters.15 Therefore, the working mechanism of this particular 

system depends on physical interactions (collisons) of the triplets of the sensitizer and the 

acceptor, for that, the triplets from both of the states must potentially exist in the solution 

at the same time. In this case, exchange interactions occur as a result of spatial overlaps 

between the wavefunctions of the resonating sensitizer and the acceptor triplet states. The 

up-conversion process can quantitatively be explained with the efficiency of the TTET 

quenching, where bimolecular triplet energy rate (𝑘𝑇𝑇𝐸𝑇) can be determined using with 

the Stern-Volmer equations (see eq. 7.3), which can be written in a general form,  

 

 

    
𝐈𝟎

𝐈
=  𝟏 +  𝐤𝐓𝐓𝐄𝐓𝛕𝟎[𝐀] 

                                 
𝛕𝟎

𝛕
=  𝟏 +  𝐤𝐓𝐓𝐄𝐓𝛕𝟎[𝐀]               

(7.3) 

 

where 𝐼0 and 𝐼 are photoluminescence intensities of sensitizer in the absence and 

presence of the acceptor, respectively. In the same manner, 𝜏0 and 𝜏 are the lifetimes of 

phosphorescence in the absence and presence of acceptor, respectively.  [𝐴]  is the 

concentration of the acceptor. Afterwards, the triplet-triplet energy transfer efficiency 

(Ф𝑇𝑇𝐸𝑇) can be defined by considering the triplet energy transfer rate and the radiative 
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triplet decay rate of the sensitizer in the absence of acceptor, which can be written in a 

general form as,16  

 

                       Ф𝐓𝐓𝐄𝐓 =𝐤𝐓𝐓𝐄𝐓 / 𝐤𝐓𝐓𝐄𝐓 + 𝐤𝐪+ 𝐤𝐓
𝐬  (7.4) 

 

where 𝑘𝑞  is the concentration quenching, in the case of using different 

concentrations of sensitizer and the acceptor molecule. 

7.1.4 Triplet-triplet annihilation process for up-converted delayed fluorescence 

 

After triplets are sensitized through the triplet state of the acceptor, there occurs a 

great potential for the triplet-triplet annihilation process which is the origin of the up-

converted delayed fluorescence. When two triplets encounter in their respective triplet 

states ( 𝐴3 ), they collide and form an encounter complex having three different 

multiplicities due to the degeneracies of the spin states; 1/9 singlet (𝐴𝐴)1, 3/9 triplet 

(𝐴𝐴)3 and 5/9 quintet (𝐴𝐴)5. According to spin statistics, only 1/9 of all TTA events 

result in an emissive singlet state (𝐴1), however, in most cases the statistics are different 

because quintuplets are usually energetically inaccessible. In this case, the quintet channel 

will not open, therefore, no energy loss occur and the formed quintet complex will 

dissociate back to initial two encounter triplets. Consequentially, the singlet to triplet 

yield depends on this or the possible participation of higher excited triplet channel as 

aforementioned in Chapter 5. As a reminder, if the energy of two triplets is larger than 

the S1 (𝐴1) energy and larger than the energy of one of the higher triplet levels (𝑇𝑁), 

i.e. 2𝑥𝐸𝑇1
> 𝐸𝑆1

; 𝐸𝑇𝑁
, the collision between two triplets can only generate 1 singlet and 

3 triplets. In this case the fraction of triplet states that originate singlets through TTA is 

20%. In the  most favourable situation where the energy of two triplets is larger than the 

S1 (𝐴1) energy (2𝑥𝐸𝑇1
> 𝐸𝑆1

) but smaller than the energy of TN (2𝑥𝐸𝑇1
< 𝐸𝑇𝑁

), only 

singlet states can be formed through TTA, and the fraction of triplet states that originate 

singlets through TTA goes up to 50%. Therefore, theoretically, it is possible to achieve 
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50% total efficiency (Ф𝑈𝐶) from the up-conversion mechanism. As a result of the TTA 

process, the long-lived delayed fluorescence (DF) originates from the singlet excited 

states, which has  similar spectral shape with prompt emission due to arising from the 

excited singlet state of the molecule.  

The first and second order kinetics result in depopulation of acceptor triplet states 

by means of quenching (non-/radiatively) monomolecularly (𝑘𝑇
𝐴), i.e. phosphorescence, 

and by bimolecularly (𝑘𝑇𝑇
𝐴𝐴 ), i.e. the DF fluorescence originating from TTA, where the 

time evolution of the triplet concentration can be written as,11,17     

 

 
𝐝[𝐀𝟑]𝐭

𝐝𝐭
= −𝐤𝐓

𝐀[𝐀𝟑] − 𝐤𝐓𝐓
𝐀𝐀[𝐀𝟑]𝟐 (7.5) 

 

where 𝑘𝑇
𝐴 is the first order decay rate, 𝑘𝑇𝑇

𝐴𝐴 is the bimolecular decay rate (second 

order rate), and [𝐴3] is the acceptor triplet concentration. The analytic solution of eq. 7.5. 

can be written as,11,17  

                           

 [𝐀𝟑] = [𝐀𝟑]𝟎

𝟏 − 𝛃

𝐞𝐱𝐩(𝐤𝐓
𝐀 𝐭) − 𝛃

 (7.6) 

 

where [3A]0 is the triplet concentration of acceptor at time 0, 𝛽 can be defined as 

the initial fraction of decay arising from the TTA process which is equal to a ratio 

consisting of first and second order rates as well as the initial concentration of the acceptor 

triplets, which can be written as,  

 

 𝛃 =
𝐚

𝐤𝐓
𝐀 + 𝐚

;   𝐰𝐡𝐞𝐫𝐞    𝐚 = 𝐤𝐓𝐓
𝐀𝐀 [𝐀𝟑]𝟎 (7.7) 
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experimentally, fitting Eq. 7.7 to the square root of the normalized DF intensity 

helps to determine the values of 𝑎 and 𝑘𝑇
𝐴 . The importance of determining the value of 𝑎 

is that the proportions of the triplets which decay with first (𝑓1) and second order rates 

(𝑓2) can be identified as,  

 

  𝒇𝟏 = −[𝐀𝟑]𝟎
−𝟏 ∫ 𝐤𝐓

𝐀[𝐀𝟑]
∞

𝟎

𝐝𝐭 =
𝛃 − 𝟏

𝛃
𝐥𝐧(𝟏 − 𝛃) 

(7.8) 

 

  𝒇𝟐 = −[𝐀𝟑]𝟎
−𝟏 ∫ 𝐤𝐓𝐓

𝐀𝐀
∞

𝟎

[A3]𝟐 𝐝𝐭 = 𝟏 −
𝛃 − 𝟏

𝛃
𝐥𝐧(𝟏 − 𝛃) (7.9) 

 

Considering the DF arises as a result of TTA process, then, the intensity of DF 

should depend on triplet concentration time evolution and the second-order component 

which is governed by,  

                                  

  𝐈𝐃𝐅~ ∫ 𝚽𝐟

∞

𝟎

𝐤𝐓𝐓
𝐀𝐀 [𝐀𝟑]𝟐𝐝𝐭 (7.10) 

 

 where 𝛷𝑓 is the fluorescence quantum yield of the emitter. If the monomolecular 

decay rate is higher then the bimolecular rate (kT
A > kTT

AA[A3]) then the Eq. 7.6. can be re-

written neglecting the second order decay part, which allows the triplet concentration to 

be written as, 

 

                           [𝐀𝟑] = [𝐀𝟑]𝟎 𝐞𝐱𝐩(− 𝐤𝐓
𝐀𝐭) (7.11) 

 

then the proportinality of intensity of DF can be written as,  
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 𝐈𝐃𝐅~ ∫ 𝚽𝐟

∞

𝟎

𝐤𝐓𝐓
𝐀𝐀 [𝐀𝟑]𝟐𝐝𝐭 = ∫ 𝚽𝐟

∞

𝟎

𝐤𝐓𝐓
𝐀𝐀([𝐀𝟑]𝟎 𝐞𝐱𝐩(− 𝐤𝐓

𝐀𝐭)𝟐𝐝𝐭

=
𝚽𝐟𝐤𝐓𝐓

𝐀𝐀[𝐀𝟑]𝟎
𝟐

𝟐𝐤𝐓
𝐀  

(7.12) 

 

According to the eq. 7.12 the DF signal should follow a quadratic dependence on 

laser fluence (at low excitation conditions) and show a quadratic dependence on the initial 

triplet concentration, [A3]0
2. However, in the case of high triplet concentrations, where 

the annihilation rate is dominant ( kT
A  < kTT

AA[A3] ), then Eq. 7.6. can be re-written, 

particularly neglecting the first order decay part as,          

 

 [𝐀𝟑] =
[𝐀𝟑]𝟎

(𝟏 + 𝐤𝐓𝐓
𝐀𝐀[𝐀𝟑]𝟎𝐭)

 (7.13) 

 

where the triplet concentration is linearly proportional to the time and  the 

proportinality of intensity of DF can be written as, 

 

 

 𝐈𝐃𝐅~ ∫ 𝚽𝐟

∞

𝟎

𝐤𝐓𝐓
𝐀𝐀 [𝐀𝟑]𝟐𝟐

𝐝𝐭 = ∫ 𝚽𝐟

∞

𝟎

𝐤𝐓𝐓
𝐀𝐀

[𝐀𝟑]𝟎
𝟐

(𝟏 + 𝐤𝐓𝐓
𝐀𝐀[𝐀𝟑]𝟎𝐭)𝟐

𝐝𝐭

=
𝚽𝐟[𝐀𝟑]𝟎

𝟐𝐤𝐓𝐓
𝐀𝐀

𝐤𝐓𝐓
𝐀𝐀[𝐀𝟑]𝟎

= 𝚽𝐟[𝐀𝟑]𝟎 

(7.14) 

 

In the high triplet concentration conditions, the intensity of DF follows a linear 

dependence on the laser fluence (at high excitation densities) and also linearly dependent 

on the initial triplet concentration. Consequentially, it was observed that DF arising due 

to TTA via the sensitization of a metal complex obeys a quadratic dependence at low 

laser fluence, but at high intensities, it turns over and follows a linear laser dependence. 
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7.2 Experimental  

 

Absorption and emission spectra were collected using UV-3600 double beam 

spectrometer (Shimadzu), and Fluoromax and Fluorolog fluorescence spectrometers 

(Jobin Yvon). All solvatochromic measurements were taken in air saturated solutions 

(ranging 10-5 M to 10-6 M) using with 1cm depth quartz cuvettes, and 3 pump-freeze-thaw 

cycles were repeated with a long necked quartz degassing cuvette to achieve totally 

degassed solutions and the liquid nitrogen cryostat (Janis Research) was used for 

measurements. Quantum yields were determined in chlorobenzene in comparison with a 

standard diphenylanthracene (DPA). For up-conversion measurements, PtOEP (~7.3·10-

4 M) and anthracene derivatives (~7.5·10-3 M) were dissolved in chlorobenzene and doped 

with 2% (w/w). Thermally deposited films of anthracene derivative (for only 8d material) 

was prepared at ca. 40 nm thickness at a rate of <1 Å/s, at this time, the vacuum pressure 

of Lesker system was ca. 10-6 Torr. Time-resolved nanosecond gated luminescence 

measurements were performed with the same method as explained in detail in Chapter 3. 

The selective wavelength of 532 nm was chosen where the energy per pulse was chosen 

in the range of 30 µJ. All solid film measurements were performed under a dynamical 

vacuum of <10-4 Torr using a displex helium cryostat.  

The fluorescence decays were collected in hexane, chlorobenzene and 

dichloromethane solutions using the time-correlated single photon counting technique 

(TCSPC, impulse response function, IRF: 21 ps). A vertically polarized picosecond 

Ti:sapphire laser (Coherent) was used as an excitation source, where the excitation 

wavelength was 380 nm. Then emission was collected using a polarizer at the magic angle 

(540) to prevent any possible polarization effects. For detection of the emission a double 

monochromator (Acton Research Corporation) was coupled with a microchannel plate 

photomultiplier tube (Hamamatsu R3809U-50). 
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7.3 Results and Discussion 

7.3.1 Steady state and Lifetime measurements 

 

The absorption and emission spectra of compounds 8a-8d in hexane and ethanol 

solutions are shown in Fig. 7.4. Both the absorption and emission spectra of the materials 

appear broad and featureless, in clear contrast with the well resolved absorption and 

emission spectrum of anthracene. 18 The π-π* transition band of the materials is assigned 

ca. 395 nm and does not change with increasing solvent polarity. Photoluminescence (PL) 

spectra of 8a to 8d in hexane solution is almost similar, ranging 490 nm to 495 nm. 

However, in ethanol solution, the PL spectra of 8a to 8c show moderate solvatochromic 

shifts ranging from 505 nm to 508 nm, whereas that of 8d redshifts substantially to 520 

nm.  

 

                            

Figure 7.4 ABS ans EMS spectra of materials 8a-8d in hexane and ethanol solutions. Also, ABS and EMS 

of PtOEP are added for convenience which was taken in toluene solution.      

 

That shows that introduction of extra groups attached to the anthracene core 

increases the conjugation and red-shifts the emission, relative to pure anthracene (0-0 

transition is ca. 425 nm and well-resolved). This red-shifted emission of 8d arises due to 
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the stabilization of an excited charge transfer state, especially strong in the case of the 

addition of the amine group in the anthracene core. This also explains the decreased of 

the PLQY of 8d in chlorobenzene, relative to the other materials, and also the possible 

charge transfer state formation is confirmed by measuring the fluorescence lifetimes with 

TCSPC in different polarity solvents (from hexane to dichloromethane) (Table 7.1), 

where the fluorescence lifetimes decreased with increasing solvent polarity for only 8b 

and 8d.                    

 

Table 7.1 Fluorescence quantum yields of materials were measured in air-saturated chlorobenzene 

solutions. The fluorescence lifetimes were measured using TCSPC in hexane, chlorobenzene and 

dichloromethane solutions. All decays were well fitted by a single exponential function. 

 

7.3.2 Up-converted delayed fluorescence in PtOEP-anthracene system 

 

The up-converted delayed fluorescence was investigated using anthracene 

derivatives (8a-8d) doped with PtOEP (2% w/w). The PtOEP sensitizer was excited with 

the 2nd harmonic of a Nd:YAG laser 532 nm for 𝑆0 → 𝑆1 transition. As shown in Fig. 7.4, 

the absorption and emission spectra of PtOEP consists of a Soret (ca. 400 nm) and a Q 

bands (ca. 500-575 nm). Upon excitation in the Q-band of PtOEP (Ex 532 nm), 8a-8d do 

not absorb at this wavelength, an excited PtOEP singlet states are formed (𝑆1), which then 

rapidly convert to triplets by ISC in unity due to presence of heavy atom resulting in 

Materials Fluorescence quantum yield air-

saturated / degassed (%) 

Fluorescence Lifetime (ns) 

Hexane/Chlorobenzene/Dichloromethane 

8a 75  9 / 90  7 2.43/2.51/2.83 

8b 49  5 / 57  4 2.24/1.79/1.58 

8c 67  5 /  74  3 2.68/2.72/2.91 

8d 

8d thin film 

17  8 / 22   3 

18. 5± 0.2 / 25.4 ± 0.5 

 

0.84/0.55/0.44 
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strong spin-orbit coupling, and the emission of PtOEP arises only from triplet energy 

level as long-lived phosphorescence (ca. 1.9 eV or ca. 650 nm). 

 

     

Figure 7.5 The lifetime decays of pure PtOEP (black dots), PtOEP in anhrachene derivatives (red dots) and 

up-converted delayed fluorescence (green dots) are represented. The measurements were taken exciting 

with 532 nm laser source in degassed chlorobenzene solution at RT. 

 

As a result of excitation of the doped system, the energy transfer occurred from the 

triplet state of the sensitizer the triplet state of the acceptor molecules via Dexter-type 

energy process. The efficiency of this process depends on significant overlaps between 

the orbitals of the sensitizer and the π-orbitals of the anthracene acceptor, and the 

efficiency can be determined with triplet-triplet energy transfer rate (𝑘𝑇𝑇𝐸𝑇). Then TTA 

process occurs and up-converted delayed fluorescence is observed from the materials in 

the range of 450-650 nm. The lifetime decays were recorded for each materials at RT (see 
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Fig. 7.5 and for the decay times see Table 7.2 and 7.3). Each graphs in Fig. 7.5 contains 

three lifetime decays where the pure PtOEP (without material) decay is represented with 

black dots, and red dots show the lifetime decay of  PtOEP in materials and finally the 

green dots show the lifetime of the up-converted delayed fluorescence  (UC-DF). The 

UC-DF of each molecules (except 8c) has a rise time (Δt), which represents the time 

required for the transfer of triplet population from the triplet manifold of the sensitizer to 

the triplet manifold of the acceptor molecules, therefore, UC-DF arises after sometime 

before the decay of the sensitizer ends (in the range of 200-4000 ns for the materials here). 

Then again it takes sometimes to reach a maximum intensity value and subsequently 

decay exponentially, this time-frame is labelled with Δε on the graphs. One of the 

distinctive feature of the graphs is that the PtOEP decay in the solutions start decaying at 

comparatively higher intensity values than the pure PtOEP decay and show shorter 

lifetimes. 

One of the requirements for the triplet energy transfer from sensitizer to acceptor is 

that  the triplet level of the acceptor should be lower than that of PtOEP (ca. 1.91 eV ),19 

it was a great challenge to determine the triplet energy level of anthracene derivatives. 

Initial attempts were taken to find the triplet energy levels of anthracene derivatives in 

degassed solutions at 77K, however, the phosphorescence (PH) is quenched and no PH 

could be observed. Secondly, it was attempted to record their phosphorescence by 

isolating them in zeonex (polyolefin) at low temperature to reduce triplet migration, 

however, no PH could be detected. However, only using a neat film of 8d at 77 K, very 

weak but reproducible phosphorescence was detected (Fig. 7.6, after 31𝜇s delay), from 

where, a good estimate of the triplet energy of 8d as 1.7  0.2 eV can be made which is 

in very good agreement within the errors comparing with the previous reports in 

anthracene as 1.76 eV,20,21 but for the molecules 8a-8c, the energy of the triplet states 

should be more or less in the same energy range due to similarity of molecular structures. 

The reduction of the triplet state energy of the anthracene derivative, 8d, is fully in line 

with the anthracene measurement and clearly reflects the conjugated substituents on the 

anthracene in 8d forming a more delocalised triplet state.  

A general diagram of energy up-conversion via triplet-triplet annihilation is 

depicted in Fig. 7.7, consisting of the excited singlet and triplet energy levels of sensitizer 
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and anthracene molecules. As a result of this process, two fluorescence signals were 

observed from these solutions at different delay times; one, arising due to the emission of 

the PtOEP sensitizer, and another one arising from the up-converted delayed fluorescence 

originating from TTA process. Fig. 7.8 a presents the emission spectra of sensitizer and 

the acceptor (only 8d material is presented) where the time evolution of the spectra 

between 12.6 ns and 422 μs show how depopulation occurs within kinetically linked 

emissive species. In the beginning (i.e. 12.6 ns delay time) only PtOEP emission exists 

from its triplet state, however, after some time (i.e. 456.6 ns delay), the energy transfer 

has taken place and both peaks arise simultaneously, which means a portion of sensitizer 

triplets transferred to the triplet manifold of the acceptor. Then, the population of triplets 

becomes sufficient to trigger TTA process resulting in UC-DF. Afterwards, initially the 

triplet reservoir of sensitizer vanished, then only DF emission was present for a while (i.e. 

7494.2 ns delay in Fig.7.8. a). Finally, the DF emission started rolling off and the system 

became non-emissive. 

 

                      

Figure 7.6 The prompt (PF, after 2 ns delay) and phosphorescence (PH, 31𝜇s delay) spectra of 8d neat film 

at 77K. 

 

During the this up-conversion experiment a cut off filter was used to increase the 

signal-to-noise ratio due to using 532 nm excitation laser source overlapping the emission 

spectra, therefore, the UC-DF spectra that was observed from the acceptor was slightly 
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red-shifted and almost half of the steady-state emission was cut off (Fig. 7.8 b), otherwise 

it was confirmed that the UC-DF emission peak was observed at similar wavelength seen 

in the steady state emission of materials.  

 

                  

Figure 7.7 Jablonski diagram of up-conversion (UC) via triplet fusion. The system consists of acceptor 

(anthracene derivatives) and sensitizer (PtOEP). The triplet state of each investigated material is harvested 

via the PtOEP triplet, which is populated via very efficient intersystem crossing after 532 nm laser 

absorption. In this way triplet annihilation and delayed fluorescence emission properties of anthracene 

derivatives can be explored. 

           

     

Figure 7.8 a) The Dexter energy transfer of 8d material is represented by time evolution of PtOEP and 

delayed fluorescence spectra in time range of 12.56 ns to 42222.46 ns. b) Steady-state emission of pure 8d 
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in CHL is compared with photoinduced delayed fluorescence which was taken from mixture of PtOEP+8d 

after 2973.11 ns delay.  

 

From the decay of the PtOEP signal, triplet energy transfer from PtOEP to the 

anthracene derivative can be determined. The decay lifetime of unquenched PtOEP (𝜏𝑢𝑞) 

can be expressed as follows, 

 

 
𝟏

𝛕𝐮𝐪
= 𝐤𝐫 + 𝐤𝐧𝐫 + 𝐤𝐪 (7.15) 

 

where 𝑘𝑟  is the radiative decay rate, 𝑘𝑛𝑟  - non-radiative decay rate,  𝑘𝑞  - 

concentration quenching. The concentration is kept the same for all measurements to keep 

this rate constant. Experimentally 𝜏𝑢𝑞 can be determined by measuring lifetime of the 

PtOEP in the solution without an acceptor. When the acceptor molecule is added to the 

solution and its lifetime 𝜏𝑡 is measured, another rate must be included in the equation i.e. 

triplet transfer from PtOEP to the acceptor rate, 𝑘𝑇𝑇𝐸𝑇, 

  

 
𝟏

𝛕𝐭
= 𝐤𝐫 + 𝐤𝐧𝐫 + 𝐤𝐪 + 𝐤𝐓𝐓𝐄𝐓 (7.16) 

 

Normally, kTTET can then be determined from Eq.7.3, but if the concentration of 

emitters is kept the same for all the measurements then the equation can be defined, 

 

 𝐤𝐓𝐓𝐄𝐓 =
𝟏

𝛕𝐭
−

𝟏

𝛕𝐮𝐪
 (7.17) 

 

then, the triplet transfer efficiency (TTTE) can be evaluated using the equation, 
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 Ф𝐓𝐓𝐄𝐓  =
𝐤𝐓𝐓𝐄𝐓

(𝐤𝐫 + 𝐤𝐧𝐫 + 𝐤𝐪 + 𝐤𝐓𝐓𝐄𝐓)
= 𝐤𝐓𝐓𝐄𝐓𝛕𝐮𝐪 (7.18) 

 

Table 7.2 The decay lifetime of PTOEP sensitizer mixed with investigated acceptors at the same conditions. 

The same concentrations of acceptor was (7.5·10-3 M ) with PTOEP (7.3·10-4 M ) in chlorobenzene solution 

and measured at room temperature in oxygen free environment. PtOEP without acceptor in chlorobenzene 

(7,3 x 10-4 M ) is measured as well and used to evaluate transfer efficiencies. 

 

All measurement data for 8a-8d are shown in Table 7.2. The best triplet transfer 

efficiency was observed for derivatives with electron donating groups (8b and 8d), 

whereas the worst for the parent compound consisting of neutral side group (8a), the 

derivative with the electron accepting group falling in between (8c). This demonstrates 

that neutral molecules are not good candidates for the triplet exciton transfer, the reason 

may be too high a triplet energy level (which could not be determined empirically). The 

lifetime of DF arising from the anthracene derivative was dependent on the substitution 

group. For 8c with the CF3 electron withdrawing group no delayed fluorescence was 

observed (see Fig. 7.5), indicating the lack of triplet annihilation or quenching. The DF 

of the parent compound 8a decays with ~16 µs lifetimes,  whereas 8b substituted with 

MeO electron donating group, the DF lifetime decreased to ~11 µs. And the shortest DF 

Materials                                Lifetimes, ns                  1/τt=kr+knr+kq+

kTTET, ns-1 10-5 

kTTET=1/τt-1/τuq, 

ns-1 

Transfer efficiency,  

kTTET/( kr+knr+kq+kTTET) 

PTOEP in 8a                                                                11156±3                                      8.96 5.50 0.61 

PTOEP in 8b                                                                370±5                                           270 267 0.99 

PTOEP  in 8c                                                             4501±1                                          22.22 18.76 0.84 

PTOEP  in 8d                                                            320±2                                          313 310 0.99 

PTOEP   in DPA                                                                2582±5                                          38.73 35.27 0.91 

PTOEP in pure Anthracene                                                        223±2                                            448 

1/τq=kr+knr+kq

+kTTET, ns-1 10-5 

445 0.99 

Pure PTOEP                                                                           28895±2                                          3.46 ----- ------ 
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lifetime ~9 µs was obtained with 8d material consisting of amine side group. According 

to findings, it can be considered that relatively more triplet-triplet annihilation and 

subsequent DF efficiency can be obtained from the material having electron donating side 

groups. The results were compared with the diphenylanthracene (DPA) and pure 

anthracene in Table 7.3. 

 

Table 7.3 The same concentrations of materials are prepared (7.49·10-4 M ) with PTOEP in chlorobenzene 

(7.32·10-4 M ) solution and measured at room temperature in oxygen free environment showing the decay 

of PTOEP in each materials and with pure DPA and anthracene molecules. 

Molecules Lifetimes, ns 𝒌𝑻
𝑨, (103 s-1) 𝒂,  (103 s-1)   β 𝒇𝟏 𝒇𝟐 Ф𝑻𝑻𝑨 =η𝒇𝟐 

 

 

8a with  PTOEP                                                                16259±5 ---- ---- --- --- --- ---- 

8b with PTOEP                                                                 11004±3 2.156 2.605 0.45 0.73 0.27 0.135 

8c  with  PTOEP                                                               ----       ---- ----- ---- ---- ---- ---- 

8d with PTOEP                                                                 9086.5±5 1.849 3.929 0.35 0.80 0.20 0.10 

DPA with PTOEP                                                                    13245±3 ---- --- ---- ---- ---- ---- 

Anthracene with PTOEP                                                         1888±5 ---- --- --- ---- ---- ---- 

 

Figure 7.9 shows the intensity dependence of up-converted fluorescence, at low 

excitation conditions (≤ 10 μJ), the delayed emission of anthracene derivatives showed a 

quadratic dependence on laser fluence (only result for 8d is presented) which is fully 

consistent with Eq. 7.12. This indicates that delayed emission arises via triplet-triplet 

annihilation and subsequent triplet fusion (TF).22According to quasi-steady state 

photoinduced absorption measurements on this 8d material,14 it has been found that the 

𝑇𝑁  state as ~4.04 eV and the 𝑇1  state is ~1.7 eV, therefore, the condition of 𝐸𝑇𝑁
>

2𝑥𝐸𝑇1
;  𝐸𝑆1

 is satisfied where both quintuplet and excited triplet states are energetically 

unreachable with the energy of two fusing triplet excitons. Therefore, the only triplet 

fusion product channel to form the 𝑆1 state is operative yielding a maximum efficiency 

of 50% (ηmax) under saturation conditions. 
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It must be noted that only second-order processes give rise to UC-DF, which is the 

proportion of triplets (𝑓2) decaying via TF. According to Eq. 7.8 and 7.9, the proportions 

of the triplets can be determined as first (𝑓1) and second (𝑓2) order by means of fitting Eq. 

7.7 to the square-root of the normalized intensity of UC-DF, which is the method 

introduced by Bachilo and Weisman before,17 then 𝑘𝑇
𝐴  and 𝑎  parameters can be 

calculated. Using these parameters the unit-less β, showing the initial fraction of decay 

arising from the second order channel of (𝐴3), see Fig. 7.2., and 𝑓1 and 𝑓2 values were 

determined (see table 7.3). However, the fits were only satisfactory for two of the 

materials (8b and 8d), for the molecules (even considering DPA and pure anthracene) the 

fits were not perfect and  𝑘𝑇
𝐴 and 𝑎 values could not be determined precisely. From the 

Table 7.3, significant proportions of the triplets decay with first order (0.73 for 8b and 

0.80 for 8d) and the small proportion of triplets decay with second order (0.27 for 8a and 

0.20 for 8b) resulting in UC-DF. Considering the maximum triplet conversion probability 

for emissive 𝑆1 state in these materials (ηmax ~ 0.5), then the quantum yield of TTA is to 

be proportional to 𝑓2, which can be estimated as Ф𝑻𝑻𝑨= η𝑓2.11 So the estimated values are 

represented as 0.135 for 8b and 0.10 for the 8d.            

 

                   

Figure 7.9 Intensity dependence of 8d DF emission (recorded 1.5 µs after excitation) on excitation laser 

fluence. Quadratic dependence indicates that this emission arises due to triplet-triplet annihilation. 
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7.3.3 Time-resolved features of 8d neat film  

 

Given the weak emission from long lived species in these new series of materials, 

only 8d was studied as a neat film at both room temperature and 80K. In Fig. 7.10, the 

delayed emission from an 8d film shows clearly the presence of a weak red shift emission 

co-existing with the prompt emission. The two emission bands, one prompt centred at 

525 nm (2.36 eV) the other weak and delayed at 575 nm (2.16 eV) are compared to the 

steady state emission as a function of solvent polarity (see Fig.7.11). The prompt emission 

is very similar to that seen in non-polar solvents whereas the weak delayed emission 

compares very well with that in highly polar solvent. From this the conclusion can be 

made that as in film there is a dispersion of molecular environments, most which have 

restricted molecular motion and favour only weak (or no) charge transfer character to the 

excited state, and some which either allow geometric relaxation in the solid state or pin 

the molecule in a distorted configuration which stabilises a charge transfer excited state.23 

It is clear from this that in the solid state, especially in devices it is expected to see rather 

complex characteristics associated with this sample heterogeneity. 

 

 

Figure 7.10 The spectra of 8d neat film were taken at variety of delayed times, between 1.56 ns and 30.1 

ns at RT and 80K. 
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To further characterise this, power dependencies were measured from the emission 

features observed in the neat film of 8d (see Fig. 7.12). The weak CT like delayed 

fluorescence clearly shows complex behaviour, characteristic of mixed emission. For DF, 

the slope of 1.6 at low intensity turning over to 0.8 at high intensity is characteristic of a 

TTA dominated process mixed with a weak monomolecular emission. It has previously 

been observed such mixed behaviour in heterogeneous systems (in Chapter 6). This is 

further supported by a weakly oxygen dependent PLQY (see Table 7.1), where it is found 

that the total emission only changes by some ~20%, indicating a small triplet harvesting 

contribution to the total photoluminescence concomitant with a weak TADF component. 

This strong heterogeneity as well as moderate to strong CT character may have two fold 

effects on device applications; i) charge injection onto the emitter molecule may favour 

direct CT excited state formation,24 ii) these CT states could greatly alter the triplet 

harvesting efficiency of the emitter in the device, generating singlet states via the TADF 

mechanism. It is thus highly likely that both a dominant TTA and a weaker TADF both 

contribute to the overall singlet yield of the devices, particularly at low current conditions, 

the efficiency of the devices will be relatively high.14 

 

            

Figure 7.11 Absorption and emission spectra of 8d in solvents of different polarity 
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     Figure 7.12  Power dependence of PF, DF and PH of 8d neat film at 80 K. 

7.4 Conclusion 

 

In this chapter, triplet properties of novel anthracene derivatives were investigated 

using a sensitizer-acceptor based up-conversion mechanism where PtOEP was chosen as 

a sensitizer and anthracene small molecules as a host (acceptor). Using a selective 

excitation wavelength of 532 nm, the low energy photons were up-converted to relatively 

higher energy photons as observed by the presence of UC-DF. According to the results, 

the understanding was developed on the molecular structures of anthracene based novel 

acceptor molecules where structural modifications can be made to improve the efficiency 

of the next generation up-conversion applications, also with these results the question of 

how the side groups having different electron donating, withdrawing or neutral units 

affect the triplet-triplet annihilation efficiency and triplet energy transfer efficiency were 

clarified. Comparing the results the best triplet transfer efficiency was observed with the 

molecules including electron donating groups (8b and 8d) which suggest that the 

molecules having electron donating groups might be suitable alternative molecules to get 

high quantum efficiency from the up-conversion applications. However, here, the first-

order process was the dominant efficiency quenching channel, which limited the 

proportion of triplets that were involved in second-order annihilation process. From 

which, Ф𝑇𝑇𝐴 values were estimated for 8a and 8b using the proportions of the triplets 

which decay with second order rates (𝑓2). Additionally, the time-resolved dynamics of a 
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neat film (8d molecule) were attached, which was the only molecule that helped us to 

make a good estimate of the T1 energy levels. The particular findings of 8d neat film 

revealed the presence of mixed triplet harvesting mechanisms, which was further 

confirmed by the results in OLED applications using the 8d molecule.14 Consequentially, 

a weak CT like delayed fluorescence was observed which was energetically close to the 

singlet state and power dependence measurements clearly confirmed a complex DF 

behaviour (bimolecular + monomolecular) showing there is another weak triplet 

harvesting mechanism in operation, TADF, rather than TTA. This mixed contribution of 

TTA and TADF is one of the desired alternative systems to obtain high efficiencies in 

potential device applications (as seen in polyspirobifluorene polymer in Chapter 6). 
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CHAPTER 8:  STUDY OF INTRAMOLECULAR CHARGE TRANSFER 

STATE PROPERTIES OF NOVEL D-A-D PYRIDINE DERIVATIVES: 

THE EFFECTS OF TEMPERATURE AND ENVIRONMENT UPON 

MOLECULAR CONFIGURATION AND THE ORIGIN OF DELAYED 

FLUORESCENCE 

 

This chapter has been published as: 

Murat Aydemir,* Gulcin Haykir, Figen Turksoy, Selcuk Gumus, Fernando B. Dias, 

Andrew P. Monkman, “Synthesis and investigation of intra-molecular charge transfer 

state properties of novel donor-acceptor-donor pyridine derivatives: The effects of 

temperature and environment upon molecular configurations and the origin of delayed 

fluorescence” Phys. Chem. Chem. Phys., 2015, 17, 25572 

 

            

Figure 8.1 The diagram represents the relative configurations of donor (𝐷δ+) and acceptor (𝐴δ−) moieties 

of molecules both in ground and excited states. The molecular configurations behind the formation of 

twisted intramolecular charge transfer (TICT) state is represented as perpendicular orientation (yz-axis) of 

𝐷δ+ moiety relative to the 𝐴δ− moiety. In addition, the molecular configurations behind the formation of 

wagged intramolecular charge transfer (WICT) state are represented as a folding of the 𝐷δ+ moiety (xy-
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axis) relative to the 𝐴δ− moiety. As a result of final configuration of the molecules, the photoluminescence 

is emitted from newly formed charge transfer states. More details will be given in the text. 

 

The focus of this chapter is mainly concerned with an investigation of photo-

physical properties of donor-acceptor-donor type novel pyridine derivatives. The purpose 

of choosing these molecules is to understand the charge transfer properties in different 

donor-acceptor systems in which the formation of intramolecular charge transfer (ICT) 

states are highly favoured. The formation of ICT states is one of the desirable features 

from newly engineered molecular structures due to their potential roles in high efficiency 

OLEDs. The chapter is designed around two of the novel ICT emitters and the results are 

discussed considering their particular excited state molecular configurations in solutions 

and solid-films. 

8.1 Introduction     

8.1.1 An overview on general and specific solvent effects on fluorescence 

 

In general, the emission spectra of polar fluorophores is strongly affected by solvent 

polarity, typically more polar solvents shift the spectra to longer wavelengths as well as 

the shape of the spectra becomes broadened and unstructured. However, the interpretation 

of spectral shifts is quite complicated which may arise from; i) a general effect of solvent 

polarity ii) specific solvent-solute interactions or iii) charge distribution in the excited 

state.1 In the first case, upon excitation, the fluorophores are excited to Franck Condon 

state and the solvent dipoles relax and reorient themselves in the vicinity of the excited 

state dipoles of the polar fluorophores (not in non-polar fluorophores), which can be 

understood  as the solvation giving rise to change in dipole moments of the ground (µ𝑔) 

and excited (µ𝑒) states (typically  µ𝑒 > µ𝑔). The degree of change in dipole moments 

depend on the nature of the solvent, and the outcome is a red-shifted emission spectra due 

to this solvent reorientation. This effect can be understood as the stabilization of excited 

states by the solvent molecules. As the solvent polarity is increased, the energy of the 

excited state is decreased, and the spectra shifts remarkably. These solvent-dependent 
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effects on the emission spectra can quantitatively be interpreted using with well-known 

Lippert equation (see Eq. 8.1)1  which shows how the Stokes shift changes as a function 

of solvent (dielectric constant, ɛ, and refractive index, 𝑛) and solute parameters (µ𝐸, µ𝐺, 

and 𝑎 is the radius of cavity in which the fluorophore resides in a sphere or ellipse). This 

formula is valid to interpret the general solvent polarity effects in terms of dipole moment 

changes and does not account for specific solvent effects, i.e. hydrogen bonding, charge 

transfer interactions or conformational changes, therefore, importantly solvent cavity 

radius is usually assumed unchanged during the excitation, whereas, any specific solvent 

effects can easily change the spherical shape as well as the radius. 

 

 
𝒗𝑨 − 𝒗𝑭 =

𝟐(µ𝒆 − µ𝒈)𝟐

𝒉𝒄𝒂𝟑
 (

ɛ − 𝟏

𝟐ɛ + 𝟏
−

𝒏𝟐 − 𝟏

𝟐𝒏𝟐 + 𝟏
) + 𝒄𝒐𝒏𝒔𝒕𝒂𝒏𝒕 

(8.1) 

 

here 𝑣𝐴 and 𝑣𝐹 are the wavenumbers (cm-1) of the absorption and emission band 

maxima, respectively. The difference between the peak positions of absorption and the 

emission spectra represent the magnitude of Stokes shift. ℎ is the Planck constant and the 

speed of light is represented with 𝑐 , where the values are considered in vacuum. 

According to Eq. 8.1, the difference between the absorption and the emission maximum 

in wavenumbers is correlated with the solvent parameters, which is referred to as the 

orientation polarizability (∆𝑓) of the solvent, 

 

 
∆𝒇 = 𝒇(𝜺) − 𝒇(𝒏) =

ɛ − 𝟏

𝟐ɛ + 𝟏
−

𝒏𝟐 − 𝟏

𝟐𝒏𝟐 + 𝟏
 

(8.2) 

 

in Eq. 8.2, the first term is assigned as the low frequency polarizability, which is a 

function of dielectric constant ( ɛ ) of the solvent indicating a slow process of the 

orientational motion of the solvent dipoles around the excited state2 and also an 

instantaneous process of electron redistribution in the solvent molecules. However, the 

second term of the Eq. 8.2. is the high frequency polarizability term of solvent which is a 
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function of refractive index ( 𝑛)  indicating an instantaneous process of electron 

distribution. The constant in Eq. 8.1 is used due to the possibility of  ∆𝑓~0, in this case, 

weakly coinciding absorption and the emission spectra giving rise to a very small Stokes 

shift. Consequentially, general solvent effects can be estimated using a Lippert plot where 

the Stoke shift (cm-1) is plotted against ∆𝑓, from which the difference in dipole moments 

can be calculated from the slope of the plot showing an estimated value for the solvent 

sensitivity of fluorophores. High values mean large dipole moment separation between 

the ground and excited states. Furthermore, a linear slope shows evidence that general 

solvent effects are the main reason for spectral shifts, and the deviations from linearity 

show that specific solvent effects can make contribution upon spectral shifts.1,3 Usually, 

the specific solvent interaction arises due to structural interactions between the solvent 

and the fluorophore, i.e. formation of hydrogen bonding, in this case the percentage of 

polar solvent in a polar/ non-polar solvent mixture helps to determine the specific solvent 

effects. In such a system, the trend is that once the percentage of polar solvent increases, 

the spectra shows a proportional shift (even for very low polar solvent concentrations) to 

longer wavelengths and when the solvent becomes totally polar then a wholly new red-

shifted spectra dominates the system. From which it can be assumed that specific solvent 

interactions are involved and can be determined from the Lippert plot where large Stokes 

shifts occur in some particular protic solvents (water, ethanol, etc.).1  

It is known that specific solvent interactions may also occur in ground state of the 

fluorophore (i.e. formation of H-bonding), in this case, the absorption spectra includes 

evidence such as spectral red-shift and loss of structural shape. Furthermore, strong 

Stokes shift in polar solvents may also arise from charge transition and the high 

magnitudes of the Stoke shift suggests that the geometry of the excited state may be 

different from that of the ground state indicating the formation of intramolecular charge 

transfer (ICT) state or twisted intramolecular charge transfer 4 state favourably arises in 

donor-acceptor type structured fluorophores (probes). The formation of CT states 

depends on the fluorophore structure and orientation of the solvent molecules resulting 

from significant charge transfer from donor to acceptor moieties that give rise to a higher 

excited state dipole moment than the ground state.   
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8.1.2 Temperature effect on solvent 

 

The significant effect of temperature on solvents is viscosity change which is 

directly associated with the solvent reorientation time. In general, the viscosity of solvent 

increases with decreasing temperatures which decelerates the solvent reorientation and 

increases the required time for full reorganization. Considering this temperature effect on 

solvent, the origin of emission can easily be determined as from relaxed or unrelaxed 

excited states. 

8.1.3 TICT state and dual fluorescence phenomena  

 

One of the unique properties of TICT molecules is to observe dual fluorescence 

bands arising from relaxed (long-wavelength band) and unrelaxed (short–wavelength 

band) states which were attributed to TICT and locally excited (LE) states, respectively.2 

The very first findings on dual fluorescence bands were introduced with a simple donor-

acceptor molecule (4,N,N-dimethylaminobenzonitrile, DMABN) by Lippert et al.5 then 

Grabowski et al.6 accounted for formation of TICT state in polar solvents by means of 

photoinduced electron transfer from the donor (D) through the acceptor (A) fragments 

where the interaction of the donor and acceptor molecules is required for efficient electron 

transfer, i.e. as happens in adiabatic photoinduced electron transfer reactions, which then 

are often accompanied by structural reorganizations to form a new stabilized dipolar state 

showing sensitivity to environmental factors including solvent  polarity, viscosity and 

specific solvent interactions, i.e. H-bonding.7 By this structural reorganization, the 

HOMO-LUMO are spatially separated from each other by means of relative foldings of 

the Dδ+ and Aδ- moieties at a twist angle of 900  giving rise to nearly full induced charge 

transfer from D (HOMO) to A (LUMO) moieties.8 In addition, orthogonally positioned 

π-orbitals result in decoupling (zero overlapping) of the conjugated system that localizes 

the charge separation and increase the lifetime of the TICT state where the dipole moment 

of the excited state shows the highest value, whereas, the ground state becomes minimum.  
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The  TICT state has a totally new electronic structure and molecular geometry 

comparing with the parent ground states. In principle, oppositely charged radical ions can 

inherently come close together (as a result of coulomb attractions), termed the 

‘harpooning effect’ which particularly happens between flexibly single bonded donor-

acceptor moieties,9,10 and is accompanied by conformational changes to form a dipolar 

ICT state, as reported previously either in high-polarity solvents and rigid 

environments.11,12 If the D-A fragments are bound by only one C-C single bond, the 

relative conformational folding between Dδ+ and Aδ- units is precluded because of the 

limited degree of vibrational movement in space giving rise to a torque and internal 

rotational relaxation around the central C-C bond and concomitantly the relaxed excited 

(intramolecular charge transfer, ICT) state molecular geometry is shaped by relative 

orientation of the Dδ+ fragment around the Aδ-, i.e. twisting, pyramidisation (wagging), 

bending or planarization.13 The precursor of the TICT state is observed by dual 

fluorescence where the molecules emit from two species (typically LE and TICT states) 

possessing a mother-daugher relationship. The existence of TICT states can be 

distinguished from the LE state in the emission spectra by repeating the measurements in 

variety of solvents with different polarities and viscosities. Typically, at room 

temperature (RT), the emission spectra of the LE state is vibronically structured at shorter 

wavelengths in non-polar solvents, however, once the solvent temperature is decreased 

(so the viscosity of the solvent is increased), the spectra of LE state loses the structured 

shape and shiftes to longer wavelengths. During this period of time it is likely to observe 

dual fluorescence at different viscosities which can be in thermal equilibrium. Dual 

emission is not always observed in TICT singlet state and is dependent on the competition 

between all the rates involved in different solvents.14 However, in polar solvents, the 

formation of TICT state is strongly favoured, however the nature of emitting species and 

their viscosity dependences are quite complex, for instance, the specific solvent-solute 

interactions may affect the nature of excited-state charge distribution.15  In the ground 

state of TICT molecules may exhibit particular structural reorganizations (twisted, 

wagged, etc.), in this case, the emission spectra of the excited state becomes red-shifted 

and unstructured and any changes in viscosity of solvent may also result in viscocity-

dependent spectral shifts. If the ground state is planar, then the  appearance of 
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unstructured excited state emission spectra takes some time due to structural 

reorganization of  the molecule and  grows in relative intensity, while the intensity of the 

LE band decreases with increasing solvent polarity and viscosity. 

8.1.4 The molecular structures of pyridine derivatives 

 

Here, engineered donor-acceptor-donor (D-A-D) type novel pyridine derivatives 

were designed geometrically with the same bent structures and having the same electron 

acceptor core at central position, with two cyanine groups on the opposite sides of 

pyridine unit, and two arms built of different electron-donating groups (see Fig. 8.2.) such 

as anthracene (5a, 685.81 g/mol) and triphenylamine (5b, 819.99 g/mol). More details on 

synthesis part of the molecules can be found elsewhere.16 

                                 

                        

                                      

                Figure 8.2 Molecular structures of  pyridine derivatives 

                

8.2 Experimental   

 

Absorption and emission spectra were collected using UV-3600 double beam 

spectrometer (Shimadzu), and Fluoromax amd Fluorolog fluorescence spectrometers 

(Jobin Yvon). All solvatochromic measurements were taken in air saturated solutions 

(ranging 10-5 M to 10-6 M) using 1cm depth quartz cuvettes, and degassed solutions using 
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3 pump-freeze-thaw cycles in a long necked quartz degassing cuvette and a liquid 

nitrogen cryostat (Janis Research) were used. Quantum yields were determined in 

chlorobenzene in comparison with a standard diphenylanthracene (DPA). Solid film 

measurements were done by means of preparing spin-coated films from 15 mg/ml stock 

solutions (500 rpm for 30 sec conditions). Time-resolved nanosecond gated luminescence 

measurements were performed by the same method as explained in detail in Chapter 3. 

The energy per pulse was chosen in the range of 80-100 µJ. All solid film measurements 

were performed under a dynamical vacuum of <10-4 Torr using a displex helium cryostat.  

Picosecond time-resolved fluorescence decays (TCSPC) were collected using the 

time-correlated single photon counting technique (impulse response function, IRF: 21 and 

26 ps due to taken the experiments in different times). Vertically polarized picosecond 

Ti:sapphire laser (Coherent) was used as an excitation source and the excitation 

wavelength was 402 nm, and the emission was collected using a polarizer at magic angle 

(540), and the detection was made by a double monochromator (Acton Research 

Corporation) which was coupled with  micro channel  plate photomultiplier tube 

(Hamamatsu R3809U-50). 

8.3 Results and Discussion 

8.3.1 Lippert plots of pyridine derivatives in variety of solvents 

 

The solvent sensitivity of each materials is estimated from the Lippert plots which 

are plots of Stokes shifts (𝑣𝐴 − 𝑣𝐹) versus orientation polarizability (∆𝑓). Then difference 

in dipole moments of ground and excited states (µ𝒆 − µ𝒈) can be estimated using the 

slope of the plots which is equal to, 

 

 𝟐(µ𝐞 − µ𝐠)𝟐

𝐡𝐜𝐚𝟑
 

(8.3) 
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where µ𝑒 , µ𝑔 are the dipole moments of the excited and ground state, respectively. 

ℎ is the Planck constant and 𝑐  is the speed of light in vacuum, considering the difference 

of absorption and emission maxima in cm-1, then ℎ and 𝑐 values are considered as 6.626 

x 10-27 erg.s and 2.9979 x 1010 cm s-1, respectively. Different values of dipole moments 

may result from different assumptions regarding to the cavity radius ( 𝑎)  which was 

calculated in here using mass-density equation (Eq. 8.4)17 to give more insight into the 

dipole moment differences, 

 

 

𝐚 = √
𝟑𝐌

𝟒𝛑𝛒𝑵𝑨

𝟑

 

(8.4) 

 

where M is the molecular weight of the molecules, 𝜌 (g/cm3) is the number of 

density of solute molecules and 𝑁𝐴  is the Avogadro number. The Lippert plots are 

represented in Fig. 8.3 for each molecules (5a and 5b), plotting the Stokes shift values 

against the orientation polarizability values and the results are given in Table 8.1-2.  

 

                                        

                 Figure 8.3 Lippert plots of the molecules in variety of solvents. 
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The orientation polarizability values were calculated using Eq.8.2 as -0.0008 for 

cyclohexane, 0.0133 for toluene, 0.0143 for chlorobenzene and 0.2175 for 

dichloromethane. The small negative values of orientational values can safely be 

ignored,1 i.e. -0.0008 for cyclohexane. It is important to say that all these measurements 

were taken at RT. In Table 8.1, the absorption and emission maxima along with the Stokes 

shifts of 5a are represented in the range of solvents with varying polarity. These solvents 

are cyclohexane, toluene, chlorobenzene and dichloromethane which have different 

refractive indexes and dielectric constants. In these solvents, very little (ignorable) 

solvatochromism is observed in absorption spectra, implying that the ground state energy 

distribution is not significantly affected which is probably due to less polar nature of the 

5a molecule in its ground state rather than excited state, whereas, the emission spectra is 

considerably red-shifted upon increasing polarity (the Stokes shift ca. 9420 cm-1 in 

dichloromethane) and broadened (see Fig. 8.4) suggesting the excited state geometry 

could be different from that of the ground state.  

 

                  

Figure 8.4 The absorption and emission spectra of 5a in different polarity of solvents, i.e. cyclohexane, 

toluene, chlorobenzene and dichloromethane. The concentrations were in the range of 1.0-5.0 E-6 M. 

 

The pronounced shift in the emission spectra clearly indicates that the dipole 

moment of the excited state is larger than the ground state. Also, the large values of Stokes 

shift is an indication of the charge transfer transitions. The general concluding remark is 



 

210 | P a g e  

 

that there is a trend where the Stokes shift increases with increasing polarity suggesting 

an increase in the dipole moment on excitation which was estimated from Lippert plot. 

The regression coefficient (χ2) was found to be ~1 showing satisfactory correlation among 

the data points which means the experimental observations are reliable. From the slope 

of Lippert plot (11321.5 ± 730) cm-1) the difference in excited and ground state dipole 

moments were estimated as 7.36 D and the assumption made on cavity radius as 3.56 Å 

(see Table 8.1). 

 

Table 8.1 The refractive index, the dielectric constants of cyclohexane, toluene, chlorobenzene and 

dichloromethane. From which the orientation polarizability values were determined for each solvents. From 

the Lippert plot of 5a molecule, the value of slope and correlation coefficient (χ2) were determined which 

help to estimate the difference in excited and ground state dipole moments. The cavity radius (𝒂) is 

theoretically estimated from Eq. 8.4. 

 

 

 

 

5a 

 

    𝒏 

 

 

   ɛ 

 

 

      𝒗𝑨  

  (cm- 1) 

 

𝒗𝑨 − 𝒗𝑭  

(cm-1) 

 

 

∆𝒇 

 

     𝒂   

   (Å) 

 

Slope 

(cm-1) 

 

χ2 

 

µ𝒆 − µ𝒈 

(𝐃) 

Cyclohexane 

 

1.4262 2.02 27322 5100 -0.0008  

 

 

3.56 ± 

0.28 

 

 

 

11321.5 ± 

730 

 

 

 

0.99 

 

 

 

7.36  

Toluene 

 

1.4969 2.38 27173 6931 0.013 

Chlorobenzene 1.5248 5.62 27173 8376 0.143 

Dichloromethane 1.4242 8.93 27242 9417 0.218 
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Table 8.2 The refractive index, the dielectric constants of cyclohexane, toluene, chlorobenzene and 

dichloromethane. From which the orientation polarizability values were determined for each solvents. From 

the Lippert plot of 5b molecule, the value of slope and correlation coefficient (χ2) were determined which 

help to estimate the difference in excited and ground state dipole moments. The cavity radius ( 𝒂) is 

theoretically estimated from Eq. 8.4 

        

In Table 8.2, the absorption and emission maxima along with the Stokes shifts of 

molecule 5b are represented in the range of solvents with varying polarity which are 

cyclohexane, toluene, chlorobenzene and dichloromethane. In these solvents, very little 

(ignorable) solvatochromism is observed in absorption spectra, whereas, the emission 

spectra is considerably red-shifted (the Stokes shift ca. 16340 cm-1 in dichloromethane) 

and broadened (see Fig. 8.5), the larger Stokes shift values of 5b indicates there is a larger 

charge separation than 5a along the molecular long axis in the excited state and suggesting 

the excited state geometry could be different from that of the ground state and formation 

of and an ICT state is much favoured rather than only being the general solvent polarity 

effect on spectra. The effects of formation of TICT or pyramidal distortion (WICT) state 

are not accounted for in the theory of general solvent effects described by the Lippert 

 

5b 

 

    𝒏 

 

 

 ɛ 

 

 

     𝒗𝑨   

 (cm-1) 

 

 

𝒗𝑨 − 𝒗𝑭 

   (cm-1) 

 

 

∆𝒇 

 

   𝒂 

  (Å) 

 

Slope 

(cm-1) 

 

χ2 

 

µ𝒆 − µ𝒈 

(𝐃) 

Cyclohexane 

 

1.4262 2.02 32573 11067 -0.0008  

 

  

3.78 ± 

0.3 

 

 

 

14390.4± 

3850 

 

 

 

 

0.97 

 

 

 

9.39 

Toluene 

 

1.4969 2.38 32362 12869 0.013 

Chlorobenzene 1.5248 5.62 31948 14374 0.143 

Dichloromethane 1.4242 8.93 32679 16339 0.218 
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equation (Eq. 8.1). The regression coefficient (χ2) was found to be ~1 showing 

satisfactory correlation among the data points, which show evidence of the dominating 

role of general solvent effects, however, it does not include the viscosity effects on excited 

state geometry. From the slope of Lippert plot (14390.4 ± 3850 cm-1) the difference in 

excited and ground state dipole moments were estimated as 9.39 D and the assumption 

made on cavity radius as 3.78 Å.  

 

                 

Figure 8.5 The absorption and emission spectra of 5b in different polarity of solvents, i.e. cyclohexane, 

toluene, chlorobenzene and dichloromethane. The concentrations were in the range of 1.0-5.0 10-6 M. 

 

Comparing with the 5a material, the substitution of triphenylamine group by 

anthracene group further red-shifts the emission spectra and the strong electron donating 

effect of the triphenylamine groups results in a larger difference between the dipole 

moments of the ground and excited states at RT. The negligible Stokes shift in absorption 

spectra with increasing solvent polarities (non-polar cyclohexane to polar 

dichloromethane) is consistent with a small difference between the dipole moments of the 

Franck-Condon excited and ground states. Therefore, it can be surmised that the 

absorption spectra of each molecules arises totally within the cyano acceptor group (A), 

whereas, the emission spectra arises from the charge separated species (Dδ+ and Aδ-) 

showing the solvent polarity dependent behaviour clearly indicate that solvent-solute 

interactions stabilise the intramolecular charge transfer (ICT) excited-state, yielding a 

dipole moment, in the ICT excited-state, that is larger than that in the ground state. And 
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larger value of (µ𝑒 − µ𝑔) in 5b materials indicates that triphenylamine donor group has 

stronger charge transfer abilities, and also the largest positive solvatochromic shift is 

typically associated with the material that has the strongest ICT character. 

8.3.2 Temperature dependence (thermochromism) of emission in MCH 

 

The steady-state fluorescence spectra of 5a and 5b were collected as a function of 

temperature (see in Fig 8.6) in non-polar (MCH) solvent in the range from 295- 90 K. In 

MCH, at RT, a clear well-structured emission characteristic of an excitonic locally excited 

(LE) state emission was observed where the onset was ca. 412 nm; as the temperature 

was lowered from 295 K to 90 K, a gradually loss of the resolved fluorescence band was 

observed and the emission onset shifted to ca. 440 nm at the same time an unstructured 

and red-shifted emission band arose  originating from a newly formed state (not 

originating from possible aggregations)16 indicative of ‘charge transfer’ characteristics. 

With the clear appearance of dual fluorescence at lower temperatures (~170 K) a 

considerable intensity roll-off of the LE emission (comparing with the intensity of LE 

emission at ~195 K) and the appearance of a kinetically linked the second CT-type 

emission band. This effect was ascribed to be caused primarily by a decreasing vibrational 

excitation of the molecule which otherwise destabilises the twisted geometry between 

donor and acceptor units preventing ICT formation. 

In MCH, the ground state conformation of the molecules is ‘twisted’, i.e. twisted 

molecular configuration of the anthracene moiety (5a) and pyramidal distortion 

(‘wagged’) molecular configuration of triphenylamine moiety (5b) with respect to the 

neighbouring phenyl ring  as obviously seen from the charge distribution graphs (see Fig. 

8.7).16 At 295 K, the solvent viscosity and polarity are not sufficient to stabilise this 

twisted configuration, therefore, the thermal fluctuations about the centre of the C-C 

single bond give rise to a planar molecule configuration in the excited state causing the 

fluorescence to be emitted only from the (planar) locally excited state (LE). However, as 

the temperature of the solvent decreases, the ground state molecular structure is stabilised 

by increasing solvent viscosity and decreasing temperature, and the conformation is 

stabilised due to the stiffening of the active intramolecular rotations and vibrations around 
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the centre of the C-C single-bond of the D δ+ groups (anthracene and triphenylamine) to 

retain the twisted/wagged geometry. It can be seen in the emission spectra (Fig 8.6), that 

the ICT band does not further relax (to lower energy) with decreasing temperature, the 

peak positions are energetically stabilized after certain temperatures and show peak-to-

peak red-shift from 295 K to 95K which are ca. 0.20 eV for 5a and 0.48 eV for 5b. This 

is a very important observation which is ascribed to the fact that the solvent is non-polar 

such that even as the temperature is decreased no significant increase in polarity is 

achieved, and so, no solvent induced relaxation of the ICT state occurred, thus the ICT in 

the initial ground state geometry of the molecules. This reveals the subtle role played by 

the solvent environment in conjugation versus a twisted broken conjugation geometry.  

 

 

Figure 8.6 a) Temperature dependence of steady-state corrected phototoluminescence spectra in MCH  a) 

5a b) 5b. The isnet graphs show the change in energy peak position as a function of temperature. The energy 

change can be given from 295K to 90K is ~0.200 eV for 5a and for ~0.48 eV for 5b 

 

Theoretically, if the linkage between the decoupled moieties is only one single 

covalent bond, then the relative conformational folding between Dδ+ and Aδ- units is 

precluded because of limited degree of freedom in space, therefore, the internal rotational 

relaxations around the central bond are favored and concomitantly the Dδ+ moiety takes 

an out of plane position with respect to the Aδ- moiety which results in a change in the 

electronic distribution by means of forming a relaxed excited state.13 However, once the 
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temperature drops below the glass transition of MCH (<135 K), the rigid nature of matrix 

prevents any donor rotations around the single bond of phenyl ring which gives rise to 

complete disappearance of LE fluorescence band (collapse of the LE band as a function 

of temperature), thus, the fluorescence only originates from the TICT excited-state for 5a 

and from WICT excited state for 5b which can be considered as a final retention of 

twisted/wagged ground state conformation of molecules. 

 

 

 

Figure 8.7 Charge distribution graphs for 5a and 5b showing perpendicularly positioned anthracene unit 

(5a) and pyramidal distortion (wagged) conformation of triphenylamine unit (5b) with respect to the phenyl 

ring. Adapted from Ref.16 

 

8.3.3 Temperature dependence (thermochromism) of emission in 2-MeTHF 

 

In order to better understand the strong thermochromism of the ICT fluorescence, 

the measurements were repeated in 2-methyltetrahydrofuran (2-MeTHF) solvent in the 

temperature range of 295K-95 K (see. Fig. 8.8). From the steady-state measurements in 

2-MeTHF solution it was clear that the thermochromic red shift and associated decreasing 

quantum yield (also there was not significant triplet contribution to the ICT state, see 

Table 8.4) occur with decreasing temperature, indicative of further relaxation of the 

excited-state geometric distortion and increased charge transfer strength as the 

temperature decreases. The fluorescence spectrum red-shifts through the glass transition 

temperature (~135 K), and nearly covers the whole visible region, in this case the 
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fluorescence has taken place after full solvent-relaxation, but then, upon cooling the 

temperature further (<135 K) the spectra start shifting to the blue again (see in Fig 8.8). 

The peak-to-peak positions show dramatical change in energy which are 0.38 eV for 5a 

and 0.36 eV for 5b molecule and onset-to-onset shifts are ~40 nm. 

Below 135 K, intramolecular rotations about the single C-C bond are inhibited 

because of the increasing rigidity of the 2-MeTHF matrix environment. At low 

temperatures the solvent shows high viscosity and there is less thermal activation of 

molecular vibrations which plays a significant role on solvation dynamics. Once the 

solvent freezes (e.g. at 90 K), a very large blue-shifted fluorescence peak is observed (ca. 

478 nm for 5a and ca. 520 nm for 5b) however, the band is still a unstructured Gaussian 

shape (to the red of the LE band seen in MCH) and so this is ascribed as a ‘blue band’ 

characteristic of the non-relaxed ICT state, in a rigid polar environment, corresponding 

to that seen in MCH at low temperature. These findings are in agreement with previous 

reports of 2-MeTHF solvent relaxation dynamics,19–21 where a similar fluorescence 

behaviour trend upon decreasing temperatures were reported.  

 

 

Figure 8.8 a) Temperature dependence of steady-state corrected phototoluminescence spectra in 2-MeTHF 

a) 5a b) 5b   
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The general conclusion from all this work is that the temperature has significant 

effect on the ‘polarity and polarizability’ of 2-MeTHF solvent in the vicinity of solute, 

which results in decreasing ‘permittivity’ of solvent as reported by Kawski et al.22 In 

principle, the existence of dipoles in the solute give rise to charge orientations of solvent 

molecules in the vicinity of solute which appears as the ICT excited-state dipole moment 

reorientation (generally rotational relaxations) of the solvent dipoles giving rise to an 

increase in effective solvent polarity and a greater degree of charge stabilisation in the 

solute molecule, and this effect will be more enhanced as the temperature decreases.20 

According to Gorlach et al.19 if the solvent reorientation occurs on a time scale which is 

comparatively as fast as the fluorescence lifetime of solute, then it is possible to observe 

gradually red-shifted fluorescence maxima (thermochromic shift) upon decreasing 

temperatures, therefore, between the fluid and glass temperature regime the spectra of 

these molecules show gradual thermochromic shift. However, once the temperature is 

lowered below 135 K, the thermochromic shift decreases due to the slowing of the re-

orientation of the solvent molecules in the vicinity of the ICT excited-state dipole as the 

motion of the solvent molecules is slowed in the rapidly increasing viscous solvent shell. 

Below the freezing point, the solvent molecules can no longer reorient and the 

fluorescence ‘dramatically’ blue-shifts to the energy of the non-relaxed ICT state. The 

effect should also been observed by time dependent Stokes shift as measuring an increase 

in solvent (2-MeTHF) relaxation time from nanosecond range (>135 K) to seconds (<135 

K, e.g. at 90 K).19     

8.3.4 The ground and excited state geometry of films    

 

In addition, photo physical investigations were also made in a rigid host matrix to 

understand the ground-state conformations of the molecules in the solid-state phase. 

Steady-state measurements were taken at RT using spin-coated films (including 10% 

CBP host material, see Fig.8.9). In such a rigid matrix, the molecules do not have 

rotational degrees of freedom, therefore, possible corresponding rotations about the C-C 

bond will be prevented, and the emission spectrum should not exhibit the effect of 

significant structural reorganisation. Spectra confirm that the ground-state conformations 
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of the solid-state phases have twisted/wagged geometry as the emission peak positions 

(ca. 524 nm for 5a and ca. 580 nm for 5b) are in very good agreement with the emission 

positions of the ICT excited-state observed in the rigid MCH matrix (ca. 520 nm for 5a 

and ca.575 nm for 5b) at 90 K. The solid-state spectra also only showed slight temperature 

dependent behaviour (slightly red-shifted) comparing at RT and 25 K again confirming 

no increased structural relaxation as a function of decreasing temperature, as will be 

represented in time-resolved spectroscopy measurements section below.  

 

Figure 8.9 The steady state spectra of spin-coated film including 10 % CBP host material a)5a b) 

5b 

8.3.5 The fluorescence lifetimes of LE and ICT states        

 

In 2-MeTHF, the twisted excited state can be stabilized with respect to a planar 

local excited state, hence, the emission spectrum shows strongly red-shifted and 

broadened fluorescence which arises from excited-states of the molecules having strong 

charge transfer character. The fluorescence lifetimes were measured (see Fig 8.10) by 

time correlated single photon counting (TCSPC) method for 5a and 5b under varying 

conditions (in MCH and 2-MeTHF) to assess the relative importance of solvent polarity 

on the fluorescence decays. The molecules in MCH solution were excited at 368 nm and 

the emission from the LE state was collected at 450 nm and 475 nm for 5a molecule and 

470 nm and 500 nm for 5b molecules. The LE emission of molecules shows biexponential 
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decay components, one long lasting and one fast decay (Table 8.3). The large lifetime 

differences between the two components indicate that they are of different origin. The 

long lasting component (~9 ns for 5a  and ~5.5 ns for 5b) corresponding to the LE 

emission and the fast components (~ 0.1 ns for both of the molecules) may result from 

partially twisted geometry of the molecules giving rise to a fast non-radiative decay 

channel. 

       

   

Figure 8.10 The fluorescence lifetime decays were collected by using single photon counting technique at 

different wavelength positions in degassed MCH (a and c) and 2-MeTHF solutions (c and d) at RT. The 

Orange segmented lines are exponential fits 
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Table 8.3 The fluorescence decay dynamics of LE state were recorded in degassed MCH solution  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The ICT lifetimes of molecules were measured in 2-MeTHF solution exciting at 

402 nm and the emission was collected at 500 to 650 nm for both molecules and the 

results are represented in Table 8.4. Obviously the fluorescence decay of molecules in a 

polar environment has a different nature due to the difference in arrangement of molecular 

geometries. The measurements clearly indicate that the lifetimes of ICT excited state have 

reduced significantly comparing the lifetime decays in MCH which is expected behaviour 

from ICT excited state decaying faster than the LE state,23 and also the quantum yields 

show reduces values. The ICT fluorescence shows triexponetial decay components (at 

500 and 550 nm) for 5a molecules, then turns into biexponential at 600 and 650 nm. The 

slow component can be associated with the TICT state and the rest of the fast components 

are of diffent origins. And similar behaviour was observed with 5b molecule, 

triexponential decay components turn into biexponential at 650 nm. And, the fast 

Materials in MCH 

LE-state dynamics 

            λex=368 nm 

450 nm 475 nm 

5a τ1=9.02 ns 

A1=0.18 

τ2=0.094 ns 

A2=0.04 

χ2= 1.1 

 

τ1=8.98 ns 

A1=0.18 

τ2=0.16 ns 

A2=0.028 

χ2= 1.18 

 

470 nm 

 

500 nm 

 

5b τ1=5.52 ns 

A1=0.24 

τ2=0.13 ns 

A2=0.059 

χ2= 1.1 

τ1=5.57 ns 

A1=0.24 

τ2=0.12 ns 

A2=0.065 

χ2= 1.09 

 



 

221 | P a g e  

 

components at shorter wavelengths may be associated with rapid quenching of the 

molecules that do not reach the stabilised CT geometry. 

 

Table 8.4 The quantum yields and fluorescence lifetime decays of ICT excited-state were measured for 5a 

and 5b in 2-MeTHF solution, and triplet state contribution on total fluorescence was elucidated by 

degassing the solution 

 

8.3.5 Time-resolved measurements 

 

The nanosecond gated time resolved spectroscopy technique was employed to 

measure the decay dynamics in MCH solution and the results compared with the spin-

 

Materials 

In 2-MeTHF 

ICT-state 

dynamics 

 

Quantum  Yields (ΦICT) In 

2-MeTHF in Air 

saturated/ Degassed 

                 And 

Quantum yield (ΦILE) In 

MCH Air saturated/ 

Degassed                

                 (%) 

         

                                        

                                    λx= 402 nm 

 

500 nm  550 nm  600 nm  650 nm 

5a 

 

  27.5 ± 3 / 35.6 ± 4 

             And 

 48.2 ± 1 / 57. 8 ± 3.1 

τ1= 3.76 ns 

A1=0.25 

τ2= 0.25 ns 

A2=0.05 

τ3= 6.4 ps 

A3=0.43 

χ2= 1.12 

τ1= 3.92 ns 

A1=0.23 

τ2= 0.1 ns 

A2=0.03 

τ3= 8.8 ps 

A3=0.02 

χ2= 1.17 

τ1= 4 ns 

A1= 0.24 

τ2= 0.06 ns 

A2=0.02 

 

 

χ2= 1.2 

τ1= 4.04 ns 

A1=0.23  

τ2= 0.04 ns 

A2=0.014 

 

 

χ2= 1.22 

 

5b 

 

20.7 ± 2 / 26.2 ± 3.6  

              And  

31.6 ± 1.2 / 40. 3 ±  4.2 

τ1= 3.04 ns 

A1=0.30 

τ2= 0.22 ns 

A2=0.08 

τ3= 3 ps 

A3=5.85 

χ2= 1.08 

τ1= 3.18 ns 

A1=0.30 

τ2= 0.15 ns 

A2=0.05 

τ3= 6.3 ps 

A3=0.44 

χ2= 1.1 

τ1= 3.28 ns 

A1=0.30 

τ2= 0.08 ns 

A2=0.04 

τ3= 4.5 ps 

A3=0.01             

χ2= 1.15 

τ1= 3.32 ns 

A1=0.30 

τ2= 0.08 ns 

A2=0.03 

 

 

χ2= 1.2 
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coated films. By way of this technique it is possible to record more than 12 orders of 

magnitude in intensity and more than 10 decades of time in one single experiment, 

therefore, it is possible to measure lifetime decays with totally covering both prompt (PF) 

and delayed fluorescence (DF) regimes simultaneously (in one curve) as shown in double 

logarithmic scales in Fig. 8.11. 

In general, the initial fast part of the decay is assigned to PF, and the long slower 

decay component is assigned to DF, in particular, Fig. 8.11 a and b. include the lifetime 

decay of 5a and 5b either in degassed MCH solution (at RT and 90K) and spin-coated 

thin film (at RT and 25 K). In MCH, at RT, the lifetimes of PF were measured as 4.1±0.07 

ns for 5a and as 3.5±1 ns for 5b which were emitting from the LE state as identified from 

the structured spectra of the emission as 1(ππ*)-PF (see Fig. 8.12 a and b), note that at 

RT, the DF was only measured for 5b material in MCH as 49.85 ±0.8 ns, but not for the 

5a material. At 90 K, as seen in the steady state spectra, the molecules have a stabilised 

twisted/wagged geometry which can be confirmed with the time resolved spectra showing 

an unstructured, red-shifted and much broadened CT type emission comparing with the 

structured spectra at RT, clearly emission emanating from the TICT/WICT excited states 

at all decay times. This red-shifted emission was attributed to the DF, but not 

phosphorescence (PH), the reason is that the DF spectra appears energetically very close 

to PF emission in solid films (very good spectral overlap observed, see Fig. 8.12), so if 

the long-lived emission would belong to PH, the energy gap between locally excited 

singlet and triplet states should be high and will not arise from the same energy level of 

PF. Therefore, the emission totally arises from the ICT states. At 90 K, the measured 

lifetime decays represented the dynamics of the ICT states, resulting in biexponential PF 

(TICT/WICT-PF) decay dynamics; τ1= 7.8± 0.5 ns, τ2=53.46±1.8 ns for 5a and τ1= 4.39± 

0.28 ns, τ1= 30.47± 1.9 ns for 5b. Then the decays transform into a power law (decay) 

regime (IDF ~ t-m) at longer times with an exponent of -1.2 for 5a and -3.2 for 5b. No 

phosphorescence emission could be observed for both of the materials at 90 K. 

The spectra of spin-coated thin films are also represented in Fig. 8.12 a.b for 5a and 

5b materials at RT and 25 K, where no significant time evolution was observed on spectra 

except for slight shifts of PF emission of 5a film at 25 K (the red unstructured curve 

rapidly evolve into unstructured spectra). And the lifetimes of PF (TICT/WICT-PF) were 
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measured as τ1= 4.88 ±0.28, τ2= 15.17± 0.93 ns for 5a and τ1= 6.76± 0.49 ns, τ2= 31.82± 

1.27 ns for 5b at RT. The DF follows a biexponential lifetime decay for 5a at RT with τ1= 

111.2 ±3.9 ns and τ2 = 430.74 ± 11.7 ns decays (which is distinctive, because no DF was 

observed for 5a in MCH solution at RT, but not surprising considering the packed nature 

of molecules in solid films), whereas the DF from 5b follows two power law regimes with 

the exponent of -3.2 then turns to -1.2 at later times at RT.  

 

                           

Figure 8.11 Log-log scale the lifetime decays a) 5a in MCH solution (both at RT and 90 K) and spincoated 

film (both at RT and 25 K)  b) 5b in MCH solution (both at RT and 90 K) and spincoated film (both at RT 

and 25 K), the laser fluence dependence of DF were inserted into the graphs  

 

Once the temperature was lowered to 25 K, the PF lifetimes increased showing 

biexponential dynamics τ1=11.55 ±0.73 ns, τ2=165.54 ±3.97 ns for 5a and τ1=5.81±0.34 

ns, τ2=62.8±2.86 ns for 5b. The DF of 5a decays following the transition from 

biexponential to power law regime (IDF ~ t-m) with an exponent of -1.2 (which is intriguing 

point to note as it is so similar a power law behaviour compared with the frozen solution 

at 90 K). The DF decay of 5b again follows two power law regimes; decays with the 

exponent of -2.4 at early times of the regime and then turns into -1.2 at later time ranges. 

Once again no phosphorescence emission could be observed with spin-coated films at 25 

K. 
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Figure 8.12 Time-resolved spectra of materials in MCH (at RT and 90 K) and spincoated film (at RT and 

25 K) a) 5a b) 5b  

 

In Fig. 8.12 a and b, the spectra observed at different delayed times. At room 

temperature both 5a and 5b PF and DF are nearly identical, clearly ICT in nature. The DF 

spectra show a hint of a red shoulder that shifts the peak of emission to the red. There 

exist no clear spectral separation of this feature so it is difficult to ascribe it to a 

phosphorescence component for example, it may be emission from a slightly different 

geometric ICT state. At 25 K, 5b yields the same behaviour as at room temperature, 

whereas 5a gives more complex structured PF and DF emission which appears to be some 

combination of species but well red shifted from the LE emission, this tends to shift more 

to fully ICT emission at longer times. In principle, the appearance of long-lived DF 

emission (power law regime) at low temperatures could be attributed to enhanced triplet 

state contribution upon total ICT emission24 giving rise to DF via two possible 

mechanisms: triplet-triplet annihilation (TTA) or geminate-pair recombination (GPR).25–

28 In practice, the best way to distinguish these phenomena is either comparing the decay 

pattern of PH and DF, or measuring the DF intensity dependence upon the laser excitation 

intensity. If the (delayed) singlet excitons originate from the TTA then the DF decays 

either exponentially at half the PH lifetime or it shows 𝑡−2 power law decay dynamics as 

a result of the dominant bimolecular annihilation process, in addition, singlet generation 

via TTA mechanism, the DF emission should follow a quadratic (excitation) intensity 
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dependence, at low intensities (𝐼𝑒𝑥𝑐 ≤ 10 µ𝐽) and then turn over into a linear law at high 

intensities(𝐼𝑒𝑥𝑐 ≥ 10 µ𝐽).26 As here, the PH lifetime cannot be measured, therefore, only 

the DF intensity dependence on laser fluence could be recorded, covering the DF power 

law regime for spin-coated films at 25 K (2 µs- 70 µs for 5a, 10 µs- 80 µs for 5b) and 

frozen MCH solutions (1 µs- 10 µs for 5a, 0.1 µs- 1 µs for 5b). In all cases a linear (slope 

1) dependence upon laser fluency was found (see Fig. 8.11 as inserted graph integrated 

DF intensity as a function of laser fluence) concomitant with a monomolecular decay 

process, not bimolecular processes as triplet-triplet annihilation.  

Alternatively, monomolecular DF can arise from the decay of geminately bound 

electron-hole pairs (as happens in Chapter 4). According to Monte Carlo simulations upon 

geminate pair recombination phenomena29,30 the electron-hole pairs show dispersive 

characteristics within their mutual coulombic potential and therefore result in time 

dependent power law decay I~𝑡−𝑚 with m=1..1.3 for the delayed fluorescence which is 

in good agreement with the measured time dependence of 5a and 5b spin-coated film 

featuring a power law with the exponent of -1.2 at 25 K. In addition, if the geminate pair 

is generated as a result of bimolecular process, e.g. triplet-triplet annihilation, the DF 

intensity dependence should follow quadratic to linear intensity dependencies (which is 

not the case here). The electron-hole pairs here are generated as a result of a 

monomolecular process, i.e. dissociation of an excited state, with intensity dependence of 

the DF linear on excitation intensity (from low to high 𝐼𝑒𝑥𝑐 conditions). This behaviour 

was observed in spin-coated thin films at 25 K as well as in dilute frozen solutions with 

the same linear power-law dependency of the DF predominantly observed at low 

temperatures. To confirm the origin of the DF, the laser fluence dependence of DF for 5b 

material in dilute MCH solution was measured at RT, again it showed the same linear 

dependency upon  𝐼𝑒𝑥𝑐. Thus, the major primary dissociation mechanism of excited states 

into geminate electron-hole pairs in these ICT states is an intramolecular process as 

reported by Vissenberg et al.31 This also can explain why the quantum yield of emission 

reduces as the ICT state relaxes (to lower energy). With increased excess energy (the 

difference between the initial photo created state and the final ICT state), it will be easier 

for the delocalised electron hole pair to escape their mutual coulomb attraction and 

dissociate, if the geminate (and possible non-geminate) recombination process has a poor 
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radiative efficiency then with increasing relaxation the total emissive yield will decrease 

as the rate of dissociation increases. 

8.4 Conclusion 

 

The excited-state photophysical properties of novel family of donor-acceptor 

pyridine molecules with anthracene and triphenylamine donor units were investigated 

where the ground states have a large degree of rotation around the phenyl C-C bond in 

the ground state. Significant differences in emission spectra properties were observed as 

a function of temperature (from 295 K to 90 K) in non polar MCH and polar 2-MeTHF 

solutions. In particular, in MCH, as the temperature was lowered dual fluorescence 

appeared and, at RT, the emission only arose predominantly from the locally excited state 

where the ground-state geometry of the molecules have partially twisted or pyramid-

shaped of D-A orientations. However, the observation of a resolved emission in MCH at 

RT showing a planarization in the excited state geometry, therefore, no CT-type emission 

is observed. However, once the solvent was frozen, and the geometry could not relax a 

broad, CT-type emission is observed confirming that perpendicular arrangement of 

ground state D-A is stabilised in the excited state.   

By contrast, in 2-MeTHF the fluorescence was always that of the ICT state and the 

spectrum gradually red-shifts through the glass transition temperature (~135 K), but then, 

upon cooling the temperature (<135 K) the spectra significantly shifted to the blue 

resulting in ICT emission from an unrelaxed molecular geometry, but not the LE state. 

Thus, only at high temperature and in non polar solvent is the ICT emission not observed, 

a result also confirmed from solid state measurements where again only ICT emission 

was observed. This highlights the key role of specific solvent-solute interactions in the 

vicinity of solvation dynamics where vibrational excitation of the molecule at high 

temperature coupled with the lack of solvent polarity destabilises the twisted molecular 

structure to allow planarisation and conjugation to over come ICT formation.  In addition, 

the investigations revealed that the twisted ground-state molecular conformations were 

retained in spin-coated thin films ensuring ICT stabilisation and emission as required for 

dominant ICT emission in a device setting. Delayed fluorescence predominantly 
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originated from monomolecular recombination of the geminately bound electron-hole 

pairs and it is believed that this can be a major loss mechanism of quantum yield in ICT 

systems and particularly as the ICT state moves to lower energy the competition with 

dissociation becomes acute. It is clear that to achieve ICT excited states in the solid state, 

the active emitter molecule must have a ground state configuration that stabilises the 

charge transfer state and this must be ‘locked-in’ in the solid state.  
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 CHAPTER 9: CONCLUDING REMARKS AND FUTURE WORK 

 

Throughout the course of this thesis, the origin of delayed fluorescence (DF) was 

investigated in variety of organic molecules including dye molecules, a polymer and 

small molecules. Each of the molecules was particularly chosen for the purpose of 

developing new perspectives on structure-DF relationships by way of comparing the 

molecules in a variety of environments. Considering that a number of general conclusions 

can be drawn from the various chapters. 

In Chapter 4, the origin of DF is investigated in Rh6G and ATTO-532. It was 

systematically shown how the origin of DF can be distinguished from previously 

suggested DF mechanisms. For this purpose, the typical characteristics of triplet-triplet 

annihilation (TTA) and thermally activated delayed fluorescence (TADF) mechanisms 

were represented and compared with experimental findings taken from Rh6G and ATTO-

532. In this way, a general picture was determined experimentally of typical DF 

behaviours, then, this chapter was used as a “model chapter” for the rest of the thesis. 

According to the findings, it was shown that a monomolecular process was operative 

behind the DF. This process was designated as “geminate-pair recombination (GPR)”. 

The GPR results from optically generated electron-hole pairs on dimer species rather than 

TTA or TADF. Consequentially, for the first time the origin of DF was clarified in these 

dye molecules.   

In Chapter 5, the complex excited state dynamics of polyspirobifluorene (PSBF) 

were investigated as a function of temperature in two solvents of differing polarity. It was 

shown that “inter/intrachain” interactions were significantly affected by solvent polarity 

and viscosity. Then the type of interactions between polymer chains were designated as 

the key factors behind the formation of charge transfer (CT) states. Active roles of CT 

states were found to reduce the singlet-triplet energy gap, thus allowing the exciton to 

cycle between the excited states. In this way, the CT state was involved in total 

fluorescence by means of taking an active role in a mixed DF mechanism (CT+ TTA), 

which was confirmed by calculating the empirical value of the quantum yield of delayed 

fluorescence (Ф𝐷𝐹 ). Consequentially, the findings of this chapter helped to make a good 
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interpretation of the up-conversion data obtained from by PSBF/Zeonex film in Chapter 

6. 

In Chapter 6, a two-pulse-pump excitation method was used to get a better 

understanding of possible photophysical mechanisms in PSBF/Zeonex film, which result 

in a high Ф𝐷𝐹 value (0.34). According to the energy states of PSBF ( 2𝑥𝐸𝑇1
> 𝑆1 and  

2𝑥𝐸𝑇1
> 𝐸𝑇𝑁

), the maximum contribution to Ф𝐷𝐹 from TTA was limited by 0.2 (only 

TTA contribution), and an additional contribution of 0.14 was attributed to an induced 

TADF contribution, arising from the decay of upper excited triplet states (𝑇𝑁) to the 3CT 

state rather than directly to the 3(π,π*) state. Consequentially, according to the findings in 

this chapter, the TTA can generate singlets in two ways; first of all via triplet fusion, 

where the encounter complex gains sufficient singlet wave function character that two 

triplets become a singlet state. Secondly, a distinct process requiring an intermediate 

charge transfer state. The normally unused 𝑇𝑁 state formed via the TTA triplet channel 

under conditions of 2x 𝐸𝑇1
>𝑇𝑁 then decay by electron transfer to 3CT, giving rise to 

triplets which are harvested via TADF mechanism through the emissive 1CT state. This 

intensity enhancement was observed to as a DF signal arising from the 1CT state. To 

understand the 𝑇𝑁  state contribution to a mixed DF mechanism (TTA+TADF), the 

requirement carrying out a two-pulse-pump experiment was highlighted. 

In Chapter 7, triplet properties of novel anthracene derivatives were investigated 

using a sensitizer-acceptor based up-conversion mechanism. According to the findings, 

an understanding was developed of the molecular structures of anthracene based novel 

acceptor molecules where structural modifications can be made to improve the efficiency 

for the next generation or up-conversion applications. With these results the question of 

how the side groups having different electron donating, withdrawing or neutral units 

affect the triplet-triplet annihilation efficiency and triplet energy transfer efficiency were 

also clarified. Comparing the results the best triplet transfer efficiency was observed with 

the molecules including electron donating groups, which suggest that the molecules 

having electron donating groups might be alternative molecules which could be used to 

obtain high quantum efficiency from up-conversion. In addition, the presence of a mixed 

triplet harvesting mechanism (TTA+TADF) was found in one of the materials, which was 
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in good agreement with the findings in Chapter 6. This particular mechanism was 

highlighted as a desirable alternative system to get high efficiency in potential devices. 

In Chapter 8, the formation of TICT/WICT states was investigated in donor-

acceptor-donor type pyridine derivatives. The investigations revealed that the twisted 

ground-state molecular conformations were retained in spin-coated thin films ensuring 

ICT stabilisation and emission as required for dominant ICT emission in a device setting. 

Delayed fluorescence predominantly originated from monomolecular recombination of 

the geminately bound electron-hole pairs and it was believed that this can be a major loss 

mechanism of quantum yield in ICT systems, particularly since as the ICT state moves to 

lower energy the competition with dissociation becomes acute. It was clear that to achieve 

ICT excited states in the solid state, the active emitter molecule must have a ground state 

configuration that stabilises the charge transfer state and this must be ‘locked-in’ in the 

solid state. 

9.1 Future Work 

 

The investigations presented in this thesis developed a deeper understanding of 

structure-DF relationship in particularly chosen molecules. They can be used as reference 

materials to design novel molecular structures to get a high contribution to the total 

fluorescence via delayed fluorescence phenomena.  

The mixed DF (both TTA and TADF operative) mechanism was highlighted as one 

of the desired alternative systems to obtain high efficiencies in potential device 

applications. Therefore, it would be interesting to study the molecular geometry of the 

molecules, in order to determine whether a rigidly perpendicular arrangement of donor-

acceptor units is the key factor behind the operative TADF or dynamic rocking about 

orthogonality gives rise to a larger TADF contribution. To understand this, X-ray 

crystallographic data might be useful to investigate. In addition, the cycling process 

between charge transfer states (1CT-3CT) was reported as an important mechanism behind 

the TADF. Therefore, it would be also interesting to carry out computationally the 

vibronic coupling dynamics between1CT-3CT states, so that an understanding can be 
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developed of how this coupling mechanism effects the reverse intersystem crossing rate 

(𝑘𝑟𝐼𝑆𝐶). Such modelling studies will give more insight into the dynamical mechanisms 

for highly efficient TADF and open design routes for the future development of high 

performance systems. 

 

 

 

 

 

 

 

 

 

 

 


