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Abstract

This thesis mainly concerns the cohomology of the moduli spaces M3[2]
and M3,1[2] of genus 3 curves with level 2 structure without respectively
with a marked point and some of their natural subspaces. A genus 3 curve
which is not hyperelliptic can be realized as a plane quartic and the moduli
spaces Q[2] and Q1[2] of plane quartics without respectively with a marked
point are given special attention. The spaces considered come with a nat-
ural action of the symplectic group Sp(6,F2) and their cohomology groups
thus become Sp(6,F2)-representations. All computations are therefore
Sp(6,F2)-equivariant. We also study the mixed Hodge structures of these
cohomology groups.

The computations forM3[2] are mainly via point counts over finite fields
while the computations forM3,1[2] primarily use a description due to Looij-
enga [62] in terms of arrangements associated to root systems. This leads
us to the computation of the cohomology of complements of toric arrange-
ments associated to root systems. These varieties come with an action of
the corresponding Weyl groups and the computations are equivariant with
respect to this action.





Sammanfattning

Denna avhandling behandlar huvudsakligen kohomologin av modulirum-
men M3[2] och M3,1[2] av kurvor av genus 3 med nivå 2-struktur utan re-
spektive med en markerad punkt samt några naturliga delrum av dessa rum.
En icke hyperelliptisk kurva av genus 3 kan realiseras som en plan kvar-
tisk kurva och vi ägnar extra uppmärksamhet åt modulirummen Q[2] och
Q1[2] av plana kvartiska kurvor utan respektive med en markerad punkt.
Den symplektiska gruppen Sp(6,F2) verkar naturligt på de rum som betrak-
tas i denna avhandling och kohomologigrupperna av dessa rum blir således
representationer av Sp(6,F2). Våra beräkningar är därför ekvivarianta med
avseende på gruppen Sp(6,F2). Vi behandlar också blandade Hodgestruk-
turer.

Beräkningarna förM3[2] är huvudsakligen via punkträkningar över änd-
liga kroppar medan beräkningarna för M3,1[2] främst använder en besk-
rivning av Looijenga [62] i termer av arrangemang associerade till rotsys-
tem. Detta leder till beräkningar av kohomologin av komplement till toriska
arrangemang associerade till rotsystem. Rotsystemens Weylgrupper verkar
naturligt på dessa varieteter och våra beräkningar är ekvivarianta med avse-
ende på denna verkan.





Preface

Since it is a bit unusual (at least in Sweden) to write up a thesis as a mono-
graph rather than a collection of papers, it might be appropriate to explain
this choice. First and foremost, the results presented here are all quite closely
related and they are all building towards the same goal. Therefore, I felt
that they were most naturally presented in one cohesive story along with
the relevant theory. There are of course drawbacks of this choice - the most
notable is probably that the resulting text became both longer to write and
read. However, “shorter to read” does not necessarily mean “easier to under-
stand” and this format also allows avoiding tedious repetitions that would
occur in a collection where each paper itself would need to contain some
extent of background theory.

The intended reader of this thesis is an algebraic geometer. This means
that theory known to most algebraic geometers is used without much expla-
nation, for theory that is known to exist (but perhaps not known) by most al-
gebraic geometers I provide references while I discuss theory more specific
to the topic in more detail. For example, the indended reader is expected
to be familiar with sheaves and to at least have heard about the existence of
the concept of mixed Hodge structures while Aronhold sets of theta charac-
teristics are explained in more depth.

The exception to this rule is the introduction. Since at least parts of the
topic at hand are in the rare but favorable position of being quite elementary
we start at this point and the intended audience is therefore a bit broader
here than in the rest of the thesis. At times this choice leads to simplifica-
tions, vagueness and imprecision but I hope this only occurs at points which
are either well-known to experts or covered in more detail later in the thesis.
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1. Introduction

“ In any branch of mathematics, there are usually guiding prob-
lems, which are so difficult that one never expects to solve them
completely, yet which provide stimulus for a great amount of
work, and which serve as yardsticks for measuring progress in
the field. In algebraic geometry such a problem is the classifi-
cation problem. In its strongest form, the problem is to classify
all algebraic varieties up to isomorphism. ”

Robin Hartshorne, Algebraic Geometry, [53]

Let us begin by explaining a few words in the quote above. A variety is
the set of solutions of a finite set of polynomial equations in an affine or
projective space. Algebraic geometry views a variety as a geometric object
and studies its geometrical properties. Two varieties with the same geomet-
rical properties are said to be isomorphic. A variety of dimension 1 is called
a curve, a variety of dimension 2 is called a surface and so on. This thesis
mainly concerns the classification problem in the special case of a type of
curves called plane quartics.

1.1 Moduli of curves

Let k be a field. Define a smooth, plane, projective curve C over k as a variety
given as the zero locus in P2 (k) of a nonsingular, homogeneous polynomial
f (x, y, z) ∈ k[x, y, z]. The degree of the curve C is the degree of f . If the degree
is 1 we say that C is a line, if the degree is 2 we say that C is a conic, if the
degree is 3 we say that C is a cubic, if the degree is 4 we say that C is a quartic
and so on, see Figure 1.1.

By varying the coefficients of the polynomial f we get new polynomi-
als and thus new curves. Intuitively, “small” variations in the coefficients
should give curves that are “similar” or “close”, see Figure 1.2. This heuris-
tic leads to the idea of a “space of curves” whose points are, not necessarily
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(a) y −x = 0 (b) 3x2 +3y2 +2x y −4z2 = 0

(c) 5y3 −5y z2 −6x3 +6xz2 = 0 (d) x3(z −x)− y3x − (z −x)3 y = 0

Figure 1.1: The affine part, given by z = 1, of (A) a line (B) a conic (C) a cubic
and (D) a quartic.

planar, curves and whose topology agrees with the above notion of close-
ness. This idea is surprisingly hard to make precise and the space itself is
even more complicated to construct. Nevertheless, there is a moduli space
of curves whose points are in bijection with isomorphism classes of curves
and whose geometry reflects how curves vary in families. As a sidenote for
experts we point out that, contrary to what the above might suggest, the
moduli spaces occurring in this thesis will be considered as coarse spaces
and not as stacks.

The moduli space of curves is not connected but has one component
Mg for each nonnegative integer g (although we need to be extra careful
in the cases where g is 0 or 1). The number g is the genus of a curve C
whose isomorphism class lies in Mg , i.e. g = dimk H 0(C ,ωC ) where ωC is
the canonical sheaf of C . Over C, each curve C is a Riemann surface and
then the genus is simply the number of holes in C , see Figure 1.3.

Remark 1.1.1. The word “moduli” stems from the Latin word “modus” and
means “modes” or “measures”. In this context, the terminology was first

18



(a) t = 1 (b) t = 1
4

(c) t = 1
20 (d) t = 0

Figure 1.2: The affine part, given by z = 1, of the plane quartic (x2 + 2y2 −
z2)(2x2 + y2 − z2)+ t z4 = 0 for four different values of t . Note that the curve in
Figure 1.2d is singular.

used by Riemann [75] but it is likely that he was inspired by material sci-
ence which at the time already had an established terminology of various
“elastic moduli” describing how easily an object is reversibly deformed.

We also remark that classification first in terms of genus and then in
terms of modulus is not unique for mathematics - for instance, in marine
biology there are molluscs (sea snails) whose genera are further subdivided
into moduli.

A smooth plane quartic has genus 3 but not all genus 3 curves are plane
quartics. The set of genus 3 curves which are not plane quartics consists of
the so-called hyperelliptic curves of genus 3. However, most genus 3 curves
are plane quartics and the hyperelliptic curves will only play a minor role
in this thesis. More precisely, the subspace Q of M3 consisting of isomor-
phism classes of plane quartics is dense and open so if we were able to pick
a point of M3 at random we would get a plane quartic with probability 1.

Many of the complications in the construction of Mg stem from the ex-
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Figure 1.3: A curve of genus 3.

istence of curves with automorphisms. One approach towards a solution to
this problem is to add extra structure to the curves. The simplest thing one
can do is to label a number of points of the curves and require that isomor-
phisms take the i ’th marked point of one curve to the i ’th marked point of
the other, see Figure 1.4. We thus obtain moduli spaces Mg ,n of genus g
curves with n ordered marked points. Adding more points yields more re-
strictions on the automorphisms and taking n > 2g + 2 suffices to ensure
that there is no nontrivial automorphisms if g ≥ 2.

Figure 1.4: A curve of genus 3 with 4 marked points.

The downside of this path is that many aspects of the geometry of Mg ,n

are different from those of Mg . Most notably we have dim
(
Mg

) = 3g − 3
for g ≥ 2 while dim

(
Mg ,n

) = 3g − 3 + n, so each marked point adds one
extra dimension. A method that avoids changing the dimension is to add
something called a level N structure. We will discuss level structures in more
detail in Chapter 3. Here we only mention that the most important part of
a level N structure is a finite abelian group. A curve only has finitely many
level N structures so the moduli spaceMg [N ] of genus g curves with level N
structure has the same dimension as Mg and a curve with level N structure
does not have any automorphisms if N ≥ 3, see Section 2.A of [52]. The
spaces Mg [N ] were first studied by Mumford in [70].

In this thesis we take the perspective that curves with level structure are
interesting in their own right and our main objects of study will be the mod-
uli spaces Q[2] of smooth plane quartics with level 2 structure and Q1[2]

20



of smooth plane quartics with level 2 structure and one marked point. In
particular, these spaces come with natural actions of the group Sp(6,F2) and
this action will play an important role throughout the thesis.

1.2 Cohomology

One intuitive approach towards understanding a space is to try to under-
stand its subspaces. Depending on what sort of questions we are interested
in we might want to introduce an equivalence relation between the sub-
spaces. For instance, if we are interested in the topology of a space we might
want to consider two subspaces as equivalent if one can be continuously de-
formed to the other. This is the idea behind the homology groups of a space.
However, it is often useful to study a space through the functions on the
space. Taking this perspective one arrives at the cohomology of a space. Ho-
mology and cohomology share many properties but, since functions can be
pointwise multiplied, cohomology has the advantage of having a ring struc-
ture.

Both the homology and the cohomology groups of a complex space are
equipped with additional structures called mixed Hodge structures which
are both interesting and often useful in computations. Mixed Hodge struc-
tures have many nice properties such as functoriality, compatibility with
products of spaces (in the sense of the Künneth theorem) and they are also
compatible with products in cohomology.

We are now in a position where we can state the aim of the thesis: we
want to compute the cohomology groups of Q and related spaces. Since
the group Sp(6,F2) acts on the spaces in question, their cohomology groups
will be Sp(6,F2)-representations and we want to determine these represen-
tations. The cohomology groups also carry mixed Hodge structures and we
also want to determine these. We will not reach this goal in all cases, but
at least in some, and we will also see some interesting byproducts along the
way.

Since the spaces we are investigating are defined over the integers we
have the flexibility of working over the complex numbers as well as over fi-
nite fields (although the spaces are not very nice in characteristic 2). De-
spite the fact that the complex and finite worlds are rather different, both
perspectives will prove useful and in both cases there are notions of “pu-
rity” which will be essential. Another recurring theme will be the use of
inclusion-exclusion arguments.

More precisely, when we are investigating a complex space X , the mixed
Hodge structures allow the construction of a weighted Euler characteristic
E m(X ) which remembers the Hodge weights but forgets the cohomological
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grading. This Euler characteristic is additive and can therefore be computed
by realizing X as a subspace of some larger space Y and then computing
E m(Y ) and E m(Y \ X ). Finally, purity will allow us to recover the cohomo-
logical grading from the Hodge weights.

A space X over a finite field Fq with q elements has a finite number of
points over Fq . If X is a subspace of a larger space Y we have that the num-
ber of Fq -points of Y is the number of Fq -points of X plus the number of
Fq -points of Y \ X so inclusion-exclusion arguments are applicable also in
this setting. Such point counts, which are rather number theoretic in nature
give certain Euler characteristics, which are of a topological nature, via the
Lefschetz trace formula. Again, purity will allow us to go from Euler charac-
teristics to actual cohomology.

We now give a more precise outline of the thesis.

1.3 Outline of thesis

Chapter 2 In this chapter we give much of the classical geometric back-
ground used later in the thesis. In particular, we discuss plane quartics, their
relation to Del Pezzo surfaces of degree 2 as well as how they are determined
by seven points in P2. Sections 2.2–2.4 are in large parts reworked material
from my licentiate thesis [12].

Chapter 3 In this chapter we present some theory regarding lattices and
quadratic forms over F2. This theory is then used to discuss level structures
on curves and geometric markings on Del Pezzo surfaces. Also most of this
chapter is reworked material from [12]. Section 3.6 is entirely new.

Chapter 4 Here we discuss some constructions and results of Looijenga
from his paper [62], on which much of this thesis builds. Most importantly,
we will see descriptions of certain subspaces of Q1[2] in terms of arrange-
ments of hyperplanes and arrangements of hypertori.

Chapter 5 In the first part of this chapter we review some of the theory of
cohomology of general arrangements. In particular, we discuss the theory
of purity as given by Dimca and Lehrer in [36] and we also give a theorem
of Macmeikan [63] which will be important to us. In the second part of the
chapter we give the results of the paper [13]. More precisely, we apply the
theory from the first part of the chapter to the case of toric arrangements
associated to root systems. In particular, we develop Algorithms 5.8.1 and
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5.9.2 computing the cohomology of the complement of a general root sys-
tem (equivariantly with respect to the corresponding Weyl group) and in
Section 5.11 use this algorithm to compute the cohomology groups of the
complements of toric arrangements associated to the exceptional root sys-
tems G2, F4, E6 and E7. We also compute the total cohomology of the com-
plement of the toric arrangement associated to the root system An as well
as its Poincaré polynomial, see Theorems 5.10.8 and 5.10.10.

Chapter 6 This chapter contains most of the results of [14]. More pre-
cisely, we apply the results from Chapter 5 to Looijenga’s descriptions. We
thereby obtain the Sp(6,F2)-equivariant cohomology of the moduli space
Qord[2] of plane quartic curves with level 2 structure marked with one or-
dinary point, the moduli space Qbtg[2] of plane quartic curves with level
2 structure marked with one bitangent point, the moduli space Qflx[2] of
plane quartic curves with level 2 structure marked with one flex point, the
moduli space Qhfl[2] of plane quartic curves with level 2 structure marked
with one hyperflex point as well as some related spaces. The results are given
in Tables 6.1–6.6. We also get a partial description of the cohomology of
Q1[2] and we relate the cohomology of Q[2] to that of Qflx[2], see Proposi-
tion 6.1.3 and 6.2.3.

Chapter 7 In this chapter we give most of the results of [15], which are im-
proved versions of results of [12]. Specifically, through point counts over
finite fields we are able to determine each cohomology group of Q[2] as a
representation of S7. The results are presented in Tables 7.1 and 7.2.

Chapter 8 Chapter 8 is where we discuss hyperelliptic curves. Specifically,
we review a description of Hg [2] (due to work of Dolgachev and Ortland
[38], Tsuyumine [84] and Runge [77]) and use this description to compute
the cohomology of H3[2] and H3,1[2] equivariantly with respect to Sp(6,F2),
see Tables 8.2 and 8.4. The results of this section can be found in [12], [14]
and [15].

Chapter 9 In this chapter we give a partial description of the cohomology
of M3,1[2]. We also determine H k (Q[2]) as a Sp(6,F2)-representation for 0 ≤
k ≤ 3. Both these results are from [14]. Finally, we discuss some possible
directions for future work.

Appendices In the appendices we give some of the code used in this thesis.
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2. Geometric background

In this chapter we discuss some classical geometry that we will use through-
out the thesis. We start by investigating plane quartics - a subject with a fas-
cinating history, starting with the 1486 inquisitional burning at the stake of
the Spanish mathematician Valmes for solving the quartic equation, see [8].1

Our focus will however be on the less dramatic but perhaps mathematically
more interesting theory of the 19’th century, developed by Aronhold, Cay-
ley, Hesse, Klein, Plücker, Schottky, Steiner and Weber among many others.
In particular we shall see how the tangents to plane quartic curves behave.
We shall then relate plane quartics to Del Pezzo surfaces, another rich and
interesting topic. In particular, we will see how Del Pezzo surfaces can be re-
alized as blowups of the projective plane in a set of points. This will give us
the flexibility of three different perspectives, each with its own benifits and
uses.

Before starting we establish some terminology. A variety shall be a re-
duced and separated scheme of finite type over an algebraically closed field.
Thus, we do not require a variety to be irreducible. By the word curve shall
mean an equidimensional variety of dimension 1 and a surface is an equidi-
mensional variety of dimension 2. Thus, we also allow curves and surfaces
to be reducible.

2.1 Plane quartics

Let K be an algebraically closed field of characteristic zero. A smooth plane
quartic curve, or a plane quartic for short, is a nonsingular variety C ⊂P2 (K )
given by an equation

f (x, y, x) = 0,

1Tomás de Torquemada, the first inquisitor general, allegedly said that it was the
will of God that the solution of the quartic should be beyond human understanding.
However, this story is not very well documented and its truth is debated, see [8]. The
first published solution of the quartic equation appears in Cardano’s “Ars Magna”
[20] from 1545 and is due to the Italian mathematician Ferrari who appears to have
found his solution in 1540.
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where f (x, y, z) ∈ K [x, y, z] is a nonsingular homogeneous polynomial of de-
gree 4. By the genus-degree formula we find that such a curve has genus
1
2 (4−1)(4−2) = 3. If we let K [x, y, z]4 denote the set of homogeneous polyno-
mials of degree 4 and let∆4 denote the set of singular homogeneous polyno-
mials of degree 4, we can identify the space of plane quartics with the space
P

(
K [x, y, z]4 \∆4

)
.

Let Hg denote the moduli space of hyperelliptic curves of genus g . Any
smooth, nonhyperelliptic curve of genus g ≥ 2 is embedded into Pg−1 (K )
as a curve of degree 2g − 2 via its canonical linear system. If C is a non-
hyperelliptic curve of genus 3, a choice of basis of its space of global sec-
tions (up to a nonzero scalar multiple) gives an embedding of C into P2 (K )
as a curve of degree 4. The projective general linear group PGL(3,K ) acts
on P

(
K [x, y, z]4 \∆4

)
by changing bases and we may realize M3 \H3 as the

affine quotient P
(
K [x, y, z]4 \∆4

)
/PGL(3,K ). We denote the space M3 \H3

by Q and call it the moduli space of plane quartics. It is a dense open subset
of M3 and its dimension can be computed as

(4+3−1
3−1

)−1−8 = 6 (which of
course agrees with the usual dimension formula dim(Mg ) = 3g −3). When
we view Q and H3 as subsets of M3 we will sometimes refer to them as the
quartic and hyperelliptic locus, respectively.

We fix a plane quartic C and a point P on C and we let TP ⊂P2 (K ) denote
the tangent line of C at P . Since C is of degree 4, Bézout’s theorem tells us
that the intersection product C ·TP will consist of 4 points. There are four
possibilities:

(a) TP ·C = 2P +Q +R where Q and R are two distinct points on C , both
different from P . In this case, TP is called an ordinary tangent line of
C and P is called an ordinary point of C , see Figure 2.1a.

(b) TP ·C = 2P +2Q where Q 6= P is a point on C . In this case, TP is called a
bitangent of C and P is called a bitangent point of C , see Figure 2.1b.

(c) TP ·C = 3P +Q where Q 6= P is a point on C . In this case, TP is called a
flex line of C and P is called a flex point of C , see Figure 2.1c.

(d) TP ·C = 4P . In this case, TP is called a hyperflex line of C and P is called
a hyperflex point of C , see Figure 2.1d.

Let (C ,P ) be an ordered pair where C is a plane quartic curve and P is a
point of C . We say that two such pairs (C ,P ) and (C ′,P ′) are isomorphic if
there is an isomorphism of curvesφ : C →C ′ such that P ′ =φ(P ). We call the
moduli space of such pairs the moduli space of pointed plane quartics and
denote it by Q1. There is a natural forgetful morphism Q1 →Q sending the
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isomorphism class of a pair (C ,P ) to the isomorphism class of the curve C
and in particular we see that dim(Q1) = dim(Q)+1 = 7.

By considering the intersection product C ·TP at the marked point P we
decompose Q1 as a disjoint union

Q1 =Qord tQbtg tQflx tQhfl,

where Qord consists of the isomorphism classes of pairs (C ,P ) where P is
ordinary, Qbtg consists of the isomorphism classes where P is a bitangent
point, Qflx consists of the isomorphism classes where P is a flex point and
Qhfl consists of the isomorphism classes where P is a hyperflex point.

PQ R

(a) x2(x − z)(x + z)− y z3 − y3z = 0

P

Q

(b) (2z2−x2−x y)2−x y(x−y)(x+3y) = 0

P Q

(c) x3(z −x)− y3x − (z −x)3 y = 0

P

(d) x4 + y3z + y z3 = 0

Figure 2.1: The affine part, given by z = 1, of a plane quartic with: (A) an ordi-
nary point P , (B) a bitangent point P , (C) a flex point P or (D) a hyperflex point
P .

Remark 2.1.1. The curve in Figure 2.1b has been investigated in [57] and the
equation for the curve in Figure 2.1d appears in [80]. We would also like to
point out the amusing resemblance between Figure 2.1c and some of the
photographs claimed to depict the Loch Ness monster.

As indicated by the terminology, most points of a plane quartic are or-
dinary points. Any plane quartic has a number of bitangents as well as a
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number of flex lines, but most plane quartics do not have hyperflex lines.
More precisely, the locus Qord is a dense open subset of Q1, the loci Qbtg

and Qflx both have codimension 1 in Q1 and the are forgetful morphisms
Qbtg → Q and Qflx → Q are surjective whereas Qhfl has codimension 2 in
Q1 and the forgetful morphism Qhfl →Q is neither surjective nor injective.

In order to investigate the situation more closely, let HC ⊂ P2 (K ) be the
Hessian of C , i.e. the curve defined by the equation

det


∂2 f
∂x2

∂2 f
∂x∂y

∂2 f
∂x∂z

∂2 f
∂x∂y

∂2 f
∂y2

∂2 f
∂y∂z

∂2 f
∂x∂z

∂2 f
∂y∂z

∂2 f
∂z2

= 0,

where f (x, y, z) = 0 is the equation defining C . Thus, HC is a curve of degree
6 and, for a general curve C , the intersection between HC and C will consist
of the flex points of C . By Bézout’s theorem, we see that there are 6 ·4 = 24
flex points.

Let C∨ be the dual curve of C . The dual of a curve of degree d has degree
d · (d − 1) so C∨ has degree 12, arithmetic genus 55 and geometric genus
3. If C is general, then C∨ will only have double points as singularities and
each singularity will either correspond to a flex line or a bitangent. By the
genus-degree formula we conclude that the number of bitangents is

55−3−24 = 28.

If C is not general, then C still has 24 flex lines and 28 bitangents as long as
we count a hyperflex line both as a flex line and as a bitangent line in the
sense of intersection theory. For many purposes it makes much sense to
adopt this broader definition of flex lines and bitangents and most authors
indeed do so. However, the distinction between flex points, bitangent points
and hyperflex points will at times be important to us. At these times we shall
talk about genuine flex lines and bitangent lines in order to stress that we do
not allow hyperflex lines. For a picture, see Figure 2.2.

At any rate, we have partially proven and hopefully convinced the reader
of the following classical result from 1834. For a more complete account, see
for instance [53], Chapter IV.2.

Theorem 2.1.2 (Plücker [74]). Let C be a plane quartic and let Nflx, Nbtg and
Nhfl denote the number of genuine flex lines, genuine bitangent lines and hy-
perflex lines, respectively. Then

Nflx +2Nhfl = 24, and, Nbtg +Nhfl = 28.
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Thus, if we let Qbtg and Qflx be the closures of Qbtg and Qflx in Q1, then

Qbtg =Qbtg tQhfl, and Qflx =Qflx tQhfl,

and we see that the forgetful morphisms

Qbtg →Q, and Qflx →Q,

are finite of degrees 28 and 24, respectively.

Figure 2.2: The affine part, given by z = 1, of the quartic x4+y4−6(x2+y2)z2+
10z4 = 0 and its 28 bitangents of which 24 are genuine bitangents and 4 are hy-
perflex lines (namely the lines of slope ±1 intersecting only one component).
The above curve was discovered by Edge [41].

Similarly to the unpointed case, the moduli space Q1 is a dense open
subset of the moduli space of pointed genus 3 curves, M3,1, and its comple-
ment in M3,1 is the moduli space of pointed hyperelliptic curves of genus 3,
H3,1.
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If we let K = C, the moduli spaces introduced in this section all have
de Rham cohomology groups and by Deligne [31], each of these groups is
equipped with a mixed Hodge structure. In [62], Looijenga computed some
of these cohomology groups together with their mixed Hodge structure. He
found that the groups all had remarkably simple mixed Hodge structures
- they are all pure of Tate type (k,k) for various values of k. This allowed
him to present his result in an exceptionally compact way which he dubbed
Poincaré-Serre polynomials.

Definition 2.1.3 (Looijenga [62]). Let X be a variety with de Rham cohomol-
ogy groups H k (X ) and let dk,l be the dimension of the subqoutient of H k (X )
of Hodge weight l . The Poincaré-Serre polynomial of X is the polynomial

PSX (t ,u) =∑
k,l

dk,l t k ul .

In particular, we note that PSX (t ,1) is equal to the usual Poincaré poly-
nomial PX (t ) of X . We are now ready to state the results of Looijenga.

Theorem 2.1.4 (Looijenga [62]). The de Rham cohomology groups of the
moduli spaces M3, Q and H3 are all pure of Tate type (k,k) for various k
and their Poincaré-Serre polynomials are given by

PSM3 (t ,u) = 1+ t 2u2 + t 6u12, PSQ(t ,u) = 1+ t 6u12, PSH3 (t ,u) = 1.

Theorem 2.1.5 (Looijenga [62]). The de Rham cohomology groups of the
moduli spaces Qbtg, Qflx, Qhfl, H3,1, Qbtg and Qflx are all pure of Tate type
(k,k) for various k and their Poincaré-Serre polynomials are given by

PSQbtg (t ,u) = 1+ tu2 + t 5u10 +2t 6u12, PSQflx (t ,u) = 1+ t 6u12,

PSQhfl (t ,u) = 1, PSH3,1 (t ,u) = 1+ t 2u2,

PSQbtg
(t ,u) = 1+ t 5u10 +2t 6u12, PSQflx

(t ,u) = 1+ t 2u2 + t 6u12.

In [62], Looijenga also made computations for the cohomology of Qord,
Qord =Q1 \Qbtg, Q1 and M3,1. Unfortunately, there was a small error in the
calculation of the cohomology of Qord which then propagated to the com-
putations for the other two spaces. This was noticed and partially remedied
in [47]. Using our results of Chapter 6, we can reprove the above results.
Also, by reading off the first columns of Table 6.1 and Table 6.5 we can add
the following two spaces to the list.
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Theorem 2.1.6. The de Rham cohomology groups of the moduli spaces Qord

and Qord both have Tate type (k,k) for various k and their Poincaré-Serre
polynomials are given by

PSQord (t ,u) = 1+ tu2 +2t 6u12 +2t 7u14,

PSQord
(t ,u) = 1+2t 6u12 + t 7u14

We mention that the cohomology of Q1 fits into a Gysin exact sequence

· · ·→ H k (Q1) → H k(
Qord

)→ H k−1
(
Qbtg

)
→ H k+1(Q1) →··· .

By considering the Hodge weights, this sequence splits into four term se-
quences

0 →Wk H k (Q1) → H k(
Qord

)→ H k−1
(
Qbtg

)
(−1) →Wk H k+1(Q1) → 0,

where Wk H i (Q1) denotes the weight k part of H i (Q1). Using Theorems
2.1.5 and 2.1.6 we now see that

PSQ1 (t ,u) = 1+ t 2u2 + t 6u12 + t 8u14 +a(t 6u12 + t 7u12)+b(t 7u14 + t 8u14),

where a and b are either 0 or 1. The above formula also appears in [47] where
it is obtained in a slightly different fashion.

Remark 2.1.7. Although the undetermined coefficients a and b are admit-
tedly unsatisfactory, their appearance should not be unexpected. On the
contrary, it should be seen as surprising that similar coefficients do not oc-
cur elsewhere, for instance in the Poincaré-Serre polynomial of M3. The
simple reason is that the cohomology groups of Q and H3 match up in
such a way that the corresponding Gysin sequence splits into short exact
sequences whereby the cohomology of M3 is determined. For Q1 this is not
the case and therefore one needs to actually understand either the Gysin
map or the restriction map in order to determine a and b by this method.

We conclude this section by pointing out that Bergström and Tommasi
[11] have used a different method to show that a and b are both zero.

Theorem 2.1.8 (Bergström and Tommasi [11]). The Poincaré-Serre polyno-
mials of Q1 and M3,1 are given by

PSQ1 (t ,u) = 1+ t 2u2 + t 6u12 + t 8u14,

PSM3,1 (t ,u) = 1+2t 2u2 + t 4u4 + t 6u12 + t 8u14.

31



(a) (b)

Figure 2.3: Two pictures of the Del Pezzo surface of degree 2 given by the equa-
tion t 2 = x4 + y4 −6(x2 + y2)z2 +10z2.

2.2 Del Pezzo Surfaces and Plane Quartics

Once again, let K be an algebraically closed field of characteristic zero. A
Del Pezzo surface is a smooth, rational surface S such that the anticanonical
class −KS is ample. The number K 2

S is called the degree of S. In other words,
there are positive integers m and n and a closed embedding

i : S ,→Pm (K ) ,

such that the anticanonical sheaf ω−1
S satisfies (ω−1

S )n = i∗OPm (1). We de-
note the moduli space of Del Pezzo surfaces of degree d by DPd .

In the upcoming sections we describe the classical relationship between
Del Pezzo surfaces and plane quartics. For more complete treatments of the
topic of Del Pezzo surfaces we recommend [65] and [56].

Let C be a quartic curve given by the equation f (x, y, z) = 0 and let t be
another variable of degree 2. The equation

t 2 = f (x, y, z), (2.2.1)

describes a surface S in the weighted projective space P(1,1,1,2), see Fig-
ure 2.3 and compare with Figure 2.2 (for an introduction to weighted projec-
tive spaces, see [56]). We shall show that S is a Del Pezzo surface of degree
2.

Proposition 2.2.1. Let f (x, y, z) ∈ K [x, y, z] be a smooth, homogeneous poly-
nomial of degree 4. Then the surface S ⊂ P(1,1,1,2) defined by the equation
t 2 − f (x, y, z) = 0 is a Del Pezzo surface of degree 2.
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Proof. The space P(1,1,1,2) has a singularity at the point P = [0 : 0 : 0 : 1],
which clearly is not a point of S, and is smooth elsewhere. We may thus
verify that S is smooth by checking the partial derivatives of g (x, y, z, t ) =
t 2 − f (x, y, z):

∂g
∂x =−∂ f

∂x , ∂g
∂y =−∂ f

∂y ,

∂g
∂z =−∂ f

∂z , ∂g
∂x = 2t .

Since C is smooth we have that the partial derivatives of f do not vanish
simultaneously unless x = y = z = 0 and since P is not contained in S we
conclude that S is smooth.

To simplify notation, let O(m) denote the sheaf OP(1,1,1,2)(m). The dual-
izing sheaf of P(1,1,1,2) is given by

ωP(1,1,1,2) =O(−1−1−1−2) =O(−5).

Since the weighted degree of S is 4, the canonical sheaf of S is

ωS =ωP(1,1,1,2) ⊗O(4)⊗OS = O(−5+4)|S = O(−1)|S .

In particular, see thatω−1
S = O(1)|S is ample. It now follows that h0(S,mKS) =

0 for all m ≥ 1. Furthermore, the Riemann-Roch theorem for surfaces, see
for example [53], Theorem V.1.6, states that if D is a divisor on a smooth
surface X , then

h0(X ,D)−h1(X ,D)+h0(KX −D) = 1

2
D(D −KX )+χ(OX ).

We now take X = S and let D be the zero divisor to get χ(OS) = 1. It now
follows from Castelnuovo’s rationality criterion that S is rational, see [53],
Theorem V.6.2. We conclude that S is a Del Pezzo surface.

From Equation 2.2.1 we see that the map

ι : S → S,

given by
[x : y : z : t ] 7→ [x : y : z : −t ],

is an involution. The quotient S/〈ι〉 is isomorphic to the projective plane
and we have a degree 2 covering map p : S →P2 given by

[x : y : z : t ] 7→ [x : y : z].

The ramification divisor R of p is exactly the fixed point locus of ι and since
C is given by the equation f (x, y, z) = 0, we see that the fixed point locus of ι
is a curve isomorphic to C . By the Riemann-Hurwitz formula we have

KS ∼ p∗KP2 +R.
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Let L be the class of a line in P2. We have KP2 ∼−3L so p∗KP2 ∼−3p∗L. The
curve C is the branch divisor of p so

p∗C ∼ 2R.

Since C ∼ 4L we have p∗C = 4p∗L and we thus see that R ∼ 2p∗L. It now
follows that

KS ∼−3p∗L+2p∗L =−p∗L.

We concde that

K 2
S = (−p∗L)2 =
= p∗(L2) =
= p∗(1) =
= 2,

since p has degree 2. We have thus shown that S is a Del Pezzo surface of
degree 2.

We shall now prove that the converse is also true. To see this, it is natural
to study sections of powers of the anticanonical sheaf. Therefore, let S be a
Del Pezzo surface and let the anticanonical ring of S be the ring

R(S) = ⊕
m≥0

H 0(S, (ω−1
S )m)

.

Lemma 2.2.2. Let S be a Del Pezzo surface of degree 2. Then the anticanon-
ical ring of S is generated by H 0

(
S,ω−1

S

)
and H 0

(
S, (ω−1

S )2
)
. Moreover, the co-

homology group H 0
(
S, (ω−1

S )m
)

has dimension m2+m+1 as a K -vector space.

For a proof, see [56], Corollary III.3.2.5 and Proposition III.3.4.

Proposition 2.2.3. Let S be a Del Pezzo surface of degree 2. Then S is isomor-
phic to a surface inP(1,1,1,2) given by an equation t 2− f (x, y, z) = 0 of degree
4 where f (x, y, z) is smooth.

Proof. By Lemma 2.2.2 we have that the dimension of H 0
(
S,ω−1

S

)
is 3. Let

{x, y, z} be a basis. Since |−KS | is ample and base point free, see Proposition
III.3.4 of Kollar [56] , so H 0

(
S,ω−1

S

)
generates a subspace of H 0

(
S, (ω−1

S )2
)

of
dimension 6. By Lemma 2.2.2 we have that H 0

(
S, (ω−1

S )2
)

has dimension 7
and we let {x2, x y, xz, y2, y z, z2, t } be a basis. Applying Lemma 2.2.2 once
more we have that H 0

(
S, (ω−1

S )3
)

has dimension 13 and that H 0
(
S, (ω−1

S )4
)

has dimension 21. There are 13 monomials in x, y , z and t of degree 3 and
22 of degree 4 so there must be a relation

g (x, y, z, t ) = t 2 + t f2(x, y, z)+ f4(x, y, z) = 0,
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in degree 4. In the expression above, f2(x, y, z) and f4(x, y, z) are polynomials
in x, y and z of degrees 2 and 4 respectively.

Since the characteristic of K is not 2, we may complete the square and
make a change of variables so that the relation becomes of the form

g (x, y, z, t ) = t 2 − f (x, y, z),

where f (x, y, z) has degree 4. Thus

S ∼= Proj(R(S)) ∼= Proj(K [x, y, z, t ]/(g )),

expresses S in the desired form. One may easily verify the smoothness of
f (x, y, z) by using the smoothness of S and checking partial derivatives.

From Proposition 2.2.3 we see that a Del Pezzo surface of degree 2 has
an involution ι which we call the anticanonical involution, the fixed point
locus of ι is isomorphic to a plane quartic and that we have a morphism
p : S → S/〈ι〉 ∼= P2 of degree 2. We have thus seen that we can get a plane
quartic from a Del Pezzo surface of degree 2 by taking the fixed point locus
and, conversely, that we can get a Del Pezzo surface of degree 2 from a plane
quartic C by taking the double cover of P2 ramified along C . In fact, this sets
up an isomorphism between the corresponding moduli spaces, see Chapter
IX of [38].

Theorem 2.2.4. Sending a Del Pezzo surface of degree 2 to the fixed point
locus of its anticanonical involution yields an isomorphism

DP2
∼=Q.

Let C be a plane quartic and let p : S → P2 be the double cover of P2

ramified along C . If L ⊂ P2 is a bitangent to C , then p−1(L) will consist of
two irreducible rational curves E1 and E2 of self intersection −1. Since C has
28 bitangents, we obtain 56 curves on S in this way. We will discuss this in
more detail in the next section.

2.3 Del Pezzo Surfaces as Blowups

In this section we discuss the classical description of Del Pezzo surfaces in
terms of blowups of P2.

Recall that a (−1)-curve on a smooth surface S is a rational curve E with
self intersection equal to −1. Castelnuovo’s contraction theorem states that
if E is a (−1)-curve on a surface S then there is a nonsingular surface X , a
point P on X and a morphism π : S → X such that S ∼= BlP X via π and such
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that E is the exceptional curve of the blowup. In other words, (−1)-curves
are exceptional curves, see [53], Theorem V.5.7. If S is a Del Pezzo surface,
we can weaken this condition further.

Lemma 2.3.1. Let S be a Del Pezzo surface. If C is an irreducible curve on S
with negative self intersection, then C is exceptional.

Proof. Let C be an irreducible curve of genus g on S. Since −KS is ample, we
have −KS .C > 0. If C 2 < 0, the adjunction formula gives

2g −2 =C .(C +KS) =C 2 +KS .C < 0.

We conclude that g = 0. This implies that 2g − 2 = −2 so C 2 +KS .C = −2.
We now have two negative integers C 2 and KS .C which add to −2. The only
possibility is that C 2 = −1 and KS .C = −1. We have thus proven that C is a
rational curve of self intersection −1 and thus, by Castelnuovo’s contraction
theorem, that C is exceptional.

Lemma 2.3.2. Let S be a Del Pezzo surface of degree d where 2 ≤ d ≤ 7. Then
S is isomorphic to the blowup of P2 in 9−d points.

Proof. Since S is rational, there is a birational morphism f : S → X where X
is a minimal rational surface. The minimal rational surfaces are P2, P1 ×P1

and the ruled surfaces. If X is a nontrivial ruled surface, then it contains
a curve of self intersection less than −1, see [53], Proposition V.2.9. This
contradicts Lemma 2.3.1 so X is either P2 or P1 ×P1. We have K 2

P2 = 9 and
K 2
P1×P1 = 8 so f must be a nontrivial birational morphism, i.e. S itself cannot

be minimal.
Now suppose that X = P1 ×P1 and let P ∈ X be point where f is not

defined. Let Y = BlP X . The morphism f now factors as

S
g→ Y

π→ X ,

where π is a monoidal transformation centered at P . Let pi : X → P1 be the
projection to the first respectively second factor and let Ei =π−1(p−1

i (pi (P ))),
i = 1,2. Then E1 and E2 are exceptional and may be blown down to get a bi-
rational morphism h : Y → P2. The composition h ◦ g : S → P2 is now a
birational morphism to P2.

We may thus assume that X = P2. We factor f : S → X as a finite se-
quence of monoidal transformations

S = Xn → Xn−1 →···→ X1 → X0 =P2,

where Xi = BlPi Xi−1, i = 1, . . . ,n, and Pi ∈ Xi−1 is a point. If Pi lies on an
exceptional curve, then Xi contains a curve of self intersection less than −1
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which is impossible by Lemma 2.3.1. Thus, for each of the points Pi there is
a unique point in P2. We have d = K 2

S = K 2
P2 −n = 9−n so n = 9−d .

Since the canonical sheaf of P2 can be identified with OP2 (−3) we see
that

KS =−3L+E1 +·· ·+En ,

where L is the total transform of a line in P2 and Ei is the exceptional divisor
corresponding to Pi .

Suppose that P1, P2 and P3 are points in P2 which lie on a line L. Let S =
BlP1,P2,P3P

2 and let π : S → P2 be the corresponding birational morphism.
Let L̃ be the strict transform of L. We then have that L̃ is irreducible and

L̃2 = (π∗L−E1 −E2 −E3)2 =
=π∗L2 +E 2

1 +E 2
2 +E 2

3 =
= 1−1−1−1 =
=−2.

Thus, by Lemma 2.3.1, S cannot be a Del Pezzo surface. Similarly, if 6 of the n
points of a blowup S = BlP1,...,Pn lie on a conic, then S contains an irreducible
curve of self intersection −2. This motivates the following definition.

Definition 2.3.3. Let P1, . . . ,Pn be n points in P2 where 1 ≤ n ≤ 7. The points
are in general position if no three of the points lie on a line and no six of the
points lie on a conic.

Intuitively, a set of points is in general position if there is no unexpected
curve passing through them. Thus, there is a more general definition which
works for any n but this is enough for our purposes.

A small calculation shows that the blow up of 2 ≤ n ≤ 7 points in P2 in
general position gives a Del Pezzo surface of degree 9−n. We thus have the
following theorem.

Theorem 2.3.4. A surface S is a Del Pezzo surface of degree 2 ≤ d ≤ 7 if and
only if S is isomorphic to the blowup of P2 in 9−d points in general position.

We now specialize to the case of a Del Pezzo surface S of degree 2. We
then have that S is isomorphic to the blowup of P2 in seven points P1, . . . ,P7

in general position. Let Ei denote the exceptional curve corresponding to
Pi and let L ⊂ S denote the total transform of a line in P2. We then have that
the Picard group Pic(S) of S is

Pic(S) =ZL⊕ZE1 ⊕·· ·⊕ZE7. (2.3.1)
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The intersection theory is given by

L2 = 1, E 2
i =−1, L.Ei = 0, Ei .E j = 0, i 6= j . (2.3.2)

We may now describe the exceptional curves of S explicitly.

Lemma 2.3.5. Let S = BlP1,...,P7P
2 be a Del Pezzo surface of degree 2. Let L be

the total transform of a line in P2 and let Ei be the exceptional curve corre-
sponding to the point Pi . If E is an exceptional curve on S, then either

( i) E = Ei , i = 1. . . ,7, or,

( ii) E = L −Ei −E j , 1 ≤ i < j ≤ 7, i.e. E is the strict transform of the line
passing through Pi and P j , or,

( iii) E = 2L −∑7
k=1 Ek +Ei +E j , 1 ≤ i < j ≤ 7, i.e. E is the strict transform of

the conic passing through all of the points except Pi and P j , or,

( iv) E = 3L −∑7
k=1 Ek −Ei , i = 1, . . . ,7, i.e. E is the strict transform of the

cubic passing through the seven points with a double point in Pi .

In particular, S has exactly 56 exceptional curves.

Proof. Since the genus of E is 0 and E 2 =−1, the adjunction formula gives

−2 = E .(E +KS) =−1+KS .E ,

so KS .E =−1.
Let E = bL+a1E1 +·· ·+a7E7. Then

E 2 = b2 −a2
1 −·· ·−a2

7 =−1.

We have KS =−3L+E1 +·· ·E7 so

−KS .E = 3b +a1 +·· ·+a7 = 1.

We rewrite these equalities as a2
1 +·· ·+a2

7 = b2 +1 and a1 +·· ·+a7 = 1−3b.
Recall that the Schwartz inequality says that if x and y are column vec-

tors Rn , then |xT y |2 ≤ |x|2 · |y |2. We take x = (a1, . . . , a7) and y = (1, . . . ,1) and
get

(a1 +·· ·+a7)2 ≤ 7 · (a2
1 +·· ·+a2

7).

This gives that (1−3b)2 ≤ 7(b2 +1) which yields 0 ≤ b ≤ 3. It is now an easy
matter to check by hand that the only possible choices for a1, . . . , a7 are the
ones in the above list.

38



Different sets of points do not necessarily determine different Del Pezzo
surfaces. On the other hand, a set {P1, . . . ,P7} does not only determine a
Del Pezzo surface S - it also determines a Z-basis for the Picard group of S.
Similarly, an ordered septuple (P1, . . . ,P7) determines an orderedZ-basis for
S. We call an ordered basis of the Picard group of S a marking of S and a
marking coming from a blowup of P2 is called a geometric marking. More
precisely, we have the following.

Definition 2.3.6. Let S be a Del Pezzo surface of degree 2 ≤ d ≤ 7 and let
n = 9−d . A geometric marking of S is an isomorphism ϕ : S → BlP1,...,PnP

2

for some P1, . . . ,Pn ∈ P2. Two geometric markings ϕ : S → BlP1,...,PnP
2 and

ψ : S → BlP ′
1,...,P ′

n
P2 are equivalent if there is an element θ ∈ PGL(3,K ) such

that the diagram

Pic
(
BlP ′

1,...,P ′
n
P2

)
Pic(S)

Pic
(
BlP1,...,PnP

2
)

ψ∗

ϕ∗θ
∗

commutes, where θ denotes the morphism BlP1,...,PnP
2 → BlP ′

1,...,P ′
n
P2 induced

by θ.

A pair (S,ϕ), where S is a Del Pezzo surface andϕ is a geometric marking
of S, is called a geometrically marked Del Pezzo surface and we denote the
moduli space of geometrically marked Del Pezzo surfaces of degree d by
DPgm

d . If letP2
n denote the moduli space of ordered n-tuples of points in the

projective plane in general position up to projective equivalence we have

DPgm
2

∼=P2
7 .

We now turn our attention back to the relation between Del Pezzo sur-
faces of degree 2 and plane quartics. In particular we shall investigate the
relationship between exceptional curves and geometric markings of a Del
Pezzo surface S of degree 2 and the bitangents of the corresponding plane
quartic.

Let S be a Del Pezzo surface of degree 2. We define K ⊥
S ⊂ Pic(S) as

K ⊥
S = {D ∈ Pic(S) |KS .D = 0}. (2.3.3)

It is a free Z-module of rank 7.

Lemma 2.3.7. Let S be a Del Pezzo surface of degree 2 with anticanonical
involution ι. Then ι acts as −1 on K ⊥

S .
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Proof. Let D ∈ Pic(S). Note that D + ι(D) is fixed by ι. Thus, it is the pullback
of some class under the morphism |−KS | : S →P2. In other words, D+ι(D) =
mKS for some integer m.

If D ∈ K ⊥
S , then ι(D.KS) = ι(D).ι(KS) = ι(D).KS = 0 so ι(D) ∈ K ⊥

S and there-
fore D + ι(D) ∈ K ⊥

S . We thus have

0 = (D + ι(D)).KS = mKS .KS = 2m,

which implies m = 0. Hence, D + ι(D) = 0 so ι(D) =−D .

Proposition 2.3.8. Let S be a Del Pezzo surface of degree 2, p : S →P2 a dou-
ble cover ramified along a plane quartic C with anticanonical involution ι

and let E be an exceptional curve of S. Then

( i) ι(E) =−KS −E is an exceptional curve, and

( ii) p(E) = p(ι(E)) is a (not necessarily genuine) bitangent of C .

Proof. (i) Define E ′ =−KS −E . Then

E ′2 = K 2
S +2KS .E +E 2 =−1,

and
−KS .E ′ = K 2

S +KS .E = 1,

so E ′ is exceptional. Note that ι(E ′) =−KS − ι(E). Define

D =−KS −E − ι(E) = E ′− ι(E) = ι(E ′)−E .

We have

KS .D =−K 2
S −KS .E −KS .ι(E) =−2+1− ι(KS .E) =−1+1 = 0.

We conclude that D ∈ K ⊥
S . By Lemma 2.3.7 we now have ι(D) =−D . Thus

−D = ι(D) =
=−ι(KS)− ι(E)− ι(ι(E)) =
=−KS − ι(E)−E =
= D.

Thus, 2D = 0 and since Pic(S) is a free Z-module we have that D = 0. Hence,
ι(E) = E ′ as desired.

(ii) In Section 2.2 we saw that p−1(C ) ∼−2KS so the intersection product
E · p−1(C ) = P +Q for some points P and Q (which might be equal). Simi-
larly, E ′ also intersects p−1(C ) in two points. These points must be P and Q
since ι fixes p−1(C ) pointwise and interchanges E and E ′. Thus, p(E) = p(E ′)
and p(E) ·C = 2p(P )+2p(Q) so p(E) is a genuine bitangent if P 6= Q and a
hyperflex line if P =Q.
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Recall that if S = BlP1,...,P7P
2, then KS =−3L+E1 +·· ·+E7, where L is the

total transform of a line in P2. If we use this in Proposition 2.3.8 we obtain
the following corollary.

Corollary 2.3.9. Let S = BlP1,...,P7P
2 be a Del Pezzo surface of degree 2 with

covering involution ι. Then the action of ι on the exceptional curves is de-
scribed by

Ei
ι←→ 3L−E1 −·· ·−E7 −Ei ,

L−Ei −E j
ι←→ 2L−E1 −·· ·−E7 +Ei +E j .

Corollary 2.3.10. If L is a bitangent of C , then π−1(L) consists of two excep-
tional curves which are conjugate under ι.

Proof. By Lemma 2.3.5 we know that S has exactly 56 exceptional curves, by
Theorem 2.1.2 we know that C has exactly 28 bitangents and by Proposition
2.3.8 we have that exceptional curves which are conjugate under ι map to
the same bitangent. It is thus enough to show that two different pairs of
conjugate exceptional curves do not map to the same bitangent.

Let D1 and D2 be two exceptional curves which are not conjugate under
ι. By Corollary 2.3.9 we may assume that both D1 and D2 are of the form Ei

or L−Ei −E j . In particular, we may assume that D1 and D2 are two distinct
lines. Thus, D1 and D2 intersect in at most 1 point and can thus not map to
the same bitangent.

Corollary 2.3.11. Let S be a Del Pezzo surface of degree 2 and let C be the
associated plane quartic. There is a natural two-to-one map from the set of
exceptional curves on S to the set of bitangents of C .

Let p : S → P2 be a double cover ramified along a smooth quartic C . If
we view a geometric marking of S as an ordered basis (L,E1, . . . ,E7) of Pic(S),
then we obtain an ordered set (p(E1), . . . , p(E7)) of seven bitangents of C .
However, not every set of seven bitangents of C arises in this way (just as not
every set of seven exceptional curves on S constitutes a geometric marking
or even a basis for Pic(S)). Those which do arise in this way are called Aron-
hold sets. We shall discuss them in more detail in Section 3.2 and Section 3.5.

2.4 The Geiser involution

In the preceding sections we have seen that a Del Pezzo surface S of degree 2
can be realized both as the double cover p : S →P2 ramified along a smooth
quartic C and as the blowup π : S → P2 in seven points P1, . . . ,P7 in gen-
eral position. This implies that seven points in general position determine a
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plane quartic, but at this point we need to go via a Del Pezzo surface. In this
section we shall investigate how we can obtain a nonhyperelliptic genus 3
curve directly from the seven points.

Corollary 2.4.1. Let S = BlP1,...,P7P
2 be a Del Pezzo surface of degree 2, let ι be

the anticanonical involution of S and let L be the total transform of a line in
P2. Then

ι(L) = 8L−3E1 −·· ·−3E7.

Thus, ι acts on P2 as the Cremona transformation given by the linear system
of octics through P1, . . . ,P7 with triple points in each of the points P1, . . . ,P7.

Proof. We have ι(KS) = KS =−3L+E1+·+E7 and ι(Ei ) = 3L−E1−·· ·−E7−Ei .
Thus

−3L+E1 +·· ·+E7 = ι(KS) =
=−3ι(L)+ ι(E1)+·· ·+ ι(E7) =
=−3ι(L)+21L−8E1 −·· ·−8E7.

We conclude that ι(L) = 8L−3E1 −·· ·−3E7.

A birational involution ι : P2 → P2 given by the linear system of octics
through seven points P1, . . . ,P7 with triple points in each of the points
P1, . . . ,P7 is classically known as the Geiser involution. An alternative de-
scription can be given as follows.

Let N be the net of cubics through P1, . . . ,P7. A point Q inP2 \{P1, . . . ,P7}
defines a pencil PQ ⊂ NQ of cubics passing through Q. By the Cayley-
Bacharach theorem, the pencilPQ has nine base points. Eight of these points
are P1, . . . ,P7 and Q so we obtain a ninth base point Q ′ and sending Q to Q ′

gives a birational involution of P2. This involution can be extended to the
whole projective plane by sending Pi to itself. For a proof of the equivalence
of the two descriptions, see Chapter VII.8 of [76].

From the first description of the Geiser involution ι it is clear that
π(p−1(C )) is the fixed point locus of ι. In the second description, we have
that Q ∈ P2 is a fixed point if and only if all the members of PQ share a
tangent at Q. By a suitable choice of coordinates, we may make sure that
Q = [0 : 0 : 1]. The pencil PQ can then be given as

t0F Q
0 (x, y, z)+ t1F Q

1 (x, y, z) = 0,

where

F Q
i (x, y, z) = z2(ai x +bi y)+ z · fi (x, y)+ gi (x, y) = 0
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are the defining equations of two general members C0 and C1 of PQ . Here,
fi (x, y) and gi (x, y) are polynomials of degrees 2 and 3 and ai and bi are
constants. A simple computation shows that the tangent of Ci at Q is given
by

ai x +bi y = 0.

Thus, Q is a fixed point of the Geiser involution if and only if there is a
nonzero λ such that

a1 =λa0, b1 =λb0.

The curve CQ defined by λF Q
0 (x, y, z)−F Q

1 (x, y, z) = 0 will thus be the unique
member of PQ with a singularity at Q. On the other hand, if every member
of PQ is smooth at Q, then they all have distinct tangents at Q. Thus, Q is a
fixed point if and only if PQ has a member with a singularity at Q.

Let the net N be generated by the three curves given by the equations
Fi (x, y, z) = 0, i = 0,1,2. Then, the fixed point locus B of the Geiser involu-
tion is given by the equation

det


∂F0
∂x

∂F0
∂y

∂F0
∂z

∂F1
∂x

∂F1
∂y

∂F1
∂z

∂F2
∂x

∂F2
∂y

∂F2
∂z

= 0.

Thus B is a sextic curve with singularities at P1, . . . ,P7. On the other hand,
B = π(p−1(C )) so B has geometric genus 3 so we conclude by the genus-
degree formula that P1, . . . ,P7 are the only singularities of B and that they
are all double points.

We conclude by investigating the singularity type of B at Pi . Let Ci be a
cubic passing through P1, . . . ,P7 with a double point in Pi and let C̃i be the
strict transform of Ci in S. By Corollary 2.3.9 we have that ι(Ei ) = C̃i . If Ci

is nodal, then Ei and C̃i will intersect in two distinct points. These points
are clearly fixed by ι and are thus points of p−1(C ) and we conclude that B is
nodal at Pi . Similarly, if Ci has a cusp at Pi , then Ei and C̃i will intersect in
a single point with multiplicity 2 and B will consequently be cuspidal at Pi .
We have thus proven the following proposition.

Proposition 2.4.2. Let P1, . . . ,P7 ∈ P2 be seven points in general position.
There is then a unique sextic curve passing through the points P1, . . . ,P7 with
double points precisely at P1, . . . ,P7. Moreover, the singularity at Pi is a node
if the unique cubic through P1, . . . ,P7 with a singularity at Pi is nodal and
otherwise it is a cusp.
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3. Algebraic background

In Chapter 2 we reviewed some classical algebraic geometry of curves and
surfaces. However, we shall study objects equipped with extra algebraic
structures. We have already seen geometrically marked Del Pezzo surfaces
in Section 2.3, for instance. In order to be able to discuss these structures
clearly and efficiently we shall review some theory of lattices and quadratic
forms and see how these concepts are related to geometric notions such as
bitangents, theta characteristics and geometric markings. For a more thor-
ough treatment of lattices and bilinear forms, see [79], and for complete in-
troductions to root systems and Weyl groups we refer the reader to [21] and
[55].

3.1 Lattices

Let A be an integral domain. A lattice over A is a free A-module L equipped
with a nondegenerate bilinear form b : L × L → A. Here, nondegenerate
means that if b(x, y) = 0 for all y ∈ L, then x = 0. We will sometimes leave
the bilinear form implicit and simply denote the lattice (L,b) by L. An isom-
etry between two lattices (L,b) and (L′,b′) is an isomorphism φ : L → L′ of
A-modules such that

b(x, y) = b′(φ(x),φ(y)),

for all x, y ∈ L. If there is an isometry between (L,b) and (L′,b′), then (L,b)
and (L′,b′) are said to be isometric.

The first example of a lattice that comes to mind is perhaps Rn with the
standard Euclidean inner product, but there are of course many others. One
example that will be of particular use to us is the following.

3.1.1. Hyperbolic lattices Let A = Z and let L = Hr be a free Z-module of
rank r +1 with generators l and e1 . . . ,er . We define a bilinear form b on Hr

by setting

b(l , l ) = 1, b(ei ,ei ) =−1, i = 1, . . . ,r, b(l ,ei ) = b(ei ,e j ) = 0, i 6= j .

The lattice (Hr ,b) is called the standard hyperbolic lattice of rank r +1. The
group of isometries Hr → Hr is called the orthogonal group of Hr and will
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be denoted O(Hr ).
Recall Equations 2.3.1 and 2.3.2 describing the Picard group of a Del

Pezzo surface S of degree 2. The Picard group Pic(S) is a lattice under the
intersection pairing and the function φ : H7 → Pic(S) defined by

φ(l ) = L, φ(ei ) = Ei , i = 1, . . .7,

is an isometry. Thus, an alternative way to define a geometrically marked
Del Pezzo surface of degree 2 is as pair (S,φ) where S is a Del Pezzo sur-
face of degree 2 and φ : Pic(S) → H7 is an isometry defined via a blowdown
structure on S. We denote the subgroup of O(H7) consisting of isometries
ψ : H7 → H7 such that ψ◦φ is a geometric marking by OS(H7).

3.1.2. The E7-lattice Let A =Z and let LE7 ⊂ H7 be the free Z-module gen-
erated by

β1 = e1 −e2,

...

β6 = e6 −e7,

β7 = l −e1 −e2 −e3.

The module LE7 with the bilinear form inherited from H7 is called the E7-
lattice. The reason is that the lattice is intimately related to the root system
of type E7. We refer the reader who is unfamiliar with root systems to Defi-
nition 5.6.1 and explain the connection right away.

The vectors β1, . . . ,β7 above are a choice of simple roots in a root system
ΦE7 in H7 ⊗R ∼= R8 of type E7. The positive roots with this choice of simple
roots are

αi = 2l −e1 − . . .−e7 +ei , 1 ≤ i ≤ 7,

αi , j = ei −e j , 1 ≤ i < j ≤ 7,

αi , j ,k = l −ei −e j −ek , 1 ≤ i < j < k ≤ 7.

Recall from Equation 2.3.3 that if S is a Del Pezzo surface of degree 2, then

K ⊥
S = {D ∈ Pic(S) |KS ·D = 0}.

If S = BlP1,...,P7P
2, then K ⊥

S is generated by the elements

B1 = E1 −E2,

...

B6 = E6 −E7,

B7 = L−E1 −E2 −E3,
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and the mapφ defined by Bi 7→βi , 1 ≤ i ≤ 7 is an isometry from Pic(S) to the
E7-lattice. We denote the image of the set of exceptional curves by E . The
set E is an orbit under the Weyl group WE7 of ΦE7 .

We have thus seen that Del Pezzo surfaces of degree 2 are naturally con-
nected to both the hyperbolic lattice H7 and the E7-lattice. Plane quartics,
on the other hand, are connected to symplectic vector spaces.

3.1.3. Symplectic vector spaces We now give a brief introduction to the
theory of symplectic vector spaces over the field of two elements. For a more
complete treatment, see [7].

Let F2 be the field with two elements and let V be a vector space over F2

of dimension 2g . Fix a nondegenerate, alternating bilinear form

b : V ×V → F2,

i.e. b(v, v) = 0 for all v and the map v 7→ b(v,−) is an isomorphism from V to
Hom(V ,F2). The lattice (V ,b) is called a symplectic space over F2.

A subspace X ⊂ V such that b
(
x, x ′) = 0 for all x and x ′ in X is called

isotropic. Any maximal isotropic subspace has dimension g . To see this,
define

X ⊥ := {v ∈V |b(v, x) = 0 for all x ∈ X },

and note that X is a subspace of X ⊥ if X is isotropic. By the rank-nullity
theorem we have dim X +dim X ⊥ = dimV = 2g and it follows that dim X ≤ g .
If the inequality is strict we can find a vector v in X ⊥\X and the space X⊕F2v
is then isotropic of dimension dim(X )+1.

Given a maximal isotropic subspace X , we may complete X into an iso-
tropic decomposition

V = X ⊕Y ,

i.e. a decomposition of V such that Y is also isotropic and such that X and
Y are in mutual duality via b. Given a basis x1, . . . , xg of X this duality pro-
vides a dual basis y1, . . . yg of Y such that b(xi , y j ) = δi , j , where δi , j denotes
the Kronecker delta function. The basis x1, . . . , xg , y1, . . . , yg of V is called a

symplectic basis. The vector space F2g
2 with symplectic basis

xi = the i ’th coordinate vector, i = 1, . . . , g ,

yi = the (g + i )’th coordinate vector, i = 1, . . . , g ,

is called the standard symplectic space of dimension 2g over F2.
The symplectic group of degree 2g is defined as

Sp
(
2g ,F2

)
:= {

M ∈ GL
(
2g ,F2

) |b(Mu, M v) = b(u, v) , for all u, v ∈V
}

.
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It is clear that Sp
(
2g ,F2

)
acts simply transitively on the set of symplectic

bases of V , so by counting the symplectic bases one finds

|Sp
(
2g ,F2

) | = 2g 2
(22g −1)(22g−2 −1) · · · (22 −1).

Let u be a vector in V . The transvection Tu is the element in Sp
(
2g ,F2

)
de-

fined by
Tu(v) := v +b(u, v)u.

We have

Tu(Tu(v)) = Tu(v +b(u, v)u) =
= v +b(u, v)u +b(u, v +b(u, v)u)u =
= v +2b(u, v)u +b(u, v)b(u,u)u =
= v,

so the transvections are involutions. One may show that Sp
(
2g ,F2

)
is gen-

erated by the transvections. The idea of the proof is to first show that the
subgroup generated by the tranvections acts transitively on V . Then one
shows that it also also acts transitively on pairs of vectors (u, v) such that
b(u, v) = 1 and then, finally, one shows that it acts transitively on the set of
symplectic bases.

3.2 Quadratic forms on symplectic vector spaces

We shall now give some definitions and key properties of quadratic forms
on quadratic vector spaces over F2 and some related topics. See also [49].

Let (V ,b) be a symplectic vector space over F2 of dimension 2g . A func-
tion q : V → F2 is called a quadratic form relative to b if

q(u + v)+q(u)+q(v) = b(u, v) , (3.2.1)

for all u and v in V . We shall denote the set of quadratic forms on V by Q(V ).
Note that we can recover the bilinear form from a fixed quadratic form via
the relation 3.2.1. We remark that the action of the symplectic group on V
induces an action on Q(V ) by

M .q(v) = q(M−1v),

for M ∈ Sp
(
2g ,F2

)
.

Specifying values for a quadratic form q on a basis of V determines q , so
|Q(V )| = 22g . The vector space V acts on Q(V ) by

(v.q)(u) = q(u)+b(v,u) .
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Since b is nondegenerate, this action is free. Since |V | = |Q(V )| = 22g and
V acts freely on Q(V ) we conclude that action is also transitive so Q(V ) is a
V -torsor. In particular, for each pair q and q ′ of quadratic forms, there is a
unique vector v ∈V such that v.q = q ′. We define

q +q ′ = v,

and

q + v = q ′.

This turns the set W = V ∪Q(V ) into a F2-vector space. Since |W | = 22g +
22g = 22g+1 we have that the dimension of W is 2g +1.

The actions of Sp
(
2g ,F2

)
on V and Q(V ) induce an action of Sp

(
2g ,F2

)
on the whole of W . This gives us a short exact Sp

(
2g ,F2

)
-equivariant se-

quence of vector spaces

0 →V →W → F2 → 0.

Given an isotropic decomposition V = X ⊕Y we define a quadratic form
qX⊕Y in the following way. Let v be any vector in V . Then v can be uniquely
expressed as v = x + y with x ∈ X and y ∈ Y . Now define

qX⊕Y (v) = b
(
x, y

)
.

More explicitly, if x1, . . . , xg is a basis for X and y1, . . . , yg is the dual basis of
Y we define

qX⊕Y

(
g∑

i=1
αi xi +

g∑
i=1

βi yi

)
=

g∑
i=1

αiβi .

Definition 3.2.1. Let x1, . . . , xg , y1, . . . , yg be a symplectic basis of V and let
q ∈Q(V ). The Arf invariant of q is defined as

Arf
(
q
)= g∑

i=1
q(xi )q(yi ).

A quadratic form is called even if Arf
(
q
)= 0 and odd if Arf

(
q
)= 1.

Although the definition seems to depend on the chosen symplectic ba-
sis, this is not the case.

Proposition 3.2.2. The Arf invariant does not depend on the choice of sym-
plectic basis.
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Proof. We first observe that since Sp
(
2g ,F2

)
acts transitively on the set of

symplectic bases, it is enough to show that Arf
(

A.q
) = Arf

(
q
)

for all A ∈
Sp

(
2g ,F2

)
. Further, since Sp

(
2g ,F2

)
is generated by transvections it is enough

to show that Arf
(
Tu .q

)= Arf
(
q
)

for any transvection Tu .
Let u ∈V and let Tu be the transvection defined by u. By Equation 3.2.1

we have

q (Tu v) = q ((v +b(u, v)u) =
= q(v)+b(u, v)q(u)+b(u, v)2 =
= q(v)+ (

q(u)+1
)

b(u, v),

where the last equality follows since x2 = x for all x in F2.
Let x1, . . . .xg , y1, . . . , yg be a symplectic basis for V . Define µ = q(u)+ 1

and write u =∑g
i=1αi xi +∑g

i=1βi yi . We now have

Arf
(
Tu .q

)= g∑
i=1

[
q(xi )+µβi

] · [q(yi )+µαi
]=

=
g∑

i=1
q(xi )q(yi )+

g∑
i=1

µαi q(xi )+
g∑

i=1
µβi q(yi )+

g∑
i=1

µ2αiβi = (3.2.2)

= Arf
(
q
)+µ(

g∑
i=1

αi q(xi )+βi q(yi )

)
+

g∑
i=1

µαiβi .

Observe that λq(v) = q(λv) for all λ ∈ F2 and all v ∈ V . Thus, αi q(xi ) =
q(αi xi ) andβi q(yi ) = q(βi yi ). By using this observation and applying Equa-
tion 3.2.1 repeatedly we see that

g∑
i=1

αi q(xi )+βi q(yi ) = q(u)+
g∑

i=1
αiβi .

We now insert this expression into Equation 3.2.2 to get

Arf
(
Tu .q

)= Arf
(
q
)+µ(

q(u)+
g∑

i=1
αiβi

)
+

g∑
i=1

µαiβi =

= Arf
(
q
)+µq(u)+2µ

g∑
i=1

αiβi =

= Arf
(
q
)+µq(u).

Butµ= q(u)+1 so either q(u) = 0 orµ= 0 which gives thatµq(u) = 0. Hence,
Arf

(
Tu .q

)= Arf
(
q
)

as desired.

Proposition 3.2.2 was first proven by Arf [5]. The argument we present
above is essentially a simplified special case of an argument due to Dye [39].
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We now list some properties of the Arf invariant. These properties are
well known, see for instance [49], but since complete proofs seem hard to
come by in the literature, we provide one here.

Proposition 3.2.3. Let V = X ⊕Y be an isotropic decomposition of V , let v ∈
V , q ∈Q(V ) and let M be an element of Sp

(
2g ,F2

)
. Then

( i) Arf
(
qX⊕Y

)= 0,

( ii) Arf
(
M .q

)= Arf
(
q
)
,

( iii) Arf
(
v.q

)= Arf
(
q
)+q(v), and

( iv) the action of Sp
(
2g ,F2

)
on Q(V ) has two orbits: the 2g−1(2g + 1) even

forms and the 2g−1(2g −1) odd forms.

Proof. (i) Let x1, . . . , xg be a basis for X and let y1, . . . , yg be the correspond-
ing dual basis of Y . We have that

Arf
(
qX⊕Y

)= g∑
i=1

b(xi ,0)b
(
0, yi

)= 0.

Since the Arf invariant does not depend on the choice of symplectic basis,
this proves the claim.

(ii) This is just a reformulation of the fact that the Arf invariant is inde-
pendent of the choice of symplectic basis.

(iii) Since 0.q = q and q(0) = 0 we have Arf
(
0.q

) = Arf
(
q
)+ q(0). We

now assume that v 6= 0, set x1 = v and we extend x1 to a symplectic basis
x1, . . . , xg , y1, . . . , yg of V . Then

Arf
(
v.q

)= g∑
i=1

(q(xi )+b(x1, xi ))(q(yi )+b
(
x1, yi

)
) =

=
g∑

i=1
q(xi )(q(yi )+δi ,1) =

=
g∑

i=1
q(xi )q(yi )+q(x1) =

= Arf
(
q
)+q(v),

as claimed.
(iv) Note that if g = 1, then a form qX⊕Y corresponding to a isotropic

decomposition V = X ⊕Y has the three zeros (1,0), (0,1) and (0,0). Assume
that qX⊕Y has

2n−2(2n−1 +1)
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zeros if g = n −1. Now let g = n and let

v =
n∑

i=1
αi xi +

n∑
i=1

βi yi

be a zero of qX⊕Y . We either have αn = 0 or αn = 1.
Suppose first that αn = 0. Then it does not matter if we choose βn =

0 or βn = 1; in either case the induction hypothesis gives that there are
2n−2(2n−1 + 1) choices for α1, . . . ,αn−1,β1, . . . ,βn−1 such that qX⊕Y (v) = 0.
Thus, qX⊕Y has 2 ·2n−2(2n−1 +1) zeros such that αn = 0.

If αn = 1 on the other hand, we may choose α1, . . . ,αn−1,β1, . . . ,βn−1

however we want in order to obtain a zero of qX⊕Y but then βn is deter-
mined. Hence, qX⊕Y has 2n−1 ·2n−1 zeros with αn = 1. We now add the two
cases together to see that qX⊕Y has

2 ·2n−2(2n−1 +1)+2n−1 ·2n−1 = 2n−1(2n +1)

zeros. By induction we thus have that qX⊕Y has 2g−1(2g +1) zeros.
By (i) we have that Arf

(
qX⊕Y

)= 0 and by (iii) we have

Arf
(
v.qX⊕Y

)= Arf
(
qX⊕Y

)+qX⊕Y (v).

Since V acts simply transitively on Q(V ) we now see that there are 2g−1(2g +
1) quadratic forms q such that Arf

(
q
) = 0 and 2g−1(2g −1) quadratic forms

such that Arf
(
q
)= 1.

To complete the proof, fix q and consider the action of the transvection
Tu . We have

(Tu .q)(v) = q(Tu v) =
= q(v +b(v,u)u) =
= q(v)+q(b(v,u)u)+b(v,b(v,u)u) =
= q(v)+b(v,u) q(u)+b(v,u) .

Thus, if q(u) = 1, then Tu .q = q and if q(u) = 0 we have Tu .q = u.q . Since
V acts simply transitively on Q(V ) and Sp

(
2g ,F2

)
preserves the Arf invariant

we now see that Sp
(
2g ,F2

)
acts transitively on the set of quadratic forms with

even respectively odd Arf invariant.

Corollary 3.2.4. The following are equivalent

( i) Arf
(
q
)= 0,

( ii) q has 2g−1(2g +1) zeros on V ,
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( iii) there is an isotropic decomposition V = X ⊕Y such that q restricts to
zero on X and Y .

Proof. We saw the equivalence of (i) and (ii) in the proof of Proposition 3.2.3.
To see the equivalence of (i) and (iii), let V = X ⊕Y be an isotropic decompo-
sition and let qX⊕Y be the corresponding quadratic form. If Arf

(
q
)= 0, then

there is some M ∈ Sp
(
2g ,F2

)
such that M .qX⊕Y = q . Then q is the quadratic

form corresponding to the isotropic decomposition M X ⊕MY .

Remark 3.2.5. One way to state Corollary 3.2.4 is that the Arf invariant of a
quadratic form q on V is the value q takes on a majority of the elements in
V . Therefore, the Arf invariant has sometimes been called the democratic
invariant or majority invariant.

If one identifies F2 with {1,−1} one can write the Arf invariant multiplica-
tively. If we add the value 0 and let the Arf invariant be zero if the “vote” is a
tie, then the Arf invariant can be defined also for quadratic forms on odd di-
mensional vector spaces. It seems to have been this pursuit that led Browder
to the parliamentary observation above, [17].

Corollary 3.2.6. The stabilizer Stab(q) of q in Sp
(
2g ,F2

)
has order

2g 2−g+1(22g−2 −1) · (22g−4 −1) · · · (22 −1) · (2g −1),

if q is even and

2g 2−g+1(22g−2 −1) · (22g−4 −1) · · · (22 −1) · (2g +1)

if q is odd.

Proof. This follows from Proposition 3.2.3 and the orbit-stabilizer theorem.

Corollary 3.2.7. Let u ∈V be a nonzero vector. Then the transvection Tu lies
in Stab(q) if and only if q(u) = 1.

Proof. In the proof of Proposition 3.2.3 we saw that q(Tu .v) = q(v)+ (1+
q(u))b(u, v). Thus, if q(u) = 1 then q(Tu .v) = q(v). Since b is nondegener-
ate, there is a vector v such that b(u, v) 6= 0. Thus, if q(u) = 0 then q(Tu .v) =
q(v)+b(u, v) 6= q(v).
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3.2.1. Aronhold sets Recall that W = V ∪Q(V ) is a F2-vector space of di-
mension 2g +1 and that Q(V ) is a V -torsor. Suppose that A = {q1, . . . , q2g+1}
is a basis for W with all qi ∈Q(V ). An element w ∈W can then be expressed
as

w =
2g+1∑
i=1

wi qi ,

where wi ∈ {0,1}. If we regard the wi as integers we may define an integer
0 ≤ nA(w) ≤ 2g +1 as

nA(w) =
2g+1∑
i=1

wi .

Since qi +q j ∈V we see that if q ∈Q(V ), then nA(q) is odd.

Definition 3.2.8. A set A is called an Aronhold set if Arf
(
q
)

only depends on
nA(q) mod 4.

Note that nA(q1) = ·· · = nA(q2g+1) = 1 so if A is an Aronhold set we must
have Arf

(
q1

)= ·· · = Arf
(
q2g+1

)
. We also point out that there is a unique form

qA such that nA(qA) = 2g +1, namely the form given by

qA =
2g+1∑
i=1

qi .

Proposition 3.2.9. There are Aronhold sets. If g ≡ 0,1 mod 4 then

Arf
(
q1

)= ·· · = Arf
(
q2g+1

)= 0,

and if g ≡ 2,3 mod 4 then

Arf
(
q1

)= ·· · = Arf
(
q2g+1

)= 1.

Furthermore, the group Sp
(
2g ,F2

)
acts transitively on the collection of Aron-

hold sets and the stabilizer of an Aronhold set A is the symmetric group of
A,

Sym(A) ,→ Stab(qA) ,→ Sp
(
2g ,F2

)
.

The proof is a quite long, but rather elementary computation. The inter-
ested reader is referred to [49] where one also finds the following fact.

Proposition 3.2.10. The map sending an ordered Aronhold set {q1, . . . , q2g+1}
to the ordered symplectic basis

x1 = q1 +q2, y1 = q1 +q2g+1,

x2 = q3 +q4 y2 = q1 +q2 +q3 +q2g+1,
...

...

xg = q2g−1 +q2g , yg = q1 +q2 +·· ·q2g−1 +q2g+1,
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is a bijection from the set of ordered Aronhold sets to the set of ordered sym-
plectic bases.

3.3 Curves with symplectic level two structure

Let K be an algebraically closed of characteristic zero. Let C be a smooth,
projective and irreducible curve of genus g over K and let Jac(C ) be its Ja-
cobian. Recall that the Picard group, Pic(C ), of C is defined as the group
of isomorphism classes of line bundles on C under tensor product and that
Picn(C ) is the subset of line bundles of degree n. Since C is a smooth, pro-
jective and irreducible scheme, Pic(C ) is naturally isomorphic (as a graded
Z-module) to the group Cl(C ) of divisor classes modulo linear equivalence,
see [53], Corollary II.6.16. Since we shall only consider group theoretic prop-
erties of Jac(C ) we can make the identifications

Jac(C ) = Pic0(C ) = Cl0(C ).

If D ∈ Cl(C ), we shall denote the corresponding line bundle by L(D) and we
shall use the notation hn(D) for the dimension of H n(C ,L(D)).

The Jacobian Jac(C ) has a 2-torsion subgroup

Jac(C )[2] := {v ∈ Jac(C ) |2v = 0}.

This group is evidently a vector space over the field of two elements, F2, and
it is well known that its dimension is 2g .

We may define a bilinear form on Jac(C )[2] in the following way. Let u
and v be any two elements of Jac(C )[2] and think of them as linear equiva-
lence classes of divisors. Pick a divisor D ∈ u and a divisor E ∈ v such that
D and E have disjoint support. Since 2u = 2v = 0 we have 2D = div( f ) and
2E = div(g ) for some functions f and g . We may now define the Weil pair-
ing, bC , by

(−1)bC (u,v) = f (E)

g (D)
,

where
f (E) := ∏

P∈C
f (P )multP (E),

and
g (D) := ∏

P∈C
g (P )multP (D).

There are several things that should be checked here, for instance that the
form does not depend on the choices of divisors D and E or the functions f
and g and that the Weil pairing is nondegenerate and alternating so that the
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pair (Jac(C )[2],bC ) is a symplectic vector space of dimension 2g over F2. For
these verifications, see for instance [48], [3] or [67].

Definition 3.3.1. A symplectic level two structure on a curve C of genus g is
an isometry φ from the standard symplectic vector space of dimension 2g
to (Jac(C )[2],bC ). Equivalently, a symplectic level two structure is a choice
of an (ordered) symplectic basis x1, . . . , xg , y1, . . . , yg of (Jac(C )[2],bC ).

Since we shall not talk about other level two structures we shall often
just say “level two structure” instead of the more cumbersome “symplectic
level two structure”. Two curves with level two structures (C , x1, . . . , yg ) and
(C ′, x ′

1, . . . , y ′
g ) are isomorphic if there is an isomorphism of curvesϕ : C →C ′

such that the induced morphism ϕ̃ : Jac
(
C ′)[2] → Jac(C )[2] takes one sym-

plectic basis to the other in the sense that

ϕ̃(x ′
i ) = xi , i = 1, . . . g ,

ϕ̃(y ′
i ) = yi , i = 1, . . . g .

We will write (C ,ϕ) and (C , x1, . . . , xg , y1, . . . , yg ) interchangeably depending
on what best suits our needs in different situations. We denote the mod-
uli space of curves of genus g with symplectic level 2 structure by Mg[2].
The morphism φ : M2[2] →Mg forgetting the level 2 structure has degree
|Sp

(
2g ,F2

) | = 1451520 and if S is a subset of Mg[2] we define S[2] =φ−1(S).

3.4 Theta characteristics

Again, let C be a smooth curve of genus g over an algebraically closed field K
of characteristic zero. We explained above that Jac(C )[2] equipped with the
Weil pairing b is a symplectic space over F2 of dimension 2g . We shall now
explain how this symplectic space and its quadratic forms are connected to
the so-called theta characteristics on C .

Definition 3.4.1. Let C be a smooth curve over K and let KC be its canonical
class. An element θ ∈ Pic(C ) such that 2θ = KC is called a theta characteristic.

If θ is a theta characteristic of C and v is an element of Jac(C )[2], then
2(θ+v) = 2θ+2v = 2θ so θ+v is again a theta characteristic and we see that
Jac(C )[2] acts on the set of theta characteristics of C . This reminds us of the
way a symplectic vector space V over F2 acts on its quadratic forms Q(V ). In
fact, there is a natural identification between the set of theta characteristics
of C and the quadratic forms of Jac(C )[2].
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Theorem 3.4.2 (The Riemann-Mumford relation). We may identify the set
of theta characteristics of C with the set of quadratic forms on Jac(C )[2] (with
the Weil pairing) via

qθ(v) := h0(θ+ v)+h0(θ) mod 2.

The Arf invariant is given by

Arf(θ) = h0(θ) mod 2.

For a proof, see [51] or [3].
With the Riemann-Mumford relation at hand, we may translate the defi-

nitions and results of Section 3.2 to the language of theta characteristics. For
instance, we may talk about Aronhold sets of theta characteristics. We also
have the following corollary.

Corollary 3.4.3. If C has genus g , then there are 2g−1(2g +1) even theta char-
acteristics of C and 2g−1(2g −1) odd theta characteristics.

3.5 The genus three case

We now specialize the theory above to the case g = 3.

3.5.1. Symplectic vector spaces of dimension 6

Lemma 3.5.1. Let S = {q1, . . . , q7} be a set of distinct odd quadratic forms on
a 6-dimensional symplectic space. Then S is an Aronhold set if and only if the
forms

qi +q j +qk , 1 ≤ i < j < k ≤ 7,

are all even.

Proof. Define vi , j = qi +q j , 1 ≤ i < j ≤ 7. If vi , j = vk,l for (i , j ) 6= (k, l ), then

vi , j + vk,l = qi +q j +qk +ql = 0,

so ql = qi +q j +qk . But ql is odd while qi +q j +qk is even so this impossible.
Thus, the 21 vectors vi , j are nonzero and distinct.

By Proposition 3.2.3 (iii) we have

Arf
(
q + v

)= Arf
(
q
)+q(v).

Since q j = qi + vi , j we get

Arf
(
q j

)= Arf
(
qi

)+qi (vi , j ) = 1,
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so qi (vi , j ) = 0. Similarly, if i , j and k are distinct, then qi +q j +qk = qk +vi , j

is even and we get

Arf
(
qk + vi , j

)= Arf
(
qk

)+qk (vi , j ) = 0,

so qk (vi , j ) = 1. Suppose that

q =
7∑

i=1
ai qi = 0.

If i , j and k are distinct we have

q(vi ,k )+q(v j ,k ) = ai +a j = 0.

Thus, a1 = a2 = . . . = a7 = 0 so the quadratic forms q1, . . . , q7 are linearly in-
dependent and thus form a basis.

The
(7

3

)= 35 forms qi +q j +qk , 1 ≤ i < j < k ≤ 7, are all even. Proposition
3.2.3 (iv) says that there are 23−1(23+1) = 36 even forms so only one remains.
We want to show that the form qS = q1 + ·· ·+ q7 is even. There are

(7
5

) = 21
quadratic forms of the form qi1 +·· ·+qi5 where |{i1, . . . , i5}| = 5. At most one
of them is even so at least 20 of them are odd. Let q = qi1 +·· ·+ qi5 be odd
and let {1, . . . ,7} \ {i1, . . . , i5} = {r, s}. We have q = qS + vr,s and thus

Arf
(
q
)= Arf

(
qS

)+qS(vr,s) = 1.

But since qr (vr,s) = qs(vr,s) = 0 and qi (vr,s) = 1 if i is not equal to r or s we
see that qS(vr,s) = 1 and conclude that Arf

(
qS

)= 0 as desired.

Proposition 3.5.2. Let (V ,b) be a symplectic space of dimension 6. Then there
is a bijection between the set of symplectic bases of V and the set of Aronhold
sets of odd quadratic forms of Q(V ).

Proof. We follow the proof given in [38].
Recall that we can recover b from a given quadratic form q via relation

3.2.1:
b(u, v) = q(u + v)+q(u)+q(v).

Let q1, . . . , q7 be an ordered Aronhold set of odd quadratic forms. Define

vi = qi +q7, i = 1, . . . ,6. (3.5.1)

If we take q = q7 in Equation 3.2.1 we get

b(vi , v j ) = q7(vi + v j )+q7(vi )+q7(v j ).
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By Proposition 3.2.3 (iii) we have

Arf
(
q + v

)= Arf
(
q
)+q(v).

Since q7 + vi = qi we get that q7(vi ) = 0 for i = 1, . . . ,6. Further, since qi +
q j +q7 is even if i 6= j we get that q7(vi +v j ) = 1. Hence, b(vi , v j ) = 1 if i 6= j .
Define

x1 = v1, x2 = v2 + v3, x3 = v4 + v5

y1 = v1 +·· ·+ v6, y2 = v3 + v4 + v5 + v6, y3 = v5 + v6.

It is easily verified that this is a symplectic basis.
Now suppose that we are given a symplectic basis x1, x2, x3, y1, y2, y3 of

V . We may now solve the above equations to get six vectors v1, . . . , v6 such
that b(vi , v j ) = 1 if i 6= j . We define a quadratic form q by

q

(
6∑

i=1
ai vi

)
= ∑

i< j
ai a j .

Let u =∑6
i=1 ai vi and v =∑6

i=1 bi vi . Then

q(u + v) = q

(
6∑

i=1
(ai +bi )vi

)
=

= ∑
i< j

(ai +bi )(a j +b j ) =

= ∑
i< j

ai a j +ai b j +a j bi +bi b j =

= q(u)+ ∑
i 6= j

ai b j +q(v) =

= q(u)+b(u, v)+q(v).

Thus, q is a quadratic form of (V ,b). A tedious check shows that q has pre-
cisely 28 zeros in the vectors v = ∑6

i=1 ai vi with 0, 1, 4 or 5 nonzero coeffi-
cients ai . Thus, q is odd by Corollary 3.2.4, and by Proposition 3.2.3 we have
that

q ′
i = q + vi , i = 1, . . . ,6, (3.5.2)

are all odd. Define q ′
7 = q . We now have seven odd quadratic forms q ′

1, . . . , q ′
7.

Note that q ′
i +q ′

j +q ′
k = q + vi + v j + vk . Further note that Arf

(
q
)= 1, q(vi +

v j ) = 1 if i 6= j and q(vi + v j + vk ) = 1 if i , j and k are distinct. It follows that
if 1 ≤ i < j < k ≤ 7 are distinct and we define v7 = 0, then

Arf
(
q ′

i +q ′
j +q ′

j

)
= Arf

(
q + vi + v j + vk

)=
= Arf

(
q
)+q(vi + v j + vk ) =

= 0.
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Thus, q ′
1, . . . , q ′

7 is an Aronhold set by Lemma 3.5.1.
With (3.5.1) and (3.5.2) in mind we see that to check that we have ended

up with the Aronhold set we started with, it suffices to show that q ′
7 = q7. But

using Proposition 3.2.3 (iii) it is easily verified that q7 has exactly the same
zeros as q ′

7. Hence, q7 = q ′
7 as desired.

Let (V ,b) be the standard symplectic space of dimension 6 and let q be
the quadratic form defined by

q

(
3∑

i=1
αi xi +βi yi

)
=

3∑
i=1

αiβi .

Then q has Arf invariant 0 so, by Corollary 3.2.6, its stabilizer Stab(q) has
order

27(24 −1)(22 −1)(23 −1) = 40320 = 8!.

This is a first indication that Stab(q) in fact is isomorphic to the symmetric
group on eight elements, S8.

By Corollary 3.2.4 we have that q has 23−1(23 +1) = 36 zeros so Corollary
3.2.7 gives that there are 26 −36 = 28 nontrivial transvections contained in
Stab(q). This is the same as the number of transpositions in S8 so this gives
an idea to how one might cook up the suspected isomorphism.

Recall that S8 has a presentation given by generators σi , i = 1, . . . ,7 and
relations

σ2
i = id,

σiσ j = σ jσi , if j 6= i ±1,

σiσi+1σi = σi+1σiσi+1.

The generator σi corresponds to the transposition of i and i +1. We define
a map φ by

σ1 7→ Tx1+y1 ,

σ2 7→ Tx1+x2+x3+y3 ,

σ3 7→ Tx2+y2 ,

σ4 7→ Tx1+x2+x3+y1 ,

σ5 7→ Tx3+y3 ,

σ6 7→ Tx2+y2+y3 ,

σ7 7→ Tx1+x2+x3+y1+y2+y3 .

It is easily checked that φ preserves the relations, so φ is a group homomor-
phism from S8 to Sp

(
2g ,F2

)
. However, the only normal subgroups of S8 are
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S8 itself, the alternating group A8 and the trivial group. Since the image of φ
clearly contains at least seven elements it follows that φ in fact is an isomor-
phism.

If q and q ′ are two even quadratic forms, then Stab(q) and Stab(q ′) are
conjugate since q ′ = M .q for some M ∈ Sp

(
2g ,F2

)
. We have

|Sp(6,F2) | = 232
(22·3 −1)(22·3−2 −1)(22·3−4 −1)(22 −1) = 1451520,

and |Sp(6,F2) |
|Stab(q)| = 36.

In particular we see that there are 36 copies of S8 inside Sp(6,F2). It can also
been shown that these are the only ways to embed S8 into Sp

(
2g ,F2

)
, see for

instance [22].

3.5.2. Curves of genus three with symplectic level two structure Let C be
a curve of genus 3 over an algebraically closed field K of characteristic zero.

If C is a plane quartic, KC is the restriction of a line L to C and since C has
degree 4 we have KC = Q1 +Q2 +Q3 +Q4 for some, not necessarily distinct,
points Q1, . . . ,Q4 ∈ C . Thus, an effective theta characteristic must be of the
form θ = P1+P2 and such that 2θ = KC = 2P1+2P2 is the restriction of a line
to C . In other words, P1 and P2 must be the points of tangency of a bitan-
gent. Thus, there is a natural identification between the set of bitangents of
C and the set of effective theta characteristics of C . If θ is an effective theta
characteristic, θ =Q1+Q2, then h0(KC−θ) = h0(KC−Q1−Q2) = h0(KC )−2 = 1
since KC is very ample. Thus, the effective theta characteristics of C are all
odd and we may now apply Proposition 3.2.3 (iv) to see once more that a
plane quartic has precisely 23−1(23 −1) = 28 bitangents.

In the hyperelliptic case, C will no longer have 28 bitangents but will still
have 28 odd theta characteristics. The canonical class KC can be expressed
as the sum of two divisors in the unique g 1

2 of C , see [53] Chapter IV.5. Let
Q1, . . . ,Q8 be the ramification points of g 1

2 : C → P1. We now find that the
divisors θi , j =Qi +Q j , 1 ≤ i < j ≤ 8 are odd theta characteristics of C .

In Proposition 2.3.8 we saw that if (S,E1, . . . ,E7) is a geometrically marked
Del Pezzo surface of degree 2 realized as a double cover p : S → P2 rami-
fied along a plane quartic C , then p(E1), . . . , p(E7) are bitangents to C . Let
qi = 1

2 p(Ei ). By Proposition 3.2.10 we have that

x1 = q1 +q2, y1 = q1 +q7,

x2 = q3 +q4, y2 = q1 +q2 +q3 +q7,

x3 = q5 +q6, y3 = q1 +q2 +q3 +q4 +q5 +q7,
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is a symplectic basis of Jac(C )[2] (note that in the above equations we use
addition of quadratic forms and not addition of divisors). This gives a mor-
phism from the moduli space DPgm

2 of geometrically marked Del Pezzo sur-
faces of degree 2 to the moduli space Q[2] of plane quartics with symplectic
level 2 structure.

The group Sp(6,F2) acts on Q[2] by changing symplectic structures. In
a similar fashion we have that the group W +

E7
acts naturally on DPgm

2 by
changing geometric markings. However, acting on the geometrically marked
Del Pezzo surface with the element −1 ∈ W +

E7
gives a geometrically marked

Del Pezzo surface only differing from the original one by the anticanonical
involution ι. These two geometrically marked Del Pezzo surfaces are thus
isomorphic and we conclude that −1 acts as the identity on DPgm

2 . Thus,
the quotient W+(E7) =W (E7)/{±1} acts on DPgm

2 . The group W +
E7

is isomor-
phic to the direct product Sp(6,F2)× {±1}, see [23], so W+(E7) is isomorphic
to Sp(6,F2).

Theorem 3.5.3 (van Geemen [38], Chapter IX, Theorem 1). There is a Sp(6,F2)-
equivariant isomorphism

DPgm
2 →Q[2].

3.6 The group of the 28 bitangents

We shall now sketch a more geometric description of the symplectic group
Sp(6,F2). For a more complete account, see [25], Chapter II.4.4.

Let C be a plane quartic and let L1 and L2 be two bitangents to C . Let
C ·L1 = 2P1+2Q1 and C ·L2 = 2P2+2Q2. There is a pencilP of conics through
P1, P2, Q1 and Q2 and a small computation, see [54], shows that there are
exactly five conics Hi , i = 1, . . . ,5, in P such that their intersection with C
consists entirely of bitangent points. More precisely, each of the conics Hi

intersects C in eight bitangent points belonging to four bitangents.
A set T of four bitangents of C is called a syzygetic tetrad if its eight points

of intersection with C lie on a conic, see Figure 3.1. If T is not a syzygetic
tetrad it is called an asyzygetic tetrad.

Cayley denoted the bitangents of C by the set of unordered pairs of 8 ob-
jects {a,b,c,d ,e, f , g ,h} or, in other words, by the edges of a complete graph
K8 with 8 vertices. In this notation, the syzygetic tetrads correspond to the
edges of quadrilaterals or four disjoint edges, i.e. subgraphs isomorphic ei-
ther to a cycle graph with 4 vertices or four disjoint edges with two vertices
each, see Figure 3.2. There are 3 · (8

4

)= 210 quadrilaterals and 7 ·5 ·3 ·1 = 105
quadruples of disjoint edges. Thus, there are 315 syzygetic tetrads.

Let S denote the set of syzygetic tetrads on C . Clearly, the symmetric
group S8 on the eight vertices of K8 preserves S but there are more elements
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Figure 3.1: A syzygetic tetrad on a plane quartic.

in the symmetric group on the edges with this property. Hesse’s bifid maps
(bifid means “cleft into two equal parts”) are defined via partitions of the
vertices into two equal parts. The map fixes an edge whose vertices lie in
different parts of the partition and sends an edge between two vertices in
the same part to the edge between the other two vertices in that part. For
example, in cycle notation we have

abcd

e f g h
= ({a,b} {c,d})({a,c} {b,d})({a,d} {b,c})({e, f } {g ,h})({e, g } { f ,h})({e,h} { f , g }).

The symmetric group S8 has two orbits in S: the quadrilaterals and the
quadruples of disjoint lines. The action of the group G generated by S8

and the bifid maps is however transitive on S. The identity element and the(8
4

)
/2 = 35 bifid maps constitute a set of coset representatives for S8 in G so

|G| = 36 · 8! = 1451520. In fact we have that G is isomorphic to Sp(6,F2).
The group G is generated by the 28 transpositions in S8 and the 35 bifid
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(a) A subgraph isomorphic to C4.
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(b) Four disjoint edges.

Figure 3.2: The two types of syzygetic tetrads.

maps so the total number of generators in this description is 63. The group
Sp(6,F2), on the other hand, is generated by the transvections. Since there
are 26 −1 = 63 nonzero vectors in the standard symplectic space of dimen-
sion 6 over F2, there are also 63 transvections. One may now construct an
isomorphism by mapping the transpositions and bifid maps to the transvec-
tions in a suitable manner.
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4. Looijenga’s results

In this chapter we discuss a description of the moduli space Q1[2] of plane
quartics with level 2 structure and one marked point given by Looijenga in
his paper [62]. The construction uses the classification of tangents that we
discussed in Section 2.1 and the relation between plane quartics and Del
Pezzo surfaces that we discussed in Section 2.2 in order to decompose the
moduli space of geometrically marked Del Pezzo surfaces of degree 2 into
four subspaces. We shall then see how to use the description of the Picard
group of a Del Pezzo surface from Section 2.3 in order to describe these four
subspaces in terms of some of the lattices we discussed in Chapter 3.

4.1 Anticanonical curves

Let S be a Del Pezzo surface of degree 2 overC. Recall from Chapter 2 that we
can realize S both as a double cover p : S →P2 ramified over a plane quartic
C and as the blowup π : S →P2 in seven points P1, . . . ,P7 in general position.
We denote the exceptional curve corresponding to Pi by Ei , let L denote the
total transform of a line in P2 and we denote the anticanonical involution of
S by ι. In Section 2.2 we identified the fixed points of ι in S with p−1(C ). We
shall now give another characterization of the fixed points of ι.

A curve A ⊂ S in the anticanonical linear system | −KS | is called an an-
ticanonical curve. The anticanonical class −KS = 3L − E1 − ·· · − E7 corre-
sponds to the linear system C of cubics in P2 passing through P1, . . . ,P7. In
Section 2.4 we saw that the curve B = π(p−1(C )) consists of all the singular
points of members of C. We thus see that a point Q ∈ S is a point of p−1(C )
if and only if there is a unique anticanonical curve A with a singularity at Q,
see Section 2.4. Note that since A is isomorphic to a singular plane cubic, its
irreducible components will be rational.

By the above construction we have that if (C ,P ) is a plane quartic with
a marked point, the double cover p : S → P2 ramified along C naturally
becomes equipped with an anticanonical curve A with a singularity at P .
Thus, if we introduce the moduli space DP2,a of Del Pezzo surfaces of de-
gree 2 marked with a singular point of an anticanonical curve we have an
isomorphism Q1

∼=DP2,a. Similarly, we introduce the moduli space DPgm
2,a
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of geometrically marked Del Pezzo surfaces marked with a singular point of
an anticanonical curve and get an isomorphism between the moduli space
of plane quartics with level two structure and one marked point Q1[2] and
DPgm

2,a .

In Section 2.2 we saw that p−1(C ) ∼−2KS . Thus

A.p−1(C ) = (−KS).(−2KS) = 4.

We have that A intersects p−1(C ) with multiplicity at least 2 so p(A) is a tan-
gent to C . The anticanonical curve A can be of the following types.

(i) The anticanonical curve A can be an irreducible curve with a node.
Then p(A) intersects C with multiplicity 2 at P so p(A) is either an or-
dinary tangent line or a bitangent. But we have shown that the inverse
image of a bitangent under p consists of two exceptional curves which
are conjugate under ι and we conclude that p(A) is an ordinary tan-
gent line. We may thus identify the locus DPgm

2,n ⊂DPgm
2,a consisting of

surfaces such that the anticanonical curve through the marked point
is irreducible and nodal with the locus Qord[2] ⊂Q1[2] consisting of
curves whose marked point is ordinary.

(ii) The anticanonical curve A can be an irreducible curve with a cusp.
Then p(A) intersects C with multiplicity 3 at P so p(A) must be a flex
line. We may thus identify the locus DPgm

2,c ⊂DPgm
2,a consisting of sur-

faces such that the anticanonical curve through the marked point is
irreducible and cuspidal with the locus Qflx[2] ⊂ Q1[2] consisting of
curves whose marked point is a genuine flex point.

(iii) The anticanonical curve A can consist of two rational curves intersect-
ing with multiplicity one at P . Thus, the cubic π(A) must be the prod-
uct of a conic through five of the points P1, . . . ,P7 with a line through
the remaining two. Hence, A consists of two conjugate exceptional
curves and p(A) is a genuine bitangent. We may thus identify the lo-
cus DPgm

2,tr ⊂DPgm
2,a consisting of surfaces such that the anticanonical

curve through the marked point consists of two rational curves inter-
secting transversally in two distinct points with the locus Qbtg[2] ⊂
Q1[2] consisting of curves whose marked point is a genuine bitangent
point.

(iv) The anticanonical curve A can consist of two rational curves inter-
secting with multiplicity two at P . An analysis similar to the one above
shows that p(A) is then a hyperflex line. We may thus identify the lo-
cus DPgm

2,d ⊂DPgm
2,a consisting of surfaces such that the anticanonical
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curve through the marked point consists of two rational curves with a
double intersection with the locus Qhfl[2] ⊂Q1[2] consisting of curves
whose marked point is a hyperflex point.

We investigate the four cases separately.

4.2 The irreducible nodal case

Let S be a Del Pezzo surface of degree 2, let φ : Pic(S) → H7 be a geomet-
ric marking and let P be a point of S such that there is a unique rational
anticanonical curve A on S which is nodal at P . The Jacobian Jac(A) is iso-
morphic to C∗ as a group, see Chapter II.6 of [53], and the restriction homo-
morphism

Pic(S) → Pic(A) ,

induces a homomorphism

r : K ⊥
S → Jac(A) .

Recall that K ⊥
S is a lattice isometric to the E7-lattice LE7 . We thus see that r is

an element of the 7-dimensional algebraic torus TS,P = Hom
(
K ⊥

S , Jac(A)
) ∼=

(C∗)7 and we have a natural action of WE7 on TS,P via its action on K ⊥
S .

Let T be the torus Hom
(
LE7 ,C∗)

. The action of WE7 on LE7 induces an
action on T . If ϕ : Jac(A) → C∗ is one isomorphism, then the function de-
fined by ϕ̃(D) =ϕ(D)−1 is another one and these are the only isomorphisms
between Jac(A) andC∗, i.e. Hom(Jac(A) ,C∗) = {φ, 1

φ }. We have that WE7 con-
tains −1, so there is a unique isomorphism

WE7 \ TS,P →WE7 \ T.

Thus, r determines an element χS,P in WE7 \ T . The geometric marking φ in

turn determines a lift χφS,P in {±1}\T and, since the anticanonical involution

ι acts as −1 on K ⊥
S , the lift χφS,P is unchanged by composition with ι. This

gives a W +
E7

-equivariant morphism

XE7 :DPgm
2,n → {±1} \ T,

(S,P,φ) 7→χ
φ

S,P .

Every rootα inΦ(E7) determines a multiplicative character on T by eval-
uation, i.e. by sending an element χ ∈ T to χ(α) ∈ C∗. Recall that α deter-
mines a reflection rα : LE7 → LE7

rα(v) = v −2
b(α, v)

b(α,α)
·α.
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Note that

χ(rα(v)) = χ(v)

χ(α)2b(α,v)/b(α,α)
,

is equal to χ(v) for all v if and only if χ(α) = 1. In other words, the kernel
of the character determined by α is exactly the fixed point locus in T of the
reflection rα. This locus is a hypertorus, i.e. a subtorus of codimension 1,
which we denote by Tα. Define

DE7 =
⋃

α∈Φ(E7)
Tα,

and let TE7 be the complement T \ DE7 .

Proposition 4.2.1 (Looijenga [62]). The morphism XE7 gives a W +
E7

-equiv-
ariant isomorphism

DPgm
2,n → {±1} \ TE7 .

Proof. We shall construct an inverse.
Let A be a nodal rational curve. We have a natural map Areg → Pic1(A)

from the regular locus of A to the first Picard group of A defined by sending a
point P to the linear system |P |. By the Riemann-Roch theorem for singular
curves we have that the dimension of any linear system of degree 1 is zero,
so the map is bijective. Since Pic1(A) is a Jac(A)-torsor, we may use this map
to define a Jac(A)-torsor structure on Areg.

Let χ ∈ TE7 , i.e. let χ be a character LE7 → C∗ which does not take the
value 1 on any root, and choose an isomorphismϕ :C∗ → Jac(A) and a point
P1 in Areg. Using the Jac(A)-torsor structure of Areg we define points Pi+1 by

Pi+1 = Pi +ϕ(χ(ei+1 −ei )) = Pi +ϕ(χ(−αi )),

for i = 1, . . . ,6. We also define the linear system

|D| = |P1 +P2 +P3 +ϕ(χ(l −e1 −e2 −e3))| =
= |P1 +P2 +P3 +ϕ(χ(α7))|.

The linear system |D| has degree 3 and by the Riemann-Roch theorem it
also has dimension 3. We therefore have that |D| determines a map f : A →
P3−1 =P2, and since 3 ≥ 2pa(A)+1, this map is a closed immersion by Corol-
lary IV.3.2 of [53].

We now want to check that the points f (P1), . . . , f (P7) lie in general po-
sition. We begin by showing that the points are distinct. Since P j = Pi +
ϕ(χ(e j − ei )) we have that f (Pi ) = f (P j ) if and only if ϕ(χ(e j − ei )) = i d , i.e.
if and only if χ(e j − ei ) = 1. But, if i < j then e j − ei is a root so this does not
happen.
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We continue by showing that no three points lie on a line. This condition
is equivalent to the condition

χ(l −ei −e j −ek ) 6= 1.

Since l−ei −e j −ek is a root if i < j < k and χ ∈ TE7 , this condition is satisfied.
Finally, we check that no six of the points lie on a conic. This condition

is equivalent to the condition

χ(2l −e1 −·· ·−e7 +ei ) 6= 1.

Since 2l −e1 −·· ·−e7 +ei is a root and χ ∈ TE7 , this condition is satisfied.
We have thus proven that the points f (P1), . . . , f (P7) are in general posi-

tion. We obtain the desired inverse

{±1} \ TE7 →DPgm
2,n.

by sending χ to the blowup of P2 in f (P1), . . . , f (P7).

4.3 The irreducible cuspidal case

The cuspidal and nodal cases are rather similar and we follow the exposition
of Section 4.2 closely.

Let S be a Del Pezzo surface of degree 2, let φ : Pic(S) → H7 be a geo-
metric marking and let P be a point of S such that there is a unique rational
anticanonical curve A on S which is cuspidal at P . The Jacobian Jac(A) is iso-
morphic to C as a group, see Chapter II.6 of [53]. The restriction homomor-
phism Pic(S) → Pic(A) induces a homomorphism r in the 7-dimensionalC-
vector space VS,P = Hom

(
K ⊥

S , Jac(A)
) ∼= (C∗)7 and we have a natural action

of WE7 on VS,P via its action on K ⊥
S .

We define V = Hom
(
LE7 ,C

)
. The action of WE7 on LE7 induces an action

on V . Ifϕ : Jac(A) →C is one isomorphism and λ ∈C∗, then the function de-
fined by ϕ̃(D) =λϕ(D) is another one and all isomorphisms between Jac(A)
and C are of this form. We thus get a unique isomorphism

WE7 \P
(
VS,P

)→WE7 \P (V ) ,

so r determines an element ρS,P in WE7 \P (V ). The geometric marking φ

determines a lift ρφS,P in P (V ). This construction gives a W +
E7

-equivariant
morphism

RE7 :DPgm
2,n →P (V ) ,

(S,P,φ) 7→ ρ
φ

S,P .

69



Each root α ∈ΦE7 determines a reflection hyperplane Vα ⊂V and we define

HE7 =
⋃

α∈ΦE7

Vα.

We now introduce VE7 =V \ HE7 and its projectivization P
(
VE7

)
.

Proposition 4.3.1 (Looijenga [62]). The morphism RE7 gives a W +
E7

-equiv-
ariant isomorphism

DPgm
2,c →P

(
VE7

)
.

The proof is completely analogous to the proof of Proposition 4.2.1 and
is therefore omitted.

4.4 The case of two rational curves with transversal in-
tersections

Let S be a Del Pezzo surface of degree 2, let φ : Pic(S) → H7 be a geomet-
ric marking and let P be a point of S such that there is a unique rational
anticanonical curve A on S which consists of two rational curves F1 and F2

intersecting transversally at P and at another point Q. As we have already
mentioned, the curves F1 and F2 are exceptional and conjugate under the
anticanonical involution ι. The curves F1 and F2 span a sublattice 〈F1,F2〉 of
Pic(S) of rank 2 and we denote its orthogonal complement by 〈F1,F2〉⊥. The
restriction homomorphism Pic(S) → Pic(A) induces a homomorphism

r : 〈F1,F2〉⊥ → Jac(A) .

We have that Jac(A) is isomorphic to C∗×C∗ as a group, see Chapter II.6 of
[53], and if we require that the first factor comes from F1 and the second
from F2 there are precisely four such homomorphisms.

Let ϕ : Jac(A) → C∗×C∗ be an isomorphism. As in the proof of Propo-
sition 4.2.1, we have that Areg is a Jac(A)-torsor. Let P1 ∈ F1 ∩ Areg and P2 ∈
F2 ∩ Areg. If we require

lim
ti→0

(
Pi +ϕ−1(t1, t2)

)−→ P,

for i = 1,2 then ϕ is uniquely determined and replacing P by Q corresponds
to replacing ϕ= (ϕ1,ϕ2) by the isomorphism given by

ϕ̃(D) = (
ϕ1(D)−1,ϕ2(D)−1) .
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Let D ∈ 〈F1,F2〉⊥. Since F1 + ι(F1) = F1 +F2 = KS we have that 〈F1,F2〉⊥ ⊂
K ⊥

S so ι acts as −1 on 〈F1,F2〉⊥. We thus have

r (D)−1 = r (−D) = r (ι.D) = ι.r (D).

In other words, r is anti-invariant under ι. Denote the subgroup of Jac(A)
consisting of elements which are anti-invariant under ι by Jac(A)−. Under
the isomorphism ϕ : Jac(A) → C∗×C∗, the group Jac(A)−1 is identified with
the subgroup parametrized by s 7→ (s, s−1).

The marking φ gives two elements f1 =φ(F1) and f2 =φ(F2). Let
〈

f1, f2
〉

denote the span of these elements in LE7 and let
〈

f1, f2
〉⊥ be the orthogonal

complement. Let Φ( f1, f2) = 〈
f1, f2

〉⊥∩ΦE7 . We claim that Φ( f1, f2) is a sub-
root system of type E6. To see this, recall that WE7 acts transitively on E , the
image of the set of exceptional curves under φ. Thus, there is no loss in gen-
erality in assuming that f1 = e7. Then it is easily checked that {α1, . . . ,α5,α7}
is a set of simple roots for

〈
f1, f2

〉⊥.
Thus, r and F1 give an element in the algebraic torus

T ( f1) = Hom
(〈

f1, f2
〉⊥ ,C∗

)
,

whereas if we choose the other irreducible component, F2, we get an ele-
ment in the torus

T ( f2) = Hom
(〈

f2, f1
〉⊥ ,C∗

)
The two tori are interchanged by ι so in the end we get an element

χ
φ

S,P ∈ {±1} \
∐
e∈E

T (e),

and sending (S,P,φ) to χφS,P gives a morphism

XE6 :DPgm
2,tr → {±1} \

∐
e∈E

T (e).

Similarly to the previous cases, for each α ∈Φ(e, ι.e) we define

Tα = {χ ∈ T (e)|χ(α) = 1},

and
De,ι.e =

⋃
α∈Φ(e,ι.e)

Tα,

as well as the complement TE6 (e) = T (e) \ De,ι.e .

Proposition 4.4.1 (Looijenga [62]). The morphism XE6 gives a W +
E7

-equiv-
ariant isomorphism

DPgm
2,tr → {±1} \

∐
e∈E

TE6 (e).

For the proof, which is rather similar to the proof of Proposition 4.2.1,
see [62].
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4.5 The case of two rational curves intersecting in one
point with multiplicity two

Let S be a Del Pezzo surface of degree 2, let φ : Pic(S) → H7 be a geometric
marking and let P be a point of S such that there is a unique rational anti-
canonical curve A on S which consists of two rational curves F1 and F2 in-
tersecting at P with multiplicity two and nowhere else. As in the case above,
the curves F1 and F2 are exceptional and conjugate under the anticanonical
involution ι. The curves F1 and F2 span a sublattice 〈F1,F2〉 of Pic(S) of rank
2 and we denote its orthogonal complement by 〈F1,F2〉⊥. The restriction
homomorphism Pic(S) → Pic(A) induces a homomorphism

r : 〈F1,F2〉⊥ → Jac(A) .

We have that Jac(A) is isomorphic toC×C as a group, see Chapter II.6 of [53].
From here on, the construction is very similar to that in Section 4.4. The

geometric marking φ, the point P and the choice of the component F1 gives

an element in V ( f1) = Hom
(〈

f1, f2
〉⊥ ,C

)
. Choosing F2 instead of F1 gives

an element in V ( f2) = Hom
(〈

f2, f1
〉⊥ ,C

)
and we use the involution ι, which

acts as −1, to identify the two vector spaces V ( f1) and V ( f2). We thus obtain
an element

ρ
φ

S,P ∈ {±1} \
∐
e∈E

P (V (e)) ,

and sending (S,P,φ) to ρφS,P gives a morphism

RE6 :DPgm
2,d → {±1} \

∐
e∈E

P (V (e)) .

For each α ∈Φ(e, ι.e) we define

Vα = {ρ ∈V (e)|ρ(α) = 0}.

Finally, we define
He,ι.e =

⋃
α∈Φ(e,ι.e)

Vα,

as well as the complement VE6 (e) =V (e) \ He,ι.e .

Proposition 4.5.1 (Looijenga [62]). The morphism RE6 gives a W +
E7

-equiv-
ariant isomorphism

DPgm
2,d → {±1} \

∐
e∈E

P
(
VE6 (e)

)
.
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4.6 Putting the pieces together

The four loci DPgm
2,n, DPgm

2,c , DPgm
2,tr and DPgm

2,d are naturally grouped in two

pairs. Firstly, we have the two spaces DPgm
2,n and DPgm

2,c which correspond
to surfaces marked with irreducible anticanonical curves and which are de-
scribed in terms of the root system E7 and, secondly, we have the two spaces
DPgm

2,tr and DPgm
2,d which correspond to surfaces marked with reducible an-

ticanonical curves and which are described in terms of the root system E6.
We therefore introduce

DPgm
2,irr =DPgm

2,n ∪DPgm
2,c ,

and

DPgm
2,red =DPgm

2,tr ∪DPgm
2,d .

We begin by investigating DPgm
2,irr. Consider the algebraic torus T de-

fined in Section 4.2 and identify the tangent space at the origin of T with
the vector space V defined in Section 4.3. If we let T̃ be the blowup of T
in the origin, then the exceptional divisor is identified with the projectiviza-
tion P(V ). Furthermore, if we let D̃E7 be the strict transform of DE7 then
P(V ) \ D̃E7 =P(VE7 ). Thus, if we let T̃E7 = T̃ \ D̃E7 , then we may identify both
TE7 and P(VE7 ) as subvarieties and T̃E7 is their disjoint union.

Proposition 4.6.1 (Looijenga [62]). The maps XE7 and PE7 define a W +
E7

-
equivariant isomorphism

DPgm
2,irr → {±1} \ T̃E7 .

For a proof, we again refer to [62].
The case DPgm

2,red is completely analogous. We let e ∈ E , define T̃ (e) to be

the blowup of T (e) in the origin, let D̃e,ι.e be the strict transform of De,ι.e and
finally define T̃E6 (e) = T̃ (e) \ D̃e,ι.e . We then have the following.

Proposition 4.6.2 (Looijenga [62]). The maps XE6 and PE6 define a W +
E7

-
equivariant isomorphism

DPgm
2,red → {±1} \

∐
e∈E

T̃E6 (e).

For completeness, we also give a brief description of Looijenga’s gluing
of DPgm

2,irr and DPgm
2,red. To this end, we remind the reader of some standard

definitions in toric geometry.
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4.6.1. Interlude on toric geometry Recall that to the standard affine torus
T = (C∗)n we may associate two groups:

(i) The character group of morphisms of group schemes

M = {χ : T →C∗},

under multiplication, and,

(ii) The group of one-parameter subgroups consisting of morphisms of
group schemes

N = {λ :C∗ → T },

under multiplication.

The group M is isomorphic to Zn where the isomorphism is given by map-
ping m = (m1, . . . ,mn) to the map χm : T →C∗ defined by

(t1, . . . , tn) 7→ t m1
1 · · · t mn

n .

Also N is isomorphic to Zn . We now map u = (u1, . . . ,un) to λu : C∗ → T
given by

t 7→ (t u1 , . . . , t un ).

The composition χ◦λ is a map C∗ →C∗ of the form t 7→ t k for some integer
k. We may thus define 〈χ,λ〉 by

χ◦λ(t ) = t 〈χ,λ〉.

This gives a perfect pairing M ×N →Z. In the notation of our previous iso-
morphisms we have

〈χm ,λu〉 = m1u1 +·· ·+mnun .

We shall write MR = M ⊗ZR and NR = N ⊗ZR.
A rational polyhedral cone σ ⊂ NR is a cone generated by finitely many

elements of N , i.e.

σ= {c1u1 +·· ·+csus |c1, . . . ,cs ≥ 0} ,

where u1, . . . ,us ∈ N . We say that σ is strongly convex if σ∩ (−σ) = {0}. A face
ofσ is an intersection {l = 0}∩σwhere l is a linear form which is nonnegative
on σ. A one dimensional face is called an edge and a face of codimension 1
is called a facet.

Given a strongly convex polyhedral coneσ⊂ NR we define the dual cone
σ∨ ⊂ MR by

σ∨ = {m ∈ MR|〈χm ,λu〉 ≥ 0 for all u ∈σ}.
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This is a rational polyhedral cone of dimension n (regardless of the dimen-
sion of σ). If we define

Rσ =C[σ∨∩M ],

with multiplication χm ·χm′ =χm+m′
, then

Xσ = Spec(R)

is called an affine toric variety. Since the trivial cone {0} is a subset of any
cone σ we will have Rσ ⊂ C[t±1

1 , . . . , t±1
n ] for any cone σ and this inclusion

corresponds to an inclusion

(C∗)n ⊂ Xσ.

In other words, any n-dimensional affine toric variety contains the standard
n-dimensional torus as a Zariski open subset.

A fan, Σ, is a finite collection of strongly polyhedral cones satisfying:

(i) if σ ∈Σ and τ is a face of σ, then τ ∈Σ, and

(ii) if σ,τ ∈Σ, then σ∩τ is both a face of σ and of τ.

Every cone σ ∈ Σ defines an affine toric variety Xσ. Further, if σ and τ are
two cones inΣ then Xσ∩τ is a Zariski open subset of both Xσ and Xτ. Finally,
recall that a toric variety is a variety obtained from a fanΣ by gluing together
Xσ and Xτ along Xσ∩τ for all pairs of cones σ and τ in Σ. This variety is
denoted XΣ.

4.6.2. The final gluing We now return to the gluing of DPgm
2,irr and DPgm

2,red.
Let e ∈ E and let b(−,−) be the bilinear form of LE7 . We define a one-para-
meter subgroup pe by t 7→ t b(e,−) and a strongly convex cone σe = 〈pe〉. The
cone σe determines an affine torus Te and a torus embedding ϕe : T ,→ Te .
Further, we have a fan Σ = {σe |e ∈ E} which determines a toric variety TE
which is the variety obtained from the Te ’s by gluing along T .

For each e ∈ E we have Te
∼= C× (C∗)6 so Te \ T = {0}× (C∗)6 is abstractly

isomorphic to T (e). More explicitly, we have that

pe (t )|〈e,ι.e〉⊥ = 1 for all t ∈C∗.

Let χ1 = p∨
e ∈ MR and extend to a basis for MR with χ2, . . . ,χ7. Then the

inclusion T ⊂ Te corresponds to the inclusion of rings

RTe =C[t1, t±1
2 , . . . , t±1

7 ] ⊂C[t±1
1 , t±1

2 , . . . , t±1
7 ] = RT ,
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and the torus T (e) is embedded into Te via

RTe =C[t1, t±1
2 . . . , t±1

7 ] → C[t1, t±1
2 . . . , t±1

7 ]

(t1)
=C[t±1

2 . . . , t±1
7 ] = RT (e).

Here ti is the variable corresponding to the character χi .
For each e ∈ E , the closure of ϕe (pe ) is a projective line P1

e and the P1
e ’s

intersect in the origin of TE . Let T̃E be the blowup of TE in the origin and let
P̃1

e be the strict transform of P1
e . Then, the P̃1

e ’s are disjoint. Let

L = ⋃
e∈E

P̃1
e ,

and let T E be the blowup of T̃E in L. The exceptional divisor corresponding
to P̃1

e is of the form P1
e ×P (V (e)). We now contract the P1

e -factors in order
to obtain a variety T̂ . The construction allows us to identify the spaces DE7

and HE7 , the De,ι.e ’s and the He,ι.e ’s in T̂ and we let T̂E be the complement of
their union. We then have the following.

Theorem 4.6.3 (Looijenga [62]). The maps XE7 , RE7 , XE6 and RE6 together
give a W +

E7
-equivariant isomorphism

DPgm
2,a → {±1} \ T̂E .
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5. Cohomology of complements
of arrangements

In Chapter 4 we saw that the spaces Qord[2], Qbtg[2], Qflx[2] and Qhfl[2] are
all isomorphic to quotients of complements of unions of closed subvarieties
in varieties of larger dimension. These unions are all examples of so-called
arrangements and in this chapter we shall see how to compute the cohomol-
ogy of the complement of arrangements of the types occurring in Chapter 4.

Arrangements of hyperplanes have been studied for a long time and
their cohomology has been investigated by others in sufficient detail for our
purposes. In particular, Fleischmann and Janiszczak [45] have computed
the cohomology of complements of arrangements of hyperplanes associ-
ated to root systems of exceptional type equivariantly with respect to the
corresponding Weyl groups.

Also arrangements of hypertori have been studied quite extensively but
not as much as arrangements of hyperplanes. In particular, equivariant
computations of complements of arrangements of hypertori associated to
root systems have not been performed before. The main purpose of this
chapter is therefore to fill this gap, at least enough for the computation of
cohomology of moduli of plane quartics. We do this by developing an al-
gorithm for the computation of the cohomology of the complement of an
arrangement of hypertori associated to a root system. The results are pre-
sented in Section 5.11.

As a side track we also compute the total cohomology of the comple-
ment of the arrangement of hypertori associated to the root system An by
quite different methods. The result is given in Theorem 5.10.8. We also
compute the Poincaré polynomial of the complement of the arrangement
of hypertori associated to the root system An . The result is given in Theo-
rem 5.10.10.

5.1 Weights

Let X be a variety over C of dimension n and let G be a finite group of auto-
morphisms of X . Let H k

c (X ) denote the k’th compactly supported de Rham
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cohomology group of X with complex coefficients. Deligne, see [31] and
[32], has shown that H k

c (X ) carries a mixed Hodge structure. In particular,
there is a filtration on H k

c (X ) called the weight filtration

0 =W−1H k
c (X ) ⊂W0H k

c (X ) ⊂ ·· · ⊂W2k H k
c (X ) = H k

c (X ) ,

with many nice properties. For instance, an automorphism of X respects the
weight filtration, so G also respects the filtration. Hence, the graded compo-
nents

GrW
m H k

c (X ) =Wm H k
c (X )/Wm−1H k

c (X ) ,

are G-modules. In what follows we shall identify the character of a repre-
sentation of G with the vector space affording the representation. Let R(G)
denote the complex representation ring of G .

Definition 5.1.1. The weight m (compactly supported) equivariant Euler char-
acteristic of X is the element of R(G) given by

EG ,m
c (X ) = ∑

k≥0
(−1)k GrW

m H k
c (X ) .

The (compactly supported) equivariant Euler weight polynomial of X is the
element of R(G)[t ] given by

W G
c (X , t ) = ∑

m≥0
EG ,m

c (X )t m .

The (compactly supported) equivariant Poincaré polynomial of X is the ele-
ment of R(G)[t ] given by

PG
c (X , t ) = ∑

k≥0
H k

c (X ) t k .

In less precise terms we have that the cohomology of X has two gradings
- the cohomological grading and the weight grading. The Poincaré polyno-
mial remembers the cohomological grading but forgets about the weights
while the weight polynomial remembers the weights but forgets the coho-
mological grading.

The weight polynomial has the following nice additivity property.

Lemma 5.1.2. Let X be a variety, G a finite group of automorphisms of X and
let Z ⊂ X be a G-invariant closed subset. Then

W G
c (X , t ) =W G

c (X \ Z , t )+W G
c (Z , t ).

Proof. There is a G-equivariant long exact sequence of mixed Hodge struc-
tures

· · ·→ H k
c (X \ Z ) → H k

c (X ) → H k
c (Z ) → H k+1

c (X \ Z ) →··· . (5.1.1)

From this the result follows via a routine computation.
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5.2 Purity

This section is based on work of Dimca and Lehrer [36], and all the results
herein are theirs.

Again, let X be a variety over C of dimension n and let G be a finite
group of automorphisms of X . If X is smooth, then Wi H k

c (X ) can only be
nonzero when 2k −2n ≤ i ≤ k, see Section 4.5.2 and Appendix B of [73] (re-
call that since X has complex dimension n we have 0 ≤ k ≤ 2n). Moreover,
W2k−2n H k

c (X ) has Tate type (k −n,k −n).
If W2k−2n H k

c (X ) = H k
c (X ) for all k, then GrW

2k−2n H k
c (X ) = H k

c (X ) and for

i 6= 2k −2n we have GrW
i H k

c (X ) = 0. Then

W G
c (X , t ) = ∑

m≥0
EG ,m

c (X )t m =

= ∑
m≥0

∑
k≥0

(−1)k GrW
m H k

c (X ) t m =

= ∑
k≥0

(−1)k GrW
2k−2n H k

c (X ) t 2k−2n = (5.2.1)

= ∑
k≥0

(−1)k H k
c (X ) t 2k−2n =

= t−2nPG
c (X ,−t 2).

In particular, we see that the equivariant weight polynomial determines the
Poincaré polynomial. This is the motivation for the following definition.

Definition 5.2.1 (Dimca and Lehrer [36]). Let X be a variety over C of di-
mension n.

(i) The cohomology group H k
c (X ) is called pure of weight w if GrW

i H k
c (X ) =

0 for all i 6= w .

(ii) If X is an irreducible variety, then X is called minimally pure if each
cohomology group H k

c (X ) is pure of weight 2k −2n.

(iii) A general variety X is called minimally pure if it is equidimensional
and, for each collection of irreducible components X1, . . . , Xs of X , the
irreducible variety

X1 \ (X2 ∪·· ·∪Xs),

is minimally pure.

In particular, if X is a minimally pure irreducible variety, then H i
c (X ) can

only be nonzero in the range n ≤ i ≤ 2n. Recall that if X is smooth and com-
pact, then H 2n−k (X ) has weight 2n − k, see [27], Section 3.3. By Poincaré
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duality we have
(
H 2n−k (X )

)∨ ∼= H k
c (X ) (-n) so H k

c (X ) has weight k. We con-
clude that if X is smooth, compact and minimally pure then k = 2k −2n for
k = 0, . . . ,2n. Thus, X is a collection of points. Hence, minimal purity has its
main use for noncompact varieties.

The following lemma is a direct consequence of Definition 5.2.1.

Lemma 5.2.2. Let X be a minimally pure variety, let {Xi }i∈I be its set of irre-
ducible components and let J1 ⊂ I and J2 ⊂ I . Then⋃

i∈J1

Xi \
⋃
j∈J2

X j ,

is minimally pure.

Lemma 5.2.3. Let X be a minimally pure variety of pure dimension n. Then
H k

c (X ) is pure of weight 2k −2n.

Proof. Let {X1, . . . , Xr } be the set of irreducible components of X . If r = 1,
then the result is part of Definition 5.2.1. We thus assume that r > 1 and
proceed by induction. Let Z = X2∪·· ·∪Xr and use the exact sequence 5.1.1.
By the induction hypothesis we have that H k

c (Z ) is pure of weight 2k − 2n
and X \ Z = X1 \ Z is an irreducible variety, since it is open in X1, and thus
also H k

c (X \ Z ) is pure of weight 2k−2n. It now follows that H k
c (X ) is pure of

weight 2k −2n.

Lemma 5.2.4. Let X be an irreducible and minimally pure variety and let
D ⊂ X be a minimally pure divisor. Then X \ D is minimally pure.

Proof. We again use the exact sequence 5.1.1:

· · ·→ H k−1
c (D) → H k

c (X \ D) → H k
c (X ) →··· .

By Lemma 5.2.3 we have that H k−1
c (D) is pure of weight 2(k − 1) − 2(n −

1) = 2k − 2n and H k
c (X ) is also pure of weight 2k − 2n. It follows that also

H k
c (X \ D) is pure of weight 2k −2n.

5.3 Arrangements

Definition 5.3.1. Let X be a variety. An arrangement A in X is a finite set
{Ai }i∈I of closed subvarieties of X .

Given an arrangement A in a variety X one may define its cycle

DA = ⋃
i∈I

Ai ⊂ X ,
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and its open complement
XA = X \ DA.

The variety XA will be our main object of study.
In certain situations, of which we will see numerous examples later,

many interesting properties of the variety XA can be deduced from prop-
erties of DA via inclusion-exclusion arguments. The object that governs the
principle of inclusion and exclusion in this setting is the intersection poset
of A.

Definition 5.3.2. Let A be an arrangement in a variety X . The intersection
poset of A is the set

P(A) = {∩ j∈J A j
∣∣ J ⊆ I

}
.

of intersections of elements of A, ordered by inclusion. We include X as an
element of P(A) corresponding to the empty intersection.

The definition of the poset P(A) is deceivingly similar to a poset L (A)
used in many combinatorial texts whose elements are irreducible compo-
nents of intersections of elements in A and where the order is given by re-
verse inclusion. The combinatorialists have good reasons for their definition
- it turns intervals into geometric lattices and the poset is graded by codi-
mension. For us, P(A) will be the most important object but at times we
will also consider the poset L (A).

Since L (A) is a poset, it has a Möbius function µ : L (A)×L (A) → Z

defined inductively by setting µ(Z , Z ) = 1 and∑
Y ≤Z ′≤Z

µ(Z ′, Z ) = 0, if Y 6= Z ,

where the sum is over all Z ′ ∈ L (A) between Y and Z . Since we shall ex-
clusively be interested in the values of the Möbius function at the maximal
element X , we shall use the simplified notation µ(Z ) =µ(Z , X ).

The two types of arrangements that will be of importance to us are hy-
perplane arrangements and toric arrangements, i.e. arrangements of hyper-
planes in an affine or projective space respectively arrangements of codi-
mension 1 tori inside a higher dimensional torus. As it happens, these are
also the types of arrangements that have been given most attention in the
literature.

Example 5.3.3. Let X be the affine planeA2 and let A= {A1, A2, A3, A4} con-
sist of the varieties given by the equations

A1 : 2x = 0, A2 : 2y = 0, A3 : 2x +2y = 0, A4 : 2x −2y = 0.
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The resulting hyperplane arrangement is illustrated in Figure 5.1. The in-
tersection poset is given in Figure 5.2 as well as the values of the Möbius
function.

A1
A4

A2

A3

Figure 5.1: The hyperplane arrangement of Example 5.3.3.

1X

−1 A1
−1 A2

−1 A3
−1 A4

3(0,0)

Figure 5.2: The intersection poset of the hyperplane arrangement of Exam-
ple 5.3.3. The numbers in the upper left corners are the values of the Möbius
function.

Example 5.3.4. In this example we consider the “exponentiation” of Exam-
ple 5.3.3. Let X be the 2-torus (C∗)2 and let A= {A1, A2, A3, A4} consist of the
varieties given by the equations

A1 : x2 = 1, A2 : y2 = 1, A3 : x2 y2 = 1, A4 : x2 y−2 = 1.

The resulting toric arrangement is illustrated in Figure 5.3. This time, the
four varieties intersect in the four points (±1,±1). The intersection poset is
given in Figure 5.4 as well as the values of the Möbius function.

Example 5.3.5. We shall now consider an example with a slightly more gen-
eral behaviour. Let X be the 2-torus (C∗)2 and let A= {A1, A2, A3} consist of
the varieties given by the equations

A1 : x = 1, A2 : y = 1, A3 : x3 y = 1.
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A1 A1

A2

A2

A3

A3

A3

A3

A4

A4

Figure 5.3: The toric arrangement of Example 5.3.4.

1X

−1 A1
−1 A2

−1 A3
−1 A4

3(±1,±1)

Figure 5.4: The intersection poset of the toric arrangement of Example 5.3.4.
The numbers in the upper left corners are the values of the Möbius function.

In this example, the real picture is a bit too misleading to be of use. Nev-
ertheless, we can still compute the intersection poset. Let ζ be a primitive
third root of unity. We then have

A1 ∩ A2 = A1 ∩ A3 = {(1,1)} and A2 ∩ A3 = {(1,1), (ζ,1), (ζ2,1)}.

The intersection poset is given in Figure 5.5 as well as the values of the
Möbius function.

Definition 5.3.6. Let X be a complex variety, let A= {Ai }i∈I be an arrange-
ment in X and let Z ⊂ X be a closed subset. The arrangement

AZ = {Ai ∩Z |Ai ∈A, Ai ∩Z 6= Z },

in Z is called the restriction of A to Z .

Definition 5.3.7 (Dimca and Lehrer [36]). Let X be a minimally pure variety
over C and let A = {Ai }i∈I be an arrangement in X . The arrangement A is
called minimally pure if

(i) Each Ai is either a union of irreducible components of X or the codi-
mension of Ai ∩ X j in X j is 1 for all irreducible components X j of X
such that Ai ∩X j 6= ;.

83



1X

−1 A1
−1 A2

−1 A3

1 A2 ∩ A3

1(1,1)

Figure 5.5: The intersection poset of the toric arrangement of Example 5.3.5.
The numbers in the upper left corners are the values of the Möbius function.

(ii) For each Z ∈P(A) we have

(a) Z is minimally pure,

(b) if Z ∩X j 6= ;, then dimZ ∩X j = dimZ ,

(iii) For each Z ∈ P(A), the restriction arrangement AZ in Z satisfies (i)
and (ii) above.

In particular we see that if X is irreducible and minimally pure and A is
a minimally pure arrangement in X , then either DA is a divisor or XA =;.

Theorem 5.3.8 (Dimca and Lehrer [36]). Let X be a minimally pure variety
and let A = {Ai }r

i=1 be a minimally pure arrangement in X . Then the open
complement XA is minimally pure.

Proof. We start by proving the theorem for an irreducible X of dimension
n. There is nothing to prove if Ai = X for some i . We proceed by double
induction on r and n. The cases where either r = 0 or n = 0 are trivial.

Let n > 0 and |I | > 0. Then there is an element A1 ∈A and there is no
loss in generality in assuming that the dimension of A1 is n −1. Define

Y = X \
r⋃

i=2
Ai , and Z = A1 \

r⋃
i=2

Ai .

We then have that XA = Y \Z . By induction on r we have that Y is minimally
pure and by induction on n we have that Z is minimally pure of dimension
n−1. Hence, H k

c (Y ) is a pure Hodge structure of weight 2k−2n while H k
c (Z )

is a pure Hodge structure of weight 2k + 2 − 2n. Thus, the long exact se-
quence 5.1.1

· · ·→ H k−1
c (Y ) → H k−1

c (Z ) → H k
c (Y \ Z ) → H k

c (Y ) → H k
c (Z ) →··· ,
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splits into short exact sequences

0 → H k−1
c (Z ) → H k

c (Y \ Z ) → H k
c (Y ) → 0.

Thus, H k
c (Y \ Z ) is a pure Hodge structure of weight 2k −2n.

Now let X be general and let {X1, . . . , Xr } be the irreducible components
of X . The set X̃ j = XA ∩ X j is either irreducible or empty and the set
{X̃1, . . . , X̃r } is the set of irreducible components of XA (possibly plus the
empty set).

Pick an irreducible component X j and consider the restricted arrange-
ment AX j . We then have the following.

(i) By Definition 5.3.7 we have that for each Ai ∈A, either Ai ∩X j is equal
to X j or ; or we have that the codimension in X j is equal to 1. Thus,
each element of AX j satisfies Definition 5.3.7 (i).

(ii) Let Z ∈P
(
AX j

)
. Then Z ∈P(A) so Z is minimally pure and we either

have Z ∩ X j = ; or dimZ ∩ X j = dimZ , since A is a minimally pure
arrangement.

(iii) Let Z ∈ P
(
AX j

)
. The restriction of AXi to Z is the same as the re-

striction of A to Z so the arrangement AXi satisfies Definition 5.3.7
(iii).

We conclude that AXi is minimally pure.
Now let Xi1 , . . . , Xis be a collection of irreducible components of X and

let Y = Xi1 \
⋃s

k=2 Xik . Replacing X j by Y in the above argument and using
Lemma 5.2.2 we get that Y is irreducible and minimally pure and that AY

is a minimally pure arrangement. Since we have seen that the complement
of a minimally pure arrangement in an irreducible minimally pure variety is
minimally pure, the result now follows, see Definition 5.2.1 (iii).

It is not very hard to see that both hyperplane arrangements and toric
arrangements are minimally pure. Thus, the open complement of an ar-
rangement of this type is minimally pure. These facts were known before
[36] - the hyperplane case was first proven by Brieskorn [16] while the toric
case was proven by Looijenga [62] (although they did not use the language
of minimal purity).

Before moving on, we state a result of Looijenga which will be of use to
us later.

Theorem 5.3.9 (Looijenga [62]). Let X be a minimally pure variety and let A
be a minimally pure arrangement in X . Then there is a spectral sequence of
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mixed Hodge structures

E−p,q
1 = ⊕

Z∈L(A)
cd(Z )=p

H q−2p (Z )⊗ZZ|µL (Z )|(−p),

that converges to H q−p (XA) and degenerates at the first page.

We refer to [62] for the precise definition of the differentials.

5.4 Macmeikan’s Theorem

In this section we shall present a theorem due to Macmeikan [63], which will
be one of our main tools in this thesis.

Let X be a variety overC of dimension n and let G be a finite group of au-
tomorphisms of X . Let A be an arrangement in X . We then have two posets
naturally associated to A, the poset P(A) of intersections of elements in A
and the poset L (A) of irreducible components of intersections of elements
in A where P(A) is ordered by inclusion and L (A) is ordered by reverse
inclusion. For each element g ∈ G , let Pg (A) and L g (A) denote the sub-
posets consisting of elements which are setwise fixed by g and denote their
Möbius functions by µg

P and µ
g
L , respectively. We also introduce the no-

tation
〈

g
〉

for the cyclic subgroup of G generated by g and cdX (Z ) for the
codimension of a subvariety Z of X .

We are now in a position to state Macmeikan’s theorem. Recall that
PG

c (XA, t ) is a sum of characters of G with polynomials in t as coefficients.
As such, we can evaluate PG

c (XA, t ) at an element g of G .

Theorem 5.4.1 (Macmeikan [63]). Let X be a minimally pure variety over
C and let A be a minimally pure arrangement in X . Then the value of the
G-equivariant Poincaré polynomial of the open complement XA at g ∈ G is
given by

PG
c (XA, t )(g ) = ∑

Z∈Pg(A)
µ

g
P (Z )(−t )cdX (Z )P〈g〉

c (Z , t )(g ).

Even though this is the version we want, we shall prove the analogous
“combinatorial” version simply because it does not seem to exist in the lit-
erature. The proof of Theorem 5.4.1 can be found in [63] and the proof below
is rather similar.

Theorem 5.4.2. Let X be a minimally pure variety overC and let A be a min-
imally pure arrangement in X . Then the value of the G-equivariant Poincaré
polynomial of the open complement XA at g ∈G is given by

PG
c (XA, t )(g ) = ∑

Z∈L g(A)
µ

g
L (Z )(−t )cdX (Z )P〈g〉

c (Z , t )(g ).
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Proof. Let n be the dimension of X . For an element Z ∈L (A) we define

Z∗ = Z \
⋃

W, where W ∈L (A) , W ( Z .

Note that X ∗ = XA. We also define sets Ui by

Ui =
⋃

Z∈L(A)
cdX (Z )≥i

Z∗ = ⋃
Z∈L(A)

cdX (Z )≥i

Z .

The sets Ui are closed, since they are finite unions of closed sets, and they
form a decreasing filtration

Un ⊆Un−1 ⊆ ·· · ⊆U1 ⊆U0 = X .

We extend the above filtration by setting Un+1 =;.
Define Vi = Ui \Ui+1. Note that the sets Vi are disjoint unions of vari-

eties of the same dimension. Each of these varieties is the complement of
a minimally pure arrangement in a minimally pure variety and thus itself
minimally pure. Hence, the sets Vi are all minimally pure. The group G sta-
bilizes the sets Vi and, by Lemma 5.1.2, we have

W G
c (Vi , t ) =W G

c (Ui , t )−W G
c (Ui+1, t ).

We thus get a telescoping sum

n∑
i=0

W G
c (Vi , t ) =

n∑
i=0

(
W G

c (Ui , t )−W G
c (Ui+1, t )

)=
=W G

c (U0, t )−W G
c (Un+1, t ) =

=W G
c (X , t )−0.

Hence,

W G
c (X , t ) =

n∑
i=0

W G
c (Vi , t ).

We also have the following.

Claim: For any Z ∈L (A), the relation

W G
c (Vi , t )(g ) = ∑

Z∈L g (A)
cdX (Z )=i

W 〈g〉
c (Z∗, t )(g )

holds.
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Proof of claim: Let Z ∈ L (A) be of codimension i in X . Let Y be an in-
tersection of elements in A such that Z is an irreducible component of Y .
Consider the restriction of A to Y , AY . Since Y is minimally pure and AY

is a minimally pure arrangement in Y we have that YAY is minimally pure.
But Z∗ is clearly an irreducible component of YAY and thus minimally pure.
In particular, Z∗ is equidimensional and closed in Vi . On the other hand we
have

Vi =
⊔

Z∈L(A)
cdX (Z )=i

Z∗,

so each Z∗ is also open. The Mayer-Vietoris sequence thus gives that

H k
c (Vi ) ∼=

⊕
Z∈L(A)

cdX (Z )=i

H k
c

(
Z∗)

.

The Mayer-Vietoris sequence is G-equivariant. An element g ∈ G stabilizes
Vi but permutes the Z∗. Clearly, only elements Z ∈L (A) which are fixed by
g can contribute to the evaluation at g . We thus have that

PG
c (Vi , t )(g ) = ∑

Z∈L(A)
cdX (Z )=i

P 〈g 〉
c (Z∗, t )(g ) = ∑

Z∈L g (A)
cdX (Z )=i

P 〈g 〉
c (Z∗, t )(g ).

By Equation 5.2.1, this is equivalent to

W G
c (Vi , t )(g ) = ∑

Z∈L g (A)
cdX (Z )=i

W 〈g 〉
c (Z∗, t )(g ).

This proves the claim.
�

By the claim we now have

W G
c (X , t )(g ) =

n∑
i=0

W G
c (Vi , t )(g ) = (5.4.1)

= ∑
Z∈L g(A)

W 〈g〉
c (Z∗, t )(g ).

Define f : L g (A) →C[t ] by

f (Z ) =W 〈g〉
c (Z , t )(g ),

and g : L g (A) →C[t ] by

h(Z ) =W 〈g〉
c (Z∗, t )(g ).
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By Equation 5.4.1 we have

f (Z ) = ∑
Y ⊆Z

h(Y ).

We now apply the Möbius inversion formula, see Chapter 3.7 of [82], to get

h(Z ) = ∑
Y ⊆Z

µ
g
L (Y ) f (Y ).

Recall that X ∗ = XA. Deciphering all our definitions we now have

h(X ) =W 〈g〉
c (X ∗, t )(g ) =

=W 〈g〉
c (XA, t )(g ) =

= ∑
Z⊆X

µ
g
L (Z ) f (Z ) =

= ∑
Z⊆X

µ
g
L (Z )W 〈g〉

c (Z , t )(g ),

from which we conclude that

W 〈g〉
c (XA, t )(g ) = ∑

Z⊆X
µ

g
L (Z )W 〈g〉

c (Z , t )(g ).

The action of g does not depend on whether it is considered as an element

in G or
〈

g
〉

so W 〈g〉
c (XA, t )(g ) = W G

c (XA, t )(g ). The theorem now follows by
an application of Equation 5.2.1.

We now have the following corollary of Theorem 5.4.1.

Corollary 5.4.3. LetA be a minimally pure arrangement in a minimally pure
variety X and let G be a finite group of automorphisms of X that stabilizes
A as a set. Suppose also that both XA and each element of P(A) satisfy
Poincaré duality. Then, for each g ∈G

PG (XA, t )(g ) = ∑
Z∈Pg(A)

µ
g
P (Z )(−t )cdX (Z )P〈g〉(Z , t )(g ),

where PG (Z , t ) denotes the ordinary G-equivariant Poincaré polynomial of
Z .

Proof. Poincaré duality tells us that if M is a smooth manifold of complex
dimension m, then (see Chapter 13 of [64])

PG
c (M , t ) = t 2m ·PG (M , t−1).
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Let the complex dimension of X be n. We apply Poincaré duality to Theo-
rem 5.4.1 and get

t 2nP (XA, t−1)(g ) = ∑
Z∈Pg(A)

µ
g
P (Z )(−t )cdX (Z ) · t 2dim(Z ) ·P (Z , t−1)(g ).

We thus have that

P (XA, t−1)(g ) = ∑
Z∈Pg(A)

µ
g
P (Z )(−t )cdX (Z )) · t 2dim(Z )−2n ·P (Z , t−1)(g ) =

= ∑
Z∈Pg(A)

µ
g
P (Z )(−t )cdX (Z ) · t−2cdX (Z ) ·P (Z , t−1)(g ) =

= ∑
Z∈Pg(A)

µ
g
P (Z )(−t−1)cdX (Z ) ·P (Z , t−1)(g ).

We now arrive at the desired formula by substituting t−1 for t .

By replacing P with L in the above proof, we get an analogous corollary
of Theorem 5.4.2.

Corollary 5.4.4. LetA be a minimally pure arrangement in a minimally pure
variety X and let G be a finite group of automorphisms of X that stabilizes
A as a set. Suppose also that both XA and each element of L (A) satisfy
Poincaré duality. Then, for each g ∈G

PG (XA, t )(g ) = ∑
Z∈L g(A)

µ
g
L (Z )(−t )cdX (Z )P〈g〉(Z , t )(g ).

If we apply Corollary 5.4.3 to a hyperplane arrangement A and observe
that P〈g〉(An , t )(g ) = 1 we arrive at the formula

PG (XA, t )(g ) = ∑
Z∈Pg(A)

µ
g
P (Z )(−t )cdX (Z ),

known as the Orlik-Solomon formula, see [72]. Also Dimca and Lehrer proved
a generalization of this formula, see Corollary 3.11 of [36], and Macmeikan’s
theorem is a further generalization of their result.

Example 5.4.5. Let X = (C∗)2 and let the arrangement A in X consist of the
four subtori given by the equations

A1 : z1 = 1, A2 : z2
1 z2 = 1, A3 : z1z2

2 = 1, A4 : z2 = 1.

Let ξ be a primitive third root of unity. We then have

A1 ∩ A2 = A1 ∩ A4 = A3 ∩ A4 = {(1,1)},

A1 ∩ A3 = {(1,1), (1,−1)},

A2 ∩ A3 = {(1,1), (ξ,ξ), (ξ2,ξ2)},

A2 ∩ A4 = {(1,1), (−1,1)},
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and all further intersections are equal to {(1,1)}. We thus have the poset
P(A) given in Figure 5.6.

1X

−1 A1
−1 A2

−1 A3
−1 A4

1 A1 ∩ A3
1 A2 ∩ A3

1 A2 ∩ A4

0{(1,1)}

Figure 5.6: The intersection poset of the toric arrangement of Example 5.4.5.
The numbers in the upper left corners are the values of the Möbius function

The Poincaré polynomial of X is (1+ t )2 and the Poincaré polynomial of
Ai is 1+ t . By Corollary 5.4.3 we now get that the Poincaré polynomial of XA
is

P (XA, t ) = (1+ t )2 +4 · (−1) · (−t )1 · (1+ t )+ (−t )2 · (2+3+2) =
= 1+6 t +12 t 2.

We invite the reader to verify that we indeed get the same result by using
Corollary 5.4.4. We remark that the above arrangement is the toric arrange-
ment associated to the root system A2.

5.5 The total cohomology of an arrangement

Even though Theorem 5.4.1 is a useful tool, it is often hard to apply if the
poset P(A) is too complicated. Sometimes it is easier to say something
about the action of G on the cohomology as a whole (of course, at the ex-
pense of getting weaker results). This is the point of view in the following
discussion, which is a direct generalization of that of Felder and Veselov in
[44].

Let A be an arrangement in a variety X and let G be a finite group of
automorphisms of X that fixes A as a set. The group G will then act on the
individual cohomology groups of XA and thus on the total cohomology

H∗(XA) =
⊕
i≥0

H i (XA) .

The value of the total character at g ∈G is defined as

P (XA)(g ) = P (XA,1)(g ) = ∑
i≥0

Tr
(
g , H i (XA)

)
,
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and the Lefschetz number of g ∈G is defined as

L(XA)(g ) = P (XA,−1)(g ) = ∑
i≥0

(−1)i ·Tr
(
g , H i (XA)

)
.

Let X g
A denote the fixed point locus of g ∈G . The Lefschetz fixed point the-

orem, see [18], then states that the Euler characteristic E
(
X g
A

)
of X g

A equals
the Lefschetz number of g :

E
(
X g
A

)= L(XA)(g ).

We now specialize to the case when each cohomology group H i (XA) is
pure of Tate type (i , i ) and A is fixed under complex conjugation. This is, for
instance, the case when A is minimally pure. We define an action of G ×Z2

on X by letting (g ,0) ∈G ×Z2 act as g ∈G and (0,1) ∈G ×Z2 act by complex
conjugation. Since A is fixed under conjugation, this gives an action on XA.
We write ḡ to denote the element (g ,1) ∈G ×Z2.

Remark 5.5.1. This action is somewhat different from the action described
in [44]. However, it seems that this is the action actually used. The difference
is rather small and only affects some minor results.

Since H i (XA) has Tate type (i , i ), complex conjugation acts as (−1)i on
H i (XA). We thus have

L (XA) (ḡ ) = ∑
i≥0

(−1)i ·Tr
(
ḡ , H i (XA)

)
=

= ∑
i≥0

(−1)i · (−1)i ·Tr
(
g , H i (XA)

)
=

= P (XA) (g ).

Since L (XA) (ḡ ) = E
(

X ḡ
A

)
we have proved the following lemma.

Lemma 5.5.2. Let X be a smooth variety and let A be an arrangement in X
which is fixed by complex conjugation and such that H i (XA) is of pure Tate
type (i , i ). Let G be a finite group which acts on X as automorphisms and
which fixes A as a set. Then

P (XA) (g ) = E
(

X ḡ
A

)
.

5.6 Toric arrangements associated to root systems

Recall that ifα is a nonzero vector in a real Euclidean space V , thenαdefines
a reflection rα through the hyperplane perpendicular to it. More explicitly,

rα(v) = v −2 · α · v

α ·α ·α.
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Since the vectors α and −α define the same reflection hyperplane, we have
rα = r−α.

Definition 5.6.1. A finite subsetΦ of a real Euclidean space V is called a root
system if

(i) Φ spans V ,

(ii) if α ∈Φ and λα ∈Φ, then λ=±1,

(iii) if α,α′ ∈Φ, then rα(α′) ∈Φ,

(iv) for any two vectors α and α′ in Φ, the number 2 · α·α′
α·α is an integer.

The elements of Φ are called roots.

If Φ is a root system, then the reflections defined by elements in Φ gen-
erate a finite group W called the Weyl group ofΦ. A setΦ+ with the property
that for each α ∈Φ, precisely one of the vectors α and −α lies in Φ+ is called
a set of positive roots. IfΦ+ is a set of positive roots and β ∈Φ+ is an element
which cannot be written as a sum of two other positive roots inΦ+, then β is
called a simple root with respect to Φ+. For every root system, there are sev-
eral choices of sets of positive roots and for each set of positive roots there
is precisely one basis of V consisting of simple roots with respect to Φ+.

A root system Φ is called reducible if it can be partitioned into a disjoint
union Φ=Φ1 tΦ2 such that α1 ·α2 = 0 if α1 ∈Φ1 and α2 ∈Φ2. A root system
which is not reducible is called irreducible. There are several types of irre-
ducible root systems. Firstly, there are the four infinite classical series An ,
Bn , Cn and Dn . Secondly, there are the five exceptional root systems G2, F4,
E6, E7 and E8.

Let Φ be a root system, let Φ+ be a set of positive roots of Φ and let ∆ =
{β1, . . . ,βn} be the set of simple roots with respect to Φ+. Let M be the Z-
linear span of Φ. Thus, M is a free Z-module of finite rank n.

Define T = Hom(M ,C∗) ∼= (C∗)n . The Weyl group W acts on T from the
right by precomposition, i.e.

(χ.g )(v) =χ(g .v), χ ∈ T, g ∈W.

For each g ∈W we define

T g = {χ ∈ T |χ.g =χ},

and for each α ∈Φ we define

Tα = {χ ∈ T |χ(α) = 1}.
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We thus obtain two arrangements of hypertori in T

T rΦ = {
T rα

}
α∈Φ , and TΦ = {Tα}α∈Φ .

Observe that in the definition of T rΦ , we only use reflections and not general
group elements. To avoid cluttered notation we shall write T rΦ instead of the
more cumbersome TTrΦ

. Similarly, we write TΦ to mean TTΦ .

Lemma 5.6.2. Let α be an element of Φ. The two subtori T rα and Tα of T
coincide if and only if the expression

2 · α · v

α ·α
takes the value 1 for some v ∈ M.

Proof. By definition we have

rα(v) = v −2 · α · v

α ·αα.

Hence

χ(rα(v)) = χ(v)

χ(α)2· α·v
α·α

,

and we thus see that χ(rα(v)) =χ(v) for all v ∈ M if and only if

χ(α)2· α·v
α·α = 1,

for all v ∈ M . Hence, Tα ⊂ T rα always holds. Also, if v is such that 2 · α·vα·α = 1
then χ(α) must be 1 and it then follows that T rα = Tα.

On the other hand, if 2 · α·vα·α 6= 1 for all v ∈ M , then 2 · α·vα·α ∈ nZ for some
integer n > 1. To see this, assume the contrary, namely that 2 · α·vα·α 6= 1 for all
v but there is no n > 1 which divides 2 · α·vα·α for all v . Then there are elements
v1 and v2 of M such that

n1 = 2 · α · v1

α ·α , and n2 = 2 · α · v2

α ·α ,

are coprime. Let a and b be integers such that an1 +bn2 = 1. Then av1 +
bv2 ∈ M and

2 · α · (av1 +bv2)

α ·α = 1.

Hence, 2 · α·vα·α ∈ nZ for some integer n > 1. Thus, the character χwhich takes
the value ζ, a primitive n’th root of unity, onα is an element of Trα but clearly
not an element of Tα.
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Example 5.6.3. The root system An can be defined as the set of vectors in
Rn+1 of the form ei − e j , i 6= j , where ei is the i th coordinate vector. Since
(ei −e j ) · (ei −e j ) = 2 and (ei −e j ) · (ei −ek ) = 1 if j 6= k, we see that

2 · (ei −e j ) · (ei −ek )

(ei −e j ) · (ei −e j )
= 1.

Thus, if n > 1 then every root in An fulfills Lemma 5.6.2.
We will study the root systems An in more detail in Section 5.10. In par-

ticular, we will compute cohomology of the varieties TAn .

Example 5.6.4. The root system Bn can be defined as the set of vectors in
Rn of the form

±ei , i = 1, . . . ,n,
ei −e j , i 6= j ,
±(ei +e j ), i 6= j ,

where ei is the i th coordinate vector. Since ei ·ei = 1 we have

2
ei · v

ei ·ei
= 2(ei · v) ∈ 2Z,

for all v ∈ M . Thus, by Lemma 5.6.2 we have that T rei 6= Tei .

Let χ ∈ T . We introduce the notation χ(βi ) = zi for the simple roots βi ,
i = 1, . . . ,n. The coordinate ring of T is then

C [T ] =C[z1, . . . , zn , z−1
1 , . . . , z−1

n ].

If α is a root, there are integers m1, . . . ,mn such that

α= m1 ·β1 +·· ·+mn ·βn .

With this notation we have that χ(α) = 1 if and only if

zm1
1 zm2

2 · · ·zmn
n = 1.

We denote the Laurent polynomial zm1
1 zm2

2 · · ·zmn
n − 1 by fα. Thus, χ is an

element of Tα if and only if fα(χ) = 0. If we differentiate fα with respect to zi

we get
∂ fα
∂zi

= mi · zm1
1 · · ·zmi−1

i · · ·zmn
n ,

which clearly is nonzero everywhere. Thus, each Tα is smooth.
Describing the cohomology of TΦ as a W -representation is a nontrivial

task. However, in low cohomological degrees we can say something in gen-
eral. To begin, H 0(TΦ) is of course always the trivial representation. We can
also describe H 1(TΦ) but to do so we need some notation.
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Definition 5.6.5. LetΦ be a root system of rank n, realized in a vector space
V of dimension n.

(i) The representation given by the action of W on V = M ⊗ZC is called
the standard representation and is denoted χstd.

(ii) The group W permutes the lines generated by elements of Φ. These
lines are in bijective correspondence with the positive roots Φ+. We
call the resulting permutation representation the positive representa-
tion and denote it by χpos.

Remark 5.6.6. The positive representation is positive in two senses. Firstly,
it is a permutation representation so it only takes non-negative values. Sec-
ondly, it is defined in terms of positive roots.

Lemma 5.6.7. Let Φ be a root system. Then

H 1(TΦ) =χstd +χpos.

Proof. Define
P = ⊕

α∈Φ
H 0(Tα)

By Theorem 5.3.9 we have

H 1(TΦ) =
⊕

q−p=1
E−p,q

1 ,

where
E 0,1

1 = H 1(T ) , E−1,2
1 = ⊕

Z∈L(A)
cd(Z )=1

H 0(Z ) (−1),

and E−p,q
1 = 0 for p > 1. Since T = Hom(M ,C∗) it follows that H 1(T,Z) = M =

χstd. An element in L (A) of codimension 1 corresponds to a rootα ∈Φ. But
α and −α define the same torus Tα so

E−1,2
1 = ⊕

α∈Φ+
H 0(Tα) (−1),

which equals χpos as a representation.

5.7 Binomial ideals

We have seen that the condition χ(α) = 1 can be translated into an equation
of the form

xm1
1 xm2

2 · · ·xmn
n = 1.
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Further conditions χ(α′) = 1 lead to further equations of the above form.
Thus, the varieties Z ∈ P(TΦ) will all be defined by ideals generated by bi-
nomials. Such ideals are called binomial ideals or, if we want to emphasize
that we allow negative exponents, Laurent binomial ideals.

We identify M with Zn via the choice of simple roots and we define

C[M ] =C[x±] =C[x1, . . . , xn , x−1
1 , . . . , x−1

n ].

A binomial in C[x±] is an element with at most two terms, axmα +bxmβ . A
Laurent binomial ideal is an ideal generated by binomials. By multiplying
each binomial axmα + bxmβ by −a−1x−mβ we may assume that a Laurent
binomial ideal is generated by elements of the form xm − cm where m ∈ Zn

and cm ∈C∗.
We regard C[x±] as the coordinate ring of T = Hom(M ,C∗). A partial

character on Zn is a homomorphism

ρ : Lρ →C∗,

where Lρ is a sublattice ofZn . A partial character defines a Laurent binomial
ideal

I (ρ) = (xm −ρ(m) : m ∈ Lρ).

We now state a few results regarding Laurent binomial ideals due to Eisen-
bud and Sturmfels, [43].

Lemma 5.7.1 (Eisenbud and Sturmfels [43]). Let I ⊂C[x±] be a proper Lau-
rent binomial ideal. Then there is a unique partial character ρ on Zn such
that I = I (ρ).

Proof. Let S be the set

{m ∈Zn |there exists a binomial of the form xm − c ∈ I , c ∈C∗}

Suppose that both xm−c and xm−c ′ lie in I . Then xm−c−(xm−c ′) = c ′−c lies
in I . Since I is proper we must have that c = c ′ so the constant is determined
by m.

Note that
xm+m′ − cd = (xm − c)xm′ + c(xm′ −d).

From this we conclude that if xm − cm and xm′ − cm′ lie in I , then so does
xm+m′ − cmcm′ . Also, if xm+m′ − cmcm′ and xm − cm lie in I , then so does
xm′ − cm′ . Thus, S is a sublattice of Zn and the map ρ : S → C∗ taking m to
cm is a character.

For the uniqueness part, see [43].
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For a sublattice L ⊆Zn , define the saturation

Sat(L) =QL∩Zn .

If L = Sat(L) we say that L is saturated.

Lemma 5.7.2 (Eisenbud and Sturmfels [43]). Let ρ be a partial character and
let r be the order of Sat(Lρ)/Lρ . There are r distinct characters ρ1, . . . ,ρr on
Sat(Lρ) extending ρ.

(a) The ideal I (ρ) is radical.

(b) The associated primes of I (ρ) are I (ρ j ), j = 1, . . . ,r .

(c) The minimal primary decomposition of I (ρ) is

I (ρ) =
r⋂

j=1
I (ρ j ).

Lemma 5.7.3 (Eisenbud and Sturmfels [43]). A Laurent binomial ideal I (ρ)
is prime if and only if Lρ is a direct summand of Zn .

Lemma 5.7.4 (Eisenbud and Sturmfels [43]). The algebraic set V (I (ρ)) ⊂ T
is the set of characters that are extensions of ρ. If it is non-empty, it is the
translate of the subgroup

Hom
(
Zn/Lρ ,C∗)⊂ T,

by any extension of ρ.

5.8 Equivariant cohomology of intersections of hyper-
tori

Let f be a Laurent polynomial and let V
(

f
)

denote the subvariety of T de-
fined by f . A variety Z ∈P(TΦ) is an intersection

Z = ⋂
α∈S

Tα = ⋂
α∈S

V
(

fα
)

,

where S is a subset of Φ. We define the ideal

IS = (
fα

)
α∈S ⊆C [T ] .

Then Z =V (IS). The ideal IS is entirely determined by the exponents occur-
ring in the various Laurent polynomials fα generating it or, in other words,
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the coefficients occurring in the elements of S when expressed in terms of
the simple roots ∆. Thus, if we define the module of exponents

NS =Z〈S〉 ⊆ M ,

then the module NS determines IS and

V (IS) = Hom(M/NS ,C∗) ⊆ Hom(M ,C∗) = T.

We now recall some facts about the cohomology of tori. For these state-
ments, see Chapter 9 of [24]. Let L be a free Z-module. The torus TL =
Hom(L,C∗) has cohomology given by

H i (TL) =
i∧

H 1(TL) =
i∧

L.

Suppose L′ is another freeZ-module and let TL′ = Hom
(
L′,C∗)

. A morphism
L → L′ of freeZ-modules gives rise to a morphism TL′ → TL and the induced
map H i (TL) → H i (TL′) is the map

i∧
L →

i∧
L′.

The modules M/NS will not always be free but do still determine the
cohomology of V (IS) in a sense very similar to the above. Let L be a free Z-
module, N ⊂ L a submodule and let Q = L/N . The module Q will split as a
direct sum Q =QT ⊕QF , where QT is the torsion part and QF is the free part
of Q. The variety TQ = Hom(Q,C∗) consists of

∣∣QT
∣∣ connected components,

each isomorphic to Hom
(
QF ,C∗)

. The i th cohomology group of TQ is given
by

H i (TQ
)= ⊕

v∈QT

i∧
QF .

Letϕ : L → L′ be a homomorphism and define Q ′ = L′/ϕ(N ). The morphism
ϕ induces a morphism Q →Q ′ which in turn gives rise to a morphism TQ ′ →
TQ and the induced map H i

(
TQ

)→ H i
(
TQ ′

)
is the map

⊕
v∈QT

i∧
QF → ⊕

v ′∈Q ′T

i∧
Q ′F .

The situation is perhaps clarified by the following. Consider the mod-
ule QS = M/NS . The module QS is determined by the echelon basis matrix
of NS . Torsion elements of QS stem from rows in the echelon basis matrix
whose entries have greatest common divisor greater than 1. The module QF

S
is the module M/Sat(NS), where Sat(NS) = NS ⊗ZQ∩M is the saturation of
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NS , i.e. the module obtained from NS by dividing each row in the echelon
basis matrix of NS by the greatest common divisor of its entries.

A row (m1, . . . ,mn) in the echelon basis matrix of NS corresponds to the
equation

zm1
1 · · ·zmn

n = 1.

If gcd(m1, . . . ,mn) = d we may write mi = d ·m′
i and

(z
m′

1
1 · · ·z

m′
n

n )d = 1,

i.e. an equation for d non-intersecting hypertori, namely the hypertorus
given by

z
m′

1
1 · · ·z

m′
n

n = 1,

translated by multiplication by powers of a primitive dth root of unity.
A linear map g : M → M which fixes NS can be analyzed in two steps.

Firstly, we can investigate how it “permutes different roots of unity”, more
precisely, how it acts on QT

S . The elements of QT
S correspond to connected

components of V (IS) and a component is fixed by g if and only if the cor-
responding element of QT

S is fixed. Of course, only fixed components can
contribute to the trace of g on H i (V (IS)). Once we have determined which
components are fixed it suffices to compute the trace of g on the cohomol-
ogy on one of those components, e.g. the component corresponding to the
zero element of QT

S .
We may now write down an algorithm for computing the equivariant

Poincaré polynomial of an element Z ∈P
(
Tφ

)
.

Algorithm 5.8.1. Let Φ be a root system of rank n with Weyl group W and let
Z ∈P

(
Tφ

)
correspond to the subset S of Φ, i.e.

Z = ⋂
α∈S

Tα.

Let g be an element of W stabilizing Z . Then P (Z , t )(g ) can be computed via
the following steps.

(1) Compute the number m of elements in QT
S which are fixed by g (for

instance by lifting each element of QT
S to M, acting on the lifted element

by g and pushing the result down to QT
S ).

(2) Compute Tr(g ,QF
S ) (for instance as Tr(g , M)−Tr(g , NS)).

(3) Using the knowledge of Tr(g ,QF
S ), compute Tr(g ,∧i QF

S ) for i = 1, . . . ,n
(for instance via the Newton-Girard method).
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The polynomial P (Z , t )(g ) is now given by

P (Z , t )(g ) = m ·
n∑

i=0
Tr(g ,∧i QF

S )t i .

5.9 Posets of toric arrangements associated to root sys-
tems

Section 5.8 tells us how to compute Tr(g , H i (Z )) for any Z ∈P
(
Tφ

)
and thus,

via Poincaré duality, how to compute Tr(g , H i
c (Z )). However, in order to use

Corollary 5.4.3 to compute P (TΦ, t )(g ) we also need to compute the poset
Pg

(
Tφ

)
. The following discussion takes its inspiration from Fleischmann

and Janiszczak [45].
We have seen that each element Z = ∩α∈STα is given by its module of

exponents NS = Z〈S〉 ⊂ M . We may therefore equally well investigate the
modules NS . However, an inclusion NS ⊂ NS′ gives a surjection M/NS �
M/NS′ and thus an inclusion Hom(M/NS′ ,C∗) ,→ Hom(M/NS ,C∗). Hence,
the poset structure should be given by reverse inclusion.

Definition 5.9.1. LetΦ be a root system. The poset of modules of exponents
is the set

N (Φ) = {Z〈S〉|S ⊆Φ} ,

ordered by reverse inclusion. If g is an element of the Weyl group of Φ, we
write N g (Φ) to denote the subposet of N (Φ) of modules fixed by g .

By construction we have that the poset N g (Φ) is isomorphic to the poset
Pg (TΦ). The benefit of considering the posets N g (Φ) instead is that they
are more easily computed.

Let g be an element of the Weyl group ofΦ. If N is an element of N g (Φ),
then N ∩Φ is a union of g -orbits ofΦ. Since N =Z〈N ∩Φ〉, we may compute
N g (Φ) via the following steps.

Algorithm 5.9.2. Let Φ be a root system and let W be its Weyl group. Let g be
an element of g . Then the following algorithm computes the poset N g (Φ):

(1) Compute the g -orbits of Φ.

(2) Compute the set N g (Φ)set of all (distinct)Z-spans of unions of g -orbits.

(3) Investigate the inclusion relations of the elements of N g (Φ)set.
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Using Algorithms 5.8.1 and 5.9.2 as well as Corollary 5.4.3 we have con-
structed a SageMath [35] program computing the equivariant Poincaré poly-
nomials of the complement of a toric arrangement associated to a root sys-
tem Φ. The program is presented in Appendix A. This program has been
used to compute these polynomials for many root systems of small rank. In
Section 5.11 we give the results for all exceptional root systems except for E8.
At the moment the E8-case seems beyond reach for an ordinary computer
but we hope to complete the computation also for the E8 case, using high
performance computing.

In practice, we represent elements of N g (Φ)set by their echelon basis
matrices (which need to be computed with some care since we are working
over the integers), so step (2) consists of performing Gaussian elimination
on matrices and making sure we only save each matrix once. Step (3) is by
far the most computationally demanding since, in principle, one needs to
make |N g (Φ)|2 comparisons. Fortunately, it is very parallelizable.

In order to use Corollary 5.4.3, we need to compute certain values of the
Möbius function of N g (Φ). At least for computational purposes, the inclu-
sion data of N g (Φ) is most conveniently encoded as a matrix A of zeros
and ones whose columns and rows are indexed by the elements of N g (Φ)
and where the element at place (i , j ) is one if and only if the i th element of
N g (Φ) is less than the j th element of N g (Φ). In this setting, the compu-
tation of the Möbius function of N g (Φ) amounts to the inversion of A and
this is indeed what most computer algebra systems do. However, inverting a
matrix using Gauss-Jordan elimination requires up to |N g (Φ)|3 operations
so if we were to compute the entire Möbius function, this would be the most
time consuming step (there are better ways to invert matrices but they all
have complexity worse than O(n2) where n is the dimension of the matrix).
Fortunately, we only need one row of the inverted matrix and this computa-
tion only requires at worst |N g (Φ)|2 operations.

Remark 5.9.3. Both the computation of the inclusion data for N g (Φ) and
the computations for the Möbius function require about |N g (Φ)|2 opera-
tions. However, in the former case an operation typically consists of solv-
ing n linear equations, where n is the rank of Φ whereas the operations in
the latter case are additions, multiplications and subtractions of integers.
Therefore, the computation of the inclusion data for N g (Φ) is the most time
consuming step.

5.9.1. Hyperplane arrangements associated to root systems Given a root
system Φ we can also define a corresponding hyperplane arrangement. Let
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V = Hom(M ,C) ∼=Cn and for each α ∈Φ define

Vα = {φ ∈V |φ(α) = 0}.

We thus obtain a hyperplane arrangement in V

VΦ = {Vα}α∈Φ .

As usual, we denote the corresponding poset by P(VΦ).
We can analyze P(VΦ) in a way analogous to how we analyzed P(TΦ).

For instance, if we takeC-spans instead of takingZ-spans in step (2) of Algo-
rithm 5.9.2 we obtain a smaller poset H g (Φ) which is isomorphic to P(VΦ).
We have an order preserving surjection

τ : N g (Φ) →H g (Φ), (5.9.1)

sending a module N to N ⊗Z C. Note that τ sends a module of rank r to a
vector space of dimension r . In terms of echelon basis matrices, τ sends a
echelon basis matrix to its saturation. Thus, the map τ is an isomorphism of
posets if and only if each module of N g (Φ) is saturated.

In past few sections we have discussed arrangements of tori from rel-
atively algebraic perspective but there is also a parallel, more enumerative
story. For instance, the work of Ehrenborg, Readdy and Slone [42] and that of
Lawrence [58] has a flavour quite similar to what we have presented in the
previous two sections, but in a different context. We also mention that al-
though we have worked exclusively with cohomology with field coefficients,
there has been great progress also for cohomology with coefficients in Z. In
particular we would like to point out the works [28] and [29] of d’Antonio
and Delucchi showing that the integer cohomology groups of complements
of toric arrangements are torsion free. Finally, we point the work by Ardila,
Castillo and Henley [4] computing so-called arithmetic Tutte polynomials of
toric arrangements associated to classical root systems in a slightly different
setup. Using the work of Moci [69], such Tutte polynomials can be translated
into Poincaré polynomials.

5.10 The toric arrangement associated to An

The simplest irreducible root systems are the root systems of type An . The
root system An is most naturally viewed as a subset of an n-dimensional
subspace of Rn+1. Denote the i th coordinate vector of Rn+1 by ei . The roots
Φ can then be chosen to be

αi , j = ei −e j , i 6= j .

103



A choice of positive roots is

αi , j = ei −e j , i < j ,

and the simple roots with respect to this choice of positive roots are

βi = ei −ei+1, i = 1, . . . ,n.

The Weyl group W of An is isomorphic to the symmetric group Sn+1 and an
element of Sn+1 acts on an element in M = Z〈Φ〉 by permuting the indices
of the coordinate vectors in Rn+1.

5.10.1. The total character Let W be the Weyl group of An . In this sec-
tion we shall compute the total character evaluated at any element g ∈ W .
This will determine the total cohomology H∗(TΦ) as an W -representation.
Although we have not pursued this, similar methods should allow the com-
putation of H∗(TΦ) also in the case of root systems of type Bn , Cn and Dn .

Lemma 5.10.1. Let W be the Weyl group of An and suppose that g ∈W has a
cycle of length greater than two. Then T ḡ

Φ is empty.

Proof. The statement only depends on the conjugacy class of g so suppose
that g contains the cycle (12. . . s), where s ≥ 3. We then have

g .β1 = e2 −e3 =β2,

g .β2 = e3 −e4 =β3,

...

g .βs−2 = es−1 −es =βs−1,

g .βs−1 = es −e1 =−(β1 + . . .+βs−1).

If g .χ=χ we must have

zi = zi+1 for i = 1, . . . , s −2, (1)

zs−1 = z−1
1 z−1

2 · · ·z−1
s−1. (2)

We insert (1) into (2) and take absolute values to obtain |z1|s = 1. We thus
see that |z1| = 1. Since we have z2 = z1 it follows that

χ(α1,3) =χ(β1 +β2) = z1 · z2 = z1 · z1 = |z1|2 = 1.

Thus, χ lies in Tα13 so T g
Φ is empty.
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Corollary 5.10.2. LetΦ be a root system of rank n containing An as a subroot
system so that the Weyl group of Φ contains the Weyl group of An as a sub-
group. If g is an element of the Weyl group of An of order greater than 2, then
T ḡ
Φ is empty.

Proof. Since An is a subroot system ofΦwe have TAn ⊆ TΦ. Hence, TΦ ⊆ TAn

so the Corollary follows since T ḡ
An

=;.

We point out that Corollary 5.10.2 together with Lemma 5.5.2 provides
a test for the program from Section 5.9 for quite a wide range of root sys-
tems. In particular, if we apply Lemma 5.5.2 to Lemma 5.10.1 we obtain the
following corollary.

Corollary 5.10.3. If g is an element of the Weyl group of An such that g 2 6= id,
then

P (TΦ)(g ) = 0.

We thus know the total character of all elements in the Weyl group of An

of order greater than 2. We shall therefore turn our attention to the involu-
tions.

Lemma 5.10.4. If g is an element of the Weyl group of An of order 2 which is
not a reflection, then

E(T ḡ
Φ) = P (TΦ)(g ) = 0.

Proof. Let k > 1 and consider the element g = (12)(34) · · · (2k − 12k). We
define a new basis for M :

γi =βi +βi+1, i = 1, . . . ,2k −2,

γ j =β j j = 2k −1, . . . ,n

Then
g .γ2i−1 = γ2i , and g .γ2i = γ2i−1,

for i = 1, . . .k −1,

g .γ2k−1 =−γ2k−1, g .γ2k = γ2k−1 +γ2k ,

and g .γi = γi for i > 2k. If we put χ(γi ) = ti , then T ḡ
Φ ⊆ TΦ is given by the

equations
t2i−1 = t̄2i i = 1, . . . ,k −1,
t2k−1 = t̄−1

2k−1,
t2k = t̄2k−1 · t̄2k ,
ti = t̄i , i = 2k +1, . . . ,n.
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Thus, the points of T ḡ
Φ have the form

(t1, t̄1, t2, t̄2, . . . , tk−1, t̄k−1, s, s−1/2 · r, t2k , . . . , tn),

where s ∈ S1 \ {1} ⊂C, r ∈R+ and ti ∈R for i = 2k, . . . ,n.
We can now see that each connected component of T ḡ

Φ is homeomor-
phic to Ck−1(C \ {0,1})× (0,1)×Rn−2k+1, where Ck−1(C \ {0,1}) is the configu-
ration space of k−1 points in the twice punctured complex plane. This space
is in turn homotopic to the configuration space Ck+1(C) of k+1 points in the
complex plane. The space Ck+1(C) is known to have Euler characteristic zero
for k ≥ 1.

Remark 5.10.5. Note that it is essential that we use ordinary cohomology in
the above proof, since compactly supported cohomology is not homotopy
invariant. However, since TΦ satisfies Poincaré duality, the corresponding
result follows also in the compactly supported case.

We now turn to the reflections.

Lemma 5.10.6. If g is a reflection in the Weyl group of An , then

E(T ḡ
Φ) = P (TΦ)(g ) = n!.

Proof. Let g = (12). We then have

g .β1 =−β1,

g .β2 =β1 +β2,

g .βi =βi , i > 2.

This gives the equations

z1 = z−1
1 ,

z2 = z1 · z2,

zi = zi , i > 2.

Thus z1 ∈ S1 \ {1}, z2 is not real and satisfies z2 = z1 · z2 so we choose z2 from
a space isomorphic to R∗. Hence, T ḡ

Φ
∼= [0,1]×R∗×M where M is the space

where the last n −2 coordinates z3, . . . , zn take their values.
These coordinates satisfy zi = zi , i.e. they are real. We begin by choosing

z3. Since χ(ei −e j ) 6= 0,1 we need z3 6= 0,1. We thus choose z3 from R\ {0,1}.
We then choose z4 in R\ {0,1, 1

z3
}, z5 in R\ {0,1, 1

z4
, 1

z3·z4
} and so on. In the i th

step we have i components to choose from. Thus, M consists of

3 ·4 · · ·n = n!

2
,
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components, each isomorphic to Rn−2. Hence, E(M) = n!
2 and it follows that

E(T ḡ
Φ) = E([0,1]) ·E(R∗) ·E(M) = n!.

It remains to compute the value of the total character at the identity ele-
ment.

Lemma 5.10.7. E(T īd
Φ ) = P (TΦ)(id) = (n+2)!

2 .

Proof. The proof is a calculation similar to that in the proof of Lemma 5.10.6.
We note that the equations for T īd

Φ are zi = z̄i , i = 1, . . . ,n so the computation

of E(T īd
Φ ) is essentially the same as that for E(M) above. The difference is

that we have n steps and in the i ’th step we have i +1 choices. This gives the
result.

Let W denote the Weyl group of An . Lemmas 5.10.1, 5.10.4, 5.10.6 and
5.10.7 together determine the character of W on H∗(TΦ). The correspond-
ing calculation for the affine hyperplane case was first carried out by Lehrer
in [59] and later by Felder and Veselov in [44]. In the hyperplane case, the to-
tal cohomology turned out to be 2IndW

〈s〉(Triv〈s〉), where s is a transposition,
i.e. the cohomology is twice the representation induced up from the trivial
representation of the subgroup generated by a transposition. It turns out
that the representation IndW

〈s〉(Triv〈s〉) accounts for most of the cohomology
also in the toric case.

The representation IndW
〈s〉(Triv〈s〉) takes value (n+1)! on the identity, 2(n−

1)! on transpositions and is zero elsewhere. Since the character of H∗(TΦ)
takes the value (n + 2)!/2 on the identity, n! on transpositions and is zero
elsewhere we can now see the following.

Theorem 5.10.8. Let Φ be the root system An and let W be the Weyl group of
An . Then the total cohomology of TΦ is the W -representation

H∗(TΦ) = RegW +n · IndW
〈s〉(Triv〈s〉),

where RegW is the regular representation of W and IndW
〈s〉(Triv〈s〉) denotes the

representation of W induced up from the trivial representation of the sub-
group generated by the simple reflection s = (12).
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5.10.2. The Poincaré polynomial In [6] Arnold proved that the Poincaré
polynomial of the complement of the affine hyperplane arrangement asso-
ciated to An is

n∏
i=1

(1+ i · t ). (5.10.1)

This result was later reproved and generalized by Orlik and Solomon in [72].
In this section we shall see that the Poincaré polynomial of the complement
of the toric arrangement associated to An satisfies a similar formula.

Recall the map τ : N (Φ) → H (Φ) defined in Equation 5.9.1. The map
τ is an isomorphism if and only if each module of N (Φ) is saturated. For
Φ= An this is indeed the case. The pivotal observation for proving this is the
following lemma.

Lemma 5.10.9. Let M be a binary matrix of full rank such that the 1’s in each
row of M are consecutive. Then each pivot element in the row reduced echelon
matrix (over Z) obtained from M is 1.

Proof. The proof goes by induction on the number of rows in M . If M only
has one row, there is nothing to prove. Assume that the result is true for
matrices with at most n rows and assume that M has n +1 rows.

There is no loss in generality in assuming that the rows of M are ordered
lexicographically. Suppose that the first row has its first one in column i . We
begin the row reduction by reducing downward, subtracting the first row
from all rows containing a one in column i . Let M1 be the resulting matrix.
Since the rows of M were ordered lexicographically, we have only shortened
the sequences of ones in some rows, i.e. M1 is of the form in the statement
of the lemma. If we delete the first row of M1 we obtain a matrix M2 with n
rows which is still of this form and all the elements of M2 in columns up to
i are zero. Applying the induction hypothesis, we have that the row reduced
echelon matrix M3 obtained from M2 only has ones as pivot elements. The
only thing remaining to obtain the row reduced echelon matrix of M is to
possibly subtract rows from M3 from the first row of M . But this row has a
pivot element 1 in the i th column and M3 only has nonzero entries to the
right of i . We thus see that the row reduced echelon form of M will have the
required form.

If one expresses the roots of An in terms of the simple roots βi , each root
is a vector of zeros and ones with all ones consecutive. It thus follows from
Lemma 5.10.9 that the modules in N (Φ) are saturated. Hence, the map
τ : N (Φ) → H (Φ) is an isomorphism of posets. This is a key ingredient in
proving the following formula.
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Theorem 5.10.10. Let Φ be the root system An . The Poincaré polynomial of
TΦ is given by

P (TΦ, t ) =
n∏

i=1
(1+ (i +1) · t ).

Proof. Let µH denote the Möbius function of H (Φ). Theorem 5.4.1 and
Equation 5.10.1 tell us that

∑
V ∈H (Φ)

µH (V ) · (−t )dim(V ) =
n∏

i=1
(1+ i · t ).

By equating the coefficients of t r we get

∑
V ∈H (Φ)

dim(V )=r

µH (V )(−1)r = ∑
I⊆{1,...,n}
|I |=r

∏
i∈I

i =

= er (1, . . . ,n),

where er denotes the r th elementary symmetric polynomial. We saw above
that the map τ : N (Φ) →H (Φ) is an isomorphism of posets. Hence, if µN

denotes the Möbius function of N (Φ) we have that

µN (N ) =µH (τ(N )).

It thus follows that

∑
N∈N (Φ)
rk(N )=r

µN (N )(−1)r = er (1, . . . ,n). (5.10.2)

If we apply Theorem 5.4.1 to TΦ, we obtain

P (TΦ, t ) = ∑
N∈N (Φ)

µN (N )(−t )rk(N ) · (1+ t )n−rk(N )

=
n∑

r=0
t r · (1+ t )n−r

∑
rk(N )=r

µN (N ) · (−1)r .

If we use Equation 5.10.2 we now see that the coefficient of t k in P (TΦ, t ) is

k∑
j=0

(
n − j

k − j

)
·e j (1, . . . ,n).
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The coefficient of t k in
∏n

i=1(1+ (i +1) · t ) is

∑
I⊆{1,...,n}
|I |=k

(i1 +1) · · · (ik +1) = ∑
I⊆{1,...,n}
|I |=k

k∑
j=0

e j (i1, . . . , ik ) =

=
k∑

j=0

∑
I⊆{1,...,n}
|I |=k

e j (i1, . . . , ik ) =

=
k∑

j=0

(
n − j

k − j

)
·e j (1, . . . ,n).

This proves the claim.

Note that setting t = 1 in Theorem 5.10.10 gives another proof of
Lemma 5.10.7. One can also prove Theorem 5.10.10 by applying Theorem
5.11 of [69] to Theorem 5.1 of [4] once one has carefully checked that their
setup coincides with ours in the case of An .

5.11 Toric arrangements associated to root systems of
exceptional type

As mentioned before, we have used Algorithms 5.8.1 and 5.9.2 to construct
a Sage program computing the equivariant cohomology of the complement
of a toric arrangement associated to a root system. One application of the
results in Section 5.10 has been to verify the validity of this program. Below,
we also compare our results with earlier work. In this section we present the
results produced by this program for the exceptional root systems G2, F4, E6

and E7. This only leaves the exceptional root system E8. We will complete
the list with this case in future work.

The irreducible representations of Weyl groups of exceptional root sys-
tems can be described in terms of two integers, d and e. The integer d is the
degree of the representation. The integer e can be defined as follows, see
[21], p. 411.

Definition 5.11.1. LetΦ be an exceptional root system and let W be its Weyl
group. Then each irreducible representation of W occurs in some symmet-
ric power Symiχstd of χstd. Given an irreducible representation χ, let e be
the integer such that χ occurs as a direct summand in Symeχstd but not in
Symiχstd for all i < e.

For root systems of type E , the integers d and e uniquely determine the
irreducible representations. However, for the root systems F4 and G2 this is
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not the case. We denote the irreducible character corresponding to d and e
byφe

d . If there are two characters corresponding to the same d and e we add
a second subscript to distinguish between them.

We refer to [21] for character tables of the Weyl groups of type G2 and
F4. It should be noted that Carter denotes the characters φe

d , φe
d ,1 and φe

d ,2
by φd ,e , φ′

d ,e and φ′′
d ,e . We have chosen to denote the characters differently

because we are in need of notational compactness.

5.11.1. The root system G2 Let Φ be the root system of type G2. Then the
Poincaré polynomial of TΦ is

P (TΦ, t ) = 1+8 t +19 t 2.

The cohomology of TΦ as a representation of the Weyl group of G2 is given
in Table 5.1.

φ0
1 φ6

1 φ3
1,1 φ3

1,2 φ1
2 φ2

2

H 0(TΦ) 1 0 0 0 0 0
H 1(TΦ) 2 0 0 0 1 2
H 2(TΦ) 2 1 1 1 3 4

Table 5.1: The cohomology groups of the complement of the toric arrange-
ment associated to G2 as representations of the Weyl group.

5.11.2. The root system F4 Let Φ be the root system of type F4. Then the
Poincaré polynomial of TΦ is

P (TΦ, t ) = 1+28 t +286 t 2 +1260 t 3 +2153 t 4.

The cohomology of TΦ as a representation of the Weyl group of F4 is given
in Table 5.2.

Remark 5.11.2. The polynomial P (TΦ, t ) was computed by Moci in [68] as
the Poincaré polynomial of the complement of the toric arrangement asso-
ciated to the coroot system of F4.

5.11.3. The root system E6 Let Φ be the root system of type E6. Then the
Poincaré polynomial of TΦ is

P (TΦ, t ) = 1+42 t +705 t 2 +6020 t 3 +27459 t 4 +63378 t 5 +58555 t 6.

The cohomology of TΦ as a representation of the Weyl group of E6 is given
in Table 5.3.
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φ0
1 φ24

1 φ12
1,1 φ12

1,2 φ16
2,1 φ4

2,2 φ16
2,2 φ4

2,1 φ1
4 φ7

4,2

H 0(TΦ) 1 0 0 0 0 0 0 0 0 0
H 1(TΦ) 2 0 0 0 0 1 0 1 1 0
H 2(TΦ) 2 0 0 0 0 3 0 3 2 0
H 3(TΦ) 3 0 1 2 1 6 2 5 3 3
H 4(TΦ) 3 1 2 3 3 6 4 5 6 7

φ7
4,1 φ13

4 φ8
4 φ6

6,2 φ6
6,1 φ3

8,1 φ9
8,2 φ3

8,2 φ9
8,1 φ10

9

H 0(TΦ) 0 0 0 0 0 0 0 0 0 0
H 1(TΦ) 0 0 0 0 0 0 0 0 0 0
H 2(TΦ) 0 0 2 1 1 2 0 2 0 0
H 3(TΦ) 2 1 8 7 9 7 5 8 4 7
H 4(TΦ) 6 5 10 12 14 13 13 14 12 16

φ6
9,1 φ6

9,2 φ2
9, φ4

12 φ5
16

H 0(TΦ) 0 0 0 0 0
H 1(TΦ) 0 0 2 0 0
H 2(TΦ) 3 4 9 3 2
H 3(TΦ) 12 15 20 16 12
H 4(TΦ) 18 20 22 25 26

Table 5.2: The cohomology groups of the complement of the toric arrange-
ment associated to F4 as representations of the Weyl group.

Remark 5.11.3. The column φ0
1 gives the cohomology of TΦ/W . It was first

computed by Looijenga in [62].

5.11.4. The root system E7 Let Φ be the root system of type E7. Then the
Poincaré polynomial of TΦ is

P (TΦ, t ) = 1+70 t +2016 t 2 +30800 t 3 +268289 t 4+
+1328670 t 5 +3479734 t 6 +3842020 t 7.

The cohomology of TΦ as a representation of the Weyl group of E7 is given
in Table 5.4.

Remark 5.11.4. The column φ0
1 gives the cohomology of TΦ/W . It was first

computed by Looijenga in [62] and later corrected by Getzler and Looijenga
in [47].
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φ0
1 φ36

1 φ25
6 φ1

6 φ9
10 φ17

15 φ16
15 φ5

15 φ4
15 φ20

20
H 0(TΦ) 1 0 0 0 0 0 0 0 0 0
H 1(TΦ) 1 0 0 1 0 0 0 0 1 0
H 2(TΦ) 0 0 0 1 0 0 0 1 2 0
H 3(TΦ) 0 0 0 1 1 0 0 5 4 0
H 4(TΦ) 0 0 0 5 7 4 3 12 10 2
H 5(TΦ) 1 0 4 10 12 15 14 20 19 17
H 6(TΦ) 2 1 6 8 12 16 18 17 19 21

φ2
20 φ10

20 φ12
24 φ6

24 φ15
30 φ3

30 φ11
60 φ5

60 φ8
60 φ13

64
H 0(TΦ) 0 0 0 0 0 0 0 0 0 0
H 1(TΦ) 1 0 0 0 0 0 0 0 0 0
H 2(TΦ) 3 0 0 0 0 2 0 2 1 0
H 3(TΦ) 6 2 1 4 0 9 3 11 6 1
H 4(TΦ) 15 11 10 16 9 24 23 38 30 21
H 5(TΦ) 30 24 26 31 30 41 68 80 74 69
H 6(TΦ) 25 23 27 29 33 36 66 69 69 69

φ4
64 φ7

80 φ6
81 φ10

81 φ8
90

H 0(TΦ) 0 0 0 0 0
H 1(TΦ) 0 0 0 0 0
H 2(TΦ) 3 0 2 0 0
H 3(TΦ) 14 9 14 5 10
H 4(TΦ) 45 45 50 36 50
H 5(TΦ) 88 99 103 94 111
H 6(TΦ) 74 91 92 90 101

Table 5.3: The cohomology groups of the complement of the toric arrange-
ment associated to E6 as representations of the Weyl group.
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φ0
1 φ63

1 φ46
7 φ1

7 φ7
15 φ28

15 φ36
21 φ3

21 φ33
21 φ6

21
H 0(TΦ) 1 0 0 0 0 0 0 0 0 0
H 1(TΦ) 1 0 0 1 0 0 0 0 0 0
H 2(TΦ) 0 0 0 1 0 0 0 1 0 1
H 3(TΦ) 0 0 0 0 1 0 0 2 0 3
H 4(TΦ) 0 0 0 1 4 0 0 3 0 7
H 5(TΦ) 0 0 0 3 7 3 2 11 2 17
H 6(TΦ) 2 0 4 9 14 18 19 26 16 34
H 7(TΦ) 2 1 8 10 21 19 25 30 23 34

φ2
27 φ37

27 φ31
35 φ4

35 φ22
35 φ13

35 φ30
56 φ3

56 φ18
70 φ9

70
H 0(TΦ) 0 0 0 0 0 0 0 0 0 0
H 1(TΦ) 1 0 0 1 0 0 0 0 0 0
H 2(TΦ) 2 0 0 2 0 0 0 1 0 0
H 3(TΦ) 3 0 0 3 0 1 0 3 0 1
H 4(TΦ) 8 0 0 9 2 4 0 9 5 6
H 5(TΦ) 25 1 3 30 16 14 11 30 30 30
H 6(TΦ) 50 16 23 63 45 36 53 70 86 80
H 7(TΦ) 43 30 43 52 47 44 74 71 101 85

φ12
84 φ15

84 φ5
105 φ26

105 φ12
105 φ6

105 φ15
105 φ21

105 φ4
120 φ25

120
H 0(TΦ) 0 0 0 0 0 0 0 0 0 0
H 1(TΦ) 0 0 0 0 0 0 0 0 0 0
H 2(TΦ) 0 0 1 0 0 1 0 0 2 0
H 3(TΦ) 1 0 4 0 2 7 0 0 9 0
H 4(TΦ) 9 5 15 1 14 27 5 1 33 0
H 5(TΦ) 50 27 53 29 63 78 34 20 99 19
H 6(TΦ) 127 78 122 113 154 160 101 94 194 99
H 7(TΦ) 117 108 134 137 147 159 133 124 185 136

φ6
168 φ21

168 φ22
189 φ20

189 φ5
189 φ7

189 φ17
189 φ10

189 φ10
210 φ6

210
H 0(TΦ) 0 0 0 0 0 0 0 0 0 0
H 1(TΦ) 0 0 0 0 0 0 0 0 0 0
H 2(TΦ) 1 0 0 0 1 0 0 0 0 2
H 3(TΦ) 7 0 0 0 6 4 0 5 4 13
H 4(TΦ) 36 2 5 7 25 23 6 33 32 51
H 5(TΦ) 128 35 61 73 90 86 55 125 128 157
H 6(TΦ) 267 145 215 233 216 205 182 277 295 326
H 7(TΦ) 249 200 255 251 239 243 226 276 307 313

φ13
210 φ21

210 φ16
216 φ9

216 φ8
280 φ17

280 φ18
280 φ9

280 φ16
315 φ7

315
H 0(TΦ) 0 0 0 0 0 0 0 0 0 0
H 1(TΦ) 0 0 0 0 0 0 0 0 0 0
H 2(TΦ) 0 0 0 0 2 0 0 0 0 0
H 3(TΦ) 0 0 1 3 9 0 0 4 0 4
H 4(TΦ) 9 2 13 21 47 7 19 28 21 31
H 5(TΦ) 68 45 99 87 191 73 126 121 141 136
H 6(TΦ) 214 185 287 224 427 257 351 306 393 347
H 7(TΦ) 253 248 296 275 404 343 388 345 441 385

φ14
336 φ11

336 φ14
378 φ9

378 φ15
405 φ8

405 φ10
420 φ13

420 φ12
512 φ11

512
H 0(TΦ) 0 0 0 0 0 0 0 0 0 0
H 1(TΦ) 0 0 0 0 0 0 0 0 0 0
H 2(TΦ) 0 0 0 0 0 0 0 0 0 0
H 3(TΦ) 2 2 2 2 0 11 7 0 6 2
H 4(TΦ) 33 26 33 28 12 73 61 20 61 29
H 5(TΦ) 179 128 188 150 118 268 258 139 290 180
H 6(TΦ) 456 344 498 405 397 588 598 417 710 524
H 7(TΦ) 468 416 533 467 480 598 602 510 731 627

Table 5.4: The cohomology groups of the complement of the toric arrange-
ment associated to E7 as representations of the Weyl group.
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6. Quartics with marked points

In this chapter we shall apply the results of Chapter 5 to the descriptions of
Chapter 4. More precisely, we compute the cohomology groups of Qord[2],
Qbtg[2], Qflx[2] and Qhfl[2] as representations of Sp(6,F2) together with their
mixed Hodge structures. The results are presented in Tables 6.1–6.4. We also
compute the cohomology groups ofQord[2] =Qord[2]tQflx[2] andQbtg[2] =
Qbtg[2] tQhfl[2] as representations of Sp(6,F2) together with their mixed
Hodge structures and we obtain a partial result about the cohomology of
Q1[2]. The results are given in Table 6.5, Table 6.6 and Proposition 6.1.3. Fi-
nally, we prove Proposition 6.2.3 which states that the cohomology of Q[2]
is a Sp(6,F2)-subrepresentation of the cohomology of Qflx[2].

Throughout the chapter we shall work over the field of complex num-
bers.

6.1 Consequences of Looijenga’s results

Recall from Chapter 4 that there are Sp(6,F2)-equivariant isomorphisms

Qord[2] ∼= TE7 /{±1}, Qbtg[2] ∼= ∐
e∈E

TE6 /{±1},

Qflx[2] ∼=P(
VE7

)
, Qhfl[2] ∼= ∐

e∈E
P

(
VE6

)
/{±1}.

It follows from the results of Chapter 5 that the cohomology groups
H k (Qord[2]) and H k

(
Qbtg[2]

)
are pure Hodge structures of Tate type (k,k).

Also, since the Weyl group of E7 is isomorphic to Sp(6,F2)×{±1}, we can read
off the Sp(6,F2)-equivariant cohomology ofQord[2] from Table 5.4 by restric-
tion to Sp(6,F2). The result is given in Table 6.1. For Qbtg[2] we may first
induce up the cohomology of TE6 as a representation from the Weyl group
of E6 to a representation of the Weyl group of E7 and then restrict the result
down to Sp(6,F2). The result is given in Table 6.2.

If Φ is a root system with Weyl group W and VΦ is the complement
of the associated affine hyperplane arrangement, then VΦ is a trivial C∗-
bundle over P (VΦ). We have H 0(C∗) = H 1(C∗) =C and H k (C∗) = 0 for k ≥ 2.
Thus, using the Leray-Serre spectral sequence, see [81] and [78], we get W -
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equivariant isomorphisms of mixed Hodge structures

H k (VΦ) ∼= H k (P (VΦ))⊕H k−1(P (VΦ)) (−1).

We conclude that H k (P (VΦ)) is a pure Hodge structure of Tate type (k,k) and
that the W -equivariant Poincaré polynomial of P (VΦ) can be deduced from
the W -equivariant Poincaré polynomial of VΦ via the formula

PW (P (VΦ) , t ) = PW (VΦ, t )

1+ t
. (6.1.1)

Fleischmann and Janiszczak [45], have computed the equivariant cohomol-
ogy of the complements of affine hyperplane arrangements associated to
root systems of exceptional type. Using their results it is an easy matter to
compute the equivariant cohomology of P (VΦ) using Equation 6.1.1. Using
the same induction and restriction procedure as in the toric case above, we
can then deduce the Sp(6,F2)-equivariant cohomology also of Qflx[2] and
Qhfl[2]. The results are given in Tables 6.3 and 6.4.

Now recall that

Qord[2] ∼= T̃E7 /{±1}, Qbtg[2] ∼= ∐
e∈E

T̃E6 /{±1}.

LetΦ be a root system, M be theZ-linear span ofΦ and let T = Hom(M ,C∗).
Let TΦ = {Tα}α∈Φ be the arrangement in T associated toΦ and let DΦ =∪αTα
be its divisor. Define T̃ as the blowup of T in the origin and let D̃Φ be the
strict transform of DΦ. We now explain how to compute the cohomology of
the complement T̃Φ = T̃ \ D̃Φ.

Lemma 6.1.1 (Looijenga [62]). Let Φ be a root system with Weyl group W ,
let TΦ be the open complement of the toric arrangement associated to Φ and
let P(VΦ) be the projectivization of the open complement of the hyperplane
arrangement associated to Φ. There is then a W -equivariant short exact se-
quence of mixed Hodge structures

0 → H•(T̃Φ
)→ H•(TΦ) → H•(P(VΦ)) (−1)[1] → 0.

In particular, H k
(
T̃Φ

)
is a pure Hodge structure of Tate type (k,k).

Proof. We only sketch a proof. The complement of the exceptional divisor
E \ D̃Φ can naturally be identified with P(VΦ). One then applies the Thom
isomorphism, see [73] Theorem B.29, to the long exact sequence coming
from the pair (T̃Φ,TΦ). We refer to [62] for the details.
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We conclude that the de Rham cohomology groups H k
(
Qord[2]

)
and

H k
(
Qbtg[2]

)
are pure Hodge structures of Tate type (k,k) and that they are

easily computed from the cohomology groups of the spacesQord[2],Qbtg[2],
Qflx[2] and Qhfl[2]. The results are given in Table 6.5 and Table 6.6.

In order to compute the cohomology of Q1[2] we need to patch together
the cohomology of Qord[2] and Qbtg[2]. Unfortunately, we have not been
able to achieve this goal but the following lemma takes us a bit on the way.

Lemma 6.1.2 (Looijenga [62]). Let X be a variety of pure dimension and let
Y ⊂ X be a hypersurface. Then there is a Gysin exact sequence of mixed Hodge
structures

· · ·→ H k−2(Y ) (-1) → H k (X ) → H k (X \ Y ) → H k−1(Y ) (-1) →···

We now take X =Q1[2] and Y =Qbtg[2]. Then X \ Y =Qord[2] and we
get a Sp(6,F2)-equivariant exact sequence of mixed Hodge structures

· · ·→ H k−2
(
Qbtg[2]

)
(-1) → H k (Q1[2]) → H k(

Qord[2]
)→··· .

Since H k
(
Qord[2]

)
and H k

(
Qbtg[2]

)
are both pure Hodge structures of Tate

type (k,k), the sequence splits into four term exact sequences

0 →W2k H k (Q1[2]) → H k
(
Qord[2]

)→ H k−1
(
Qbtg[2]

)
(-1) →W2k H k+1(Q1[2]) → 0.

We have thus obtained the following result.

Proposition 6.1.3. The above construction gives a Sp(6,F2)-equivariant exact
sequence of mixed Hodge structures

0 →W2k H k (Q1[2]) → H k
(
Qord[2]

)→ H k−1
(
Qbtg[2]

)
(-1) →W2k H k+1(Q1[2]) → 0.

The Hodge structure of H k (Q1[2]) consists of one part of Tate type (k−1,k−1)
and one part of Tate type (k,k).

In [62], Looijenga shows a similar result for Q1, the moduli space of
plane quartics with one marked point. In this case, it happens that the (k,k)-
part is always zero when the (k −1,k −1)-part is nonzero and vice versa, so
the cohomology of Q1 is pure in this sense. This can of course also be seen
from the result of Bergström and Tommasi [11] that the cohomology of Q1

is the tensor product of the cohomology of Q and the cohomology of P1. In
our case, the spaces involved have much more cohomology and we will not
see such purity in the case of Q1[2].
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6.2 Quartics without marked points

In this section we shall relate the cohomology of Q[2] to the cohomology of
various subspaces of Q1[2].

The forgetful morphism

π :Qbtg[2] →Q[2],

is finite so the map

π∗ ◦π∗ : H k (Qbtg[2]) → H k (Qbtg[2]),

is multiplication with deg(π) (and since each quartic has 28 bitangents
which, counted with multiplicity, have 2 points of tangency each we have
that deg(π) = 56). Thus, since we are using cohomology with coefficients in
a field whose characteristic does not divide 56, the map

π∗ : H k (Q[2]) → H k
(
Qbtg[2]

)
is injective. We now see the following.

Lemma 6.2.1. The cohomology H k (Q[2]) is pure of Tate type (k,k) and is a

subrepresentation of the Sp(6,F2)-representation H k
(
Qbtg[2]

)
.

We define Qflx[2] =Qflx[2]tQhfl[2] ⊂Q1[2]. We apply Lemma 6.1.2 with
X =Qflx[2] and Y =Qhfl[2] so that X \ Y =Qflx[2]. We thus get a Sp(6,F2)-
equivariant exact sequence of mixed Hodge structures

· · ·→ H k−2(Qhfl[2])(-1) → H k(
Qflx[2]

)→ H k (Qflx[2]) →··· .

Since H k (Qflx) and H k (Qhfl) are both pure Hodge structures of Tate type
(k,k), the long exact sequence splits into four term exact sequences

0 →W2k H k
(
Qflx[2]

)→ H k (Qflx[2]) → H k−1(Qhfl[2])(-1) →W2k H k+1
(
Qflx[2]

)→ 0.

We conclude the following.

Lemma 6.2.2. There is a Sp(6,F2)-equivariant exact sequence of mixed Hodge
structures

0 →W2k H k
(
Qflx[2]

)→ H k (Qflx[2]) → H k−1(Qhfl[2])(-1) →W2k H k+1
(
Qflx[2]

)→ 0.

The Hodge structure of H k
(
Qflx[2]

)
consists of one part of Tate type (k−1,k−1)

and one part of Tate type (k,k).
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The forgetful morphism

π :Qflx[2] →Q[2],

is finite so the map

π∗ ◦π∗ : H k (Qflx[2]) → H k (Qflx[2]),

is multiplication with deg(π) = 24 (since each plane quartic has 24 flex points).
Since we are using cohomology with coefficients in a field whose character-
istic does not divide 24, we conclude that the map

π∗ : H k (Q[2]) → H k(
Qflx[2]

)
,

is injective. But by Lemma 6.2.1 we have that H k (Q[2]) is pure of Tate type
(k,k). Hence, H k (Q[2]) must sit inside the (k,k)-part of H k

(
Qflx[2]

)
which

in turn sits inside H k (Qflx).

Proposition 6.2.3. The cohomology H k (Q[2]) is pure of Tate type (k,k) and
is a subrepresentation of the Sp(6,F2)-representation H k (Qflx[2]).

Both Proposition 6.2.3 and Lemma 6.2.1 relates the cohomology of Q[2]
to the cohomology of spaces which we know as representations of Sp(6,F2)-
representations. The main advantage of Proposition 6.2.3 over Lemma 6.2.1
is that the cohomology of Qflx[2] is smaller than that of Qbtg[2] so Proposi-
tion 6.2.3 provides a sharper bound. It is of course also true that the mul-
tiplicity of an irreducible representation φ occurring in H k (Q[2]) is at most
the minimum of the multiplicity ofφ in H k (Qflx) and the multiplicity ofφ in

H k
(
Qbtg[2]

)
. However, as one can see in Table 6.3 and Table 6.6, the multi-

plicity of φ in H k (Qflx) is always smaller so this insight does unfortunately
not provide new information about the cohomology of Q[2].

6.3 Tables

Tables 6.1- 6.6 give Sp(6,F2)-equivariant cohomology for various spaces. The
rows correspond to cohomology groups and the columns correspond to the
irreducible representations of Sp(6,F2), see Table 6.7. A number n in row
H k and column φ means that the irreducible representation φ occurs in H k

with multiplicity n.
For convenience, we start by giving the Poincaré-Serre polynomials of

the spaces occurring in the tables below.
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Proposition 6.3.1. Let v = tu2. The Poincaré-Serre polynomials of Qord[2],
Qbtg[2], Qflx[2], Qhfl[2], Qord[2] and Qbtg[2] are

PSQord[2](t ,u) = 1+63v +1638v2 +22680v3 +10089v4+
+820827v5 +2004512v6 +2068430v7,

PSQbtg[2](t ,u) = 28+1176v +19740v2 +168560v3 +768852v4+
+1774584v5 +1639540v6,

PSQflx[2](t ,u) = 1+62v +1555v2 +20180v3 +142739v4+
+521198v5 +765765v6,

PSQhfl[2](t ,u) = 28+980v +13300v2 +85400v3 +278992v4+
+344960v5,

PSQord[2](t ,u) = 1+62v +1576v2 +21125v3 +159909v4+
+678068v5 +1483314v6 +1302665v7,

PSQbtg[2](t ,u) = 28+1148v +18760v2 +155260v3 +681352v4+
+1495592v5 +1294580v6.
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φ1a φ7a φ15a φ21a φ21b φ27a φ35a φ35b φ56a φ70a

H 0 1 0 0 0 0 0 0 0 0 0
H 1 1 0 0 0 0 1 0 1 0 0
H 2 0 0 0 1 0 2 0 2 0 0
H 3 0 0 0 3 0 3 0 3 0 0
H 4 0 0 0 7 0 8 2 9 0 5
H 5 0 0 3 17 2 25 16 30 11 30
H 6 2 4 18 34 19 50 45 63 53 86
H 7 2 8 19 34 25 43 47 52 74 101

φ84a φ105a φ105b φ105c φ120a φ168a φ189a φ189b φ189c φ210a

H 0 0 0 0 0 0 0 0 0 0 0
H 1 0 0 0 0 0 0 0 0 0 0
H 2 0 0 1 0 2 1 0 0 0 0
H 3 1 0 7 2 9 7 5 0 0 4
H 4 9 1 27 14 33 36 33 5 7 32
H 5 50 29 78 63 99 128 125 61 73 128
H 6 127 113 160 154 194 267 277 215 233 295
H 7 117 137 159 147 185 249 276 255 251 307

φ210b φ216a φ280a φ280b φ315a φ336a φ378a φ405a φ420a φ512a

H 0 0 0 0 0 0 0 0 0 0 0
H 1 0 0 0 0 0 0 0 0 0 0
H 2 2 0 0 2 0 0 0 0 0 0
H 3 13 1 0 9 0 2 2 11 7 6
H 4 51 13 19 47 21 33 33 73 61 61
H 5 157 99 126 191 141 179 188 268 258 290
H 6 326 287 351 427 393 456 498 588 598 710
H 7 313 296 388 404 441 468 533 598 602 731

Table 6.1: The cohomology of Qord[2] as a representation of Sp(6,F2).
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φ1a φ7a φ15a φ21a φ21b φ27a φ35a φ35b φ56a φ70a

H 0 1 0 0 0 0 1 0 0 0 0
H 1 1 0 0 1 0 3 0 2 0 0
H 2 0 0 0 2 0 4 0 5 0 0
H 3 0 0 0 6 0 7 2 10 0 4
H 4 0 0 3 17 2 20 15 25 11 30
H 5 1 4 14 30 17 41 39 49 51 80
H 6 2 7 18 25 22 35 39 44 60 78

φ84a φ105a φ105b φ105c φ120a φ168a φ189a φ189b φ189c φ210a

H 0 0 0 0 0 0 0 0 0 0 0
H 1 0 0 1 0 2 1 0 0 0 1
H 2 1 0 6 2 9 8 4 0 0 11
H 3 10 1 24 15 30 35 31 4 7 48
H 4 46 27 72 60 89 114 118 58 69 146
H 5 105 105 140 129 169 229 243 198 206 282
H 6 98 112 124 119 143 197 215 207 207 244

φ210b φ216a φ280a φ280b φ315a φ336a φ378a φ405a φ420a φ512a

H 0 0 0 0 0 0 0 0 0 0 0
H 1 0 0 0 1 0 0 0 0 0 0
H 2 3 1 0 10 0 2 1 9 5 5
H 3 27 14 16 49 18 32 30 67 56 58
H 4 120 92 120 173 134 168 179 252 242 272
H 5 265 250 319 364 360 401 447 522 526 629
H 6 241 243 309 323 349 375 423 463 477 578

Table 6.2: The cohomology of Qbtg[2] as a representation of Sp(6,F2).
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φ1a φ7a φ15a φ21a φ21b φ27a φ35a φ35b φ56a φ70a

H 0 1 0 0 0 0 0 0 0 0 0
H 1 0 0 0 0 0 1 0 1 0 0
H 2 0 0 0 0 0 1 0 1 0 0
H 3 0 0 0 2 0 2 0 2 0 0
H 4 0 0 0 5 0 6 1 6 0 5
H 5 0 0 3 10 2 15 11 18 9 20
H 6 1 2 7 13 8 17 18 22 23 35

φ84a φ105a φ105b φ105c φ120a φ168a φ189a φ189b φ189c φ210a

H 0 0 0 0 0 0 0 0 0 0 0
H 1 0 0 0 0 0 0 0 0 0 0
H 2 0 0 1 0 2 1 0 0 0 2
H 3 1 0 6 2 6 6 4 0 0 10
H 4 8 1 18 11 24 27 25 5 7 35
H 5 32 22 45 39 59 76 77 45 51 93
H 6 47 47 60 58 69 98 104 88 92 120

φ210b φ216a φ280a φ280b φ315a φ336a φ378a φ405a φ420a φ512a

H 0 0 0 0 0 0 0 0 0 0 0
H 1 0 0 0 0 0 0 0 0 0 0
H 2 0 0 0 2 0 0 0 0 0 0
H 3 4 1 0 7 0 2 2 10 7 6
H 4 25 12 17 36 19 27 29 55 47 50
H 5 80 68 83 118 96 116 124 164 160 184
H 6 111 111 140 157 155 175 193 221 226 272

Table 6.3: The cohomology of Qflx[2] as a representation of Sp(6,F2).
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φ1a φ7a φ15a φ21a φ21b φ27a φ35a φ35b φ56a φ70a

H 0 1 0 0 0 0 1 0 0 0 0
H 1 0 0 0 0 0 1 0 2 0 0
H 2 0 0 0 0 0 1 0 2 0 0
H 3 0 0 0 4 0 3 1 3 0 3
H 4 0 0 1 6 1 7 5 7 6 13
H 5 0 1 4 5 4 8 9 11 10 14

φ84a φ105a φ105b φ105c φ120a φ168a φ189a φ189b φ189c φ210a

H 0 0 0 0 0 0 0 0 0 0 0
H 1 0 0 1 0 1 1 0 0 0 1
H 2 1 0 3 2 4 4 2 0 0 6
H 3 5 1 10 7 13 15 16 3 5 21
H 4 15 12 25 19 31 39 41 26 26 49
H 5 23 22 26 27 31 45 46 40 44 53

φ210b φ216a φ280a φ280b φ315a φ336a φ378a φ405a φ420a φ512a

H 0 0 0 0 0 0 0 0 0 0 0
H 1 0 0 0 1 0 0 0 0 0 0
H 2 2 1 0 7 0 2 1 6 4 4
H 3 5 8 10 21 12 17 19 33 29 31
H 4 44 34 48 57 54 60 68 90 85 99
H 5 49 53 62 74 69 81 86 96 102 122

Table 6.4: The cohomology of Qhfl[2] as a representation of Sp(6,F2).
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φ1a φ7a φ15a φ21a φ21b φ27a φ35a φ35b φ56a φ70a

H 0 1 0 0 0 0 0 0 0 0 0
H 1 0 0 0 0 0 1 0 1 0 0
H 2 0 0 0 1 0 1 0 1 0 0
H 3 0 0 0 3 0 2 0 2 0 0
H 4 0 0 0 5 0 6 2 7 0 5
H 5 0 0 3 12 2 19 15 24 11 25
H 6 2 4 15 24 17 35 34 45 44 66
H 7 1 6 12 21 17 26 29 30 51 66

φ84a φ105a φ105b φ105c φ120a φ168a φ189a φ189b φ189c φ210a

H 0 0 0 0 0 0 0 0 0 0 0
H 1 0 0 0 0 0 0 0 0 0 0
H 2 0 0 1 0 2 1 0 0 0 0
H 3 1 0 6 2 7 6 5 0 0 2
H 4 8 1 21 12 27 30 29 5 7 22
H 5 42 28 60 52 75 101 100 56 66 93
H 6 95 91 115 115 135 191 200 170 182 202
H 7 70 90 99 89 116 151 172 167 159 187

φ210b φ216a φ280a φ280b φ315a φ336a φ378a φ405a φ420a φ512a

H 0 0 0 0 0 0 0 0 0 0 0
H 1 0 0 0 0 0 0 0 0 0 0
H 2 2 0 0 2 0 0 0 0 0 0
H 3 13 1 0 7 0 2 2 11 7 6
H 4 47 12 19 40 21 31 31 63 54 55
H 5 132 87 109 155 122 152 159 213 211 240
H 6 246 219 268 309 297 340 374 424 438 526
H 7 202 185 248 247 286 293 340 377 376 459

Table 6.5: The cohomology of Qord[2] as a representation of Sp(6,F2).
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φ1a φ7a φ15a φ21a φ21b φ27a φ35a φ35b φ56a φ70a

H 0 1 0 0 0 0 1 0 0 0 0
H 1 0 0 0 1 0 2 0 2 0 0
H 2 0 0 0 2 0 3 0 3 0 0
H 3 0 0 0 6 0 6 2 8 0 4
H 4 0 0 3 13 2 17 14 22 11 27
H 5 1 4 13 24 16 34 34 42 45 67
H 6 2 6 14 20 18 27 30 33 50 64

φ84a φ105a φ105b φ105c φ120a φ168a φ189a φ189b φ189c φ210a

H 0 0 0 0 0 0 0 0 0 0 0
H 1 0 0 1 0 2 1 0 0 0 1
H 2 1 0 5 2 8 7 4 0 0 10
H 3 9 1 21 13 26 31 29 4 7 42
H 4 41 26 62 53 76 99 102 55 64 125
H 5 90 93 115 110 138 190 202 172 180 233
H 6 75 90 98 92 112 152 169 167 163 191

φ210b φ216a φ280a φ280b φ315a φ336a φ378a φ405a φ420a φ512a

H 0 0 0 0 0 0 0 0 0 0 0
H 1 0 0 0 1 0 0 0 0 0 0
H 2 3 1 0 9 0 2 1 9 5 5
H 3 25 13 16 42 18 30 29 61 52 54
H 4 105 84 110 152 122 151 160 219 213 241
H 5 221 216 271 307 306 341 379 432 441 530
H 6 192 190 247 249 280 294 337 367 375 456

Table 6.6: The cohomology of Qbtg[2] as a representation of Sp(6,F2).

126



ce
n

t.
14

51 52
0

23 04
0

4
60

8
1

53
6

38
4

2
16

0
64

8
10

8
38

4
19

2
19

2
12

8
32

30
14

4
14

4
72

48
36

36
12

7
16

16
9

10
24

24
12

15
p

p
ow

.
−

A
A

A
A

A
A

A
B

C
C

B
C

A
A

A
A

B
B

B
A

C
C

A
C

B
C

D
A

A
D

B
A

A
D

B
D

C
C

A
A

A
co

n
j.

cl
.

1
A

2
A

2B
2C

2D
3

A
3B

3C
4

A
4B

4C
4D

4E
5

A
6

A
6B

6C
6D

6E
6F

6G
7

A
8

A
8B

9
A

10
A

12
A

12
B

12
C

15
A

χ
1

1
1

1
1

1
1

1
1

1
1

1
1

1
1

1
1

1
1

1
1

1
1

1
1

1
1

1
1

1
1

χ
2

7
-5

-1
3

-1
4

-2
1

3
1

-3
-1

1
2

-2
2

2
0

1
-1

-1
0

-1
1

1
0

-2
0

0
-1

χ
3

15
-5

7
3

-1
0

-3
3

-1
-3

1
3

1
0

-2
-2

1
0

1
1

-1
1

1
-1

0
0

0
-2

-1
0

χ
4

21
9

-3
1

-3
6

3
0

5
-1

3
1

-1
1

0
0

3
-2

0
0

0
0

-1
1

0
-1

2
0

-1
1

χ
5

21
-1

1
5

5
-3

6
3

0
1

-3
-3

1
1

1
-2

2
-1

2
-2

2
0

0
-1

-1
0

-1
0

0
1

1
χ

6
27

15
3

7
3

9
0

0
3

1
5

-1
1

2
3

3
0

1
0

0
0

-1
1

-1
0

0
1

-1
0

-1
χ

7
35

-5
3

-5
3

5
-1

2
7

-1
-1

-1
-1

0
1

-3
3

1
-2

0
0

0
1

1
-1

0
-1

-1
1

0
χ

8
35

15
11

7
3

5
-1

2
-1

5
1

3
1

0
3

-1
-1

1
0

2
0

0
-1

1
-1

0
-1

1
-1

0
χ

9
56

-2
4

-8
8

0
11

2
2

0
4

-4
0

0
1

-3
1

-2
-1

0
-2

0
0

0
0

-1
1

1
-1

0
1

χ
10

70
-1

0
-1

0
6

-2
-5

7
1

2
2

2
2

-2
0

-1
-1

-1
3

-1
-1

1
0

0
0

1
0

-1
-1

-1
0

χ
11

84
4

20
4

4
-6

3
3

4
0

0
4

0
-1

-2
2

-1
-2

1
-1

1
0

0
0

0
-1

0
0

1
-1

χ
12

10
5

-3
5

1
5

1
15

-3
-3

5
-1

-5
1

-1
0

1
1

1
-1

1
1

1
0

1
-1

0
0

-1
1

-1
0

χ
13

10
5

25
-7

9
1

0
6

3
-3

-3
-3

-3
1

0
4

-4
2

0
1

-1
1

0
-1

-1
0

0
0

0
0

0
χ

14
10

5
5

17
-3

-7
0

6
3

-3
3

-1
1

-1
0

2
2

2
0

-1
-1

-1
0

1
-1

0
0

0
2

0
0

χ
15

12
0

40
-8

8
0

15
-6

0
0

-4
4

0
0

0
1

1
-2

-1
-2

-2
0

1
0

0
0

0
-1

1
0

0
χ

16
16

8
40

8
8

8
6

6
-3

0
0

0
0

0
-2

-2
2

2
2

1
-1

-1
0

0
0

0
0

0
0

0
1

χ
17

18
9

21
-3

-1
1

-3
9

0
0

9
1

1
1

1
-1

-3
-3

0
1

0
0

0
0

-1
-1

0
1

1
1

0
-1

χ
18

18
9

-5
1

-3
13

-3
9

0
0

-3
1

1
-3

1
-1

-3
-3

0
1

0
0

0
0

1
1

0
-1

1
1

0
-1

χ
19

18
9

-3
9

21
1

-3
9

0
0

-3
-5

-1
1

-1
-1

3
3

0
1

0
0

0
0

-1
1

0
1

1
-1

0
-1

χ
20

21
0

50
2

2
-6

15
3

0
-2

2
2

-2
-2

0
-1

-1
-1

-1
2

2
0

0
0

0
0

0
-1

-1
1

0
χ

21
21

0
10

-1
4

10
2

-1
5

-6
3

6
-2

-2
-2

-2
0

1
1

-2
1

1
1

-1
0

0
0

0
0

1
1

0
0

χ
22

21
6

-2
4

24
8

0
-9

0
0

0
-4

4
0

0
1

-3
-3

0
-1

0
0

0
-1

0
0

0
1

-1
1

0
1

χ
23

28
0

-4
0

-8
-8

8
10

10
1

0
0

0
0

0
0

2
-2

-2
-2

-1
1

-1
0

0
0

1
0

0
0

0
0

χ
24

28
0

40
24

8
0

-5
-8

-2
0

4
-4

0
0

0
1

-3
0

-1
-2

0
0

0
0

0
1

0
1

-1
0

0
χ

25
31

5
-4

5
-2

1
3

3
0

-9
0

-5
3

3
3

-1
0

0
0

3
0

0
0

0
0

-1
-1

0
0

0
0

1
0

χ
26

33
6

-1
6

16
-1

6
0

6
-6

0
0

0
0

0
0

1
2

-2
-2

2
2

-2
0

0
0

0
0

-1
0

0
0

1
χ

27
37

8
-3

0
-6

2
-6

-9
0

0
6

2
2

-2
2

-2
3

3
0

-1
0

0
0

0
0

0
0

0
-1

-1
0

1
χ

28
40

5
45

-2
7

-3
-3

0
0

0
-3

-3
-3

5
1

0
0

0
0

0
0

0
0

-1
1

1
0

0
0

0
0

0
χ

29
42

0
20

4
-1

2
4

0
-3

3
-4

0
0

-4
0

0
-4

4
1

0
-1

1
1

0
0

0
0

0
0

0
-1

0
χ

30
51

2
0

0
0

0
-1

6
8

-4
0

0
0

0
0

2
0

0
0

0
0

0
0

1
0

0
-1

0
0

0
0

-1

Ta
b

le
6.

7:
T

h
e

ch
ar

ac
te

r
ta

b
le

o
fS

p
(F

6 2
)a

s
fo

u
n

d
in

[2
3]

.T
h

e
ir

re
d

u
ci

b
le

ch
ar

ac
te

rs
χ

1
,.

..
,χ

30
ar

e
lis

te
d

b
y

in
cr

ea
si

n
g

d
im

en
si

o
n

.T
h

e
co

n
ju

ga
cy

cl
as

se
s

ar
e

d
en

o
te

d
b

y
th

ei
r

o
rd

er
fo

llo
w

ed
b

y
a

le
tt

er
to

b
e

ab
le

to
d

is
ti

n
gu

is
h

b
et

w
ee

n
co

n
ju

ga
cy

cl
as

se
s

o
f

th
e

sa
m

e
o

rd
er

,
e.

g.
2C

d
en

o
te

s
th

e
th

ir
d

cl
as

s
o

f
o

rd
er

2.
T

h
e

to
p

ro
w

co
n

ta
in

s
th

e
o

rd
er

o
ft

h
e

ce
n

tr
al

iz
er

s.
T

h
e

ro
w

“p
p

ow
.”

te
lls

w
h

ic
h

co
n

ju
ga

cy
cl

as
s

th
e

cl
as

s
en

d
s

u
p

in
af

te
r

ra
is

in
g

it
to

a
p

ri
m

e
p

ow
er

d
iv

id
in

g
it

s
o

rd
er

w
h

er
e

th
e

p
ri

m
e

d
iv

is
o

rs
ar

e
lis

te
d

in
in

cr
ea

si
n

g
o

rd
er

.
Fo

r
in

st
an

ce
,t

h
e

A
C

ab
ov

e
6D

d
en

o
te

s
th

e
fa

ct
th

at
an

el
em

en
t

o
f

6D
ra

is
ed

to
th

e
p

ow
er

2
lie

s
in

3
A

an
d

an
el

em
en

t
ra

is
ed

to
th

e
p

ow
er

3
li

es
in

2C
.

127



128



7. S7-equivariant cohomology
of the moduli space of plane
quartics

In Chapter 6 we found a Sp(6,F2)-equivariant inclusion of mixed Hodge struc-
tures

H k (Q[2]) ,→ H k (Qflx[2]) ,

between the cohomology of the moduli space of plane quartics with level
2 structure and the cohomology of the moduli space of plane quartics with
level 2 structure and one marked flex point. This gives a lot of restrictions
on the cohomology of Q[2], but it does not determine it completely.

Recall from Section 2.3 that we have a Sp(6,F2)-equivariant isomorphism

Q[2] ∼=P2
7 ,

to the moduli space of seven ordered points in general position in P2. How-
ever, the action of Sp(6,F2) on P2

7 is rather subtle and has this far eluded
direct analysis. Nevertheless, the subgroup S7 ⊂ Sp(6,F2) acts by permuting
the seven points and is therefore more easily analyzed.

In this chapter we shall use this description to determine the cohomol-
ogy of Q[2] as a S7-representation and we thus get further restrictions on
the cohomology of Q[2] as a Sp(6,F2)-representation. Previously, we have
mainly worked over C but Q[2] is a variety overZ and we may thus also con-
sider its incarnation over a finite field. In this setting, we have the Lefschetz
trace formula.

7.1 The Lefschetz trace formula

Let p be a prime number, let n ≥ 1 be an integer and let q = pn . Let Fq be
a finite field with q elements, let Fqm a degree m extension and let Fq be an
algebraic closure of Fq . If X is a scheme defined over Fq , we shall denote its
geometric Frobenius endomorphism induced from Fq by F . Furthermore,
let l be another prime number, different from p, and let H k

et,c(X ,Ql ) denote
the i ’th compactly supported l-adic cohomology group of X .
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Let Γ be a finite group of rational automorphisms of X . Then each co-
homology group H k

et,c(X ,Ql ) is a Γ-representation. The Lefschetz trace for-
mula allows us to obtain information about these representations by count-
ing the number of fixed points of Fσ for different σ ∈ Γ.

Theorem 7.1.1 (Lefschetz trace formula). Let X be a separated scheme of
finite type over Fq with Frobenius endomorphism F and let σ be a rational
automorphism of X of finite order. Then

|X Fσ| = ∑
k≥0

(−1)k ·Tr
(
Fσ, H k

et,c(X ,Ql )
)

,

where X Fσ denotes the fixed point set of Fσ.

Remark 7.1.2. For a proof, see [33], Rapport - Théorème 3.2. This theorem is
usually only stated in terms of F . To get the above version one simply applies
the “usual” theorem to the twist of X by σ.

Remark 7.1.3. IfΓ is a finite group of rational automorphisms of X andσ ∈ Γ,
then |X Fσ| will only depend on the conjugacy class of σ.

Recall that the Γ-equivariant Euler characteristic of X is the element of
the representation ring R(Γ) defined as the virtual representation

EulΓX = ∑
k≥0

(−1)k ·H k
et,c(X ,Ql ) ∈ R(Γ).

By Theorem 7.1.1 we may determine EulΓX by computing |X Fσ| for each σ ∈
Γ and by Remark 7.1.3 it is enough to do so for one representative of each
conjugacy class. This motivates the following definition.

Definition 7.1.4. Let X be a separated scheme of finite type over Fq with
Frobenius endomorphism F and let Γ be a finite group of rational auto-
morphisms of X . The determination of |X Fσ| for all σ ∈ Γ is then called a
Γ-equivariant point count of X over Fq .

7.2 Minimal purity

We have seen that equivariant point counts give equivariant Euler charac-
teristics. In the complex setting there is a notion of minimal purity which
allows us to translate weighted Euler characteristics into Poincaré polyno-
mials. Now we are working in positive characteristic so there are no Hodge
decompositions, but there is a similar notion of purity which allows us to
draw similar conclusions. This phenomenon has earlier mainly been used
for compact spaces, see [10], [9], [85] and [11].
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Definition 7.2.1 ([36]). Let X be an irreducible and separated scheme of
finite type over Fq with Frobenius endomorphism F and let l be a prime not
dividing q . The scheme X is called minimally pure if F acts on H k

et,c(X ,Ql )

with all eigenvalues equal to qk−dim(X ).
A pure dimensional and separated scheme X of finite type over Fq is

minimally pure if for any collection {X1, . . . , Xr } of irreducible components
of X , the irreducible scheme X1 \ (X2 ∪·· ·∪Xr ) is minimally pure.

There is also an analogue of Definition 5.3.7 of minimally pure arrange-
ments.

Thus, if X is minimally pure, then a term qk−dim(X ) in |X F | can only come
from H k

et,c(X ,Ql ) and we can determine the Γ-equivariant Poincaré polyno-
mial of X

PΓ
X (t ) = ∑

k≥0
H k

et,c(X ,Ql ) · t k ∈ R(Γ)[t ].

via the relation

EulΓX (σ) = q−2dim(X ) ·PΓ
X (σ)(−q2).

Proposition 7.2.2. The moduli spaces Q[2] ∼=P2
7 are minimally pure.

Proof. Recall that the forgetful morphism π : Qbtg[2] → Q[2] is finite. Us-
ing the same argument as in the proof of Lemma 6.2.1 and the comparison
theorem, see Appendix C of [53], we get a Sp(6,F2)-equivariant injection

H k
et,c(Q[2],Ql ) ,→ H k

et,c

(
Qbtg[2],Ql

)
.

We conclude that the group H k
et,c(Q[2],Ql ) is an F -invariant subspace of

H k
et,c

(
Qbtg[2],Ql

)
. Repeating the argument of the proof of Lemma 6.1.1, we

have that H k
et,c

(
Qbtg[2],Ql

)
is a F -invariant subspace of H k

et,c

(
Qbtg[2],Ql

)
and Qbtg[2] is isomorphic to the complement of a toric arrangement by Pro-
position 4.4.1.

Dimca and Lehrer [36] have shown that complements of toric arrange-
ments are minimally pure in the sense of Definition 7.2.1 so F acts on
H k

et,c

(
Qbtg[2],Ql

)
with all eigenvalues equal to qk−6. Since H k

et,c(Q[2],Ql ) is

an F -invariant subspace of H k
et,c

(
Qbtg[2],Ql

)
, it follows that F acts on

H k
et,c(Q[2],Ql ) with all eigenvalues equal to qk−6. We conclude that Q[2]

is minimally pure.

We can therefore determine the structure of H k
et,c(Q[2],Ql ) as a S7-rep-

resentation by making S7-equivariant point counts of P2
7 .
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7.3 Equivariant point counts

In this section we shall perform a S7-equivariant point count of P2
7 . This

amounts to the computation of
∣∣∣(P2

7

)Fσ
∣∣∣ for one representative σ of each of

the fifteen conjugacy classes of S7. The computations will be rather differ-
ent in the various cases but at least the underlying idea will be the same.
Throughout this section we shall work over a finite field Fq where q is odd.

Let U be a subset of
(
P2

)7
and interpret each point of U as an ordered

septuple of points in P2. Define the discriminant locus ∆ ⊂U as the subset
consisting of septuples which are not in general position. If U contains the
subset of

(
P2

)7
consisting of all septuples which are in general position, then

P2
7 = (U \∆)/PGL(3).

An element of PGL(3) is completely specified by where it takes four points
in general position. Therefore, the points of P2

7 do not have any automor-
phisms and we have the simple relation

∣∣∣(P2
7

)Fσ
∣∣∣= ∣∣U Fσ

∣∣− ∣∣∆Fσ
∣∣

|PGL(3)| . (7.3.1)

We will choose the set U in such a way that counting fixed points of Fσ in U
is easy. We shall therefore focus on the discriminant locus.

The discriminant locus can be decomposed as

∆=∆l ∪∆c ,

where ∆l consists of septuples where at least three points lie on a line and
∆c consists of septuples where at least six points lie on a conic. The compu-
tation of |∆Fσ| will consist of the following three steps:

• the computation of |∆Fσ
l |,

• the computation of |∆Fσ
c |,

• the computation of |(∆l ∩∆c )Fσ|.
We can then easily determine |∆Fσ| via the principle of inclusion and exclu-
sion.

In the analysis of∆l ∩∆c the following definition will sometimes be use-
ful, see Figure 7.1.

Definition 7.3.1. Let C be a smooth conic over Fq and let P ∈ P2 be a Fq -
point. We then say
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• that P is on the Fq -inside of C if there is no Fq -tangent to C passing
through P ,

• that P is on C if there is precisely one Fq -tangent to C passing through
P ,

• that P is on the Fq -outside of C if there are two Fq -tangents to C pass-
ing through P .

For a motivation of the terminology, see Figure 7.1.

P

Q

R

Figure 7.1: A conic C with a point P on the outside of C , a point Q on the inside
of C and a point R on C .

It is not entirely clear that the above definition makes sense. To see that
it in fact does, we need the following lemma.

Lemma 7.3.2. Let C ⊂ P2 be a smooth conic over a field k. If there is a point
P such that three tangents of C pass through P, then the characteristic of k is
2.

Proof. Since C is smooth, the three points of tangency will be in general
position, so by a projective change of coordinates they can be transformed
to [1 : 0 : 0], [0 : 1 : 0] and [0 : 0 : 1] and C will then be given by a polynomial
F = X Y +αX Z +βY Z , where α,β ∈ k∗. The tangent lines thus become Y +
αZ , X +βZ and αX +βY .
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Let the coordinates of P be [a : b : c]. Since these lines all pass through P ,
the first tangent equation gives that b =−αc and the second gives a =−βc.
Inserting these expressions into the third tangent equation gives −2αβc = 0.
If c = 0, then also a = b = 0 which is impossible. Since also α and β are
nonzero we see that the only possibility is that the characteristic of k is 2.

Let σ−1 = (i1 . . . ir ) be a cycle in S7. An ordered septuple (P1, . . . ,P7) of
points in P2 will be fixed by Fσ if and only if F Pi j = Pi j+1 for i = 1, . . . ,r −1
and F Pir = Pi1 . This is the motivation for the following definition.

Definition 7.3.3. Let X be a Fq -scheme with Frobenius endomorphism F
and let Z ⊂ X

Fq
be a subscheme. If∣∣∣{F i Z

}
i≥0

∣∣∣= m,

we say that Z is a strict Fqm -subscheme.
If Z is a strict Fqm -subscheme, the m-tuple (Z , . . . ,F m−1Z ) is called a

conjugate m-tuple. Let r be a positive integer and let λ = [1λ1 , . . . ,rλr ] be
a partition of r . An r -tuple (Z1, . . . , Zr ) of closed subschemes of X is called
a conjugate λ-tuple if it consists of λ1 conjugate 1-tuples, λ2-conjugate 2-
tuples and so on. We denote the set of conjugate λ-tuples of closed points
of X by X (λ).

Since the conjugacy class of an element in S7 is given by its cycle type,
we want to count the number of conjugateλ-tuples in both U and∆ for each
partition of seven. In this pursuit, the following formula is helpful. Its proof
is a simple application of the principle of inclusion and exclusion.

Lemma 7.3.4. Let X be a Fq -scheme and let λ= [1λ1 , . . . ,nλn ] be a partition.
Then

|X (λ)| =
ν∏

i=1

λi−1∏
j=0

[(∑
d |i
µ

(
i

d

)
· |X (d)|

)
− i · j

]
,

where µ is the Möbius function.

We now recall a number of basic results regarding point counts. First,
note that if we apply Lemma 7.3.4 to X = (Pn)∨, the dual projective space,
we see that the number of conjugate λ-tuples of hyperplanes is equal to the
number of conjugate λ-tuples of points in Pn . We also recall that∣∣∣Pn

Fq

∣∣∣= n∑
i=0

q i ,

and that
|PGL(3)| = q3 · (q3 −1) · (q2 −1).
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A slightly less elementary result is that the number of smooth conics defined
over Fq is

q5 −q2.

To see this, note that there is a P5 of conics. Of these there are q2 + q + 1
double Fq -lines, 1

2 · (q2 + q + 1) · (q2 + q) intersecting pairs of Fq -lines and
1
2 · (q4 −q) conjugate pairs of Fq2 -lines.

We are now ready for the task of counting the number of conjugate λ-
tuples for each element of S7.

Remark 7.3.5. SinceP2
7 is minimally pure, Equation 7.3.1 gives that

∣∣∣(P2
7

)Fσ
∣∣∣

is a monic polynomial in q of degree six so it is in fact enough to make counts
for six different finite fields and interpolate. This is however hard to carry
out in practice, even with a computer, as soon as λ contains parts of large
enough size (where “large enough” means 3 or 4). However, one can always
obtain partial information which provides important checks for our compu-
tations.

7.3.1. The case λ = [7] Let λ = [7]. Since we only need to make the com-
putation for one permutation σ of cycle type λ, we may as well assume that
σ−1 = (1234567) so that F acts as F Pi = Pi+1 for i = 1, . . . ,6 and F P7 = P1. In
this case, we simply take

(
P2

)7
as our set U .

The main observation is the following.

Lemma 7.3.6. If (P1, . . . ,P7) is aλ-tuple with three of its points on a line, then
all seven points lie on a line defined over Fq .

Proof. Suppose that the set S = {Pi ,P j ,Pk } is contained in the line L. Then L
is either defined over Fq or Fq7 . One easily checks that for each of the

(7
3

)= 35

possible choices of S there is an integer 1 ≤ i ≤ 6 such that |F i S∩S| = 2. Since
a line is defined by any two points on it we have that L = F i L. Hence, we have
that L is defined over Fq and that {Pi ,F Pi , . . . ,F 6Pi } = {P1, . . . ,P7} ⊂ L.

Lemma 7.3.7. If (P1, . . . ,P7) is a λ-tuple with six of its points on a smooth
conic, then all seven points lie on a smooth conic defined over Fq .

Proof. Suppose that the set S = {Pi1 , . . . ,Pi6 } lies on a smooth conic C . We
have |F S∩S| = 5 and since a conic is defined by any five points on it we have
FC = C . Hence, we have that C is defined over Fq and that all seven points
lie on C .

We conclude that∆l and∆c are disjoint. We obtain |∆l | by first choosing
a Fq -line L and then picking a λ-tuple on L. We thus have

|∆l | = (q2 +q +1) · (q7 −q).
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To obtain |∆c |we first choose a smooth conic C and then a conjugateλ-tuple
on C . We thus have

|∆c | = (q5 −q2) · (q7 −q).

Equation 7.3.1 now gives ∣∣∣(P2
7

)Fσ
∣∣∣= q6 +q3.

7.3.2. The case λ = [1,6] Let λ = [1,6]. Since we only need to make the
computation for one permutation σ of cycle type λ, we may as well assume
that σ−1 = (123456)(7) so that F acts as F Pi = Pi+1 for i = 1, . . . ,5, F P6 = P1

and F P7 = P7. Also in this case we take
(
P2

)7
as our set U .

The main observation is the following.

Lemma 7.3.8. If a λ-tuple has three points on a line, then either

(1) the first six points of the λ-tuple lie on a Fq -line or,

(2) the first six points lie on two conjugate Fq2 -lines, the Fq2 -lines contain
three Fq6 -points each and these triples are interchanged by F , or,

(3) the first six points lie pairwise on three conjugate Fq3 -lines which inter-
sect in P7.

Proof. Suppose that S = {Pi ,P j ,Pk } lie on a line L. Then L is either defined
over Fq , Fq2 , Fq3 or Fq6 . One easily checks that for each of the

(7
3

) = 35 pos-

sible choices of S there is an integer 1 ≤ i ≤ 3 such that |F i S ∩S| = 2 so L is
defined over Fq , Fq2 or Fq3 , i.e. we are in one of the three cases above.

Let∆l ,i be the subset of∆l corresponding to case (i) in Lemma 7.3.8. The
set ∆l ,1 is clearly disjoint from the other two.

Lemma 7.3.9. If six of the points of a λ-tuple lie on a smooth conic, then all
of the first six points of the tuple lie on the conic and the conic is defined over
Fq .

Proof. Suppose that S = {Pi1 , . . . ,Pi6 } lie on a smooth conic C . Then |F S∩S| ≥
5 so FC = C . Let P ∈ S be a Fq6 -point. Then {P,F P, . . . ,F 5} = {P1, . . . ,P6} ⊂
C .

Since a smooth conic does not contain a line, we have that ∆c only in-
tersects ∆l ,3.

We compute |∆l ,1| by first choosing a Fq -line L and then a Fq6 point on
L. Finally we choose a Fq -point P7 anywhere. We thus have

|∆l ,1| = (q2 +q +1) · (q6 −q3 −q2 +q) · (q2 +q +1).
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To obtain |∆l ,2| we first choose a Fq2 -line, L. By Lemma 7.3.4 there are q4 −
q such lines. The other Fq2 -line must then be F L. We then choose a Fq6 -
point P1 on L. The points P2 = F P1, . . . ,P6 = F 5P1 will then be the rest of our
conjugate sextuple. By Lemma 7.3.4 (with Fq2 as the ground field) there are
q6 −q2 choices. We now have two Fq2 -lines with three of our six Fq6 -points
on each so all that remains is to choose a Fq -point anywhere we want in
q2 +q +1 ways. Hence,

|∆l ,2| = (q4 −q)(q6 −q2)(q2 +q +1).

To count |∆l ,3| we first choose a Fq -point P7 in q2 + q + 1 ways. There is a
P1 of lines through P7 and we want to choose a Fq3 -line L through P . By
Lemma 7.3.4 there are q3 − q choices. Finally, we choose a Fq6 -point P1 on
L. By Lemma 7.3.4 there are q6 −q3 possible choices. We thus have

|∆l ,3| = (q2 +q +1)(q3 −q)(q6 −q3).

In order to finish the computation of∆l , we need to compute |∆l ,2∩∆l ,3|. We
first choose a pair of conjugate Fq2 -lines in 1

2 (q4 − q) ways. These intersect
in a Fq -point and we choose P7 away from this point in q2+q ways. We then
choose a Fq3 -line through P7 in q3−q ways. This line intersects the two Fq2 -
lines in 2 distinct points which clearly must be defined over Fq6 . We choose
one of them to become P1 in 2 ways. Thus, in total we have

|∆l ,2 ∩∆l ,3| = (q4 −q) · (q2 +q) · (q3 −q).

To compute |∆c | we first choose a smooth conic C in q5 − q2 ways and
then use Lemma 7.3.4 to see that we have q6 −q3 −q2 +q ways of choosing
a conjugate sextuple on C . Finally, we choose P7 anywhere we want in q2 +
q +1 ways. We thus see that

|∆c | = (q5 −q2)(q6 −q3 −q2 +q)(q2 +q +1).

It remains to compute the size of the intersection between∆l and∆c . To
compute do this, we begin by choosing a smooth conic C in q5−q2 ways and
then a Fq -point P7 not on C in q2+q +1−(q +1) = q2 ways. By Lemma 7.3.4
there are q3 − q strict Fq3 -lines passing through P . All of these intersect C
in two Fq3 -points since, by Lemma 7.3.2, these lines cannot be tangent to C
since the characteristic of Fq is odd. More precisely, choosing any of the q3−
q strict Fq3 -points of C gives a strict Fq3 -line, and since every such line cuts
C in exactly two points we conclude that there are precisely 1

2 (q3 −q) strict
Fq3 -lines through P intersecting C in two Fq3 -points. Thus, the remaining

q3 −q − 1

2
(q3 −q) = 1

2
(q3 −q)
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Fq3 -lines through P7 will intersect C in two Fq6 -points. If we pick one of
them and label it P1 we obtain an element in ∆l ∩∆c . Hence,

|∆l ∩∆c | = (q5 −q2)q2(q3 −q).

We now conclude that ∣∣∣(P2
7

)Fσ
∣∣∣= q6 −2q3 +1.

7.3.3. The case λ = [2,5] Throughout this section, λ will denote the parti-

tion [2,5]. We take U = (
P2

)7
.

Lemma 7.3.10. If (P1, . . . ,P7) is a λ-tuple with three of its points on a line,
then all five Fq5 -points lie on a line defined over Fq . If six of the points lie on
a smooth conic C , then all seven points lie on C and C is defined over Fq .

Proof. The proof is very similar to the proofs of Lemmas 7.3.6 and 7.3.7 and
is therefore omitted.

By Lemma 7.3.4, there are q10+q5−q2−q conjugate quintuples whereof
(q2 +q +1)(q5 −q) lie on a line. We may thus choose a conjugate quintuple
whose points do not lie on a line in q10 −q7 −q6 +q3 ways. This quintuple
defines a smooth conic C . By Lemma 7.3.10, it is enough to choose a conju-
gate pair outside C in order to obtain an element of

(
P2

)7
\∆ of the desired

type. Since there are q4−q conjugate pairs of which q2−q lie on C there are
q4 −q2 remaining choices. We thus obtain∣∣∣(P2

7

)Fσ
∣∣∣= q6 −q2.

7.3.4. The case λ = [12,5] The computation in this case is very similar to
that of the case λ= [2,5] and we therefore simply state the result:∣∣∣(P2

7

)Fσ
∣∣∣= q6 −q2.

7.3.5. The case λ = [31,41] Throughout this section, λ shall mean the par-
tition [31,41]. Since we only need to make the computation for one per-
mutation, we shall assume that the Frobenius permutes points P1,P2,P3,4
according to (1234) and the three points P5,P6,P7 according to (567). We
take U = (

P2
)7

.

Lemma 7.3.11. If a conjugate λ-tuple has three points on a line, then either

(1) the four Fq4 -points lie on a Fq -line, or
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(2) the three Fq3 -points lie on a Fq -line.

Proof. It is easy to see that if three Fq4 -points lie on a line, then all four Fq4 -
points lie on that line and even easier to see the corresponding result for
three Fq3 -points.

Suppose that two Fq4 -points Pi and P j and a Fq3 -point P lie on a line L.
Since F 4Pi = Pi and F 4P j = P j we see that F F 4L = L. However, F 4P = F P 6=
P . Repeating this argument again, with F P in the place of P , shows that also
F 2P lies on L. We are thus in case (1).

If we assume that two Fq3 -points and a Fq4 -point lie on a line, then a
completely analogous argument shows that all four Fq4 -points lie on that
line.

We decompose ∆l as
∆l =∆l ,1 ∪∆l ,2,

where ∆l ,1 consists of tuples with the four Fq4 -points on a line and ∆l ,2 con-
sists of tuples with the three Fq3 -points on a line. The computations of |∆l ,1|,
∆l ,2 and |∆l ,1 ∩∆l ,2| are completely straightforward and we get

|∆l | = q13 +2q12 −3q10 −2q9 +q8 +q7 −q6 −q5 +q4 +q3.

To compute |∆c | we start by noting that if six of the points of a λ-tuple lie
on a smooth conic C , then all seven points lie on C and C is defined over Fq .
Thus, the problem consists of choosing a smooth conic C over Fq and then
picking a λ-tuple on C . We thus have

|∆c | = (q5 −q2)(q4 −q2)(q3 −q).

Since no three points on a smooth conic lie on a line we conclude that the
intersection ∆l ∩∆c is empty. We now obtain∣∣∣(P2

7

)Fσ
∣∣∣= q6 −q5 −2q4 +q3 +q2 :

7.3.6. The case λ = [1,2,4] Throughout this section, λ shall mean the par-
tition [11,21,41]. Since we only need to make the computation for one per-
mutation, we shall assume that the Frobenius permutes points P1,P2,P3,P4

according to (1234), switches the two points P5,P6 and fixes the point P7.
The computation will turn out to be quite a bit more complicated in this
case than in the previous cases, mainly because both 1 and 2 divide 4. We
take U = (

P2
)7

.
We have the following trivial decomposition of ∆l

∆l =
6⋃

i=1
∆l ,i ,
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where

• ∆l ,1 consists of λ-tuples with three Fq4 -points lying on a line,

• ∆l ,2 consists of λ-tuples with two Fq4 -points and a Fq2 -point lying on
a line,

• ∆l ,3 consists of λ-tuples with two Fq4 -points and the Fq -point lying on
a line,

• ∆l ,4 consists of λ-tuples with a Fq4 -point and two Fq2 -points lying on
a line,

• ∆l ,5 consists of λ-tuples with a Fq4 -point, a Fq2 -point and a Fq -point
lying on a line, and,

• ∆l ,6 consists of λ-tuples with two Fq2 -points and the Fq -point lying on
a line.

This decomposition is of course naive and is not very nice to work with since
none of the possible intersections are empty. The reader can surely think of
many other decompositions which a priori look more promising. However,
the more “clever” approaches we have tried have turned out to be quite hard
to work with in practice. The positive thing about the above decomposition
is that most intersections are rather easily handled and that quadruple in-
tersections (and higher) all consist of tuples where all seven points lie on a
Fq -line.

The two slightly more complicated sets in the above list are∆l ,2 and∆l ,3.
We shall therefore comment a bit about the computations involving them.

The set ∆l ,2 splits into three disjoint subsets

∆l ,2 =∆1
l ,2 ∪∆2

l ,2 ∪∆3
l ,2.

where

• ∆1
l ,2 consists of λ-tuples such that the four Fq4 -points and the two Fq2 -

points lie on a Fq -line, or,

• ∆2
l ,2 consists of λ-tuples such that the two Fq4 -points and the Fq2 -

point lie on a Fq2 -line L (and the other two Fq4 -points and the second
Fq2 -point lie on F L), or,

• ∆3
l ,2 consists of λ-tuples such that the four Fq4 -points and the two Fq2 -

points are intersection points of four conjugate Fq4 -lines.
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The sets ∆2
l ,2 and ∆3

l ,2 are illustrated in Figure 7.2 below. The cardinality of

∆1
l ,2 is easily computed to be (q2+q+1)2(q4−q2)(q2−q). To get the cardinal-

ity of∆2
l ,2, we first choose a Fq2 -line L in q4−q ways and then a Fq4 -point P1

on L in q4−q2 ways. This determines all the four Fq4 points since they must
be P2 = F P1, P3 = F 2P1 and P4 = F 3P1. We must now decide if P5 should
lie on L or F L. We then choose a Fq2 -point on the chosen line. The lines L
and F L both contain q2+1 points defined over Fq2 of which precisely one is
defined over Fq (namely the point L ∩F L). Hence, there are q2 choices for
P5. It now only remains to choose P7 in one of q2+q +1 ways. We thus have

|∆2
l ,2| = 2(q4 −q)(q4 −q2)q2(q2 +q +1).

It remains to compute |∆3
l ,2|. We first choose a Fq2 -point P5 not defined over

Fq in one of q4 − q ways. There are q4 − q2 lines L strictly defined over Fq4

through P5 and we choose one. We thus get four Fq4 -lines which intersect in
the two Fq2 -points P5 and P6 as well as in four Fq4 -points. We choose one of
these to become P1 and the labels of the other three points are then given.
However, we could as well have chosen the line F 2L and ended up with the
same four Fq4 -points. We therefore must divide by 2. Finally, we choose any
of the q2 +q +1 Fq -points to become P7. We thus have

|∆3
l ,2| = 2(q4 −q)(q4 −q2)(q2 +q +1).

∆2
l ,2 ∆3

l ,2

Figure 7.2: Illustration of elements of the sets ∆2
l ,2 and ∆3

l ,2.

The set ∆l ,3 splits into two disjoint subsets

∆l ,3 =∆1
l ,3 ∪∆2

l ,3,

where

• ∆1
l ,3 consists ofλ-tuples such that the four Fq4 -points and the Fq -point

lie on a Fq -line, or,
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• ∆2
l ,3 consists of λ-tuples such that there are two conjugate Fq2 -lines

intersecting in the Fq -point, each Fq2 -line containing two of the Fq4 -
points.

To compute |∆1
l ,3| we first choose a Fq -line L, then a conjugate quadruple

and a Fq -point on L and finally a conjugate pair of Fq2 -points anywhere.
Hence

|∆1
l ,3| = (q2 +q +1)(q4 −q2)(q +1)(q4 −q).

To compute |∆2
l ,3| we first choose a Fq2 -line L not defined over Fq , then a Fq4 -

point P4 not defined over Fq2 on L and finally a pair of conjugate Fq2 -points
anywhere. We thus have

|∆2
l ,3| = (q4 −q)2(q4 −q2).

We now consider the intersection ∆l ,2∩∆l ,3. The decompositions above
yield a decomposition

∆l ,2 ∩∆l ,3 =
⋃
i , j
∆i

l ,2 ∩∆
j
l ,3.

The intersection ∆1
l ,2∩∆1

l ,3 consists of configurations where all seven points
lie on a Fq -line. There are

(q2 +q +1)(q4 −q2)(q2 −q)(q +1)

such λ-tuples. Both the intersections ∆1
l ,2 ∩∆2

l ,3 and ∆2
l ,2 ∩∆1

l ,3 are empty.

To compute the cardinality of ∆2
l ,2 ∩∆2

l ,3 we first choose a Fq2 -line L in

q4 − q ways and then a strict Fq4 -point P1 on L in q4 − q2 ways. We must
now decide if P5 should lie on L or F L. We then choose a strict Fq2 -point on
the chosen line in q2 ways. We are now sure to have a tuple in ∆2

l ,2. To make

sure that the tuple also lies in ∆2
l ,3 we have no choice but to put P7 at the

intersection of L and F L. There are thus

2(q4 −q)(q4 −q2)q2

elements in the intersection ∆2
l ,2 ∩∆2

l ,3.

The intersection ∆3
l ,2 ∩∆1

l ,3 is empty so there is only one intersection re-

maining. As explained in the computation of |∆3
l ,2|, there are 2(q4 −q)(q4 −

q2) ways to obtain four strict Fq4 -points and two strict Fq2 -points which are
the intersection points of four conjugate Fq4 -lines. We now note that there
are precisely six lines through pairs of points among the four Fq4 -points.
Four of these lines are of course the four Fq4 -lines. The remaining two lines
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are defined over Fq2 and therefore intersect in a Fq -point. To obtain a tuple
in ∆2

l ,3 we have no choice but to choose P7 as this intersection point. There-
fore, there are

2(q4 −q)(q4 −q2),

elements in the intersection ∆3
l ,2 ∩∆2

l ,3.
The remaining computations are rather straightforward. One obtains

|∆l | = q13 +5q12 −4q10 −5q9 −3q8 +2q7 +q6 +3q5 +q4 −q3.

We now turn to∆c . We have that if six points of a conjugateλ-tuple lie on
a smooth conic C , then the four Fq4 -points and the two Fq2 -points lie on C
and C is defined over Fq . Thus, the computation of |∆c | consists of choosing
a smooth conic C defined over Fq , choose a Fq4 -point and a Fq2 -point on C
and finally choose a Fq -point anywhere. We thus have

|∆c | = (q5 −q2)(q4 −q2)(q2 −q)(q2 +q +1).

It remains to investigate the intersection ∆l ∩∆c . Since a smooth conic
cannot contain three collinear points, we only have nonempty intersection
between ∆ and the sets δ2

l ,3 and ∆l ,6.

To compute |∆2
l ,3∩∆c |we first choose a smooth conic C , then a conjugate

quadruple on C and finally a pair of conjugate Fq2 -points on C . The Fq -
point is then uniquely defined as the intersection point of the two Fq2 -lines
through pairs of the four Fq4 -points. We thus have

|∆2
l ,3 ∩∆c | = (q5 −q2)(q4 −q2)(q2 −q).

The same construction as above works for the intersection ∆l ,6 ∩∆c if we
remember that we now have some choice for the Fq -point since it can lie
anywhere on the line through the two Fq2 -points. We thus have

|∆l ,6 ∩∆c | = (q5 −q2)(q4 −q2)(q2 −q)(q +1).

The only thing that remains to compute is the cardinality of the triple
intersection ∆2

l ,3 ∩∆l ,6 ∩∆c . We first assume that the Fq -point is on the out-
side of a smooth conic C containing the other six points. We first choose C
in q5 −q2 ways. There are 1

2 (q +1)q ways to choose two Fq -points P and Q
on C . Intersecting the tangents TPC and TQC gives a Fq -point P7 which will
clearly lie on the outside of C . Hence, there are precisely 1

2 (q +1)q ways to
choose a Fq -point on the outside of C .

We now want to choose a Fq -line through P7 intersecting C in two Fq2 -
points. There are q +1 Fq -lines through P7 of which two are tangents to C .
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These tangent lines contain a Fq -point of C each so there are q−1 remaining
Fq -points on C . Picking such a point gives a line through this point, P7 and
one further point on C . We thus see that exactly 1

2 (q − 1) of the Fq -lines
through P7 intersect C in two Fq -points. Hence, there are precisely

q +1−2− 1

2
(q −1) = 1

2
(q −1)

Fq -lines through P7 which intersect C in two Fq2 -points. These points are
clearly conjugate under F . We label one of them as P5.

We shall now choose a conjugate pair of Fq2 -lines through P7 intersect-
ing C in four Fq4 -points. There are q2−q conjugate pairs of Fq2 -lines through
P7. No Fq2 -line through P7 is tangent to C so each Fq2 -line through P7 will
intersect C in two points. The conic C contains q2 −q points which are de-
fined over Fq2 but not Fq . Picking such a point gives a line through this point
and P7 as well as one further Fq2 -point not defined over Fq . Thus, there are
1
2 (q2 − q) lines obtained in this way. Typically, such a line will be defined
over Fq2 but not Fq . We saw above that the number of such lines which are
defined over Fq is precisely 1

2 (q −1). Thus, there are precisely

1

2
(q2 −q)− 1

2
(q −1) = 1

2
(q2 −2q +1)

Fq2 -lines, not defined over Fq , which intersect C in two Fq4 -points. Thus, the
remaining

q2 −q − 1

2
(q2 −2q +1) = 1

2
(q2 −1) (7.3.2)

Fq2 -lines must intersect C in two Fq4 -points. Picking such a line and labeling
one of the points P1 gives a configuration belonging to ∆2

l ,3 ∩∆l ,6 ∩∆c and
we thus see that there are

1

2
(q5 −q2)q(q +1)(q −1)(q2 −1)

such configurations with P7 on the outside of C .
We now assume that P7 is on the inside of C . We first choose C in q5−q2

ways. Since the number of Fq -points is q2 +q +1 and q +1 of these lie on C
the number of Fq -points not on C is precisely q2. We just saw that 1

2 (q +1)q
of these lie on the outside of C so there must be

q2 − 1

2
(q +1)q = 1

2
(q2 −q)

Fq -points which lie on the inside of C .
Since P7 now lies on the inside of C , every Fq -line through P7 will inter-

sect C in two points. Exactly 1
2 (q +1) will intersect C in two Fq -points so the
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remaining 1
2 (q+1) will intersect C in two conjugate Fq2 -points. We pick such

a pair of points and label one of them P5.
We now choose a conjugate pair of Fq2 -lines through P7 intersecting C in

a conjugate quadruple of Fq4 -points. The number of Fq2 -lines, not defined
over Fq , through P7 is q2 − q . Two of these are tangent to C so, using ideas
similar to those above, we see that

1

2
(q2 −q −2)− 1

2
(q +1)+2 = 1

2
(q2 −2q +1),

of these lines intersect C in points defined over Fq2 . Hence, the remaining

q2 −q − 1

2
(q2 −2q +1) = 1

2
(q2 −1) (7.3.3)

lines intersect C in two Fq4 -points which are not defined over Fq2 . If we pick
one of these points to become P1 we end up with a configuration in ∆2

l ,3 ∩
∆l ,6 ∩∆c . We thus have

1

2
(q5 −q2)(q2 −q)(q +1)(q2 −1)

such configurations with P7 on the inside of C . One may note that the ex-
pression above actually is the same as the expression when P7 was on the
outside, but this will not always be the case.

We thus have

|∆l ∩∆c | = q12 +q11 −4q10 −2q9 +3q8 +4q7 −4q5 +q3,

and finally also ∣∣∣(P2
7

)Fσ
∣∣∣= q6 −q5 −2q4 +q3 −2q2 +3.

7.3.7. The case λ = [13,4] Throughout this section, λ shall mean the par-
tition [13,4]. We shall assume that the Frobenius automorphism permutes
the points P1,P2,P3,P4 according to (1234) and fixes the Fq -points P5, P6

and P7. Let U be the open subset of (P2)7 consisting of septuples such that
the last three points of the tuple are not collinear. In other words, we choose
any conjugate quadruple and three Fq -points which do not lie on a line.

We can decompose ∆l into a disjoint as

∆l =∆l ,1 ∪∆l ,2,

where ∆l ,1 consists of septuples such that all four Fq4 -points lie on a Fq -
line and ∆l ,2 consists of septuples such that the Fq2 -line through P1 and P3

intersects the Fq2 -line through P2 and P4 in P5, P6 or P7.
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To compute |∆l ,1| we simply choose a Fq -line L, a conjugate quadruple
on L and finally place the three Fq -points in such a way that they do not lie
on a line. This can be done in

(q2 +q +1)2(q4 −q2)(q2 +q)q2

ways. To compute |∆l ,2| we first choose P5, P6 or P7 then a Fq2 -line L not
defined over Fq through this point. Finally, we choose a Fq4 -point P1 which
is not defined over Fq2 on L and make sure that the final two Fq -points are
not collinear with the first. This can be done in

3(q2 +q +1)(q2 −q)(q4 −q2)(q2 +q)q2

ways. This gives that

|∆l | = 4q12 +6q11 +q10 −4q9 −5q8 −q7 −q5.

We now turn to investigate∆c . It is not hard to see that if six of the points
lie on a smooth conic C , then the four Fq4 -points must lie on that conic and
C must be defined over Fq . We thus choose a smooth conic C over Fq and
a conjugate quadruple on C . Then we choose P5, P6 or P7 to possibly not
lie on C and place the other two on C . Finally, we place the final Fq -point
anywhere except on the line through the other two Fq -points. This gives the
number

3(q5 −q2)(q4 −q2)(q +1)q ·q2.

However, we have now counted the configurations where all seven points lie
on a smooth conic three times. There are

(q5 −q2)(q4 −q2)(q +1)q(q −1)

such configurations and it thus follows that

|∆c | = 3q13 +q12 −3q11 −2q10 −q9 +q8 −q7 +2q5.

We now turn to the intersection∆l ∩∆c =∆l ,1∩∆c . We begin by choosing
one of the Fq -points P5, P6 and P7 to not lie on the conic C . We call the
chosen point P and the remaining two points Pi and P j where i < j . We
now have three disjoint possibilities:

(i) the point P may lie on the outside of C with one of the tangents through
P also passing through Pi ,

(ii) the point P may lie on the outside of C with none of the tangents
through P passing through Pi ,
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(iii) the point P may lie on the inside of C .

We consider the three cases (i)-(iii) separately.

(i). We begin by choosing a smooth conic C in q5−q2 ways and a Fq -point P
on the outside of C in 1

2 (q+1)q ways. By Equation 7.3.2, there are now q2−1
ways to choose P1. Since we require Pi to lie on a tangent to C which passes
through P , we only have 2 choices for Pi . Finally, we may choose P j as any
of the q remaining points on C . We thus have

3(q5 −q2)(q +1)q(q2 −1)q

possibilities in this case.

(ii). Again, we begin by choosing a smooth conic C in q5 − q2 ways and a
Fq -point P on the outside of C in 1

2 (q + 1)q ways and choose P1 in one of
q2 −1 ways. The point Pi should now not lie on a tangent to C which passes
through P so we have q −1 choices. Since the line between P and Pi is not a
tangent to C , there is one further intersection point between this line and C .
We must choose P j away from this point and Pi and thus have q−1 possible
choices. Hence, we have

3

2
(q5 −q2)(q +1)q(q2 −1)(q −1)2

possibilities in this case.

(iii). We start by choosing a smooth conic C in q5−q2 ways and then a point
P on the inside of C in 1

2 (q2 −q) ways. We continue by using Equation 7.3.3
to see that we can choose P1 in q2 −1 ways. We now choose Pi as any of the
Fq -points on C and thus have q + 1 choices. Finally, we may choose P j as
any Fq -point on C , except in the intersection of C with the line through Pi

and P . Hence, we have q −1 choices. We thus have

3

2
(q5 −q2)(q2 −q)(q2 −1)(q +1)(q −1)

possibilities in this case.
We now conclude that

|∆l ∩∆c | = 3q11 −3q9 −3q5 +3q3,

and, finally, ∣∣∣(P2
7

)Fσ
∣∣∣= q6 −q5 −2q4 +q3 −2q2 +3.
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7.3.8. The case λ= [1,32] Throughout this section, λ shall mean the parti-
tion [11,32]. We shall use the notation P1, P2, P3 for the first conjugate triple
and Q1, Q2, Q3 for the second. The Fq -point will be denoted by R. We take

U = (
P2

)7
.

We decompose ∆l as

∆l =
5⋃

i=1
∆l ,i ,

where

• ∆l ,1 consists of λ-tuples such that the points P1, P2 and P3 lie on a
Fq -line,

• ∆l ,2 consists of λ-tuples such that the points P1, P2 and P3 are the
intersection points of a conjugate triple of Fq3 -lines with each of the
lines containing one of the points Q1, Q2 and Q3,

• ∆l ,3 consists of λ-tuples such that the points Q1, Q2 and Q3 are the
intersection points of a conjugate triple of Fq3 -lines with each of the
lines containing one of the points P1, P2 and P3,

• ∆l ,4 consists of λ-tuples such that the points Q1, Q2 and Q3 lie on a
Fq -line, and

• ∆l ,5 consists of λ-tuples such that the point R is the intersection of
three conjugate Fq3 -lines with each of the Fq3 -lines containing one of
the points P1, P2 and P3 and one of the points Q1, Q2 and Q3.

P1

P2

P3

∆l ,1

P1

P2

P3Qk

Qi Q j

∆l ,2

Qi

Q j

QkP1

P2 P3

∆l ,3

Q1

Q2

Q3

∆l ,4

Qi
P3

P1
Qk

P2

Q j

∆l ,5

Figure 7.3: Illustration of the decomposition of ∆l .

∆l ,1 and∆l ,4

The cardinalities of∆l ,1 and∆l ,4 are obviously the same so we only make the
computation for ∆l ,1. We thus choose a Fq -line L, a conjugate Fq3 -tuple P1,
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P2, P3 on L, a conjugate Fq3 -tuple Q1, Q2, Q3 anywhere except equal to the
other Fq3 -tuple and, finally, a Fq -point anywhere. We thus get

|∆l ,1| = |∆l ,4| = (q2 +q +1)2(q3 −q)(q6 +q3 −q2 −q −3).

∆l ,2 and∆l ,3

The cardinalities of ∆l ,2 and ∆l ,3 are of course also the same. To compute
|∆l ,2| we first choose a conjugate triple of lines, L, F L, F 2L, which do not
intersect in a point. There are q6 + q3 − q2 − q conjugate triples of lines of
which (q2+q+1)(q3−q) intersect in a point. There are thus q6−q5−q4+q3

possible triples. We give the label P1 to the point L ∩F L which determines
the labels of the other two intersection points. We must now choose if Q1

should lie on L, F L or F 2L and then place Q1 on the chosen line. There are
3(q3 −1) ways to do this. Finally, we choose any Fq -point. We thus have

|∆l ,2| = |∆l ,3| = 3(q6 −q5 −q4 +q3)(q3 −1)(q2 +q +1).

∆l ,5

We first choose a Fq -point R anywhere and then a conjugate triple of lines,
L, F L, F 2L through R. We then choose a point P1 somewhere on L in q3

ways. We must now decide if Q1 should lie on L, F L or F 2L and then pick a
point on the chosen line in one of q3 −1 ways. We thus see that

|∆l ,5| = 3(q2 +q +1)(q3 −q)q3(q3 −1).

We must now compute the cardinalities of the different intersections.
Firstly, note that the intersection between ∆l ,1 and ∆l ,2 is empty. Secondly,
the size of the intersection of∆l ,1 and∆l ,3 is equal to that of the intersection
of ∆l ,2 and ∆l ,4. To obtain |∆l ,1 ∩∆l ,3| we first choose a conjugate triple of
lines, L, F L, F 2L, which do not intersect in a point and label the intersection
L∩F L by Q1. We then choose a Fq -line L′ and thus get three Fq3 -points L′∩L,
L′∩F L and L′∩F 2L. We label one of these by P1. We may now choose any
Fq -point to become R. We thus see that that

|∆l ,1 ∩∆l ,3| = |∆l ,2 ∩∆l ,4| = 3(q6 −q5 −q4 +q3)(q2 +q +1)2.

When we consider the intersection between ∆l ,1 and ∆l ,4 we must dis-
tinguish between the cases where the two triples lie on the same line and
when they do not. A simple computation then gives

|∆l ,1 ∩∆l ,4| = (q2 +q +1)2(q3 −q)(q3 −q −3)+ (q2 +q +1)2(q2 +q)(q3 −q)2.
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We continue by observing that |∆l ,1 ∩∆l ,5| = |∆l ,4 ∩∆l ,5|. To compute
|∆l ,1 ∩∆l ,5| we first choose a Fq -point R and then a conjugate Fq3 -tuple of
lines L, F L, F 2L through R. We continue by choosing a Fq -line L′ not through
R in one of q2 ways and then label L′∩L, L′∩F L or L′∩F 2L by Q1. Finally,
we choose one of the remaining q3 −1 points of L to become P1. Hence,

|∆l ,1 ∩∆l ,5| = |∆l ,4 ∩∆l ,5| = 3(q2 +q +1)(q3 −q)q2(q3 −1).

The sets ∆l ,2 and ∆l ,3 do not intersect and neither do the sets ∆l ,3 and
∆l ,4. Hence, there are only two intersections left, namely the one between
∆l ,2 and ∆l ,5 and the one between ∆l ,3 and ∆l ,5. These have equal cardinal-
ities. To compute |∆l ,2 ∩∆l ,5| we first choose a conjugate triple of lines, L,
F L, F 2L, which do not intersect in a point and label the intersection L ∩F L
by Q1. We then choose a Fq -point R. The lines between R and the points Q1,
Q2 and Q3 intersect the lines L, F L and F 2L in three points and we label one
of them by P1. We thus have

|∆l ,2 ∩∆l ,5| = |∆l ,3 ∩∆l ,5| = 3(q6 −q5 −q4 +q3)(q2 +q +1).

There is only one triple intersection, namely between ∆l ,1, ∆l ,4 and ∆l ,5.
To compute the size of this intersection we first choose a Fq -point R and
then a conjugate triple of lines, L, F L, F 2L through R. We then choose a
Fq -line L′ not through R and label the intersection L ∩L′ by P1. Finally, we
choose another Fq -line L′′ and label one of the intersections L′′∩L, L′′∩F L
and L′′∩F 2L by Q1. This shows that

|∆l ,1 ∩∆l ,4 ∩∆l ,5| = 3(q2 +q +1)(q3 −q)q2(q2 −1).

We now turn to the computation of |∆c |. If six points of a λ-tuple lie on a
smooth conic C , then both of the conjugate triples must lie on C and C must
be defined over Fq . Hence, to obtain |∆c | we only have to choose a smooth
Fq -conic C , two conjugate triples on C and a Fq -point anywhere. We thus
have that,

|∆c | = (q5 −q2)(q3 −q)(q3 −q −3)(q2 +q +1).

Since the sets ∆l ,1, ∆l ,2, ∆l ,3 and ∆l ,4 all require three of the Fq3 -points
to lie on a line, they will have empty intersection with ∆c . This is however
not true for the set ∆l ,5. To obtain such a configuration we first choose a
smooth conic C and a Fq -point R. Now choose a Fq3 -point P1 on C which
is not defined over Fq in q3 − q ways. Since both C and R are defined over
Fq we know that any tangent to C which passes through R must either be
defined over Fq2 (or Fq ). Hence, the line through R and P1 will intersect C in
P1 and one point more. We label this point with Q1, Q2 or Q3. We thus have

|∆l ∩∆c | = 3(q5 −q2)q2(q3 −q).
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We now obtain∣∣∣(P2
7

)Fσ
∣∣∣= q6 −2q5 −2q4 −8q3 +16q2 +10q +21.

7.3.9. The case λ= [22,3] Throughout this section, λ shall mean the parti-
tion [22,31]. We shall use the notation P1, P2, P3 for the conjugate triple and
Q1, Q2 and R1, R2 for the two conjugate pairs. We let U = (

P2
)7

.
We can decompose ∆l as

∆l =∆l ,1 ∪∆l ,2,

where ∆l ,1 consists of septuples such that the three Fq3 -points lie on a line
and ∆l ,2 consists of septuples such that the four Fq2 -points lie on a line.

We have

|∆l ,1| = (q2 +q +1)(q3 −q)(q4 −q)(q4 −q −2),

and
|∆l ,2| = (q2 +q +1)(q2 −q)(q2 −q −2)(q6 +q3 −q2 −q).

The cardinality of the intersection is easily computed to be

|∆l ,1 ∩∆l ,2| = (q2 +q +1)2(q3 −q)(q2 −q)(q2 −q −2).

This allows us to compute |∆l |.
We have that if six of the points of aλ-tuple lie on a smooth conic C , then

all seven points lie on C and C is defined over Fq . We thus have that ∆c is
disjoint from ∆l . We also see that

|∆c | = (q5 −q2)(q3 −q)(q2 −q)(q2 −q −2),

so, ∣∣∣(P2
7

)Fσ
∣∣∣= q6 −q5 −2q4 +3q3 +q2 −2q.

7.3.10. The case λ = [12,2,3] Throughout this section, λ shall mean the
partition [12,21,31]. We shall use the notation P1, P2, P3 for the conjugate
triple, Q1, Q2 for the conjugate pair and use R6 and R7 to denote the two
Fq -points. Let U = (

P2
)7

.
We decompose ∆l as

∆l =∆l ,1 ∪∆l ,2,

where ∆l ,1 consists of λ-tuples such that the three Fq3 -points lie on a Fq -
line and∆l ,2 consists of λ-tuples such that the two Fq2 -points and one of the
Fq -points lie on a Fq -line.
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We have

|∆l ,1| = (q2 +q +1)2(q3 −q)(q4 −q)(q2 +q).

We decompose ∆l ,2 as
∆l ,2 =∆6

l ,2 ∪∆7
l ,2,

where ∆i
l ,2 consists of tuples such that the line through the two Fq2 -points

passes through Ri . We have

|∆6
l ,2| = |∆7

l ,2| = (q2 +q +1)(q2 −q)(q +1)(q6 +q3 −q2 −q)(q2 +q).

We now turn to the double intersections. We have

|∆l ,1 ∩∆6
l ,2| = |∆l ,1 ∩∆7

l ,2| = (q2 +q +1)2(q3 −q)(q2 −q)(q +1)(q2 +q),

and
|∆6

l ,2 ∩∆7
l ,2| = (q2 +q +1)(q2 −q)(q +1)q(q6 +q3 −q2 −q).

Finally, we compute the cardinality of the intersection of all three sets

|∆l ,1 ∩∆6
l ,2 ∩∆7

l ,2| = (q2 +q +1)2(q3 −q)(q2 −q)(q +1)q.

This now allows us to compute ∆l .
If six points of a λ-tuple lie on a smooth conic C , then the three Fq3 -

points and the two Fq2 -points lie on C and C is defined over Fq . Thus, to
compute |∆c | we begin by choosing a smooth conic C over Fq . We then
choose a conjugate triple and a conjugate pair of Fq2 -points on C . Then,
we choose either R6 or R7 and place the chosen point on C . Finally, we place
the remaining point anywhere we want. We thus obtain the number

2(q5 −q2)(q3 −q)(q2 −q)(q +1)(q2 +q).

However, in the above we have counted the configurations where all seven
points lie on the conic twice. We thus have to take away

(q5 −q2)(q3 −q)(q2 −q)(q +1)q,

in order to obtain |∆c |.
It only remains to compute the cardinality of the intersection ∆l ∩∆c .

We only have nonempty intersection between the set ∆c and the set ∆l ,2.
To compute the cardinality of this intersection, we only have to make sure
to choose the point R6 (resp. R7) on the line through the two Fq2 -points.
Hence, we have

|∆6
l ,2 ∩∆c | = |∆7

l ,2 ∩∆c | = (q5 −q2)(q3 −q)(q2 −q)(q +1)2,
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and, therefore,

|∆l ∩∆c | = 2(q5 −q2)(q3 −q)(q2 −q)(q +1)2.

This gives us ∣∣∣(P2
7

)Fσ
∣∣∣= q6 −3q5 −q4 +5q3 −2q.

7.3.11. The case λ= [14,31] Throughout this section, λ shall mean the par-
tition [14,31]. We shall denote the four Fq -points by P1, P2, P3 and P4 and
denote the conjugate triple by Q1, Q2, Q3. Let U ⊂ (P2)7 be the subset con-
sisting of septuples of points with the first four in general position.

A septuple in ∆l will have the three Fq3 -points on a Fq -line. Thus, to
compute the size of ∆l , we only need to place the four Fq -points in general
position, choose Fq -line L and place the conjugate Fq3 -tuple on L. We thus
have,

|∆l | = (q2 +q +1)(q2 +q)q2(q2 −2q +1)(q2 +q +1)(q3 −q).

A septuple in ∆c will have the three Fq3 -points on a smooth conic C de-
fined over Fq . Thus, to compute |∆c |, we first choose a smooth conic C
defined over Fq and then a conjugate triple on C . We then choose one of
the points P1, P2, P3 and P4 to possibly not lie on C . Call this point P . We
then place the other three points on C . These three points define three lines
which, in total, contain (q+1)+q+(q−1) = 3q points. As long as we choose
P away from these points, the four Fq -points will be in general position. We
thus obtain

4(q5 −q2)(q3 −q)(q +1)q(q −1)(q2 −2q +1).

However, we have counted the septuples with all seven points on a smooth
conic four times. We thus need to take away

3(q5 −q2)(q3 −q)(q +1)q(q −1)(q −2).

Since ∆l and ∆c are disjoint we are done and conclude that∣∣∣(P2
7

)Fσ
∣∣∣= q6 −5q5 +10q4 −5q3 −11q2 +10q.

7.3.12. The case λ = [1,23] Throughout this section, λ shall mean the par-
tition [11,23]. We shall denote the three conjugate pairs of Fq2 -points by P1,
P2, Q1, Q2 and R1, R2 and the Fq -point by O. Let U ⊂ (P2)7 be the subset
consisting of septuples of points such that the first six points have no three
on a line.
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We decompose ∆l as
∆l =∆l ,1 ∪∆l ,2,

where ∆l ,1 consists of those septuples where two conjugate Fq2 -points and
the Fq -point lie on a Fq -line and ∆l ,2 consists of those septuples where two
conjugate Fq2 -lines, containing two Fq2 -points each, intersect in the point
defined over Fq .

The set ∆l ,1 naturally decomposes into three equally large, but not dis-
joint, subsets:

• the set ∆a
l ,1 where P1, P2 and O lie on a Fq -line,

• the set ∆b
l ,1 where Q1, Q2 and O lie on a Fq -line, and

• the set ∆c
l ,1 where R1, R2 and O lie on a Fq -line.

Similarly, the set∆l ,2 decomposes into six disjoint and equally large subsets:

• the two sets ∆P1,Qi

l ,2 where the line through the points P1 and Qi also
passes through the point O,

• the two sets ∆P1,Ri

l ,2 where the line through the points P1 and Ri also
passes through the point O, and

• the two sets ∆Q1,Ri

l ,2 where the line through the points Q1 and Ri also
passes through the point O.

The cardinalities of these sets are easily computed to be

|∆a
l ,1| = |∆b

l ,1| = |∆c
l ,1| = (q4 −q)(q4 −q2)(q4 −6q2 +q +8)(q +1),

and

|∆P1,Qi

l ,2 | = |∆P1,Ri

l ,2 | = |∆Q1,Ri

l ,2 | = (q4 −q)(q4 −q2)(q4 −6q2 +q +8).

To compute |∆a
l ,1∩∆b

l ,1| we note that if we place the three pairs of Fq2 -points
such that no three lie on a line, then the line through P1 and P2 and the line
through Q1 and Q2 will intersect in a Fq -point. By choosing this point as O
we obtain an element of ∆a

l ,1 ∩∆b
l ,1. We now see that

|∆a
l ,1 ∩∆b

l ,1| = |∆a
l ,1 ∩∆c

l ,1| = |∆b
l ,1 ∩∆c

l ,1| = (q4 −q)(q4 −q2)(q4 −6q2 +q +8).

To compute |∆a
l ,1 ∩∆

Q1,R1

l ,2 | we first choose a conjugate pair Q1, Q2 and
then a conjugate pair of Fq2 -points R1, R2 which do not lie on the line through
Q1 and Q2. We now only have one choice for O. We choose a Fq -line L
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through O. There are two possibilities: either L will pass through the inter-
section point P of the line through Q1 and R2 and the line through Q2 and
R1 or it will not. If L passes through P , then we have q2 −q possible choices
for P1 and P2 on L. Otherwise, we only have q2 −q −2 choices. Hence

|∆a
l ,1 ∩∆Q1,Ri

l ,2 | = |∆b
l ,1 ∩∆P1,Ri

l ,2 | = |∆c
l ,1 ∩∆P1,Qi

l ,2 | =
= (q4 −q)(q4 −q2)(q2 −q)+ (q4 −q)(q4 −q2)q(q2 −q −2).

The only nonempty triple intersection is∆a
l ,1∩∆b

l ,1∩∆c
l ,1. A computation

very similar to the one for |∆a
l ,1 ∩∆

Q1,R1

l ,2 | gives

|∆a
l ,1 ∩∆b

l ,1 ∩∆c
l ,1| = 2(q4 −q)(q4 −q2)(q2 −q −2)+

+ (q4 −q)(q4 −q2)(q −3)(q2 −q −4).

This finishes the investigation of ∆l .
We now turn to∆c . If six points of aλ-tuple lie on a smooth conic C , then

the six Fq2 -points lie on C and C is defined over Fq . Since no three points of
a smooth conic can lie on a line, we shall obtain an element of ∆c simply
by choosing a smooth conic C , three conjugate pairs on C and, finally, a Fq -
point anywhere. We thus have

|∆c | = (q5 −q2)(q2 −q)(q2 −q −2)(q2 −q −4)(q2 +q +1).

We shall now compute the cardinality of the intersection between∆l and
∆c . The intersections with the cases ∆a

l ,1, ∆b
l ,1, and ∆c

l ,1 are easily handled:
we simply choose a smooth conic with three conjugate pairs on it and then
place O on the line through the right conjugate pair. We thus get

|∆a
l ,1 ∩∆c | = |∆b

l ,1 ∩∆c | = |∆c
l ,1 ∩∆c | =

= (q5 −q2)(q2 −q)(q2 −q −2)(q2 −q −4)(q +1).

The intersections with the sets ∆a1,Qi

l ,2 , ∆P1,Ri

l ,2 and ∆
Q1,Ri

l ,2 are perhaps even
simpler: once we have chosen our conic C and our conjugate pairs we have
only one choice for O. Hence,

|∆P1,Qi

l ,2 ∩∆c | = |∆P1,Ri

l ,2 ∩∆c | = |∆Q1,Ri

l ,2 ∩∆c | =
= (q5 −q2)(q2 −q)(q2 −q −2)(q2 −q −4).

An analogous argument shows that

|∆a
l ,1 ∩∆b

l ,1 ∩∆c | = |∆a
l ,1 ∩∆c

l ,1 ∩∆c | = |∆b
l ,1 ∩∆c

l ,1 ∩∆c | =
= (q5 −q2)(q2 −q)(q2 −q −2)(q2 −q −4).
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The remaining intersections are quite a bit harder than the previous ones.
We consider ∆a

l ,1 ∩∆
Q1,R1

l ,2 ∩∆c , but the other intersections of this type are
completely analogous and have the same size.

We first consider the case when O is on the outside of C . There are q +1
lines through O. Of these, precisely two are tangents and 1

2 (q −1) intersect
C in Fq -points. Thus, the remaining 1

2 (q − 1) lines will intersect C in two
conjugate Fq2 -points. We thus pick one of these lines and label one of the
intersection points by P1.

Picking a Fq2 -point not defined over Fq on C will typically define a Fq2 -
line through O which is not defined over Fq . However, some of these choices
will give Fq -lines and we saw above that the number of such Fq -lines is 1

2 (q−
1). Thus, the number of Fq2 -lines, not defined over Fq , intersecting C in two
Fq2 -points is

1

2
(q2 −q)− 1

2
(q −1) = 1

2
(q2 −2q +1).

We pick one such line, label one of the intersection points Q1 and the other
intersection point R1. This gives us a configuration of the desired type.
Hence, the number of tuples in ∆a

l ,1 ∩∆
Q1,R1

l ,2 ∩∆c with O on the outside of
C is

1

2
(q5 −q2)(q +1)q(q −1)(q2 −2q +1).

We now turn to the case when O is on the inside of C . Of the q +1 lines
defined over Fq which pass through O, 1

2 (q +1) will now intersect C in Fq -
points and equally many in conjugate Fq2 -points. We thus pick a line that
intersects C in two conjugate Fq2 -points and label one of them by P1.

We now want to pick a Fq2 -line through O which is not defined over Fq

and which intersects C in two Fq2 -points that are not defined over Fq . To
obtain such a line we pick a Fq2 -point which is not defined over Fq on C .
However, two such points define tangents to C which pass through O and
1
2 (q + 1) of the lines obtained in this way are actually defined over Fq . We
thus have

1

2
(q2 −q −2)− 1

2
(q +1) = 1

2
(q2 −2q −3)

choices. We pick such a line and label the intersection points by Q1 and R1.
Hence, the number of tuples in ∆a

l ,1∩∆
Q1,R1

l ,2 ∩∆c with O on the inside of C is

1

2
(q5 −q2)(q2 −q)(q +1)(q2 −2q −3).

This finishes the computation of |∆a
l ,1 ∩∆

Q1,Ri

l ,2 ∩∆c |, |∆b
l ,1 ∩∆

P1,Ri

l ,2 ∩∆c | and

|∆c
l ,1 ∩∆

P1,Qi

l ,2 ∩∆c |.
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The only remaining intersection is ∆a
l ,1 ∩∆b

l ,1 ∩∆c
l ,1 ∩∆c which we shall

handle in a way similar to that above. Fortunately, much of the work has
already been done. To start, if O is on the outside of C , then there are 1

2 (q−1)
lines though O which are defined over Fq and intersect C in conjugate pairs
of Fq2 -points. Thus, there are

(q −1)(q −3)(q −5)

ways to pick three lines and label the intersection points with P1 and P2, Q1

and Q2 and R1 and R2. Hence, the number ofλ-tuples in∆a
l ,1∩∆b

l ,1∩∆c
l ,1∩∆c

with O on the outside of C is

1

2
(q5 −q2)(q +1)q(q −1)(q −3)(q −5).

Similarly, if O lies on the inside of C we have seen that there are 1
2 (q + 1)

lines through O which are defined over Fq and which intersect C in a pair of
conjugate Fq2 -points. Thus, there are

(q +1)(q −1)(q −3)

ways to pick three lines and label the intersection points with P1 and P2, Q1

and Q2 and R1 and R2. Hence, the number ofλ-tuples in∆a
l ,1∩∆b

l ,1∩∆c
l ,1∩∆c

with O on the inside of C is

1

2
(q5 −q2)(q +1)q(q +1)(q −1)(q −3).

We finally obtain∣∣∣(P2
7

)Fσ
∣∣∣= q6 −3q5 −6q4 +19q3 +6q2 −24q +7.

7.3.13. The case λ= [13,22] Throughout this section, λ shall mean the par-
tition [13,22]. We shall denote the Fq -points by P1, P2 and P3 and the two
conjugate pairs of Fq2 -points by Q1, Q2 and R1, R2. Let U ⊂ (P2)7 be the
subset consisting of septuples of points such that the first five points lie in
general position.

The set ∆l can be decomposed as

∆l =∆l ,1 ∪∆l ,2 ∪∆l ,3,

where

• ∆l ,1 consists of tuples such that the line through R1 and R2 also passes
through P1, P2 or P3,
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• ∆l ,2 consists of tuples such that the points R1 and R2 lie on the line
through Q1 and Q2, and

• ∆l ,3 consists of tuples such that a line through Q1 and one of the points
P1, P2 and P3 also contains R1 or R2.

The set ∆l ,1 decomposes as a union of the sets ∆1
l ,1, ∆2

l ,1 and ∆3
l ,1 consisting

of tuples with the line through R1 and R2 passing through P1, P2 and P3,

respectively. Similarly, the set ∆l ,3 is the union of the six sets ∆i , j
l ,3, i = 1,2,

j = 1,2,3, where ∆i , j
l ,3 contains all tuples such that Q1, Ri and P j lie on a line.

The cardinalities of the above sets are easily computed to be

|∆i
l ,1| = (q2 +q +1)(q2 +q)q2(q4 −3q3 +3q2 −q)(q +1)(q2 −q),

|∆l ,2| = (q2 +q +1)(q2 +q)q2(q4 −3q3 +3q2 −q)(q2 −q −2),

and
|∆i , j

l ,3| = (q2 +q +1)(q2 +q)q2(q4 −3q3 +3q2 −q)(q2 −1).

The cardinality of ∆i
l ,1 ∩∆

j
l ,1, i 6= j , is also easily computed:

|∆i
l ,1 ∩∆

j
l ,1| = (q2 +q +1)(q2 +q)q2(q4 −3q3 +3q2 −q)(q2 −q).

There is only nonempty intersection between the set ∆i
l ,1 and the set ∆ j ,k

l ,3 if
k 6= i . We then place the first five points in general position and choose a
Fq -line through Pk which does not pass through Pi in q ways. This gives a
tuple of the desired form. We thus see that

|∆i
l ,1 ∩∆

j ,k
l ,3 | = (q2 +q +1)(q2 +q)q2(q4 −3q3 +3q2 −q)q.

We also have nonempty intersection between the sets ∆1,i
l ,3 and the set ∆2, j

l ,3
where i 6= j . Such a configuration is actually given by specifying the first five
points in general position since we must then take R1 as the intersection
point of the line between Q1 and Pi and the line between Q2 and P j and
similarly for R2. Hence,

|∆1,i
l ,3 ∩∆

2, j
l ,3 | = (q2 +q +1)(q2 +q)q2(q4 −3q3 +3q2 −q).

Since the set ∆l ,2 cannot intersect any of the other sets, because this would
require Q1 and Q2 to lie on a line through one of the Fq -points, it is now time
to consider the triple intersections.

Since P1, P2 and P3 do not lie on a line we have that the intersection of
∆1

l ,1, ∆2
l ,1 and ∆3

l ,1 is empty. We thus only have two types of triple intersec-

tions, namely∆i
l ,1∩∆

j
l ,1∩∆

r,s
l ,3 and∆i

l ,1∩∆
1, j
l ,3 ∩∆

2,k
l ,3 where, of course, i , j and

k are assumed to be distinct.
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An element of∆i
l ,1∩∆

j
l ,1∩∆

r,s
l ,3 is specified by choosing the first five points

in general position. The point Rr must then be chosen as the intersection
point of the line between Pi and P j and the line between Q1 and Ps and
similarly for F Rr . We thus have

|∆i
l ,1 ∩∆

j
l ,1 ∩∆

r,s
l ,3| = (q2 +q +1)(q2 +q)q2(q4 −3q3 +3q2 −q).

To compute the cardinality of the intersection ∆i
l ,1 ∩∆

1, j
l ,3 ∩∆2,k

l ,3 we first
choose two Fq -points P j and Pk . We then choose a conjugate pair of Fq2 -
lines through each of these points. The intersections of these lines give four
Fq2 -points which we only have one way to label with Q1, Q2, R1 and R2. We
must now place the point Pi somewhere on the line L through R1 and R2.
The line through Pi and Pk intersects L in one Fq -point and the line through
Q1 and Q2 intersects L in another. Thus, we have q −1 choices for Pi . We
thus see that

|∆i
l ,1 ∩∆

1, j
l ,3 ∩∆2,s

l ,3 | = (q2 +q +1)(q2 +q)(q2 −q)2(q −1).

This completes the investigation of ∆l .
If a smooth conic C contains six of the points, then C contains both the

conjugate Fq2 -pairs and C is defined over Fq . Thus, to compute |∆c | we first
choose a smooth conic C over Fq and then pick one of the points P1, P2

and P3 to possibly lie outside C . We call the chosen point P . We then place
the other two points and the two Fq2 -pairs on C . Finally, we must place P
somewhere to make P1, P2, P3, Q1 and Q2 lie in general position. Hence,
we must choose P away from the line through the two other Fq -points and
away from the line through Q1 and Q2. This gives us

(q5 −q2)(q +1)q(q2 −q)(q2 −q −2)(q2 −q).

However, in the above we have counted the configurations where all seven
points lie on C three times. We must therefore take away

2 · (q5 −q2)(q +1)q(q −1)(q2 −q)(q2 −q −2)

in order to obtain |∆c |.
The intersection ∆l ,2 ∩∆c is empty but the intersections of ∆c with the

other sets in the decomposition of ∆l are not. To compute |∆i
l ,1 ∩∆c | we

shall first assume that Pi lies on the outside of C . Of the q +1 lines through
Pi which are defined over Fq we have that 2 are tangent to C and 1

2 (q − 1)
intersect C in two Fq -points. Thus, there are 1

2 (q −1) lines left which must
intersect C in a pair of conjugate Fq2 -points. We pick such a line and label
the intersection points by R1 and R2 in one of two ways. We shall now place
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the other two Fq -points on C . There are 1
2 (q +1)q ways to choose two Fq -

points on C of which 1
2 (q−1) pairs lie on a Fq -line through Pi . There are thus

1
2 (q2+1) pairs which do not lie on a line through Pi and, since there are two
ways to label each pair, we thus have q2 + 1 choices for the two Fq -points.
Finally, we shall place Q1 and Q2 somewhere on C but we have to make sure
that the points P1, P2, P3, Q1 and Q2 are in general position. Since the lines
between Pi and the other two Fq -points intersect C only in Fq -points, the
only thing that might go wrong when choosing Q1 and Q2 is that the line
through Q1 and Q2 might also go through Pi . As seen above, there are exactly
q −1 choices for Q1 and Q2 for which this happens, so the remaining q2 −
q − (q −1) = q2 −2q +1 choices will give a configuration of the desired type.
We thus have that the number of elements in ∆i

l ,1 ∩∆c such that Pi lies on
the outside of C is

1

2
(q5 −q2)(q +1)q(q −1)(q2 +1)(q2 −2q +1).

We now assume that Pi lies on the inside of C . We proceed similarly to
the above. First we observe that the number of Fq -lines through Pi is q +1
of which half intersect C in two Fq -points and half intersect C in conjugate
pairs of Fq2 -points. We choose a line which intersects C in two conjugate
Fq2 -points and label the intersection points by R1 and R2. We now choose a
Fq -point P j on C in one of q +1 ways. The line through Pi and P j intersects
C in another Fq -point and we choose the final Fq -point away from this in-
tersection point and P j . Finally, we shall place the points Q1 and Q2 on C
in a way so that the points P1, P2, P3, Q1 and Q2 are in general position. As
above, the only thing that might go wrong is that the line through Q1 and Q2

might go through Pi and there are precisely q +1 choices for Q1 and Q2 for
which this happens. Thus, there are q2−q−(q+1) = q2−2q−1 valid choices
for Q1 and Q2. Hence, there are

1

2
(q5 −q2)(q2 −q)(q +1)(q +1)(q −1)(q2 −2q −1)

elements in ∆i
l ,1 ∩∆c such that Pi lies on the inside of C .

To compute the intersection∆i , j
l ,3∩∆c we note that if we place P j outside

of C and then choose two Fq -points on C and two conjugate Fq2 -points Q1

and Q2 on C such that P1, P2, P3, Q1 and Q2 are in general position, then we
must choose Ri as the other intersection point of C with the line through Q1

and P j . We may thus use constructions analogous to those above to see that
there are

1

2
(q5 −q2)(q +1)q(q2 +1)(q2 −2q +1)
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elements in ∆i , j
l ,1 ∩∆c with P j on the outside of C and

1

2
(q5 −q2)(q2 −q)(q +1)(q −1)(q2 −2q −3)

elements with P j on the inside of C .
We may now put all the pieces together to obtain∣∣∣(P2

7

)Fσ
∣∣∣= q6 −7q5 +10q4 +15q3 −26q2 −8q +15.

7.3.14. The case λ = [15,2] Throughout this section, λ shall mean the par-
tition [15,2]. We shall denote the Fq -points by P1, P2, P3, P4 and P5 and the
points of the conjugate pair of Fq2 -points by Q1 and Q2. Let U ⊂ (P2)7 be the
subset consisting of septuples of points such that the first five points lie in
general position.

If three points of a conjugate λ-tuple in U (λ) lie on a line, then Q1 and
Q2 lie on a line passing through one of the Fq -points. There are

(q +1)+q + (q −1)+ (q −2)+ (q −3) = 5q −5,

Fq -lines passing through P1, P2, P3, P4 or P5 (or possibly two of them). Each
of these lines contains q2 −q conjugate pairs and no conjugate pair lies on
two such lines. We thus have

|∆l | = (q2 +q +1)(q2 +q)q2(q2 −2q +1)(q2 −5q +6)(5q −5)(q2 −q).

If six of the points of a conjugate λ-tuple lie on a smooth conic C , then C
is defined over Fq and contains Q1 and Q2. Therefore, to compute the cardi-
nality of ∆c we first choose a smooth conic C defined over Fq and one of the
points P1, P2, P3, P4 or P5 to possibly lie outside C . We call the chosen point
P . Then, we choose four Fq -points and a conjugate pair on C . Finally, we
choose P away from the six lines through pairs of the other four Fq -points.
We thus get

5(q5 −q2)(q +1)q(q −1)(q −2)(q2 −q)(q2 −5q +6).

In the above we have counted the λ-tuples with all seven points on a conic
five times. We therefore must take away

4(q5 −q2)(q +1)q(q −1)(q −2)(q −3)(q2 −q),

in order to obtain |∆c |.
To compute the size of the intersection ∆l ∩∆c we shall decompose this

set into a disjoint disjoint union of five subsets Ai , i = 1, . . . ,5, where Ai con-
sists of those tuples where Pi does not lie on the conic C through the other
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six points. Each of the sets Ai is then decomposed further into a union of the
sets Aout

i and Ain
i where Aout

i consists of those tuples with Pi on the outside
of C and Ain

i consists of those with Pi on the inside of C . Finally, we shall
decompose Aout

i into a union of the three disjoint subsets:

• the set Aout
i ,0 consisting of λ-tuples such that the tangent lines to C

passing through Pi do not pass through any of the other points of the
λ-tuple,

• the set Aout
i ,1 consisting of λ-tuples such that exactly one of the tangent

lines to C passing through Pi pass through one of the other points of
the λ-tuple,

• the set Aout
i ,2 consisting of λ-tuples such that both the tangent lines to

C passing through Pi passes through another point of the λ-tuple.

To compute |Aout
i |, we first choose a smooth conic C defined over Fq in

q5 −q2 ways and then a point Pi outside C in 1
2 (q +1)q ways. As seen many

times before, there are exactly 1
2 (q − 1) lines through Pi which are defined

over Fq and which intersect C in a conjugate pair of points. We pick such a
line and label the points Q1 and Q2 in one of two ways. From this point on,
the computations are a little bit different for the three subsets of Aout

i .

The subset Aout
i ,0 . We shall now pick the other four Fq -points of the λ-tuple.

Since we should not pick points whose tangents pass through Pi , we have
q −1 choices for the first point. For the second point, we should stay away
from the tangent points, the first point and the other intersection point of C
and the line through Pi and the first point. Hence, we have q −3 choices. In
a similar way, we see that we have q −5 choices for the third point and q −7
for the fourth. Hence,

|Aout
i ,0 | = 1

2
(q5 −q2)(q +1)q(q −1)(q −1)(q −3)(q −5)(q −7).

The subset Aout
i ,1 . We begin by choosing one of the four Fq -points to lie on

a tangent to C passing through Pi and then we pick the tangent it should
lie on. For the first of the remaining three points we now have q −1 choices
and, similarly to the above case, we have q − 3 choices for the second and
q −5 for the third. Thus,

|Aout
i ,1 | = 4 ·2 · 1

2
(q5 −q2)(q +1)q(q −1)(q −1)(q −3)(q −5).

The subset Aout
i ,2 . We begin by choosing two of the four Fq -points to lie on

tangents to C passing through Pi and then we pick which point should lie on
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which tangent. For the first of the remaining two points we now have q −1
choices and we then have q −3 choices for the second. Thus,

|Aout
i ,2 | =

(
4

2

)
·2 · 1

2
(q5 −q2)(q +1)q(q −1)(q −1)(q −3).

It remains to compute |Ain
i |. We first choose a smooth conic C defined

over Fq in q5 − q2 ways and then a point Pi on the inside of C in 1
2 (q2 − q)

ways. We have already seen that there now are 1
2 (q+1) lines passing through

Pi which are defined over Fq and which intersect C in a conjugate pair of
points. We thus pick such a line and label the intersection points by Q1 and
Q2. Since any Fq -line through Pi will intersect C in precisely two points, we
have (q +1)(q −1)(q −3)(q −5) choices for the remaining four Fq -points of
the λ-tuple. We thus see that

|Ain
i | = 1

2
(q5 −q2)(q2 −q)(q +1)(q −1)(q −3)(q −5).

We now conclude that∣∣∣(P2
7

)Fσ
∣∣∣= q6 −15q5 +90q4 −265q3 +374q2 −200q +15.

7.3.15. The case λ = [17] Throughout this section, λ shall mean the parti-
tion [17]. Since we shall almost exclusively be interested in objects defined
over Fq , we shall often omit the decoration “Fq ”. For instance, we shall sim-
ply write “point” to mean “Fq -point”. Let U ⊂ (P2)7 be the subset consisting
of septuples of points such that the first four points lie in general position.
We thus have

|U (λ)| = (q2 +q +1)(q2 +q)q2(q2 −2q +1)(q2 +q −3)(q2 +q −4)(q2 +q −5).

The following notation will be quite convenient.

Definition 7.3.12. If P and Q are two points in P2, then the line through P
and Q shall be denoted PQ.

Since we shall often want to stay away from lines through two of the first
four points we define

S = ⋃
1≤i< j≤4

Pi P j .

We note that S contains

6(q −2)+4+3 = 6q −5

points.
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The set∆l

The set ∆l decomposes into a disjoint union of three sets

∆l =∆l ,1 ∪∆l ,2 ∪∆l ,3,

where

• the points of ∆l ,1 are such that at least one of the points P5, P6 or P7

lies in S ,

• the points of ∆l ,2 are such that one of the lines Pi P j , 5 ≤ i < j ≤ 7,
contains one of the points P1, P2, P3 and P4, but {P5,P6,P7}∩S =;,
and

• the points of ∆l ,3 are such that the three points P5, P6 and P7 lie on a
line which does not pass through P1, P2, P3 or P4.

We shall consider the three subsets separately.

The set ∆l ,1. For each subset I ⊂ {5,6,7}, let ∆l ,1(I ) denote the set of points
in ∆l ,1 such that Pi ∈S for all i ∈ I . We can then decompose ∆l ,1 further as

∆l ,1 =∆l ,1({5})∪∆l ,1({6})∪∆l ,1({7}).

Clearly, ∆l ,1({i })∩∆l ,1({ j }) =∆l ,1({i , j }).

P1

P2

P3P4

Pi

Figure 7.4: A typical element of ∆l ,1({i }).

A typical element of ∆l ,1({i }) is illustrated in Figure 7.4 above. To com-
pute |∆l ,1({i })| we first place the first four points in general position, then
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choose Pi as any point in S and finally place the remaining two points any-
where. Hence

|∆l ,1({i })| = (q2 +q +1)(q2 +q)q2(q2 −2q +1)︸ ︷︷ ︸
|PGL(3)|

(6q −9)(q2 +q −4)(q2 +q −5).

Similarly, we have

|∆l ,1({i , j })| = |PGL(3)| · (6q −9)(6q −10)(q2 +q −5),

and
|∆l ,1({5,6,7})| = |PGL(3)| · (6q −9)(6q −10)(6q −11).

This allows us to compute |∆l ,1| as

|∆l ,1| = |PGL(3)| · (18q5 −99q4 +252q3 −414q2 +417q −180).

The set ∆l ,2. Let {i , j } ∈ {5,6,7}, r ∈ {1,2,3,4} and let ∆r
l ,2({i , j }) be the subset

of points in ∆l ,2 such that Pi P j ∩ {P1,P2,P3,P4} = {Pr }. We also define

∆l ,2({i , j }) =
4⋃

r=1
∆r

l ,2({i , j }).

A typical element of ∆r
l ,2({i , j }) is illustrated in Figure 7.5. To obtain an ele-

ment of ∆r
l ,2({i , j }) we first place P1, P2, P3 or P4 in general position. There

are q +1 lines through Pr of which 3 are contained in S . We choose Pi P j as
one of the remaining q −2 lines. Note that Pi P j will not pass through any of
the points

Q1 = P1P4 ∩P2P3, Q2 = P2P4 ∩P1P3, Q3 = P3P4 ∩P1P2. (7.3.4)

Hence, Pi P j will intersect S in Pr and three further points. There are thus
q −3 ways to choose Pi and then q −4 ways to choose P j . Finally, there are

|P2 \S |−2 = q2 +q +1− (6q −5)−2 = q2 −5q +4,

choices for the seventh point. We thus have

|∆r
l ,2({i , j })| = |PGL(3)| · (q −2)(q −3)(q −4)(q2 −5q +4).

We have counted some tuples several times. To begin with, the points of

∆r
l ,2({5,6})∩∆r

l ,2({5,7})∩∆r
l ,2({6,7}),

have been counted three times. There are

|PGL(3)| · (q −2)(q −3)(q −4)(q −5),
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Pi

P j

Pr

Figure 7.5: A typical element of ∆r
l ,2({i , j }.

Pi

P j1

P j2

Ps

Pr

Figure 7.6: A typical element of ∆r
l ,2({i , j })∩∆s

l ,2({i ,k}).
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of these.
Further, the sets∆r

l ,2({i , j }) and∆s
l ,2({i ,k}) will intersect if r 6= s and j 6= k.

A typical element is illustrated in Figure 7.6.
To compute |∆r

l ,2({i , j })∩∆s
l ,2({i ,k})| we begin by choosing P1, P2, P3 and

P4 in general position and continue by choosing Pi outside S in q2−5q +6
ways. This gives us two lines Pi Pr and Pi Ps which intersect S in four points
each. We choose P j on Pi Pr away from Pi and S in q−4 ways and similarly
for Pk . This gives

|∆r
l ,2({i , j })∩∆s

l ,2({i ,k})| = |PGL(3)| · (q2 −5q +6)(q −4)2.

Finally, we must compute the cardinality of the triple intersection

∆r
l ,2({5,6})∩∆s

l ,2({5,7})∩∆t
l ,2({6,7}),

where r , s and t are distinct. A typical element of the intersection is illus-
trated in Figure 7.7.

P7

P6P5

Pr

PsPt

Figure 7.7: A typical element of ∆r
l ,2({5,6})∩∆s

l ,2({5,7})∩∆t
l ,2({6,7}).

This is where we have to pay for the awkward requirement that P5, P6

and P7 should not be in S . We shall view∆r
l ,2({5,6})∩∆s

l ,2({5,7})∩∆t
l ,2({6,7})

as an open subset of the set T r,s,t consisting of tuples such that

• the line P5P6 passes through Pr , P5P7 passes through Ps and P6P7

passes through Pt but,

• we allow P5, P6 and P7 to lie in S , but,

• we do not allow the lines Pi P j , 5 ≤ i < j ≤ 7 to be contained in S .
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The complement of ∆r
l ,2({5,6})∩∆s

l ,2({5,7})∩∆t
l ,2({6,7}) in T r,s,t can be de-

composed into a union of three subsets T r,s,t
i , i = 5,6,7, consisting of those

tuples with Pi in S .
We begin with the computation of |T r,s,t |. To obtain such a tuple, we

begin by choosing a line Lr through Pr in q −2 ways. We shall then choose
a line Ls through Ps . There are however two cases that may occur. Typically,
the intersection point P5 = Lr ∩Ls will lie outside S but for one choice of Ls

it will lie in S . The situation is illustrated in Figure 7.8.

Ps

Pr

Figure 7.8

There are q−3 ways to choose Ls so that Lr ∩Ls lies outside S . When we
choose the line Lt through Pt we must make sure that Lt is not contained in
S and that Lt does not pass through Lr ∩Ls , since we want to end up with
three distinct intersection points. We thus have q −3 choices. On the other
hand, if we choose Ls as the one line making the intersection point Lr ∩Ls

lie in S we only need to make sure that Lt is not contained in S and we
thus have q −2 choices. Hence, we see that

|T r,s,t | = |PGL(3)| · ((q −2)(q −3)2 + (q −2)2) .

We now turn to the computation of |T r,s,t
i |, i = 5,6,7. We then begin

by choosing a line Lr through Pr in q − 2 ways. The line Ls through Ps is
then completely determined since we must have Pi ∈S . This gives us q −2
choices for the final line Lt through Pt . Hence,

|T r,s,t
i | = |PGL(3)| · (q −2)2.

We now turn to the computation of |T r,s,t
i ∩T r,s,t

j |, 5 ≤ i < j ≤ 7. As above,
we begin by choosing a line Lr through Pr in q −2 ways. Since Pi must lie
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in S we have only one choice for Ls . Since P j = Ls ∩Lt we see that we now
have precisely one choice for Lt also. Hence,

|T r,s,t
i ∩T r,s,t

j | = |PGL(3)| · (q −2).

We now consider T r,s,t
5 ∩ T r,s,t

6 ∩ T r,s,t
7 . It turns out that once the four

points P1, P2, P3 and P4 have been placed in general position, there is pre-
cisely one such tuple. The situation is illustrated in Figure 7.9.

Figure 7.9: The only element in T r,s,t
5 ∩T r,s,t

6 ∩T r,s,t
7 .

This finally allows us to compute

∆l ,2 = |PGL(3)| · (12q5 −212q4 +1504q3 −5320q2 +9296q −6360).

The set ∆l ,3. Recall the definition of the three points Q1, Q2 and Q3 from
Equation 7.3.4. Using these three points we may decompose ∆l ,3 into a dis-
joint union of the following subsets:

• ∆l ,3({Qr ,Qs}) consisting of those tuples of ∆l ,3 where P5, P6 and P7 lie
on the line Qr Qs , 1 ≤ r < s ≤ 3, and,

• ∆l ,3({Qr }) consisting of those tuples of∆l ,3 with P5, P6 and P7 on a line
through Qr , 1 ≤ r ≤ 3, which does not pass through any of the other
Qi , and

• ∆l ,3(;) consisting of those tuples of ∆l ,3 with P5, P6 and P7 on a line
which does not pass through Q1, Q2 or Q3.

We begin by considering ∆l ,3({Qr ,Qs}). The line Qr Qs contains q + 1
points of which four lie in S . There are thus q − 3 choices for P5, q − 4
choices for P6 and q −5 choices for P7. Hence,

|∆l ,3({Qr ,Qs})| = |PGL(3)| · (q −3)(q −4)(q −5).
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We continue with |∆l ,3({Qr })|. There are q +1 lines through Qr of which two
are contained in S and two are the lines through the other two Qi . Hence,
there are q −3 choices for a line L though Qr . The line L intersects S in five
points so we have q −4 choices for P5, q −5 choices for P6 and q −6 choices
for P7. We conclude that

|∆l ,3({Qr })| = |PGL(3)| · (q −3)(q −4)(q −5)(q −6).

To compute |∆l ,3(;)| we begin by choosing a line L which does not pass
through any of the points P1, P2, P3, P4, Q1, Q2 and Q3. There are q2 +q +1
lines inP2, of which q+1 passes through Pi , i = 1,2,3,4. There is exactly one
line through each pair of these points so there are

q2 +q +1−4(q +1)+6 = q2 −3q +3

lines which do not pass through P1, P2, P3 and P4. Of the q+1 lines through
Qi , i = 1,2,3, precisely two have been removed above and the line Qi Q j

passes through both Qi and Q j . Hence, we have

q2 −3q +3−3(q −1)+3 = q2 −6q +9,

choices for L.
The line L intersects S in six points. We therefore have q −5 choices for

P5, q −6 choices for P6 and q −7 choices for P7. Hence,

|∆l ,3(;)| = |PGL(3)| · (q2 −6q +9)(q −5)(q −6)(q −7).

We now add everything together to obtain

|∆l ,3| = |PGL(3)| · (q5 −21q4 +173q3 −693q2 +1338q −990)

and, finally,

|∆l | = |PGL(3)| · (31q5 −332q4 +1929q3 −6427q2 +11051q −7530).

The set∆c

We decompose ∆c as
∆c =∆c,1 ∪∆c,2,

where ∆c,1 consists of tuples where six points lie on a smooth conic C with
one of the points P1, P2, P3 or P4 possibly outside C and ∆c,2 consists of
tuples where six points lie on a smooth conic C with one of the points P5, P6

or P7 possibly outside C .

170



To obtain an element of ∆c,1 we first choose one of the points P1, P2, P3

and P4 and call it P . Then we choose a smooth conic C in q5 −q2 ways and
place all of the seven points except P on C in

(q +1)q(q −1)(q −2)(q −3)(q −4),

ways. There are three lines through pairs of points in {P1,P2,P3,P4} \ {P }
which together contain 3q points. These lines do not contain P5, P6 and P7

so we have
q2 +q +1−3q −3 = q2 −2q −2,

choices for P . Multiplying everything together we obtain

N1 := 4(q5 −q2)(q +1)q(q −1)(q −2)(q −3)(q −4)(q2 −2q −2),

which is almost |∆c,1| except that we have counted the tuples where all seven
points lie on C four times.

To obtain an element of ∆c,2 we first choose P5, P6 and P7 and call the
chosen point P . We then choose a smooth conic C and place all but the
chosen points on C . Finally, we place P anywhere in P2 except at the six
chosen points. In this way we obtain the number

N2 := 3(q5 −q2)(q +1)q(q −1)(q −2)(q −3)(q −4)(q2 +q −5),

which is almost equal to |∆c,2| except that we have counted the tuples with
all seven points on C three times.

We now want to compute the number of tuples with all seven points on
a smooth conic C . We thus choose a smooth conic C and place all seven
points on it in

N7 := (q5 −q2)(q +1)q(q −1)(q −2)(q −3)(q −4)(q −5),

ways. We thus have

|∆c | = |PGL(3)| · (7q5 −74q4 +288q3 −517q2 +446q −168)

The set∆l ∩∆c

We introduce the filtration F3 ⊂F2 ⊂F1 =∆l ∩∆c where

• the set F1 consists of tuples such that at least one line contains three
points of the tuple,

• the set F2 consists of tuples such that at least two lines contain three
points of the tuple,
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• the set F3 consists of tuples such that at least three lines contain three
points of the tuple.

The strategy will be to compute the numbers:

N1 = |F1|+ |F2|+ |F3|,
N2 = |F2|+2|F3|,
N3 = |F3|,

and thereby obtain the desired cardinality.
Since the points P1, P2, P3 and P4 are assumed to constitute a frame, we

must do things a little bit differently depending on whether the point not on
the conic is one of these four or not. We therefore make further subdivisions.

The subsets with P5, P6 or P7 not on the conic. We shall denote the subsets
in question by F 5,6,7

i and, similarly

N 5,6,7
1 = |F 5,6,7

1 |+ |F 5,6,7
2 |+ |F 5,6,7

3 |,
N 5,6,7

2 = |F 5,6,7
2 |+2|F 5,6,7

3 |,
N 5,6,7

3 = |F 5,6,7
3 |.

To compute N 5,6,7
1 , we first choose one of the points P5, P6 or P7 to be the

point P not on the smooth conic C and call the remaining two points Pi

and P j . We then choose C in q5 − q2 ways and choose two points among
{P1,P2,P3,P4,Pi ,P j } and call them R1 and R2. There are (q + 1)q ways to
place R1 and R2 on C and there are then q − 1 ways to place P on the line
R1R2. Finally, we place the remaining four points on C in (q −1)(q −2)(q −
3)(q −4) ways. Multiplying everything together we obtain

N 5,6,7
1 := 3 ·

(
6

2

)
· (q5 −q2)(q +1)q(q −1)2(q −2)(q −3)(q −4).

In order to compute N 5,6,7
2 , we first choose one of the points P5, P6 or

P7 to be the point P not on the smooth conic C and call the remaining two
points Pi and P j . We then choose C in q5 − q2 ways and choose two un-
ordered pairs of unordered points among {P1,P2,P3,P4,Pi ,P j }. This can be
done in 1

2 · (6
4

) · (4
2

)
ways. We call the points of the first pair R1 and R2 and

those of the second O1 and O2. There are (q +1)q(q −1)(q −2)(q −3)(q −4)
ways to place {P1,P2,P3,P4,Pi ,P j } on C and the point P is then completely
determined as P = R1R2 ∩O1O2. Thus

N 5,6,7
2 = 3 · 1

2
·
(

6

4

)
·
(

4

2

)
· (q5 −q2)(q +1)q(q −1)(q −2)(q −3)(q −4).
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The computation of N 5,6,7
3 is slightly more complicated since we need to

subdivide into two subcases depending on if P is on the outside or on the
inside of C . We call the two corresponding numbers N 5,6,7

3,out and N 5,6,7
3,in .

To compute N 5,6,7
3,out we first choose one of the points P5, P6 or P7 to be

the point P not on the smooth conic C . We proceed by choosing the smooth
conic C in q5−q2 ways and then the point P on the outside of C in 1

2 (q+1)q
ways. We now place P1 at one of the q −1 points of C whose tangent does
not pass through P and choose one of the remaining 5 points as the other
intersection point in C ∩P1P . There are now four remaining points Pi , P j ,
Pk and Pl to place on C . We place Pi at one of the q −3 remaining points of
C whose tangent does not pass through P and choose one of the remaining
three points as the other intersection point in C ∩Pi P . There are now two
points Pr and Ps to place on C . We place Pr at one of the q − 5 possible
points and the point Ps is then determined. We thus have

N 5,6,7
3,out = 3 · (q5 −q2) · 1

2
(q +1)q · (q −1) ·5 · (q −3) ·3 · (q −5).

We proceed by computing N 5,6,7
3,in . We first choose one of the points P5, P6

or P7 to be the point P not on the smooth conic C . We proceed by choosing
the smooth conic C in q5−q2 ways and then the point P on the outside of C
in 1

2 (q −1)q ways.
We now place P1 at one of the q +1 points of C whose tangent does not

pass through P and choose one of the remaining 5 points as the other inter-
section point in C∩P1P . There are now four remaining points Pi , P j , Pk and
Pl to place on C . We place Pi at one of the q −1 remaining points of C and
choose one of the remaining three points as the other intersection point in
C ∩Pi P . There are now two points Pr and Ps to place on C . We place Pr at
one of the q−3 possible points and the point Ps is then determined. We now
see that

N 5,6,7
3,in = 3 · (q5 −q2) · 1

2
(q −1)q · (q +1) ·5 · (q −1) ·3 · (q −3).

The subsets with P1, P2, P3 or P4 not on the conic. We shall denote the
subsets in question by F 1,2,3,4

i and, similarly

N 1,2,3,4
1 = |F 1,2,3,4

1 |+ |F 1,2,3,4
2 |+ |F 1,2,3,4

3 |,
N 1,2,3,4

2 = |F 1,2,3,4
2 |+2|F 1,2,3,4

3 |,
N 1,2,3,4

3 = |F 1,2,3,4
3 |.

In order to compute N 1,2,3,4
1 , we first choose one of the points P1, P2, P3 or

P4 to be the point P not on the smooth conic C and call the remaining three
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points Pr , Ps and Pt . We continue by choosing a smooth conic C in q5 −q2

ways.
We first assume that P lies on a line R1R2 where {R1,R2} ⊂ {P5,P6,P7}. We

therefore choose the two points in 3 ways and call the remaining point Pi .
We then place R1 and R2 on C in (q+1)q ways. We continue by choosing the
three points Pr , Ps and Pt on C in (q −1)(q −2)(q −3) ways. The lines Pr Ps ,
Pr Pt and PsPt intersect the line R1R2 in three distinct points so there are
q −4 ways to choose the point P on R1R2 but away from these three points
and R1 and R2. Finally, we place Pi at one of the q−4 remaining points of C .
Multiplying everything together we get

4 ·3 · (q5 −q2)(q +1)q(q −1)(q −2)(q −3)(q −4)2.

We now assume that P lies on a line ab with a ∈ {P1,P2,P3,P4} and b ∈
{P5,P6,P7}. We thus first choose a as one of the points in {Pr ,Ps ,Pt } and the
point b as one of the points {P5,P6,P7} and place a and b on C in one of (q+
1)q ways. We then place the remaining two points, c and d , of {P1,P2,P3,P4}
on C in (q −1)(q −2) ways. The line cd intersects ab in a point outside of
C so there are q −2 ways to choose P on ab but away from this intersection
point and a and b. Finally, we place the remaining two points of {P5,P6,P7}
on C in one of (q−3)(q−4) ways. Multiplying everything together we obtain

4 ·3 ·3 · (q5 −q2)(q +1)q(q −1)(q −2)2(q −3)(q −4).

We now add the two answers above together to get

N 1,2,3,4
1 = 24q3(q −2)(q −3)(q −4)(2q −5)(q +1)(q2 +q +1)(q −1)2.

To compute N 1,2,3,4
2 , we first choose one of the points P1, P2, P3 or P4

to be the point P not on the smooth conic C and call the remaining three
points Pr , Ps and Pt . We continue by choosing a smooth conic C in q5 −q2

ways.
We first assume that P lies on two lines R1R2 and O1O2 where {R1,O1} ⊂

{P5,P6,P7} and {R2,O2} ⊂ {Pr ,Ps ,Pt }. We now choose two points among
{P5,P6,P7} in three ways and choose two points among {Pr ,Ps ,Pt } in three
ways and rename the remaining two points to Pu and Pv . There are now
two possible ways to label the four chosen points R1,R2,O1 and O2 in such a
way that {R1,O1} ⊂ {P5,P6,P7} and {R2,O2} ⊂ {Pr ,Ps ,Pt } and we choose one
of them. We then place the four points R1, R2, O1 and O2 on the conic C in
(q +1)q(q −1)(q −2) ways. The point P is now given as P = R1R2∩O1O2 and
no matter how we place Pu and Pv , the three lines Pr Ps , Pr Pt and PsPt will
not go through P . We can now multiply everything together to obtain

4 ·3 ·3 ·2 · (q5 −q2)(q +1)q(q −1)(q −2)(q −3)(q −4).
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The other possibility is that P lies on two lines R1R2 and R3b where
{R1,R2,R3} is the set {P5,P6,P7} and b ∈ {Pr ,Ps ,Pt }. We thus choose b in
three ways and rename the remaining two points in {Pr ,Ps ,Pt } to Pu and
Pv . From now on, we must differentiate between when P is on the outside
and on the inside of C .

First, we choose P on the outside of C in 1
2 (q+1)q ways. We then choose

b as a point on C whose tangent does not pass through P in q −1 ways. We
then choose one of the points P5, P6 and P7 to become the second inter-
section point in C ∩bP . Then, we place the remaining two points among
{P5,P6,P7} on C such that the line through them passes through P in q −3
ways. There are now q −5 ways to choose Pu and Pv such that the line PuPv

will pass through P . Thus, the remaining (q−3)(q−4)−(q−5) = q2−8q+17
choices must give Pu and Pv such that none of the lines Pr Ps , Pr Pt and PsPt

will contain P . We may now multiply everything together to obtain

4 · (q5 −q2) ·3 · 1

2
(q +1)q · (q −1) ·3 · (q −3) · (q2 −8q +17).

Now we choose P on the inside of C in one of 1
2 (q −1)q ways. We then

choose b as a point on C whose tangent does not pass through P in q + 1
ways. We then choose one of the points P5, P6 and P7 to become the sec-
ond intersection point in C ∩bP . Then, we place the remaining two points
among {P5,P6,P7} on C such that the line through them passes through P
in q −1 ways. There are now q −3 ways to choose Pu and Pv such that the
line PuPv will pass through P . Thus, the remaining (q −3)(q −4)− (q −3) =
(q −3)(q −5) choices must give Pu and Pv such that none of the lines Pr Ps ,
Pr Pt and PsPt will contain P . We may now multiply everything together to
obtain

4 · (q5 −q2) ·3 · 1

2
(q −1)q · (q +1) ·3 · (q −1) · (q −3)(q −5).

We may now add everything together to get

N 1,2,3,4
2 = 36q3(q +1)(q2 +q +1)(5q3 −37q2 +82q −60)(q −1)2.

Finally, we need to compute N 1,2,3,4
3 . We begin by choosing one of the

points P1, P2, P3 or P4 to be the point P not on the smooth conic C and
call the remaining three points Pr , Ps and Pt . We continue by choosing a
smooth conic C in q5 −q2 ways.

Here, we only have the possibility that P lies on three lines R1O1, R2O2

and R3O3 where {R1,R2,R3} = {P5,P6,P7} and {O1,O2,O3} = {Pr ,Ps ,Pt }. How-
ever, we must take care of the case that P is on the outside of C and the case

175



that P is on the inside of C separately. We call the corresponding numbers
N 1,2,3,4

3,out and N 1,2,3,4
3,in .

We begin by computing N 1,2,3,4
3,out . We thus choose the point P as a point

on the outside of C in 1
2 (q +1)q ways. We begin by placing P5 at one of the

points of C whose tangent does not pass through P in q −1 ways. We label
the second intersection point of C ∩P5P with Pr , Ps or Pt and call the re-
maining two points Pu and Pv . We then place P6 at one of the q −3 remain-
ing points of C whose tangent does not pass through P and then choose one
of the points Pu and Pv to become the other intersection point of C ∩P6P .
Finally, we place P7 at one of the remaining q −5 points and label the other
point of C ∩P7P in the only possible way. We thus have

N 1,2,3,4
3,out = 4 · (q5 −q2) · 1

2
(q +1)q · (q −1) ·3 · (q −3) ·2 · (q −5).

We now turn to computing N 1,2,3,4
3,i n . We thus choose the point P as a

point on the inside of C in 1
2 (q − 1)q ways. We begin by placing P5 at one

of the points of C whose tangent does not pass through P in q + 1 ways.
We label the second intersection point of C ∩P5P with Pr , Ps or Pt and call
the remaining two points Pu and Pv . We then place P6 at one of the q −
1 remaining points of C and then choose one of the points Pu and Pv to
become the other intersection point of C ∩P6P . Finally, we place P7 at one
of the remaining q−3 points and label the other point of C ∩P7P in the only
possible way. We now see that

N 1,2,3,4
3,in = 4 · (q5 −q2) · 1

2
(q −1)q · (q +1) ·3 · (q −1) ·2 · (q −3),

and we get

N 1,2,3,4
3 = 192q3(q +1)(q2 +q +1)(q2 −3q +3)(q −1)2.

We now obtain

|∆l ∩∆c | = |PGL(3)| · (93q4 −1245q3 +6195q2 −13470q +10737),

and, finally,∣∣∣(P2
7

)Fσ
∣∣∣= q6 −35q5 +490q4 −3485q3 +13174q2 −24920q +18375.

7.3.16. Summary of computations We summarize the computations in Ta-
ble 7.1 and in Proposition 7.3.13 we give the Poincaré-Serre polynomial of
Q[2]. In Table 7.2 we give the cohomology of Q[2] as a representation of
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S7. The rows correspond to the cohomology groups and the columns corre-
spond to the irreducible representations of S7. The symbol sλ denotes the
irreducible representation of S7 corresponding to the partitionλ and a num-
ber n in row H k and column sλ means that sλ occurs in H k with multiplicity
n.

Proposition 7.3.13. Let v = tu2. The Poincaré-Serre polynomial of Q[2] is

PSQ[2](t ,u) = 1+35v +490v2 +3485v3 +13174v4 +24920v5 +18375v6.
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λ |Q[2]F ·σλ |

[7] q6 +q3

[6,1] q6 −2q3 +1

[5,2] q6 −q2[
5,12] q6 −q2

[4,3] q6 −q5 −2q4 +q3 +q2

[4,2,1] q6 −q5 −2q4 +q3 −2q2 +3[
4,13] q6 −q5 −2q4 +q3 −2q2 +3[
32,1

]
q6 −2q5 −2q4 −8q3 +16q2 +10q +21[

3,22] q6 −q5 −2q4 +3q3 +q2 −2q[
3,2,12] q6 −3q5 +5q3 −q2 −2q[
3,14] q6 −5q5 +10q4 −5q3 −11q2 +10q[
23,1

]
q6 −3q5 −6q4 +19q3 +6q2 −24q +7[

22,13] q6 −7q5 +10q4 +15q3 −26q2 −8q +15[
2,15] q6 −15q5 +90q4 −265q3 +374q2 −200q +15[
17] q6 −35q5 +490q4 −3485q3 +13174q2 −24920q +18375

Table 7.1: The S7-equivariant point count of Q[2]. We use σλ to denote any
permutation in S7 of cycle type λ.
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s7 s6,1 s5,2 s5,12 s4,3 s4,2,1 s4,13 s32,1 s3,22 s3,2,12

H 0 1 0 0 0 0 0 0 0 0 0
H 1 1 1 1 0 1 0 0 0 0 0
H 2 0 3 4 4 3 5 1 3 1 1
H 3 1 8 14 18 14 30 16 16 12 18
H 4 4 20 44 47 44 99 56 56 54 83
H 5 6 33 76 76 72 178 97 104 105 169
H 6 6 23 51 54 54 127 74 76 77 126

s3,14 s23,1 s22,13 s2,15 s17

H 0 0 0 0 0 0
H 1 0 0 0 0 0
H 2 0 0 0 0 0
H 3 4 6 3 0 0
H 4 32 31 25 6 1
H 5 71 65 64 26 3
H 6 54 54 50 22 5

Table 7.2: The cohomology of Q[2] as a representation of S7.
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8. Hyperelliptic curves

Up to this point we have almost exclusively discussed plane quartics. We
shall now briefly turn our attention to the other type of genus 3 curves -
the hyperelliptic curves. Most of the chapter is devoted to the moduli space
H3[2] of hyperelliptic curves of genus 3 without a marked point. We de-
termine the cohomology of H3[2] as a representation of Sp(6,F2) together
with its mixed Hodge structure. The results are presented in Table 8.4. For
comparison with Chapter 7 we also present the cohomology of H3[2] as a
representation of the symmetric group S7 in Table 8.5. Once these compu-
tations have been completed, we compute the cohomology of H3,1[2] via a
short and simple spectral sequence argument. The result is given in Propo-
sition 8.2.1.

8.1 Hyperelliptic curves without marked points

There are many possible ways to approach the computation of the coho-
mology of H3[2]. Our choice is by means of equivariant point counts as in
Chapter 7.

Recall that a hyperelliptic curve C of genus g is determined, up to iso-
morphism, by 2g + 2 distinct points on P1, up to projective equivalence
and that any such collection S of 2g + 2 points determines a double cover
π : C → P1 branched precisely over S (and C is thus a hyperelliptic curve).
Moreover, if we pick 2g + 2 ordered points P1, . . . ,P2g+2 on P1, the curve C
also attains a level 2-structure. In the genus 3 case, we get 8 points Qi =
π−1(Pi ) which determine

(8
2

)= 28 odd theta characteristics Qi +Q j , i < j and
{Q1 +Q8, . . . ,Q7 +Q8} is an ordered Aronhold set, by Proposition 3.2.9, The-
orem 3.4.2 and [3], Appendix B.32-33. By Proposition 3.2.10 we have that an
ordered Aronhold set determines a level 2-structure. See also [49].

However, not all level 2-structures on the hyperelliptic curve C arise from
different orderings of the points. Nevertheless, there is an intimate relation-
ship between the moduli space Hg [2] of hyperelliptic curves with level 2-
structure and the moduli space M0,2g+2 of 2g +2 ordered points onP1 given
by the following theorem which can be found in [38], Theorem VIII.1.
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Theorem 8.1.1. Each irreducible component of Hg [2] is isomorphic to the
moduli space M0,2g+2 of 2g +2 ordered points on the projective line.

Dolgachev and Ortland [38], pose the question whether the irreducible
components ofHg [2] also are the connected components or, in other words,
if Hg [2] is smooth. In the complex case, the question was answered pos-
itively by Tsuyumine in [84] and later, by a shorter argument, by Runge in
[77]. Using the results of [2], the argument of Runge carries over word for
word to an algebraically closed field of positive characteristic different from
2.

Theorem 8.1.2. If g ≥ 2, then each irreducible component of Hg [2] is also a
connected component.

We have a natural action of S2g+2 on the space M0,2g+2. Since different
orderings of the points correspond to different symplectic level 2 structures,
S2g+2 sits naturally inside Sp

(
2g ,F2

)
and, in fact, for g = 3 and for even g it

is a maximal subgroup, see [40]. With Theorems 8.1.1 and 8.1.2 at hand, the
following slight generalization of a corollary in [38] (p.145) is clear.

Corollary 8.1.3. Let g ≥ 2 and let X[τ] =M0,2g+2 for each left coset [τ] ∈T :=
Sp

(
2g ,F2

)
/S2g+2. Then

Hg [2] ∼=
∐

[τ]∈T

X[τ],

and the group Sp
(
2g ,F2

)
acts transitively on the set of connected components

X[τ] of Hg [2]. In particular, there are∣∣Sp
(
2g ,F2

)∣∣∣∣S2g+2
∣∣ = 2g 2 (

22g −1
)(

22g−2 −1
) · · ·(22 −1

)
(2g +2)!

,

connected components of Hg [2].

Remark 8.1.4. As pointed out in [77], the argument of the corollary stated in
[38] is not quite correct in full generality as it is given there. However, it is
enough to prove the result for g = 3 and for even g , and in [77] it is explained
how to obtain the full result.

Let us now, once and for all, choose a set T of representatives of
Sp

(
2g ,F2

)
/S2g+2. If we denote the elements of X[id] by x, then any element

in X[τ] can be written as τx for some x ∈ X[id]. Let α be any element of
Sp

(
2g ,F2

)
. Then

ατ= τ′σ,

for someσ ∈ S2g+2 and some τ′ ∈ T . Since the Frobenius commutes with the
action of Sp

(
2g ,F2

)
we have that

Fα(τx) = τx,
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if and only if
F (τ′σx) = τ′(Fσx) = τx.

But the Frobenius acts on each of the components of Hg [2] so we see that
Fα(τx) = τx if and only if τ′ = τ and Fσx = x.

We now translate the above observation into more standard representa-
tion theoretic vocabulary. Define a class function ψ on S2g+2 by

ψ(σ) = |X Fσ
id |,

and define a class function ψ̂ on Sp
(
2g ,F2

)
by setting

ψ̂(α) = |Hg [2]Fα|,

for any α ∈ Sp(6,F2). By the above observation we have that

ψ̂(α) = ∑
τ∈T

ψ̃(τ−1ατ),

where

ψ̃(β) =
{
ψ(β) if β ∈ S2g+2,
0, otherwise.

In other words, ψ̂ is the class functionψ induced from S2g+2 up to Sp
(
2g ,F2

)
.

Thus, to make an S2g+2-equivariant point count of Hg [2] we can make an
S2g+2-equivariant point count of M0,2g+2 and then use the representation
theory of S2g+2 and Sp

(
2g ,F2

)
in order to first induce the class function up to

Sp
(
2g ,F2

)
and then restrict it down again to S2g+2. Once this is done, we can

obtain the S2g+1-equivariant point count by restricting from S2g+2 to S2g+1.
Using Lemma 7.3.4, the S8-equivariant point count of H3[2] is very easy.

We first compute the number of λ-tuples of P1 for each partition of λ of 8
and then divide by |PGL(2)| in order to obtain |MFσ

0,8 |, where σ is a permuta-
tion in S8 of cycle type λ. The result is given in Table 8.1. Once this is done,
we induce up to Sp(6,F2) in order to obtain the Sp(6,F2)-equivariant coho-
mology of H3[2]. The results are given in Table 8.2 and 8.4. Finally, we re-
strict to S7 to get the results of Table 8.3 and 8.5. The computations present
no difficulties whatsoever. We also mention that the equivariant Poincaré
polynomials of M0,n and M0,n have been computed for all n ≥ 3 in [46].

It is not very hard to see that M0,2g+2 is isomorphic to the complement of
a hyperplane arrangement. One way to see this is to start by placing the first
three points at 0, 1 and∞. ThenM0,2g+2 is isomorphic to

(
A1 \ {0,1}

)2g−1
\∆,

where ∆ ⊂ (
A1 \ {0,1}

)2g−1
is the subset of points where at least two coordi-

nates are equal. Thus, by the results of Section 7.2 we can deduce the coho-
mology of H3[2] from the equivariant point counts.
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8.2 Hyperelliptic curves with marked points

Once we know the cohomology of H3[2], the computation of the cohomol-
ogy of the moduli space H3,1[2] of hyperelliptic curves of genus 3 with level
2 structure and one marked point is easy. The moduli space H3,1[2] is a
P1-fibration over H3[2] via the morphism π : H3,1[2] →H3[2] forgetting the
marked point. The Leray-Serre spectral sequence of this fibration degener-
ates at the second page and allows us to compute the cohomology of H3,1[2]
as given in the following proposition.

Proposition 8.2.1. The cohomology of H3,1[2] is given by

H k(
H3,1[2]

)= H k−2(H3[2])(-1)⊕H k (H3[2]) .

8.3 Tables

Tables 8.1, 8.2 and 8.3 give equivariant point counts for various spaces and
groups. In Table 8.4 we give the cohomology of H3[2] as a representation of
Sp(6,F2). The rows correspond to the cohomology groups and the columns
correspond to the irreducible representations of Sp(6,F2), see Table 6.7. Sim-
ilarly, Table 8.5 gives the cohomology of H3[2] as a representation of S7. The
rows correspond to the cohomology groups and the columns correspond to
the irreducible representations of S7. The symbol sλ denotes the irreducible
representation of S7 corresponding to the partitionλ and a number n in row
H k and column sλ means that sλ occurs in H k with multiplicity n.

For convenience of we also give the Poincaré-Serre polynomial of H3[2].

Proposition 8.3.1. Let v = tu2. The Poincaré-Serre polynomial of H3[2] is

PSH3[2](t ,u) = 36+720v +5580v2 +20880v3 +37584v4 +25920v5.
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λ |MF ·σλ
0,8 |

[8]
(
q2 +1

)
q3

[7,1]
(
q +1

)(
q2 +q +1

)(
q2 −q +1

)
[6,2] q

(
q −1

)(
q3 +q −1

)[
6,12] q

(
q +1

)(
q3 +q −1

)
[5,3] q

(
q −1

)(
q +1

)(
q2 +1

)
[5,2,1] q

(
q −1

)(
q +1

)(
q2 +1

)[
5,13] q

(
q −1

)(
q +1

)(
q2 +1

)[
42] q

(
q4 −q2 −4

)
[4,3,1]

(
q −1

)
q2 (

q +1
)2[

4,22] (
q −1

)(
q −2

)(
q +1

)
q2[

4,2,12] (
q −1

)(
q +1

)
q3[

4,14] (
q −1

)(
q −2

)(
q +1

)
q2[

32,2
]

q
(
q −1

)(
q3 −q −3

)[
32,12] q

(
q +1

)(
q3 −q −3

)
[
3,22,1

]
q

(
q −1

)(
q −2

)(
q +1

)2[
3,2,13] (

q +1
)

q2 (
q −1

)2[
3,15] q

(
q −1

)(
q −2

)(
q −3

)(
q +1

)[
24] (

q −2
)(

q −3
)(

q +2
)(

q2 −q −4
)[

23,12] q
(
q −2

)(
q +1

)(
q2 −q −4

)
[
22,14] q

(
q −1

)(
q +1

)(
q −2

)2[
2,16] q

(
q −1

)(
q −2

)(
q −3

)(
q −4

)[
18] (

q −2
)(

q −3
)(

q −4
)(

q −5
)(

q −6
)

Table 8.1: The S8-equivariant point count of M0,8. We use σλ to denote any
permutation in S8 of cycle type λ.
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λ |H3[2]F ·σλ |

[8] 2 q5 +2 q3

[7,1] q5 +q4 +q3 +q2 +q +1

[6,2] 3 q5 +3 q3 −6 q2 −3 q4 +3 q[
6,12] q5 +q4 +q3 −q

[5,3] q5 −q

[5,2,1] q5 −q[
5,13] q5 −q[
42] 4 q5 −16 q −4 q3

[4,3,1] 2 q5 +2 q4 −2 q3 −2 q2[
4,22] 6 q5 +12 q2 −12 q4 −6 q3[
4,2,12] 2 q5 −2 q3[
4,14] 2 q5 −4 q4 −2 q3 +4 q2[
32,2

]
q5 −q4 −q3 −2 q2 +3 q[

32,12] 3 q5 +3 q4 −3 q3 −12 q2 −9 q[
3,22,1

]
2 q5 −2 q4 −6 q3 +2 q2 +4 q[

3,2,13] 4 q5 −4 q4 −4 q3 +4 q2[
3,15] 6 q5 −30 q4 +30 q3 +30 q2 −36 q[
24] 12 q5 +48 q −60 q3 +336 q2 −48 q4 −576[
23,12] 4 q5 −8 q4 −20 q3 +24 q2 +32 q[
22,14] 8 q5 −32 q4 +24 q3 +32 q2 −32 q[
2,16] 16 q5 −160 q4 +560 q3 −800 q2 +384 q[
18] 36 q5 −720 q4 +5580 q3 −20880 q2 +37584 q −25920

Table 8.2: The S8-equivariant point count of H3[2]. We use σλ to denote any
permutation in S8 of cycle type λ.
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λ |H3[2]F ·σλ |

[7] q5 +q4 +q3 +q2 +q +1

[6,1] q5 +q4 +q3 −q

[5,2] q5 −q[
5,12] q5 −q

[4,3] 2 q5 +2 q4 −2 q3 −2 q2

[4,2,1] 2 q5 −2 q3[
4,13] 2 q5 −4 q4 −2 q3 +4 q2[
32,1

]
3 q5 +3 q4 −3 q3 −12 q2 −9 q[

3,22] 2 q5 −2 q4 −6 q3 +2 q2 +4 q[
3,2,12] 4 q5 −4 q4 −4 q3 +4 q2[
3,14] 6 q5 −30 q4 +30 q3 +30 q2 −36 q[
23,1

]
4 q5 −8 q4 −20 q3 +24 q2 +32 q[

22,13] 8 q5 −32 q4 +24 q3 +32 q2 −32 q[
2,15] 16 q5 −160 q4 +560 q3 −800 q2 +384 q[
17] 36 q5 −720 q4 +5580 q3 −20880 q2 +37584 q −25920

Table 8.3: The S7-equivariant point count of H3[2]. We use σλ to denote any
permutation in S7 of cycle type λ.
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φ1a φ7a φ15a φ21a φ21b φ27a φ35a φ35b φ56a φ70a

H 0 1 0 0 0 0 0 0 1 0 0
H 1 0 0 0 0 0 1 0 1 0 0
H 2 0 0 0 1 0 0 0 0 0 0
H 3 0 0 0 1 0 0 0 0 0 1
H 4 0 0 0 0 0 1 1 1 0 1
H 5 0 0 1 0 1 1 1 2 0 0

φ84a φ105a φ105b φ105c φ120a φ168a φ189a φ189b φ189c φ210a

H 0 0 0 0 0 0 0 0 0 0 0
H 1 0 0 0 0 0 1 0 0 0 1
H 2 0 0 1 0 2 1 1 0 0 3
H 3 0 0 3 1 3 2 4 1 0 5
H 4 2 2 3 2 3 6 5 4 4 6
H 5 4 2 1 4 1 4 3 3 6 4

φ210b φ216a φ280a φ280b φ315a φ336a φ378a φ405a φ420a φ512a

H 0 0 0 0 0 0 0 0 0 0 0
H 1 0 0 0 1 0 0 0 0 0 0
H 2 1 0 0 2 0 0 1 3 2 2
H 3 5 1 3 3 4 3 5 10 7 7
H 4 6 5 7 8 7 9 9 10 12 14
H 5 2 7 4 8 3 8 6 4 8 9

Table 8.4: The cohomology of H3[2] as a representation of Sp(6,F2).
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s7 s6,1 s5,2 s5,12 s4,3 s4,2,1 s4,13 s32,1 s3,22 s3,2,12

H 0 2 1 1 0 1 0 0 0 0 0
H 1 2 7 9 5 5 7 1 3 2 1
H 2 3 18 30 31 25 50 20 26 19 26
H 3 6 35 74 80 72 162 86 92 83 129
H 4 8 48 114 117 109 271 150 157 158 254
H 5 5 31 72 77 72 180 103 108 108 180

s3,14 s23,1 s22,13 s2,15 s17

H 0 0 0 0 0 0
H 1 0 0 0 0 0
H 2 5 7 4 0 0
H 3 43 45 36 10 1
H 4 105 96 92 35 4
H 5 77 72 72 31 5

Table 8.5: The cohomology of H3[2] as a representation of S7.
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9. Consequences and conclud-
ing remarks

In this chapter we derive some partial results regarding the cohomologies of
Q[2] and M3,1[2] as representations of Sp(6,F2) as well as the cohomology
of M3[2] as a representation of S7. We also discuss some possible directions
for future work.

9.1 The moduli space of marked genus three curves

Recall that the moduli space M3,1[2] of genus 3 curves with level 2 structure
and one marked point naturally decomposes into a disjoint union

M3,1[2] =Q1[2]tH3,1[2],

where Q1[2] is the locus of plane quartics with level 2 structure and one
marked point and H3,1[2] is the locus of hyperelliptic curves of genus 3 with
level 2 structure and one marked point. Applying Lemma 6.1.2 to H3,1[2] ⊂
M3,1[2] gives the long Sp(6,F2)-equivariant exact sequence of mixed Hodge
structures

· · ·→ H k−2
(
H3,1[2]

)
(-1) → H k

(
M3,1[2]

)→ H k (Q1[2]) → H k−1
(
H3,1[2]

)
(-1) →···

Recall also Proposition 6.1.3 and Proposition 8.2.1 as well as Table 6.5, Ta-
ble 6.6 and Table 8.4.

9.2 The S7-equivariant cohomology of M3[2]

Also the moduli spaceM3[2] of genus 3 curves with level 2 structure decom-
poses into a disjoint union

M3[2] =Q[2]tH3[2],

where Q[2] is the locus of plane quartics with level 2 structure and H3[2] is
the locus of hyperelliptic curves of genus 3 with level 2 structure. We apply
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Lemma 6.1.2 to H3[2] ⊂M3[2] and get the long Sp(6,F2)-equivariant exact
sequence of mixed Hodge structures

· · ·→ H k−2(H3[2])(-1) → H k (M3[2]) → H k (Q[2]) → H k−1(H3[2])(-1) →···

The reader might want to recall Table 6.3 and Table 8.4. By restricting to S7

we get an S7-equivariant long exact sequence. In this context it might be
interesting to recall Table 7.2 and Table 8.4.

9.3 The Sp(6,F2)-equivariant cohomology of Q[2]

In Chapter 7 we computed the cohomology of Q[2] as a S7-representation
and the results are found in Table 7.2. There are 30 irreducible represen-
tations of Sp(6,F2) while there are 15 irreducible representations of S7. Re-
stricting from Sp(6,F2) to S7 we thus get a set of 15 linear equations in 30
unknowns for each cohomological degree. However, the unknowns are the
multiplicities of the irreducible representations of Sp(6,F2) in the cohomol-
ogy of Q[2]. As such, they are nonnegative integers. Let R be the matrix
describing the restriction of the irreducible representations of Sp(6,F2) to
S7, let xk be a vector of the 30 unknowns and let hk be a vector describing
the k’th cohomology group of Q[2] as a S7-representation. We may now for-
mulate the above as

Rxk = hk , xk ≥ 0, xk ∈Z30, k = 0, . . . ,6. (9.3.1)

By Proposition 6.2.3 we know that there is a Sp(6,F2)-equivariant injec-
tion of mixed Hodge structures

H k (Q[2]) ,→ H k (Qflx[2]) ,

and the cohomology of Qflx[2] is given as a Sp(6,F2)-representation in Ta-
ble 6.3. We thus get an upper bound for the multiplicity of each irreducible
representation of Sp(6,F2) in each cohomology group of Q[2]. Let f k denote
a vector describing the k’th cohomology group of Qflx[2] as a representation
of Sp(6,F2). We may now formulate the above as

xk ≤ f k , k = 0, . . . ,6. (9.3.2)

Equations 9.3.1 and 9.3.2 together constitute the constraints of a so-
called integer programming problem, see for instance [71]. We may thus
respectively maximize and minimize each variable xk

i subject to 9.3.1 and

9.3.2 and get values xk
i ,max and xk

i ,min. If xk
i ,max = xk

i ,min we conclude that the
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multiplicity of the irreducible representation of Sp(6,F2) corresponding to i
in H k (Q[2]) is xk

i ,max = xk
i ,min.

The method described above is enough to determine the cohomology of
Q[2] in degrees 0, 1, 2 and 3. Using the notation of Table 6.7 we have

H 0(Q[2]) =φ1a , 1−dimensional,

H 1(Q[2]) =φ35b , 35−dimensional,

H 2(Q[2]) =φ210a +φ280b , 490−dimensional,

H 3(Q[2]) =φ21a +φ105b +φ189a +2φ210a +φ210b+ 3485−dimensional.

=+φ378a +2φ405a +2φ420a +φ512a

In degrees 4, 5 and 6 the above method does not suffice. For instance, for
H 4(Q[2]) the set of feasible solutions contains 1039 elements.

9.4 Directions for future work

Although we have come quite a long way, many natural questions remain
unanswered. In particular, we have not computed the cohomology ofM3[2],
Q1[2] and M3,1[2] and we have not computed the cohomology groups of
Q[2] as a Sp(6,F2)-representations. Here we indicate possible routes to go
further towards these goals. We also discuss some areas which can be ex-
plored using the methods of this thesis as well as some further problems
which can be of interest.

9.4.1. Cohomology of T̂E One way to understand the cohomology of Q1[2]
would be to trace through the construction of Section 4.6.2 in order to obtain
the Sp(6,F2)-equivariant cohomology of T̂E . Since the construction of Sec-
tion 4.6.2 is rather involved, the computations are likely to become rather
complicated. However, others have considered similar situations. In par-
ticular, there are general methods developed by Danilov [26], which have
been applied by Dolgachev and Lunts [37], and Stembridge [83], to varieties
rather similar to T̂E . There are also results of Lehrer [60]. Even though this is
a very nice starting point, it should be mentioned that their results are of a
more general but less precise nature than what we are after (e.g. tables simi-
lar to Tables 6.1–6.6) and it is not clear how far one could go in this direction.

9.4.2. Gysin morphisms One of our main unsolved problems is the follow-
ing: given a variety X and a closed subvariety Y ⊂ X as well as the cohomol-
ogy of Y and X \ Y we want to patch together the cohomology of X . We do
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have the Gysin sequence

· · ·→ H k−2(Y ) (-1)
γ→ H k (X ) → H k (X \ Y )

res→ H k−1(Y ) (-1) →···

where γ is the Gysin map and res is the restriction map. Thus, understand-
ing the Gysin or restriction morphisms would solve our problem.

The Gysin and restriction morphisms are probably best studied at the
level of a complex computing the cohomology of X . One natural candidate
is of course the de Rham complex, see [50], but we also have the Salvetti
complex, see [28]. Some related work has been done, see for instance [34],
but a lot of ground work needs to be done. In particular, we need to make
sure that our complex works well equivariantly. We also recall that the coho-
mology groups involved are typically rather large and that we therefore will
deal with large complexes. It is therefore essential that the computations
involved in the construction of the complex are not too time consuming.

9.4.3. Self-associated point sets In Section 9.3 we were unable to com-
pute the cohomology groups H 4(Q[2]), H 5(Q[2]) and H 6(Q[2]) as Sp(6,F2)-
representations. The reason was that simply that we had too few equations
in too many unknowns. One way to obtain a few extra equations is to con-
sider the action of the larger subgroup S8 ⊂ Sp(6,F2) on Q[2].

Let P1, . . . ,P2n+2 be a collection of points in Pn and let M be a matrix
whose columns are representatives of P1, . . . ,Pn . We say that the collection
P1, . . . ,P2n+2 is self-associated if there is a diagonal (2n +2)× (2n +2)-matrix
Λ with non-zero entries along the diagonal such that

M ·Λ ·M T = 0.

We say that 8 points P1, . . . ,P8 ∈ P3 are in typical position if no 4 points lie
on a plane and no seven lie on a twisted cubic and we consider two such
ordered collections to be equivalent if there is a projective transformation
taking one to the other. Let S3

8 denote the moduli space of ordered octuples
of self-associated points in P3 in typical position. We then have that S3

8 is
isomorphic to Q[2], see see [38] and [49].

The nice feature of the above model ofQ[2] is of course that the action of
S8 is in plain sight. However, whileP2

7 is a open subset of the moduli space of
seven ordered points in P2 the space S3

8 is a subvariety of codimension 3 in
the moduli space of eight ordered points inP3 and this makes computations
harder.

From the viewpoint of equivariant point counts with a computer we
need to iterate through a set of (at least) dimension 9 instead of dimension
6. However, we know that the value of the equivariant Poincaré polynomial
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at a group element σ ∈ S8 is a polynomial in q of degree 6 and since we have
determined H 0(Q[2]), H 1(Q[2]), H 2(Q[2]) and H 3(Q[2]) we know four of its
coefficients. Therefore we only need to make computations for 3 finite fields
in order to determine P S8 (Q[2], t )(σ). We have been able to carry out these
computations for 3 of the conjugacy classes of S8 which are not coming from
S7. In the notation of Table 6.7, the classes are 4B = [22,4], 6E = [2,32] and
15A = [3,5] and the point counts are as given in Table 9.1. Using the results

Class
∣∣Q[2]Fσ

∣∣
4B q6 −5q5 +6q4 +5q3 −10q2 +3
6E q6 −4q3 +2q2 −2q +3
15A q6 −q2

Table 9.1: Equivariant point counts for the classes 4B , 6E and 15A of Sp(6,F2)
(where σ denotes any element of the corresponding conjugacy class).

of Table 9.1 the possibilities for H 4(Q[2]), H 5(Q[2]) and H 6(Q[2]) are re-
duced further. For instance, the set of feasible decompositions of H 4(Q[2])
into irreducible representations of Sp(6,F2) is reduced from 1039 to 6.

9.4.4. Moduli of Del Pezzo surfaces Since our focus has been quartic curves
we have almost exclusively considered Del Pezzo surfaces of degree 2. Nev-
ertheless, there are of course Del Pezzo surfaces of degrees 1 ≤ d ≤ 9. There
are two types of Del Pezzo surfaces of degree 8, the blowup ofP2 in one point
andP1×P1, but for all other degrees d every Del Pezzo surface is isomorphic
to the blowup of P2 in 9−d points in general position.

If n ≤ 4, then all collections of n points are projectively equivalent. Thus,
there are no moduli for Del Pezzo surfaces of degree 5 ≤ d ≤ 9. On the other
hand, the moduli space of Del Pezzo surfaces of degree 1 ≤ d ≤ 4 has di-
mension 2 · (5−d) and is isomorphic to P2

9−d . We may thus compute the
S9−d -equivariant cohomology of the moduli space of geometrically marked
Del Pezzo surfaces of degree d in a manner similar to what we did in Chap-
ter 7.

We may also mimic the constructions of Looijenga described in Chap-
ter 4 in order to obtain models of moduli spaces of geometrically marked Del
Pezzo surfaces described by various arrangements associated to root sys-
tems. More precisely, if X is a Del Pezzo surface of degree 1 ≤ d ≤ 6, then
the elements D ∈ K ⊥

X such that D2 =−2 form a root system Φ. From [65] we
have
We may then compute the cohomology of these varieties equivariantly with
respect to the various Weyl groups using the methods of Chapter 5.
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d 1 2 3 4 5 6
9−d 8 7 6 5 4 3
Φ E8 E7 E6 D5 A4 A1 × A2

Table 9.2: The root systems on K ⊥
X .

9.4.5. Cohomology of toric arrangements In Section 5.10.1 we determined
the total cohomology of the complement of the toric arrangement associ-
ated to An as a representation of the Weyl group of An . A natural question is
then if similar arguments will also work for the other classical series Bn , Cn

and Dn .
In another direction, we have not explored the order preserving mor-

phism from Equation 5.9.1

τ : N (Φ) →H (Φ),

fully. In particular, recall that when Φ = An we have that τ is an isomor-
phism. Lehrer and Solomon [61] and Lehrer [59] have results describing
each cohomology group of the complement of the hyperplane arrangement
associated to An as a representation of the Weyl group of An . It would be
very interesting to see if these results can be translated to the toric world via
τ.

9.4.6. Ring structures In this thesis we have only studied the additive struc-
ture on the various cohomology groups occurring. But the total cohomol-
ogy is a graded ring and it is therefore natural to ask how the multiplicative
structure looks like. A first small step in this direction is the following.

Proposition 9.4.1. Let X be the complement of a toric arrangement associ-
ated to a root system Φ which either is of type An or is an irreducible root
system of exceptional type. Then H∗(X ) is generated in degree 1.

Proof. By the results of Deshpande and Sutar [34], we only need to check
that the arrangement associated toΦ is of what they call “deletion-restriction
type”. For a root system of exceptional type, this is easily verified using our
program and for a root system of type An this is a consequence of the corre-
sponding arrangement being unimodular.

It of course natural to ask if the above result holds for a general toric ar-
rangement associated to a root system and Deshpande and Sutar [34] seem
to have made good progress in this direction.
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Perhaps more interesting are the relations in H∗(X ). Callegaro and Deluc-
chi [19], have given a method for computing the cohomology ring of the
complement of a toric arrangement but it is rather involved. Nevertheless,
it would of course be of interest to give a computer implementation of their
method. Thus, there is some hope to determine the ring structure of the
cohomology, at least of the moduli spaces which can be described in terms
of arrangements. It would of course also be very interesting, but even more
challenging, to compute the cohomology of the moduli spaces which are
not directly associated to root systems and the root system cases seem to be
a natural first step towards this more ambitious goal.

9.4.7. Degenerations and compactifications Looijenga’s description of
Q1[2] is very nice and it is of course desirable to obtain a similar description
for a larger class of curves, for instance M3,1[2] or some compactification
of M3,1[2]. In the description of Q1[2] in terms of self-associated point sets
one can let the eight points degenerate so that they lie on a twisted cubic,
see [38]. This determines a hyperelliptic curve of genus 3 so this is one type
of degeneration that would be interesting to investigate further from this
perspective.

In a slightly different direction, one could take an existing compactifica-
tion of M3[2] as starting point. It is quite hard to give a modular compactifi-
cation ofM3[2] but at least one such compactification has been constructed
by Abramovich, Corti and Vistoli [1].

9.4.8. Curves with more marked points If we consider the moduli spaces
M3,n[2] for n ≥ 2 we do no longer have descriptions in terms of arrange-
ments. However, there are still ways to study the cohomology of these spaces.
For instance, we still have the Lefschetz trace formula and Proposition 2.4.2
provides a possibility to make point counts over finite fields for Qn[2]. In
particular, it would be interesting to see if the counts would show a be-
haviour similar to that for Qn observed in [9].
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A. A program for computing
cohomology of complements of
toric arrangements associated to
root systems

Algorithms 5.8.1 and 5.9.2 provide a method for computing the cohomology
of the complement of a toric arrangement associated to a root system. In
this section we give a SageMath program implementing these algorithms.
We remark that only minor modifications would be required in order to
make a program that works for more general arrangements. We have not
pursued this because it convenient to use the root system structure and
since there is not always a group acting naturally on a general toric arrange-
ment (in fact, most of the code deals with the group action so a more general
program would be much shorter).

Let us point out that in the code below we are at times using parallel
computations and at these times we use all available CPU’s. If one wants
to use the computer while running the computations or if one is using a
shared computer it is probably advisable to only use a portion of the CPU’s.
One then changes the code sage.parallel.ncpus.ncpus() to a suitable
integer wherever it occurs.

A.1 Generating initial data

Let Φ be a root system and let g be an element of the corresponding Weyl
group. Here, we give the code of the subprogram for computing the

〈
g
〉

-
orbits of Φ, i.e. Step (1) in Algorithm 5.9.2.

1 # *******************************************************
2 #
3 #
4 # Functions for convenience.
5 #
6 #
7 # *******************************************************
8
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9 # Takes a root system R and returns a set of
10 # representatives for the conjugacy classes of the
11 # corresponding Weyl group.
12 def classreps(R):
13 G=R.ambient_space (). weyl_group ()
14 return G.conjugacy_classes_representatives ()
15
16 # *******************************************************
17 #
18 # Functions for generating the set of modules.
19 #
20 # *******************************************************
21
22 # Checks if u=+/-v.
23 def pmeq(u,v):
24 if u == v:
25 return True
26 elif u == -v:
27 return True
28 else:
29 return False
30
31 # Returns the roots of R as vectors.
32 def vecroots(R):
33 PR=R.ambient_space (). roots ()
34 SR=R.ambient_space (). simple_roots ()
35 out=[]
36 M=[]
37 for s in SR:
38 M.append(vector(s))
39 M=matrix(M)
40 for i in range(len(PR)):
41 v=M.solve_left(vector(PR[i]))
42 out.append(v)
43 return out
44
45 # Takes a group element g (in matrix form) and a
46 # set of roots vR (a list of vectors) and returns the
47 # orbits of vR under the action of g (more precisely , the
48 # cyclic group generated by g) as a list of lists.
49 def orbs(g,vR):
50 out=[]
51 S=vR[:]
52 while len(S)>0:
53 s=g*S[0]
54 orb=[S[0],-S[0]]
55 while pmeq(S[0],s)== False:
56 orb.append(s)
57 orb.append(-s)
58 S.remove(s)
59 S.remove(-s)
60 s=g*s
61 out.append(orb)
62 S.remove(-S[0])
63 S.remove(S[0])
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64 return out
65
66 # Takes an element g of the Weyl group (in matrix form)
67 # and the root system R and returns a set of the minimal
68 # proper g-stable submodules of the module corresponding
69 # to the root system.
70 def stabsubmods(g,R):
71 out=[]
72 vR=vecroots(R)
73 orb=orbs(g,vR)
74 for i in range(len(orb)):
75 V=matrix(ZZ,orb[i]). echelon_form(
76 include_zero_rows=False)
77 out.append(V)
78 return set(out)
79
80 # Takes a list vecs of integer vectors and returns an
81 # echelon matrix representing the Z-module generated by
82 # vecs.
83 def giveModule(vecs):
84 M=matrix(vecs)
85 return M.echelon_form(include_zero_rows=False)

A.2 Generating the set of modules

Let Φ be a root system and let g be an element of the corresponding Weyl
group. Once the

〈
g
〉

-orbits of Φ have been computed we may compute the
set of all Z-modules generated by unions of such orbits, i.e. Step (2) of Al-
gorithm 5.9.2. Below we give the code of the subprogram performing these
computations.

1 # Converts the input of newmodules to something passable
2 # to parnewmodules.
3 def argtopar(S1 ,S2,S3):
4 arg=[]
5 for s in S1:
6 arg.append ((s,S2,S3))
7 return arg
8
9 # Takes a module M (from the initial set of modules) and

10 # a set of previously generated modules (prev) and a
11 # total set of modules (old) and generates all sums of a
12 # module in prev and startM.
13 @parallel(sage.parallel.ncpus.ncpus ())
14 def parnewmodules(M,prev ,old):
15 out=[]
16 for P in prev:
17 temp=block_matrix (2,1,[P,M]). echelon_form
18 (include_zero_rows=False)#Compute P+M
19 if temp not in old:
20 out.append(temp)
21 return set(out)
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22
23 # Converts the output of parnewmodules to a set of
24 # modules.
25 def tomodlist(gen ,pgend ):
26 out=[]
27 for G in gen:
28 for g in G[1]:
29 #if isinstance(g,basestring ):
30 # print(g)
31 out.append(g)
32 return pgend.union(set(out))
33
34 # Splits a list L into a bunch of lists with n elements.
35 # Since not all lists have a length divisible by L, the
36 # final list may be shorter than len(L)/n.
37 def split_list(L,n):
38 copL=L.copy()
39 l=(len(L)/n).floor()
40 r=len(L)-n*l
41 out=[]
42 for i in range(0,l):
43 out.append(set([copL.pop() for j in
44 range(i*n,(i+1)*n)]))
45 if r>0:
46 out.append(set([copL.pop() for j in
47 range(l*n,l*n+r)]))
48 return out
49
50 # Takes a module an initial set of modules (start), a set
51 # of previously generated modules (prev) and a total set
52 # of modules (old) and generates all sums of a module in
53 # "prev" and a module in "start" which do not occur in
54 # "old".
55 def newmodules_par(start ,prev ,old ,ct):
56 ncpus=Integer(sage.parallel.ncpus.ncpus ())
57 lists=split_list(start ,ncpus)
58 nmds=set ([])
59 i=1
60 for l in lists:
61 print ((i/len(lists )).n())
62 f=open(str(ct)+"-"+str(i)+".sage","w")
63 f.write(str((i/len(lists )).n()))
64 f.close ()
65 i=i+1
66 arg=argtopar(l,prev ,old)
67 gen=parnewmodules(arg)
68 nmds=tomodlist(gen ,nmds)
69 return nmds
70
71 # Takes a set of previously (prev) generated modules , an
72 # initial set of modules (start) and an total set of
73 # modules (old) and generates the next set of modules.
74 def newmodules(start ,prev ,old):
75 out=set ([])
76 for i in range(len(start )):

204



77 for j in range(len(prev )):
78 n=i*len(prev)+j
79 if mod(n ,1000)==0:
80 print(n)
81 temp=start[i]+prev[j]
82 if temp not in old:
83 out=out.union(set([temp ]))
84 return out
85
86 # Generates the set of g-stable submodules without poset
87 # structure.
88 def setofmodules(startlist ):#, Integer n):
89 t0=walltime ()
90 tcurr=walltime ()
91 start=startlist
92 old=startlist
93 prev=startlist
94 ct=1
95 while len(prev)>0:
96 print(str(len(prev ))+" sums of "+str(ct)+"
97 modules were generated in
98 "+str(walltime()-tcurr)+" seconds.")
99 f=open("Modules"+str(ct)+".sage","w")

100 f.write(str(len(prev ))+" sums of "+str(ct)+"
101 modules were generated in
102 "+str(walltime()-tcurr)+" seconds.")
103 f.close ()
104 tcurr=walltime ()
105 prev=newmodules_par(start ,prev ,old ,ct)
106 old=old.union(prev)
107 ct=ct+1
108 ZM=matrix ([0]*1). echelon_form(
109 include_zero_rows=False)
110 old=old.union(set([ZM]))
111 print("A set containing "+str(len(old ))+" elements
112 was generated in "+str(walltime()-t0)
113 +" seconds.")
114 return old
115
116 def convert_module_list_out(L):
117 out=[]
118 for l in L:
119 temp =[]
120 if l.rank ()==0:
121 v=vector ([0]*l.degree ())
122 temp.append(v)
123 else:
124 for v in l.echelonized_basis ():
125 temp.append(v)
126 out.append(temp)
127 return out
128
129 def convert_module_list_in(L):
130 out=[]
131 for l in L:
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132 m=matrix(l)
133 out.append(span(m,ZZ))
134 return out
135
136 def save_modules(L,listname ,filename ):
137 print("Saving list to \""+listname+"\" in file
138 \""+filename+".sage \".")
139 f=open(str(filename )+".sage","w")
140 out=convert_module_list_out(L)
141 f.write(listname+"="+str(out))
142 f.close ()
143 print("List saved.")

A.3 Generating the poset

Let Φ be a root system and let g be an element of the corresponding Weyl
group. Once the underlying set of Pg (Φ) has been computed we need to, for
each module in Pg (Φ) check which other modules of Pg (Φ) it is included
in, i.e. Step (3) of Algorithm 5.9.2. Below we give the code of the subprogram
performing these computations.

1 # Converts the input of gen_rels to something passable
2 # to par_gen_rels.
3 def argtopar_gen_rels(L,S):
4 arg=[]
5 for l in L:
6 arg.append ((l,S))
7 return arg
8
9 @parallel(sage.parallel.ncpus.ncpus ())

10 def par_gen_rels(M,S):
11 m=matrix(1,len(S),sparse=True)
12 #m=[0 for s in S]
13 for i in range(len(S)):
14 MS=block_matrix (2,1,[M,S[i]]). echelon_form
15 (include_zero_rows=False) #Generates M+S[i]
16 if S[i]==MS: #Checks if M is a submodule of S[i]
17 #m[i]=1
18 m[0,i]=1
19 return m
20
21 # Converts the output of par_gen_rels to something
22 # useful.
23 def tolists(gen ,pgendrel ,pgendel ):
24 outrel =[]
25 outel =[]
26 for G in gen:
27 outrel.append(G[1])
28 outel.append(G[0][0][0])
29 outrel=block_matrix(len(outrel),1,outrel)
30 if pgendrel !=[]:
31 outrel=block_matrix (2,1,[pgendrel ,outrel ])
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32 outel=pgendel+outel
33 return [outrel ,outel]
34
35 # Splits a list L into a bunch of lists with n elements.
36 # Since not all lists have a length divisible by L, the
37 # final list may be shorter than len(L)/n.
38 def split_list(L,n):
39 l=(len(L)/n).floor()
40 r=len(L)-n*l
41 out=[]
42 for i in range(0,l):
43 out.append ([L[j] for j in range(i*n,(i+1)*n)])
44 if r>0:
45 out.append ([L[j] for j in range(l*n,l*n+r)])
46 return out
47
48 # Takes two lists L and S with the same entries but in
49 # different order and returns a list of integers such
50 # that the i'th entry is the index of L[i] in S.
51 def give_inds(L,S):
52 out=[]
53 for l in L:
54 b=l==S[0]
55 i=0
56 while b==False:
57 i=i+1
58 b=l==S[i]
59 out.append(i)
60 return out
61
62 # Takes a list L and a list of integers inds and returns
63 # a list with the same entries as L but with the order
64 # specified by inds.
65 def perm_list(L,inds):
66 out=[0 for i in inds]
67 for i in range(len(inds )):
68 out[inds[i]]=L[i]
69 return matrix(out ,sparse=True)
70
71 # Computes the inclusion relations of the set of
72 # modules S.
73 def gen_rels(S):
74 t0=walltime ()
75 rels =[]
76 els=[]
77 L=split_list(S,Integer(
78 10* sage.parallel.ncpus.ncpus ()))
79 ct=0
80 for l in L:
81 #if Mod(ct ,8)==0:
82 print("The relations of the poset has been "
83 +str ((100* ct/len(L)).n(digits =3))+"%"
84 +" completed in "+str(walltime()-t0)
85 +" seconds.")
86 arg=argtopar_gen_rels(l,S)
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87 gen=par_gen_rels(arg)
88 temp=tolists(gen ,rels ,els)
89 rels=temp [0]
90 els=temp [1]
91 ct=ct+1
92 inds=give_inds(els ,S)
93 rels=perm_list(rels ,inds)
94 print("The relations of the poset were computed in
95 "+str(walltime()-t0)+" seconds.")
96 return rels
97
98
99 def add_zero(n):

100 if n<10:
101 return str (0)+ str(n)
102 else:
103 return str(n)
104
105 def give_date ():
106 from datetime import datetime
107 now=datetime.now()
108 return str(now.year)+"-"+add_zero(now.month)+"-
109 "+add_zero(now.day)+", at "+add_zero(now.hour)+
110 ":"+add_zero(now.minute )+":"+add_zero(now.second)
111
112
113 # Generates a subset of the inclusion relations.
114 def part_gen_rels(S,stind ,endind ,list_name ,file_name ):
115 Spart =[S[i] for i in range(stind ,endind +1)]
116 t0=walltime ()
117 rels =[]
118 els=[]
119 L=split_list(Spart ,Integer(
120 10* sage.parallel.ncpus.ncpus ()))
121 ct=0
122 for l in L:
123 print(give_date ())
124 print("The relations of the poset have been "
125 +str ((100* ct/len(L)).n(digits =3))+"%"
126 +" completed in "+str(walltime()-t0)
127 +" seconds.")
128 arg=argtopar_gen_rels(l,S)
129 gen=par_gen_rels(arg)
130 temp=tolists(gen ,rels ,els)
131 rels=temp [0]
132 els=temp [1]
133 ct=ct+1
134 inds=give_inds(els ,Spart)
135 rels=perm_list(rels ,inds)
136 rels=sparse_zero_one_out(rels)
137 print("A list of "+str(endind -stind +1)
138 +" relations were computed in "
139 +str(walltime()-t0)+" seconds.")
140 save_rels(rels ,list_name ,file_name)
141 return rels
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142
143 # Generates N subsets of the inclusion relations.
144 def many_gen_rels(S,stind ,endind ,N,Rstr):
145 n=(endind -stind +1)/N
146 for i in range(1,N+1):
147 si=stind+(i-1)*n
148 ei=stind+i*n-1
149 endstr=str(si)+"_"+str(ei)
150 ln="R_"+endstr
151 fn=Rstr+"_rels_"+endstr
152 rels=part_gen_rels(S,si,ei,ln,fn)
153 print("Done!")
154
155 # Computes the Mobius function of the poset given by
156 # rel_list with respect to the maximal element. The
157 # maximal element is assumed to correspond to the first
158 # entry.
159 def mob(rel_list ):
160 M=matrix(rel_list)
161 v=matrix(1,len(rel_list ))
162 v[0 ,0]=1
163 return M.solve_left(v).list()
164
165 def save_rels(rels ,list_name ,file_name ):
166 print("Saving relations to \""+list_name+
167 "\" in the file \""+file_name+".sage \".")
168 f=open(file_name+".sage","w")
169 f.write(list_name+"="+str(rels))
170 f.close ()
171 print("Saving complete.")
172
173 # Converts a matrix of zeros and ones to the form
174 # [nrows ,ncols ,
175 # [list of column indicies where row 1 has a 1],...,
176 # [list of column indicies where row nrows has a 1]]
177 def sparse_zero_one_out(M):
178 m=M.dimensions ()[0]
179 n=M.dimensions ()[1]
180 out=[m,n]
181 for i in range(m):
182 temp =[]
183 for j in range(n):
184 if M[i,j]==1:
185 temp.append(j)
186 out.append(temp)
187 return out
188
189 def sparse_zero_one_in(L):
190 m=L[0]
191 n=L[1]
192 out=matrix(m,n)
193 for i in range(n):
194 r=L[i+2]
195 for j in range(len(r)):
196 out[i,r[j]]=1
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197 return out

A.4 Computing the Poincaré polynomial

Let Φ be a root system and let g be an element of the corresponding Weyl
group. Once Pg (Φ) with all inclusion relations has been computed we may
compute the

〈
g
〉

-equivariant Poincaré polynomial for each element of
Pg (Φ) using Algorithm 5.8.1 and then use Corollary 5.4.3 to compute the〈

g
〉

-equivariant Poincaré polynomial of the complement of the toric arr-
angement associated to Φ.

1 # Takes a matrix g and a positive integer n and returns
2 # a list of powers of g, [g,g^2,...,g^n].
3 def gpows(g,n):
4 out=[g]
5 temp=g
6 for i in range(n-1):
7 temp=temp*g
8 out.append(temp)
9 return out

10
11 # Takes a sequence of k numbers (the traces of g acting
12 # on V) and returns the result of performing
13 # Newton -Girard on these numbers (the traces of g acting
14 # on wedge 0,1,...,k of V).
15 def newtongirard(traces ):
16 trcs =[1]+ traces
17 k=len(trcs)
18 trw =[0]*k
19 trw [0]= trcs [0]
20 for i in range(k-1):
21 temp=0
22 for j in range(i+1):
23 temp=temp +( -1)**j*trcs[j+1]* trw[i-j]
24 temp=temp/(i+1)
25 trw[i+1]= temp
26 return trw
27
28 # Computes the trace of g on the module M.
29 def M_trace(g,M):
30 out=0
31 for i in range(M.matrix (). dimensions ()[0]):
32 out=out+M.matrix (). solve_left(g*M.matrix ()[i])[i]
33 return out
34
35 # Computes the number of tori in Hom(Amb/M,C^*) which
36 # are setwise fixed by g.
37 def M_mult(g,M,Amb):
38 Q=Amb/M
39 invs=Q.invariants ()
40 i=0
41 vecs=[ vector(M.zero ())]
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42 while i<len(invs) and invs[i]>1:
43 v=Q.gen(i).lift()
44 newvecs =[]
45 for j in range(1,invs[i]):
46 for k in range(len(vecs )):
47 newvecs.append(vecs[k]+j*v)
48 vecs=vecs+newvecs
49 i=i+1
50 out=0
51 for v in vecs:
52 if Q(v-g*v). is_zero ():
53 out=out+1
54 return out
55
56 # Computes the <g>-equivariant Poincare polynomial
57 # of the torus defined by M.
58 def M_polynomial(gpws ,Ambtraces ,M):
59 k=len(Ambtraces)-M.rank()
60 Qtraces =[]
61 for i in range(k):
62 Qtraces.append(Ambtraces[i]-M_trace(gpws[i],M))
63 wedges=newtongirard(Qtraces)
64 t=var("t")
65 pol=0
66 for i in range(len(wedges )):
67 pol=pol+wedges[i]*t^i
68 return pol
69
70 # Copmutes the <g>-equivariant Poincare polynomial of
71 # the toric arrangement associated to r (whose
72 # g-invariant subposet is S with Mobius funciton mu).
73 def torpol(g,r,S,mu):
74 pol=0
75 simp=r.ambient_space (). simple_roots ()
76 Amb=[]
77 for s in simp:
78 Amb.append(vector(s))
79 Amb=span(Amb ,ZZ)
80 d=Amb.rank()
81 gpws=gpows(g,d)
82 Ambtraces =[]
83 t=var("t")
84 for i in range(len(gpws )):
85 Ambtraces.append(M_trace(gpws[i],Amb))
86 for i in range(len(S)):
87 if mu[i]!=0:
88 mult=M_mult(g,S[i],Amb)
89 pol=pol+mult*mu[i]* M_polynomial(
90 gpws ,Ambtraces ,S[i])*(-t)**(S[i].rank ())
91 return expand(pol)
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B. A program for equivariant
counts of seven points in general
position

In this appendix we give an example of a Maple™1 [66] program for counting
seven points in general position over a finite field equivariantly with respect
to an element in S7. In the following example, the element is the permuta-
tion (12345)(67).

One remark is in order. The moduli space P2
7 has dimension 6. Thus,

counting the points over the finite field Fq with q elements has complexity
O(q6). However, if we consider a group elementσ, we need to make compu-
tations over Fqd where d is the least common multiple of the lengths of the
cycles in σ. Also, depending on σ it might be difficult to get rid of the action
of PGL(3) whereby we can lose up to 8 dimensions. Thus, we may end up
with complexity O(q14d ). Of course, the variety is still of dimension 6 and
there should therefore be ways to cut the complexity back down to O(q6)
although this is not always easy. However, some easy tricks are useful. For
instance, one can always place up to four Fq -rational points at four specified
points in general position and the simple observation that two conjugate
Fq2 -points define a line defined over Fq also helps.

1 # Takes a field F=GF(p,n), a prime p and a vector
2 # v=[x,a,b] where x is assumed to be 0 or 1.
3 # Returns Frob(v), i.e. [x^p,a^p,b^p].
4 frob:=proc(F,p,v)
5 return [v[1],F:-`^`(v[2],p),F:-`^`(v[3],p)]:
6 end proc:
7
8 # Checks if two points v and w with entries in
9 # the field F are equal.

10 vequals := proc(F,v,w)
11 local i,tf:
12 for i from 1 to 3 do
13 tf := F:-`=`(v[i],w[i]):
14 if evalb(tf=false) then
15 return tf:

1Maple™ is a trademark of Waterloo Maple Inc.
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16 end if:
17 end do:
18 return tf:
19 end proc:
20
21 # Takes two points a and b with entries in the field F
22 # and produces the coefficients of the equation
23 # for the line through a and b.
24 giveline :=proc(F,a,b)
25 local x,y,z:
26 x:=F:-`-`(F:-`*`(a[2],b[3]),F:-`*`(a[3],b[2])):
27 y:=F:-`-`(F:-`*`(a[3],b[1]),F:-`*`(a[1],b[3])):
28 z:=F:-`-`(F:-`*`(a[1],b[2]),F:-`*`(a[2],b[1])):
29 return [x,y,z]:
30 end proc:
31
32 # Takes the coefficients of the equations of two lines
33 # and computes the point of intersection.
34 # By projective duality , this is computed by giveline
35 # (so this procedure is mainly for purposes of code
36 # readability ).
37 intlines :=proc(F,l1 ,l2)
38 return giveline(F,l1 ,l2):
39 end proc:
40
41 # Checks if a point pt lies on a line L.
42 # L is given by the coefficients of its defining
43 # equation. L and pt both have coefficients
44 # in the field F.
45 online :=proc(F,L,pt)
46 return F:-`=`(F:-`+`(F:-`*`(L[1],pt[1]),F:-`+`
47 (F:-`*`(L[2],pt[2]),F:-`*`
48 ((L[3],pt[3]))) ,F:-ConvertIn (0)):
49 end proc:
50
51 # Takes six points a1 , a2 , a3 , b1 , b2 and b3
52 # with coefficients in the field F and checks
53 # if they lie on a conic.
54 # The check is by means of Pascal 's theorem
55 # which states that the new intersection points
56 # of the six lines
57 # <a1 ,b2>, <a1,b3>, <a2,b1>, <a2,b3>, <a3,b1> and
58 # <a3 ,b2> lie on a line iff the six points lie
59 # on a conic.
60 onconic :=proc(F,a1,a2,a3,b1 ,b2 ,b3)
61 local l1,l2,i12 ,i13 ,i23 ,L:
62 l1:= giveline(F,a1,b2):
63 l2:= giveline(F,a2,b1):
64 i12:= intlines(F,l1,l2):
65 l1:= giveline(F,a1,b3):
66 l2:= giveline(F,a3,b1):
67 i13:= intlines(F,l1,l2):
68 l1:= giveline(F,a2,b3):
69 l2:= giveline(F,a3,b2):
70 i23:= intlines(F,l1,l2):
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71 L:= giveline(F,i12 ,i13):
72 return online(F,L,i23):
73 end proc:
74
75 # Checks if the point pt lies on any of the lines
76 # in Ls.
77 linestest :=proc(F,Ls ,pt)
78 local i:
79 for i from 1 to numelems(Ls) do
80 if evalb(online(F,Ls[i],pt)=true) then
81 return false:
82 end if:
83 end do:
84 return true:
85 end proc:
86
87 # Checks if at least six of the points
88 # p1 , p2 , p3 , p4 , p5 , p6 and p7 lie on
89 # a conic.
90 contest :=proc(F,p1,p2,p3,p4,p5 ,p6 ,p7)
91 if onconic(F,p2 ,p3 ,p4 ,p5,p6,p7) then
92 return false:
93 elif onconic(F,p1 ,p3 ,p4,p5,p6,p7) then
94 return false:
95 elif onconic(F,p1 ,p2 ,p4,p5,p6,p7) then
96 return false:
97 elif onconic(F,p1 ,p2 ,p3,p5,p6,p7) then
98 return false:
99 elif onconic(F,p1 ,p2 ,p3,p4,p6,p7) then

100 return false:
101 elif onconic(F,p1 ,p2 ,p3,p4,p5,p7) then
102 return false:
103 elif onconic(F,p1 ,p2 ,p3,p4,p5,p6) then
104 return false:
105 end if:
106 return true:
107 end proc:
108
109 # Produces a conjugate 5-tuple in general position.
110 fivepoints :=proc(F,p,e,y,i,j)
111 local a,b:
112 local p1,p2,p3,p4,p5:
113 local l12 ,l13 ,l23 ,l14 ,l24 ,l34 ,l15 ,l25 ,l35 ,l45:
114 a:=F:-`^`(y,i):
115 b:=F:-`^`(y,j):
116 p1:=[e,a,b]:
117 p2:=frob(F,p,p1):
118 l12:= giveline(F,p1,p2):
119 p3:=frob(F,p,p2):
120 if linestest(F,[l12],p3) then
121 l13:= giveline(F,p1,p3):
122 l23:= giveline(F,p2,p3):
123 p4:=frob(F,p,p3):
124 if linestest(F,[l12 ,l13 ,l23],p4) then
125 p5:=frob(F,p,p4):
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126 l14:= giveline(F,p1,p4):
127 l24:= giveline(F,p2,p4):
128 l34:= giveline(F,p3,p4):
129 if linestest(F,[l12 ,l13 ,l23 ,
130 l14 ,l24 ,l34],p5) then
131 l15:= giveline(F,p1,p5):
132 l25:= giveline(F,p2,p5):
133 l35:= giveline(F,p3,p5):
134 l45:= giveline(F,p4,p5):
135 return [p1 ,p2 ,p3 ,p4 ,p5 ,
136 [l12 ,l13 ,l23 ,l14 ,l24 ,
137 l34 ,l15 ,l25 ,l35 ,l45],true]:
138 end if:
139 end if:
140 end if:
141 return [0,0,0,0,0,0,false ]:
142 end proc:
143
144 # Takes a conjugate 5-tuple and iterates through all
145 # conjugate pairs.
146 twopoints :=proc(F,p,e,o,z,p1 ,p2 ,p3,p4,p5,L)
147 local a,b,i,j:
148 local p6,p7:
149 local out :=0:
150 for i from 1 to p^2-1 do
151 a:=F:-`^`(z,i):
152 p6:=[o,e,a]:
153 p7:=frob(F,p,p6):
154 if evalb(vequals(F,p6 ,p7)=false) and
155 linestest(F,L,p6) and
156 evalb(onconic(F,p1 ,p2 ,p3 ,p4 ,p5 ,p6)=false)
157 then
158 out:=out+1:
159 end if:
160 p6:=[e,o,a]:
161 p7:=frob(F,p,p6):
162 if evalb(vequals(F,p6 ,p7)=false) and
163 linestest(F,L,p6) and
164 evalb(onconic(F,p1 ,p2 ,p3 ,p4 ,p5 ,p6)=false)
165 then
166 out:=out+1:
167 end if:
168 p6:=[e,a,o]:
169 p7:=frob(F,p,p6):
170 if evalb(vequals(F,p6 ,p7)=false) and
171 linestest(F,L,p6) and
172 evalb(onconic(F,p1 ,p2 ,p3 ,p4 ,p5 ,p6)=false)
173 then
174 out:=out+1:
175 end if:
176 for j from 1 to p^2-1 do
177 b:=F:-`^`(z,j):
178 p6:=[e,a,b]:
179 p7:=frob(F,p,p6):
180 if evalb(vequals(F,p6 ,p7)=false) and
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181 linestest(F,L,p6) and
182 evalb(onconic(F,p1 ,p2 ,p3 ,p4 ,p5 ,p6)
183 =false)
184 then
185 out:=out+1:
186 end if:
187 end do:
188 end do:
189 return out:
190 end proc:
191
192 # Counts the number of conjugate 7-tuples for a
193 # permutation of cycle type [2,5].
194 # Note that the result needs to be divided by
195 # |PGL (3)|.
196 ftcount :=proc(F,p)
197 local o:=F:-ConvertIn (0), e:=F:-ConvertIn (1):
198 local x:=F:-PrimitiveElement(F):
199 local y:=F:-`^`(x,(p^10 -1)/(p^5 -1)):
200 local z:=F:-`^`(x,(p^10 -1)/(p^2 -1)):
201 local i,j,P,out :=0:
202 for i from 1 to p^5-1 do
203 print(i):
204 for j from 1 to p^5-1 do
205 P:= fivepoints(F,p,e,y,i,j):
206 if P[7] then
207 out:=out+twopoints(F,p,e,o,z,
208 P[1],P[2],P[3],P[4],P[5],P[6]):
209 end if:
210 end do:
211 end do:
212 return out:
213 end proc:
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