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Abstract

This thesis is an exploration of several completeness phenomena, both
in the constructive and the classical settings. After some introductory
chapters in the first part of the thesis where we outline the background
used later on, the constructive part contains a categorical formulation
of several constructive completeness theorems available in the literature,
but presented here in an unified framework. We develop them within a
constructive reverse mathematical viewpoint, highlighting the metathe-
ory used in each case and the strength of the corresponding completeness
theorems.

The classical part of the thesis focuses on infinitary intuitionistic
propositional and predicate logic. We consider a propositional axiomatic
system with a special distributivity rule that is enough to prove a com-
pleteness theorem, and we introduce weakly compact cardinals as the
adequate metatheoretical assumption for this development. Finally, we
return to the categorical formulation focusing this time on infinitary
first-order intuitionistic logic. We propose a first-order system with a
special rule, transfinite transitivity, that embodies both distributivity as
well as a form of dependent choice, and study the extent to which com-
pleteness theorems can be established. We prove completeness using a
weakly compact cardinal, and, like in the constructive part, we study
disjunction-free fragments as well. The assumption of weak compactness
is shown to be essential for the completeness theorems to hold.






Sammanfattning

Denna avhandling &r en undersékning av flera fullstdndighetsfenomen,
béade i konstruktiva och klassiska versioner. Efter nagra inledande kapitel
i den forsta delen av avhandlingen dér vi beskriver bakgrunden som kom-
mer att anvindas senare, innehaller den konstruktiva delen en kategori-
teoretisk formulering av flera konstruktiva fullstdndighetssatser som finns
i litteraturen, men har presenterade i ett enhetligt ramverk. Vi utveck-
lar dem fran den konstruktiva “omvénda matematikens” perspektiv, med
fokus pa metateorien som anvinds i varje enskilt fall och styrkan hos
motsvarande fullstdndighetssatser.

Den klassiska delen av avhandlingen fokuserar pa infinitir intuition-
istisk satslogik och predikatlogik. Vi betraktar ett axiomatiskt satslo-
giskt system med en speciell distributivitetsregel som ar tillracklig for att
bevisa en fullstandighetssats, och vi introducerar svagt kompakta kar-
dinaltal som det adekvata metateoretiska antagande. Slutligen atervén-
der vi till den kategoriska formuleringen, fokuserande denna gang pa in-
finitar forsta ordningens intuitionistisk logik. Vi foreslar ett predikatssys-
tem med en sérskild regel, transfinit transitivitet, som innehéaller bade
distributivitet och en form av axiomet om beroende urval, och stud-
erar i vilken utstrickning fullstindighetssatser géller. Vi fastlagger full-
standighet under antagande om ett svagt kompakt kardinaltal, och stud-
erar det disjunktionsfria fragmentet precis som i avhandlingens konstruk-
tiva del. Antagandet om svag kompakthet bevisas vara vésentligt for att
fullstdndighetssatserna ska gélla.
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1. Introduction

The axiomatization of mathematics over first-order logic has led to the
quest for semantically sufficient sets of axioms from which all valid state-
ments can be proved. Stemming from this original idea, one analyzes
carefully the metatheory and inspects the fragment of logic under con-
sideration to produce the several completeness theorems achieving this.
The aim of this thesis is to present evidence of the interplay between
metatheory and expressive power of the logic for which one is able to
prove a completeness theorem. In particular, how constructivist con-
straints affect the range of completeness results we can obtain, and how
the addition of more powerful axioms to the metatheory becomes a natu-
ral tendency when strengthening the richness of the logic we use. It will,
ultimately, be part of everyone’s choice to find the appropriate balance,
which is not the goal here; instead, we would like to raise awareness
of what seems to be an intrinsic feature of our mathematical investiga-
tions, namely, the lack of a corresponding “theory of everything” that can
join the two worlds we will explore: that of the constructive mathemati-
cian based on intuitionistic logic and that of the classical set theorist,
whose preferred metatheory goes far beyond innocent uses of the axiom
of choice, and actually delves into the upper attic of Cantor’s paradise,
adopting large cardinal axioms which seem more and more natural.

The attention of the reader should not be distracted with the (nec-
essarily) technical details of the thesis, but should rather focus on the
general aim of trying to search for the most convenient axiomatization of
current mathematics, one which is able to keep all the essential features
of every proposal, but gives a more unifying, combined picture. The
significance of the results here obtained should not be judged by their
usefulness/uselessness, but rather by the role in this overall example of
the problem that supposes merging two different points of view regard-
ing mathematical practice. Perhaps the best way to consider them is
adopting a relativistic point of view, which can change with the circum-
stances, sometimes in an unnoticed way. In fact, the transition from
constructivism to classical non-constructive settings has been presented
in as smooth a manner as possible, to have at least a taste of what a
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unifying picture should look like.

One of the background themes around which this thesis evolves is
Joyal’s categorical completeness theorem, presented for the first time in
the seventies, and appearing in [MR77|. Joyal’s theorem is in itself a
proof of the unifying power of categorical language, which allowed him
to combine in a single statement three different completeness theorems:
that of coherent logic, that of first-order classical logic and that of first-
order intuitionistic logic. Our contribution here will be exploiting a bit
further the key features of his proof to obtain a more diverse fan of com-
pleteness theorems, of different types of logics in different metatheories.
This will allow to extend the unification gathering results from construc-
tive model theory to infinitary languages, presenting them as aspects of
this unique categorical construction, casting different shadows according
to the metatheory or the logic one is using to shed some light.

We will describe a constructive version of Joyal’s theorem, from which
several known constructive completeness theorems arise, and study their
strength in some broad constructive reverse mathematical sense, that
is, as equivalences with certain canonical statements over a particular
metatheory which serves as a foundation. This will allow to connect the
existing intuitionistic completeness proofs for intuitionistic logic as well
as to get new completeness theorems. We will also direct our attention
to intuitionistic infinitary logics, obtaining as a product completeness
theorems for this case as well. Unlike classical infinitary logics, whose
related completeness results have been known for decades, the main dif-
ficulty in studying infinitary intuitionistic logics is the huge variety of
non-equivalent formulas that one can obtain. This, as we will show,
begs the introduction of large cardinal axioms appropriate to handle
this unexpected richness that one gets by dropping the excluded middle.

1.1 Summary of results and open problems

The reverse mathematics programme started classically with the work
of Friedman and Simpson, with the goal of identifying statements over
a given axiomatic base which are equivalent in strength. Intuitionisti-
cally it had some developments, although less sharply defined in terms
of formal theories, with the work of Brouwer and Bishop, followed by
Richman, Bridges and Ishihara. It has been known since Henkin that
the completeness theorem for classical first-order theories has, within
ZF, the strength of the Boolean Prime Ideal theorem. In fact, it is not
difficult to see (as will become apparent in the following sections) that
the same is true if we consider intuitionistic first-order theories within
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the same metatheory. The Boolean Prime Ideal theorem is known in
turn to be equivalent within ZF to the compactness of the generalized
Cantor space 2¢ for every set a. Our thesis will consist of studying these
completeness results and their relation to the metatheory when we move
in two different directions. First, when going down to the constructive
metatheory IZF, in which case a statement of completeness for intuition-
istic/classical enumerable theories will be shown to be equivalent to the
FAN theorem, i.e., the compactness of the Cantor space 2¥. Second, we
will enhance our theories under study expressing its axioms in infinitary
logic, and in the metatheory ZFC we will prove that a statement of com-
pleteness for intuitionistic/classical theories of cardinality at most & is
equivalent to the weak compactness of x, which can be defined by say-
ing that the space 2% with the topology generated by initial segments of
length less than k satisfies a generalized compactness property, namely,
every open cover contains a subcover of cardinality less than x. If we
compare this to the constructive result, we see that there is an analogy,
and both cases in which we vary the metatheory and the underlying
theory of study behave in a somewhat similar way. This analogy will
become even more explicit when we consider first-order object theories
which do not contain disjunction as a connective. As we shall see, drop-
ping disjunction will result in the first case dropping the FAN theorem
from the metatheory when we establish the completeness theorem, and
in the second case, dropping the need of the weak compactness of k.
To motivate the necessity of the weak compactness we will study, in
between, the case of propositional infinitary intuitionistic logics, which
does not require any categorical logic and will serve as a pivotal example
that will allow us to smoothly introduce the last part of the thesis.

The results of the constructive part almost do not contain (apart from
metatheoretical equivalents of some completeness theorems) new theo-
rems, but it is rather an organized unified framework where old results
all fit together. The classical part, dealing with infinitary logics, con-
tains new completeness results, that of intuitionistic theories (the study
of classical infinitary logics had already reached an advance stadium in
the monograph [Kar64| of Karp). We prove that a valid sequent (with
respect to Kripke semantics) is derivable from a theory of cardinality at
most k£ within infinitary intuitionistic logic in case x is a weakly compact
cardinal, but we leave open the exact strength within the large cardinal
hierarchy of a cardinal for which one can prove completeness of theo-
ries of cardinality strictly less than s (what in [Kar64] is called weak
completeness).

19



1.2 Papers related to this thesis

The constructive part of the thesis is based on a joint paper with Henrik
Forssell, [FE]. Although the direction in this thesis follows a somewhat
different approach to that of the paper, the content of the first part has
been made possible thanks to the contribution during conversations, and
the ideas of the proofs have been inspired by this fruitful exchange. In
fact, the results which belong completely to the scope of the paper have
been quoted here with the corresponding mention of the author, while
the propositions that are unnamed have been proved with a slightly dif-
ferent approach, but that essentially conveys all the essential features of
the ideas introduced in that paper. The first lemma of the thesis uses
a result of another paper of the author, [Esp16|, which is intended from
the very beginning to show the limitations of the constructive results
that we should be expecting to get, paving the way for the development
of the constructive part of the thesis. Another paper by the same au-
thor, [Espl3| is not explicitely discussed here, but its ideas are lurking
behind some of the reasoning when considering the possibility of getting
intuitionistic proofs of classically valid results.
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Infinitary first-order
categorical logic
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2. Infinitary first-order logic

Systems for classical infinitary propositional and first-order logic have
been described and studied extensively in the monograph [Kar64] with
Hilbert-type systems (see also [MT61]| for a related development with
Gentzen's sequents). Infinitary languages £,y were defined according to
the length of infinitary conjunctions/disjunctions as well as quantifica-
tion it allows. In that way, assuming a supply of k variables to be inter-
preted as ranging over a nonempty domain, one includes in the inductive
definition of formulas an infinitary clause for conjunctions and disjunc-
tions, namely, whenever the ordinal indexed sequence Ay, ..., As,... of
formulas has length less than x, one can form the infinitary conjunc-
tion/disjunction of them to produce a formula. Analogously, whenever
an ordinal indexed sequence of variables has length less than A, one can
introduce one of the quantifiers V or 3 together with the sequence of
variables in front of a formula to produce a new formula. One also stip-
ulates that « be a regular cardinal, so that the length of any well-formed
formula is less than « itself.

It is then a natural question to ask for which of these infinitary
languages one can provide a notion of provability for which a form of
completeness theorem can be proven, in terms, for example, of the ob-
vious Tarskian semantics associated to them. In [Kar64], Karp proves
completeness theorems for the classical logic £ , within a Hilbert-style
system including the distributivity and the dependent choice axioms.
These axioms consist of the following schemata:

1. A— [B — 4]
2. [A=-[B—C]|—[[A— B]—[A—C]]

@

[-B — —A] — [A — B]
Nicald = A > [4 = A
5. [Nica Ail > 4

6. [Vx[A — B] = [A — VxB]]

provided no variable in x occurs free in A;

~

Aj

<o
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7. VxA = S5(A)

where S¢(A) is a substitution based on a function f from x to the
terms of the language;

8. Equality axioms:

(a) t=t
() [Nicati =ti] = [B(to, s tes ) = G(Lh, s by -.2)]

(¢) [Nicati =ti] = [P(to,...,te,...) = P(tg, ...,té, )]
for each o < k, where t,¢; are terms and ¢ is a function
symbol of arity @ and P a relation symbol of arity «;

9. Classical distributivity axiom}

AV v =\ N\ i

i<y j<y fEYT i<y

10. Classical dependent choice axiom:

/\ vﬂ<axﬁaxoﬂpa — Eioz<'yxoz /\ wa

a<y a<ly

provided the sets x, are pairwise disjoint and no variable in x, is
free in v for B < a.

The inference rules are modus ponens, conjunction introduction and
generalization.

In the same way that for finitary languages proofs are finitary objects,
the right metatheory to study formal proofs of infinitary languages is that
of sets hereditarily of cardinal less than . Similarly, G6del numberings of
finitary formulas can be generalized to the infinitary case if one uses (not
necessarily finite) ordinal numbers (see [Kar64]), by considering one-to-
one functions from the symbols of the language into «. It is then possible
to consider Godel numbers of formulas and prove that they correspond
to those sets hereditarily of cardinal less than k that satisfy a precise
ordinary predicate in a certain metalanguage. Moreover, Gédel numbers
of provable formulas must satisfy a precise provability predicate in such
metalanguage.

IThroughout this work the notation o for ordinals «, 8 will always denote
the set of functions f : 8 — «, and should not be confused with ordinal
exponentiation.
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The development of [Kar64] is classical, that is, the infinitary sys-
tems considered formalize infinitary classical logic. Intuitionistic sys-
tems of infinitary propositional logic using countable many conjunctions
and disjunctions was studied in [Nad78|. Our purpose here is to study
systems for the intuitionistic general case, together with corresponding
completeness theorems.

2.1 Infinitary first-order systems

Let x be an inaccessible cardinal (we consider w to be inaccessible as well,
so that our account embodies in particular the finitary case). The syntax
of intuitionistic s-first-order logics Ly , consists of a (well-ordered) set
of sorts and a set of function and relation symbols, these latter together
with the corresponding type, which is a subset with less than x many
sorts. Therefore, we assume that our signature may contain relation and
function symbols on v < k many variables, and we suppose there is a
supply of x many fresh variables of each sort. Terms and atomic for-
mulas are defined as usual, and general formulas are defined inductively
according to the following:

Definition 2.1.1. Let x be an inaccessible cardinal. If ¢, ¥, {¢q : @ < v}
(for each v < k) are formulas of L, ,, the following are also formulas:

/\a<7 Da, \/a<v ba, ¢ = VU, VacyTa@ (also written Vxy¢ if x, = {x :
a <7}), JacyTad (also written Ix,¢ if x, = {za 1 @ < 7}).

The inductive definition of formulas allows to place them in hierar-
chies or levels up to x. Formulas in a successor level are built using
the clauses of the definition from formulas in the previous level, while
at limit levels one takes the union of all formulas in all levels so far de-
fined. Proofs by induction on the complexity of the formula are proofs
by transfinite induction on the least level of the formulas.

The infinitary systems that we will use in categorical logic for our
purposes have all the rules of finitary first-order logic, except that in the
case of Ly, ,, we allow infinite sets of variables as contexts of the sequents.
Since the variables of each sort are assumed to in correspondence with
(the elements of) k, each subset of variables comes with an inherited
well-order, which we will assume as given when we quantify over sets of
variables. There are two special types of formulas that one can consider.
One is the class of k-regular formulas (see [Mak90]), which are those
build of atomic formulas, k-conjunctions and k-existential quantification.
Adding k-disjunction results in the class of x-coherent formulas, which
we shall introduce in more detail later.
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We use sequent style calculus to formulate the axioms of first-order
logic, as can be found, e.g., in [Joh02], D1.3. The system for r-first
order logic is described below. Its key feature and the difference with
the system of Karp essentially resides, besides being an intuitionistic
system, in the introduction of the transfinite transitivity rule, which, as
we shall see, is an intuitionistic way of merging the classical distributivity
and dependent choice axioms. The intuitive meaning of this rule will be
further explained after the following;:

Definition 2.1.2. The system of axioms and rules for s-first-order logic
consists of

1. Structural rules:
(a) Identity axiom:
Pbx ¢
(b) Substitution rule:

¢
¢ls/x] Fy ¥ls/X]

where y is a string of variables including all variables occur-
ring in the string of terms s.

(c) Cut rule:

Plxtp Yyl
Phx b
2. Equality axioms:
(a)
Threz=2x

(b)
(x=y)AN¢ bz dly/x]

where x, y are contexts of the same length and type and z is
any context containing x, y and the free variables of ¢.

26



3. Conjunction axioms and rules:

N\ i Fx ¢;

1<y

{o Fx Yiticy
¢ Fx \ v

1<y

for each cardinal v < k;

< Prx0

o< YN

4. Disjunction axioms and rules:

¢jx \/ ¢

1<y

{¢Z l_x 9}i<’y
\/ i bx 6

1<y
for each cardinal v < k;
5. Implication rule:
AP X0
obFxtp— 0
6. Existential rule:
¢ bFxy ¥
JypFx ¢

where no variable in y is free in .

27



7. Universal rule:

¢ Fxy
¢ Fx Yy

where no variable in y is free in ¢.

8. Transfinite transitivity:

drby, | Txedy  B<yfeA
geVvBtlglg=f

or Hy, N\ ¢p. B <7, limit B, f €47
a<f

Pp by, \/ EI,6’<’Yxf|ﬂ+1 /\ ¢f|5

feyy B<y

for each cardinal v < k, where y; is the canonical context of
¢, provided that, for every f € ¥°*1 FV(¢;) = FV(¢y,) Uxys
and xy, N FV(¢y,) = 0 for any 8 < 7, as well as FV(¢y) =
Ua<p FV(dy,) for limit 3. Note that we assume that there is a
fixed well-ordering of v7 for each v < k.

In this formulation the double line indicates a bidirectional rule. Note
that in full infinitary first-order logic we can dispense with the use of
sequents and treat ¢ by 1 as simply Vx(¢ — ). Conversely, any formula
¢(x) can be interpreted as the sequent T Fx ¢, thereby obtaining a
translation with Hilbert style systems.

The transfinite transitivity rule can be understood as follows. Con-
sider =7, the y-branching tree of height ~, i.e., the poset of functions
f: B8 — v for B < with the order given by inclusion. Suppose there is
an assignment of formulas ¢ to each node f of y=7. Then the rule ex-
presses that if the assignment is done in a way that the formula assigned
to each node entails the join of the formulas assigned to its immediate
successors, and if the formula assigned to a node in a limit level is equiv-
alent to the meet of the formulas assigned to its predecessors, then the
formula assigned to the root entails the join of the formulas assigned to
the nodes in level ~.

In full first-order logic the transfinite transitivity rule can be replaced
by the axiom schema, for each v < k:

28



N Vyr | ¢r— \ X, B,

feyB.B<y geVvPtlglag=f

A A\ Vys | 65 < N ¢,

B<~, limit B,f€vyP a<f

Fyo @0 =\ FsrXsinn N 5150

feyy B<y

There are two particular cases of the transfinite transitivity rule
which are of interest:

1. Distributivity rule:

drbx \/ ¢y B<vfeN
geVP Tl glg=f

of - N\ ¢p. B <7, limit 8, f €47
a<f

Pp Fx \/ /\ Pfls

feyy B<y

for each v < k (we assume that there is a fixed well-ordering of v
for each v < k).

2. Dependent choice:

b Fys Xpp1dp41 B <7

¢p Hrys N\ ¢a B <7, limit B
a<f

Pp Fyy a<y X104

for each v < K, where yg is the canonical context of ¢g, provided
that, for every f € 711, FV(¢;) = FV(¢g,) Uxy and xp,., N

FV(gbﬂﬁ) = () for any 8 < v, as well as FV (¢5) = Ua<5 FV(gbﬂa)
for limit S.
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Again, if implication is available in the fragment we are consider-
ing, we can instead replace the distributivity rule by an axiom schema
expressible with a single sequent, for each v < k:

A o5 = AV

fevs,B<y gevPtl glg=f

A /\ Of /\¢f|a Fx ¢p — \/ A¢f|ﬁ

B<, limit 8, fey? a<p fevy <y

In turn, the rule of dependent choice has as a particular case the rule
of choice:

¢ Fx [\ Ixadp

B<y

¢ Fx Fp<rxs [\ o5

B<y

where the xg are disjoint canonical contexts of the ¢3. This can be seen
by applying dependent choice to the formulas 3 = ¢A /\a</3 ¢a+1- From
this rule one can also derive Frobenius axiom:

¢ A3y Fx Iy(dAY)
where no variable in y is in the context x.

Lemma 2.1.3. All instances of the classical distributivity aziom.:

AV v A i

1<y j<vy feyri<y

are derivable from those of the axiom schema:

A o5 = AV

fevs,B<y gevPtl glg=f

A /\ O < /\be\a Fx ¢g — \/ /\¢f\ﬁ

B<ry, limit 8,fe~B a<p feyr B<y
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Proof. Assign to the nodes of the tree v<7 the following formulas: to the
immediate succesors of a node ¢, for f € 7B, assign the formulas Vg,
then set ¢y = T, and ¢y = /\a<5 by, for f € ~% and limit 8. Then the
antecedent of our premise derives the consequent \/ gerBH gla=f ¢g, and
in particular ¢ — Vs, gly=f @g> s0 that applying the distributivity

rule we get \/ re. v ;< Yip(i), as we wanted.
O

Remark 2.1.4. Note that it follows from the classical distributivity law
not only that T Fx ¢ A \/Z-<7 vy — vi<7(¢ A 1;), but also that we have
T Fx Niey(@V b)) = ¢V A, ¥i, which does not generally hold in a
complete Heyting algebra. Indeed, we can write ¢V1; as ¢pV);V_L..., and
an application of classical distributivity shows that this can be rewritten
as a disjunction of three types of disjuncts: /\i<7¢ = ¢, /\l-<7 1; and
disjuncts of the form ¢ A A, £ 1;, and this latter type of disjuncts all
imply ¢.

Also, we prove below that within full first-order logic the dependent
choice schema derives the form of dependent choice schema in [Kar64]:

/\ vﬁ<axﬁzlxa¢a Fx E|oz<’yxoc /\ Yo
a<y a<y

for each v < k, provided the sets of variables x, are pairwise disjoint
and no variable in x, appears in xg for any 3 < .

Note that if universal quantification is available, we can instead re-
place the dependent choice rule by an axiom schema expressible with a
single sequent for each v < «:

N\ Vys (65 — Ixpr16541)
B<y

A /\ VY,B ¢,6’ e /\ ¢a l_y@ ¢@ — Ela<’yxa¢'y~

B<y, limit 3 a<pB
Lemma 2.1.5. All instances of the classical dependent choice axiom:

/\ V5<QX5E|XQ¢O[ Fx EIoz<'yon /\ Ya
a<y a<y

are derivable from those of the axiom schema:

/\ Vys (6p = IXg+108+1)
B<y
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A /\ VY,B (;5,8 A /\ ¢a l_y@ Qb@ — Ela<’yxa¢'y

B<y, limit 8 a<pf

Proof. Suppose that we have /\a<’y Vg<aXgdXato. Define by transfi-
nite induction on v the following formulas: set ¢y = T, ¢gr1 = Yq
if « = B+ 1 is a successor ordinal, and ¢, = /\B<a Yg if o is a
limit ordinal. Then we have T I—yﬁ IXgr1¢p+1, and in particular,
T by, 05 = Fxgr1954+1. Applying generalization and the dependent
choice rule we then get 3o« %o A, <y Ya, as desired. O

There is also a version of the deduction theorem that holds here:

Lemma 2.1.6. Let X be a set of sequents and let v be a sentence. If the
theory XU{T F ~} derives the sequent ¢ Fx 1), then the theory ¥ derives
the sequent ¢ N\~ tFx 1.

Proof. Straightforward induction on the length of the derivation. O
We are going to need three more fragments to work with:

Definition 2.1.7. The x-Reg, (resp. k-pre-Heyting) fragment is the
fragment of k-coherent (resp. k-first-order) logic that drops the disjunc-
tion V from the language, and hence drops the rules involving it, but
keeps the rule of dependent choice and the ex falso quodlibet axiom
1 Fx ¢). If L and the ex falso quodlibet axiom are also dropped from
the k-Reg, fragment, we get the k-regular fragment.

2.2 k-coherent categories

We will start now the study of the parallel between fragments of infinitary
logics and the corresponding categorical notions. As it is customary in
categorical logic, one considers several fragments of infinitary logic Lo oo
for most of which one can prove completeness theorems in terms of the
usual Tarski semantics. While classical theories over the finite quantifier
fragment of L o can be proved, assuming Grothendieck’s universe ax-
iom, to be complete (see, e.g., [Gre75|), one can also see, as presented,
for example, in [Joh02], that the cartesian, regular and coherent frag-
ments all enjoy such completeness theorems. One notable exception is
geometric logic, the fragment obtained by adding to the coherent frag-
ment arbitrary disjunctions. For instance, there are several examples of
consistent geometric theories which happen to have no set-valued mod-
els. As we shall prove, the only obstacle to obtaining a derivation of 1 in
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such theories is essentially the lack of rules handling infinitary conjunc-
tion and existential quantification, together with appropriate associated
rules. For example, the following geometric theory:

T\ Pua
acwi
for each n € w,
T\ Pua
new
for each o € wy,
PooNP,ghk L

for each n € w and a # B, cannot have set models and yet L cannot be
derived, as it can be proven to be consistent (see [Joh02]).

We will prove that the addition of these extra rules will be enough,
under certain large cardinal assumptions which are in a sense unavoid-
able, to recover set-valued completeness in all cases. Hence, this brings
to consideration a new fragment of infinitary logic which we shall call
infinitary coherent (resp. k-coherent).

Definition 2.2.1. The infinitary coherent (resp. x-coherent) fragment
of full intuitionistic infinitary first-order logic is the fragment of those
sequents where formulas are infinitary coherent (resp. k-coherent), i.e.,
only use A, V/, 3, where the transfinite transitivity rule is restricted to in-
stantiations on infinitary coherent (resp. k-coherent) formulas only, and
where disjunctions and conjunctions are indexed by arbitrary ordinals
(resp. ordinals less than k).

The k-coherent fragment of first-order logic, which is an extension
of the usual finitary coherent fragment, has a corresponding category
which we are now going to define. Following [Mak90], consider a x-chain
in a category C with s-limits, i.e., a diagram I' : v — C specified by
morphisms (hgq : C3 = Cqa)a<p<y such that the restriction I'|g is a
limit diagram for every limit ordinal 8. We say that the morphisms
hg, compose transfinitely, and take the limit projection fzo to be the
transfinite composite of hq41,, for a < 3.

Given a cardinal v < k, consider the tree T'= ~v<7. We will consider
diagrams F' : T°? — C, which determine, for each node f, a family of
arrows in C, {hy s : Cy — C¢lf € v%,9 € ¥ gls = f}. A k-family
of morphisms with the same codomain is said to be jointly covering if
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the union of the images of the morphisms is the whole codomain. We
say that a diagram F' : TP — C is proper if the {hy s : f € T} are
jointly covering and, for limit 3, h¢y is the transfinite composition of
the hy ., r, for @ +1 < 8. Given a proper diagram, we say that the
families {hy ¢ : f € T'} compose transfinitely, and refer to the projections
{hg,0lg € 77} as the transfinite composites of these families. If in a proper
diagram the transfinite composites of the k-families of morphisms form
itself a jointly covering family, we will say that the diagram is completely
proper.

Definition 2.2.2. A k-coherent category is a k-complete coherent cate-
gory with x-complete subobject lattices where unions of cardinality less
than k are stable under pullback, and where every proper diagram is
completely proper, i.e., the transfinite composites of jointly covering x-
families of morphisms form a jointly covering family.

The latter property, which is the categorical analogue of the transfi-
nite transitivity rule, can be considered as an exactness property of Set,
generalizing the property in [Mak90] where the families consisted of sin-
gle morphisms. The transfinite transitivity rule expresses that transfinite
compositions of covering families (in the Grothendieck topology given by
the jointly covering families of less than k-morphisms) are again covering
families; whence its name. It is easy to see that the rule holds in Set,
and in fact in every presheaf category.

k-coherent categories have an internal logic, in a signature containing
one sort for each object, no relation symbols and one unary function
symbol for each arrow, and axiomatized by the following sequents:

Thy Ildx(z) =z

for all objects X (here z is a variable of sort X);
T ke f(z) = h(g(x))

for all triples of arrows such that f = h o g (here z is a variable whose
sort is the domain of f);

Thy3af(z)=y

for all covers f (here x is a variable whose sort is the domain of f);
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T l_:v \/ Hyimi(yi) =T
1<y

whenever the sort A of x is the union of v subobjects m; : A; — A (here
y; is a variable of sort A;);

N @) =2 bpoprery 3z \ 7r(z) = 24
I IeT

Nmi@) =mr(y) by z =y
Iel

whenever there is a x-small diagram ® : I — C, ({Cr}rer, {i : C1 —
Cy)}tir—g) and a limit cone 7 : Ag = @, (77 : C — Cp)rer. Here xy is
a variable of type C7, and x,y are variables of type C.

Functors preserving this logic, i.e., k-coherent functors, are just co-
herent functors which preserve s-limits and k-unions of subobjects, and
they can be easily seen to correspond to structures of the internal theory
in a given k-coherent category, where we use a straightforward general-
ization of categorical semantics, to be explained in the next section.

2.3 Categorical semantics

Categorical model theory techniques explore the study of models in ar-
bitrary categories besides the usual category of sets. Unlike classical
model theory, the logics one uses for this purpose formulate theories
in terms of sequents; the type of theory studied depends on the type
of formula one encounters in these sequents. The theories of the frag-
ments mentioned so far all correspond to specific types of categories. We
have the k-regular categories, which are categories with s-limits, regular
epimorphism-monomorphism factorizations stable under pullback and
where the transfinite composition of epimorphisms is an epimorphism.
A k-Reg, category has in addition a strict initial object, to interpret
1. The k-coherent categories have, in addition to this, stable xk-unions
of subobjects and satisfy the property that the transfinite composition
of jointly covering families is jointly covering. Finally, the x-Heyting
categories have, in addition, right adjoint for pullback functors between
subobject lattices, which makes interpreting universal quantification pos-
sible.
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There is a categorical semantics that one can associate with each type
of category and theory, which is usually defined according to some induc-
tive clauses. Following [Joh02], D1.2, given a category C, for each signa-
ture X of a first order language we can associate the so called Y-structure
within C in a way that generalizes the Set-valued interpretations to all
k-Heyting categories:

Definition 2.3.1. A Y-structure in C consists of the following data:

1. for each sort A of variables in ¥ there is a corresponding object
M(A);

2. for each ~y-ary function symbol f there is a morphism M(f) :
M(Al, ceny Aa, ) = Hz<'yM<Az) — M(B),

3. for each v-ary relation symbol R there is a subobject M(R)
M(Ay, ..., Aq,...), where A; are the sorts corresponding to the in-
dividual variables corresponding to R (which will specify, by defi-
nition, the type of R).

The Y-structure will serve as a setup for interpreting all formulas of
the language considered. Due to the need of distinguishing the context
in which the free variables of the formula occur, for the purpose of a
correct interpretation, we shall adopt the notation (x,¢) to represent
a term/formula ¢ whose free variables occur within x = x1,...,Zq, ...
We now define the interpretation of such formulas by induction on their
complexity:

Definition 2.3.2. Given a term in context (x, s) of a r-first order theory,
its interpretation [x, s] within the x-Heyting category C is a morphism
of C defined in the following way:

1. If s is a variable, it is necessarily some x;, and then the correspond-
ing morphism is [x, z;] = m; : M (Ao, ..., Aa, ...) = M(A;), the i-th
product projection.

2. If sis a term f(tg, ..., tq,...), where each term t,, is of type Cy, its
interpretation is the composite:

(Ix,tol,---.[x,ta],--.) M(f)

M(B)

M(Ag, ..., Aa, ...) M(Cy, ..., Ca, ...)

The interpretation in C of the formula in context (x,¢), where x =
x0...Tq... and x; is a variable of sort A4, is defined as a subobject [x, ¢] —

M(Ay, ..., Aq, ...) in the following way:
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1. If ¢ is the formula R(to,...,tqs,...), where R is a 7-ary relation
symbol of type By, ..., Ba, ..., then [x, ¢] is given by the pullback:

[x, ] M(R)

M(Ao, ey Aas ) ([x,t1],--[x,tal,--)

M(Bq, ..., Ba,...)

2. If ¢ is the formula s =t where s,t are terms of sort B, then [x, ¢]
is the equalizer of the arrows:

[x,s]
— T
M(Ags s Ay, ) M(B)
-
[x.t]

Equivalently, [x, ¢] is the pullback of the diagonal M (B) — M (B)x
M (B) along the morphism ([x, s], [x, t]).

3. If ¢ is the formula \/, . ;, then [x, ¢] is the union \/,_. [x, 4] in
Sub(M (Ao, ..., Aa, ...)). If ¢ is the formula A, 9, then [x, @] is
the intersection /\KV[[X,W]] in Sub(M (Ao, ..., Aq,...)). Similarly,
if ¢ is the formula —), the corresponding subobject is =[x, 1].

4. If ¢ is the formula (Jy)v, then [x, @] is the image of the composite:

[xy, Y] M (Ao, ..., Ag, ..., B) ——= M(Ay, ..., Aq, ...)

where 7 is the projection to the first «v coordinates. Equivalently,
this amounts to applying the left adjoint to the pullback functor
7=t Sub(M(Ag, ..., Ag, ..., B)) — Sub(M(Ay, ..., Aq, ...)).

5. If ¢ is the formula (Vy)y, then [x,¢] can be obtained by ap-
plying to [xy,v] the right adjoint to the pullback functor 7~ :
Sub(M (Ao, ..., Aq, ..., B)) — Sub(M (Ao, ..., Aa, ...)), where 7 is
the projection to the first v coordinates. Implication can be seen as
a particular case of this right adjoint, by considering in Sub(M (Ao, ..., Aq, ---))
the pullback functor pA— : Sub(M (A, ..., Aqa, -..)) = Sub(M (Ao, ..., Aq, ...)).
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Functors between the appropriate categories preserving the corre-
sponding structure correpond to models in the codomain category of the
internal theory of the domain category. Such functors are called con-
servative if they reflect isomorphisms, and hence they reflect also the
validity of formulas in the corresponding models.

One then has:

Lemma 2.3.3. k-coherent logic is sound with respect to models in k-
coherent categories.

Proof. This is straightforward for all axioms and rules, except for the rule
of transfinite transitivity. But here the proof is the natural generalization
of that of the soundness of dependent choice, presented in [Mak90] for -
regular logic. Let Sy, be the product of the sorts assigned to the variables
in ys in the structure within a x-coherent category, and assume that the
premises of the transfinite transitivity rule hold there. We must show
that the conclusion holds. We can also assume, without loss of generality,
that:

(bg l_}’g ¢f
for each g € vA*1, glg = f; otherwise we can take, for each f € A8

v =N 5.

a<lp

which, using the law ¢ AV, i = V(¢ A1) as well as Frobenius
axiom can be seen to satisfy the premises of the rule as well, and both
this form of distributivity and Frobenius axiom hold in any k-coherent
category because k-unions and covers are stable under pullback.

Let mq : Co — Sy, be the monomorphism representing the subobject
[yf,¢¢]. The assumption we have provides arrows:

hg’f : Cg — Cf

for g € HAF1, glg = f, and by interpreting the premises of the rule it
follows that the arrows:

{he.slg € "M gla = £}

form a jointly covering family. For a fixed f € 47 and limit 3, the limit
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of the diagram formed by the Cy|, for a < j is given by the intersection
in the subobject lattice of Syf‘ﬁ of the pullbacks of each m, along the
projections 7y, r|, SYf'B — Syfm' This intersection is in turn given by
the subobject:

Cily = N\ 710 = Svy,

a<f

By the property of the r-coherent category, the arrows C, Pl Cy for
f € ~7 form a jointly covering family whenever 3 is a limit ordinal, and
the interpretation of conclusion of the rule is precisely this statement for
the case 8 = . This proves the soundness of the rule. O
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3. Categorical completeness

3.1 Syntactic categories

The development of syntactic categories for infinite quantifier logics fol-
lows precisely the same pattern as the finitary case, except that instead
of finite contexts for the objects of the syntactic category of a theory
over such logic, we allow arbitrary sets of variables of cardinality less
than k, following, e.g., [Mak90].

Given a k-coherent theory T, we explain how to define, following
[Joh02], D1.4, and [Esp], its syntatic category Cr and a categorical model
M inside it, in such a way that a formula in T will be provable if and
only if its interpretation in Cr is satisfied by the model My. Formulas
shall be considered in suitable contexts, which are (possibly empty) sub-
sets of variables of cardinality less than x containing the free variables of
the formula. We will say that two formulas in context (x, ¢), (y,v) are
a-equivalent if the second has been obtained from the first after renam-
ing the bound variables of ¢ and the variables in the context (some of
them appearing as free variables in ¢). We take the objects of Cr to be
the a-equivalence classes of formulas (x, ¢). To describe the morphisms,
consider two objects [x, ¢], [y, 1], and assume, without loss of generality,
that their set of variables x,y are disjoint. Consider now a formula 6
that satisfies the following conditions:

a) Its free variables are amongst xy.
b) The following sequents are provable in T:

0(x,y) Fxy &(x) A Y(y)
P(x) Fxy Fy(0(x,y))
O(x,y) NO(x,2/y) Fxyz (¥

\_/

Define now the morphisms between [x, ¢] and [y, ] to be the provable-
equivalence class of all those formulas of T that satisfy conditions a) and
b) above.
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The idea behind this definition is to allow only those morphisms that
are exactly needed for our purposes. More precisely, the first formula
in condition b) restricts the interpretation [0(x,y)] in any model to be
a subobject of [¢(x) A ¢ (y)], while the last two formulas imply, if the
category has finite limits, that it will be the graph of a morphism from
[o(x)] to [ (y)]. Because of the particular construction of the category
Cr, this says exactly that the class [xy,0(x,y)] is a morphism from
[x, ¢(x)] to [y, (y)]-

The composite of two morphisms:

i, ¢ 22D 1y ) Y2 [

is defined to be the class [xz,3Jy(6 A J)]. It can be verified that this
definition does not depend on the choice of representatives 6,0 and that
this morphism so defined satisfies conditions a) and b) above. It can
also be verified that composition of morphisms is associative. Finally,
the identity morphism on an object [x, ¢| can be defined to be arrow:

[xy,p(x)A(x=y)]

%, 4]

[y, o(y/x)]

Again, it is easily checked that this morphism satisfies condition a) and b)
and that it is the unity for composition. Also, note that these definitions
do not depend on the choices of representatives in each class. This makes
Cr a small category.

Our goal is to relate syntactical provability in T with semantic valid-
ity in the categorical model Mt to be defined. One aspect of this relation
is given by the following lemma, which highlights the syntactical prop-
erties of Cr:

Lemma 3.1.1. 1) A morphism [xy,0] : [x,¢] — [y,v] is an isomor-
phism if and only if [yx,0] : [y, ¥] — [x,¢| is a valid morphism in Cr
(i.e., it satisfies conditions a) and b) of the definition of morphism,).

2) A morphism [xy,0] : [x,¢] — [y, ¥] is a monomorphism if and only
if the sequent 0(x,y) A 0(2,y) Fxyz X = z) is provable in T.

3) Every subobject of [y, @] is isomorphic to one of the form:

[YA(x=Y)]

[x, ¢] v, ¢l

where 1 is such that the sequent Y(y) by ¢(y) is provable in T. More-
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over, any two subobjects [y, ], [y, n] in Sub([y, ¢]) satisfy [y, ] < [y, n]
if and only if the sequent Y (y) by n(y) is provable in T.

Proof. To prove 1), suppose [yx, 6] is a valid morphism from [y, ] to
[x,¢]. Then it can be easily checked that [yx, 6] itself is an inverse for
[xy, 0]. Conversely, if [xy, 0] : [x, 9] — [y, ] has an inverse [yx, §] (which
is a valid morphism), then it can be verified that # and § are necessarily
provable equivalent in T, from which the result follows.

To prove 2), construct the kernel pair of [xy,0] : [x,¢] — [y,v],
which, using the construction of products and equalizers, can be verified
to be the class [xz, Jy(0(x,y) AO(z,y))]. Then, as can be easily checked,
the provability of the stated sequent is equivalent, by 1), to the fact that
the diagonal morphism from [x, ¢] to this kernel pair is an isomorphism,
which is in turn equivalent to the fact that [xy, 6] is a monomorphism.

Finally, suppose we have a monomorphism [xy, 0] : [x,9] — [y, ¢].
By 1), the morphism [xy, 0] : [x,%] — [y, Ix0(x,y)] is an isomorphism.
Then, composing its inverse with the original monomorphism we have a
subobject of the stated form, where ¢ (y) is the formula 3x6(x,y). Now,
two subobjects [y, ], [y,n] of [y, @] satisfy [y,¢] < [y,n] if and only
if there exists a monomorphism [y, ] »— [y, n], which by the previous
argument must have the form [/ A (x = y)] : [x,¢'] — [y, n] for some
', But then, since v and 1)’ must be provable equivalent, this is a valid
morphism if and only if the sequent 9 (y) -y 7(y) is provable in T. This
completes the proof of 3). O

To construct the desired model My in the syntactic category of T,
note that there is a natural X-structure assigning to the sort A the for-
mula [z, T| where x is a variable of sort A, and to the relation symbols
R over variables x = 1, ..., 24, ... of sorts A ..., A, ... respectively, the
subobject [x, R(z1, ..., Zq,...)] = [x, T]. We have now finally gotten to
the important relationship between syntactic provability and semantic
validity in Mr:

Proposition 3.1.2. The sequent ¢(x) Fx ¥(x) is satisfied by the -
structure M if and only if it is provable in T. Consequently, a formula
n(x) has full extension in My if and only if it is provable in T.

Proof. By definition, the stated sequent is satisfied by Mry if and only
if the corresponding subobjects in the interpretation satisfy [x,¢] <
[x,v]. By the construction of My, a straightforward induction on the
complexity of ¢ proves that the interpretation [x,¢] is the subobject
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[x,¢] — [x,T]. For example, the base of the induction corresponds
to the verification of this property for atomic formulas. If [x, ¢] is the
formula [R(z1,...,Zq,...] (which in the described interpretation has a
sort corresponding to [z1,...,Zq,..., 1]), the interpretation [x,¢] is by
definition the pullback of [R(z1,...,%q,...)] — [Z1,...,Zay..., T] along
[€1, ...y Tay ..., T], that is, it is precisely the subobject [R(x1, ..., Za, ...)] —
[T1, ooy Ty ooey 1] If [, @] is the atomic formula z = 2/, the sort of the
variables x, 2’ correspond to [y, T| and hence, by definition, the interpre-
tation [x, @] is the equalizer of [z, z], [2/, 2] : [xa’, T| — [y, T], that is,
the subobject [z2/, x = 2] — [z, T|. Similarly, the rest of the cases of
the induction process can be carried out.

Therefore, the assertion [x, ¢] < [x,] is equivalent to the fact that
the two subobjects [x, @], [x, ] of [x, T| satisfy [x, ¢] < [x,], which, by
Lemma 3), is in turn equivalent to the fact that ¢(x) Fx ¥(x) is
provable in T. O

Proposition [3.1.2] says in a way that the model My reflects all syn-
tactical relations in the theory T; therefore, the analysis of categorical
properties of Mt will reveal facts about provability in T.

We now have:

Proposition 3.1.3. If T is a k-coherent (resp. k-Heyting) theory, then
Cr is a k-coherent (resp. k-Heyting) category.

Proof. To prove Cr has k-limits it suffices to prove it has k-products
and equalizers. As the product of y-many objects [X;, ¢;]i<y (Where the
x; are assumed to be disjoint) we can take the class [, xi, A\, ¢i]
together with the projections indicated below:

[z 0]

[Ui<—y Xi, /\i<’y il [X37 5]

Uiy x5 Ay <y A=)

Given morphisms [sz’.,Oj], the induced morphism into the product is
given by the class [z U (U, i), A;<, 6;], since it can be easily verified
that this is the only morphism that makes the diagram commute.

For the equalizer of a parallel pair of morphisms [xy, ], [xy, d], we
take:
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[x'x,3y (OASA(X'=x))] —
X, Iy (0(x',y) A O(x,y))] —— [x, ¢]
A —
| [va(ﬂ
|
|
el fa1]
|
|
|
2, X]

and the universal property is satisfied with the indicated induced mor-
phism. This proves that Cr has k-limits. Note as well that there is an
initial object given by [{}, L], and a terminal object given by [{}, T].

To prove that the category has image factorizations, given a mor-
phism [xy, 0] : [x, ¢] — [y, ¢] we take its image as the subobject [y, 3x(0)]
[y, ). In particular, [xy, 6] is a cover if and only if the sequent ¥ (y) -y
Ix6(x,y) is provable in T. Then, from the construction of limits above,
it can be verified straightforwardly that covers are stable under pull-
backs. To prove the category has unions, take subobjects [x, ¢;|i<~y of
[x, ¢] and define their union to be [x,V,_, ¢i].

The validity of the transfinite transitivity property is proven using the
transfinite transitivity rule, the construction of limits and the fact that
([xiy, 0] : [xi,¢i] = [y,v])icy are jointly covering if and only if the se-
quent Y(y) Fy \/K,y Ix;0;(xi,y) is provable in T. It is necessary to com-
pute the limit of a k-chain ([Xa+1Xa,0a] 1 [Xat1, Pat1] = [Xas Pal)a<y-
This can be computed using the construction of limits with products
and equalizers; in this case, one can verify that the limit of such a chain
reduces to compute the equalizer of the following diagram:

[XX’,/\a<’Y ¢>a/\/\a<»y x&:z/a]

"’/\

/
[X7 /\a(fy ¢Ol] \—/? [X 9 /\a<'y ¢a]
X", A<y Par Ny Wat10(Yat1,06) AYat1=Ta+1]
where x = xg,...24,.... From this construction and the construction

of equalizers in the syntactic category we can derive the sequent that
expresses that the transfinite composition of jointly covering families are
jointly covering, and verify that the sequent is provable within the theory
making use of the transfinite transitivity rule.
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Finally, if the theory is xk-Heyting, to construct universal quantifica-
tion along a morphism [xy, 0] : [x, 9| — [y, ], take a subobject [x,n] of
its domain, in the canonical form given in Lemma 3). Then define
Vixy,0]([x,7]) to be the subobject [y, A Vx(0 — n)] of [y,]. It follows
from Lemma 3) that this works.

This concludes the proof. O

We now get:

Corollary 3.1.4. If k is any inaccessible cardinal, k-coherent (resp. k-
Heyting) theories with respect to models in k-coherent (resp. k-Heyting)
categories.

Remark 3.1.5. We will see later than when establishing the complete-
ness with respect to models in Set, we need to ask a large cardinal
property (weak compactness) to hold for &.

3.2 Morleyization and exploding models

The internal x-coherent theory of a, say, k-Heyting category can alterna-
tively be described by a different axiomatization, which will be simpler
for our purposes. Following [Joh(02], where the process of rewriting of a
classical first-order theory as an equivalent coherent theory is referred to
as “Morleyization”, we will also call “Morleyizing” a theory, in general,
rewriting it into a theory in a less expressive fragment. From a cate-
gorical viewpoint (as opposed to the standard syntactic point of view),
the syntactic category Cr of, for example, an intuitionistic x-first-order
theory T which is a k-Heyting category, is also a k-coherent (resp. k-
regular) category, and thus Cr has an internal x-coherent theory (resp.
internal k-regular theory), which we refer to as “the theory of k-coherent
(resp. k-regular) models of T”, (its “Morleyization” T™). As we will
see below, the theory and its Morleyization have equivalent syntactic
categories:

C’JI‘ ~ C'H‘m

Although for classical k-first-order theories, the k-coherent Morleyization
will have the same models in all Boolean k-coherent categories, in general
when Morleyizing a k-first-order theory to a k-coherent one (or a k-
coherent theory to a k-regular one), this is not the case, but there still
some gain in considering the category of models of the Morleyized theory,
as Joyal’s theorem will show.
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Definition 3.2.1. The theory of k-regular ((i)—(iv) below) and the the-
ory of k-coherent ((i)—(v)) models T of a k-first-order (resp. k-pre-
Heyting, k-coherent) theory T over a signature ¥ is defined as follows:
its signature ¥™ extends ¥ by adding for each k-first-order (resp. k-pre-
Heyting, x-coherent) formula ¢ over ¥ with free variables x the relation
symbol Py(x); then T™ is the theory axiomatized by the following ax-
ioms:

(i) Py Ak« ¢ for every atomic formula ¢
(i) Py Fx Py for every sequent ¢ b ¢ provable in T;
(iii) P/\l_<7 i Tx Nicy Poys
(iv) Pay.g x Jy. Py;
V) Py, o x Viey Poi-

The theory of k-regular models of a xk-Reg| theory is defined simi-
larly; alternatively (since we are only discarding 1) we could also treat
1 as a propositional variable and add the axioms

1o

for all formulas [x, ¢] in context. The case for the positive /ﬁ—coherentﬂ
Morleyization of a k-coherent theory can be treated analogously.

Definition 3.2.2. We will say that a k-regular (resp. positive k-coherent)
model of a k-Reg, (resp. k-coherent) theory is possibly exploding, and
make the convention that such a model is exploding if it assigns L the
value true.

Note that since Py -5 Py, in T if and only if ¢ - ¢ in T, if s-regular
theories are complete for Set-valued models, then xk-Reg,; theories will
be complete for modified (i.e., possibly exploding) Set-valued models.
Incidentally, any model of T™ that assigns | the value true must be
inhabited, since (L +3z. 2z =x) € T™.

In the case Kk = w we can constructively prove the following:

Lemma 3.2.3. (IZF) The functor F : Cyr — Crm sending a formula
in context [x, ] to [x, Py has a pseudoinverse, that is, is part of an
equivalence of categories.

IThe fragment which results after discarding L.
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Proof. The axioms for the Morleyization allow to find for each formula in
context [x, 1] over X™ a provably equivalent formula of the form P , and
over the same context. Indeed, those axioms are precisely the inductive
clauses of a proof by induction on the complexity of the formula that
every ¢ is provable equivalent to a formula Py for a fixed formula ¢.
The base of the induction (the case of atomic 1) is handled by item (i),
which entails that Py Fx 1. If ¢ = /\i<'y ¢; or P = Vi<7 ¢i, we know by
inductive hypothesis that there are formulas ¢4, such that each P " is
provable equivalent to ¢;, and then the use of clauses (iii)—(v) allow to
prove that we can take ¢y = A\, ¢y, or ¢y =\, Py, respectively.
Similarly, if ¢ = Jy. ¢ we use clause (iv). This procedure provides hence
a choice function from formulas over ¥™ to formulas over Y.

There is a functor G : Crm — Cp which assigns to an object [x, )]
the formula in context [x, ¢y, and to a morphism [xy, 6] the morphism
[xy, ¢g]. This latter is a valid morphism because ¢y is provably equivalent
to 6, which is functional. The functor can also be seen to be the desired
pseudoinverse. Indeed, we have on one hand GF = Idg,; on the other
hand, we can see that there is a natural isomorphism FG ~ Idc,, which
just assigns to [x,1)] the object [x, ¢y]. Then the naturality conditions
reduce to note that 6 is provable equivalent to a formula P, for any
6. O

3.3 Syntactic sites

The syntactic categories for fragments of -first-order logic can be equipped
with appropriate Grothendieck topologies in such a way that the corre-
sponding sheaf toposes are conservative models of the corresponding the-
ories. Given a k-regular category, we can define the x-regular coverage,
where the covering families are all singletons f where f is a cover. Sim-
ilarly, for a k-coherent category we can define the x-coherent coverage,
where the covering families are given by families of arrows f; : A; — A of
cardinality less than s such that the union of their images is the whole
of A (in particular, the initial object 0 is covered by the empty fam-
ily). We can also find (see [BJ98|) a conservative sheaf model given by
Yoneda embedding into the sheaf topos obtained with the k-coherent
coverage. As proven in [BJ98|, the embedding preserves k-unions and
k-intersections, as well as any Heyting structure that might exist in C.
To highlight the fact that images and unions are stable under pullback
is crucial, we prove the following lemma, which can be regarded as a
generalization of the result corresponding to the finitary case:
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Lemma 3.3.1. Given a k-coherent (resp. k-Heyting) category C with
the k-coherent coverage T, Yoneda embedding C — Sh(C,T) is a conser-
vative k-coherent (resp. k-Heyting) functor and Sh(C,T) is a k-Heyting
category.

Proof. By [MRTT], Proposition 3.3.3, we know that all representable
functors are sheaves for the k-coherent coverage, since the fact that the
union of the images of the arrows in a covering family over A is the whole
of A is equivalent to the fact that the family is effective epimorphic, and
this is precisely the sheaf condition on representable functors. Also, in
case C is k-Heyting, the embedding preserves universal quantification as
shown in [BJ98|, Lemma 3.1. Yoneda embedding preserves limits, and
limits of sheaves are computed as in presheaves, so it remains to prove
that it preserves images and k-unions. Given a cover f : A — B, we
need to prove that [—, A] — [—, B] is a sheaf epimorphism, i.e., that it
is locally surjective. For this it is enough to find a covering family over
each object C that witnesses the local surjectivity. Given an element g
in [C, B], we can simply form the pullback of f along g, obtaining thus
a covering family over consisting on the single arrow ¢*(f) which will
clearly witness the local surjectivity.

The argument for the preservation of unions is similar: given the
union \/; . A; of subobjects f; : A; — B we need to show that [, \/, . A;]
is the union of the sheaves [—, A;] . Given an object C' and an ele-
ment g in [C,V/,;_, Ai], the pullbacks along g of fj : 4; — \,, A;
give a covering family {¢*(f/) : Pi — C}i<y with the property that
9.9%(f!) € [P, \/z<7 i] belongs to [P;, A;], which is enough to guarantee
that [—,\/,_, A;] is indeed the union of the [—, A;].

Finally, we show that the sheaf topos is a k-coherent category by
proving that the transfinite transitivity property holds in Sh(C, 7). To
this end, suppose we have a family of sheaves {S; : § < 7, f € ~B }
satisfying the premises of the transfinite transitivity property, that is,
that {S;, — Sy : g € v**1,g|s = f} form a jointly covering family and
that Sy, = lima<pg Sy, for limit 3. Then given ¢ € Sy(C) we define by
transfinite recursion a covering family {Cy — C : 3 < v, f € 7%} such
that, given f € 77, c.f € /\oc<7 St1.(C) for some f; € 77, witnessing
that {A,<, Sf, — Sp: f €77} is a jointly covering family. In fact, the
covering family over C will be such that for any fixed g < ~ we will have
that {Cy — C : f € v%} is a witness of the joint covering of the sheaves
{S;: f €7}, that is, given f € 47 we will have c.f € Sy,(C) for some
fier’.

Supposing that {Cy — C: g < p, f € 77} has been defined, we show
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how to define the family at level u. If u is a successor ordinal = a+ 1,
we have by inductive hypothesis a covering {C;y — C : f € v*} such
that, given f € 7%, c.f € S (C) for some f; € ¥v*. Then, because
{8y = Sf, : g € ¥*,gla = fi} is jointly covering, we can find a covering
{hgs, : Cg = Cy, 1 g € ¥, gla = fi} such that, given g € +*,glo = fi,
c.g = (c.fi)-hgs, € Sy;(C) for some g; € v#. This extends, by transitivity,
the definition of the covering family to level p. If p is a limit ordinal
and f € v#, we simply take Cy to be the limit of the diagram formed
by Cy, : a < p. Then clearly, given f € v#, c.f € /\a<u Syl for some
fr € v*. This finishes the recursive construction of the family over C
and proves the transfinite transitivity property for the sheaves.

O
We get immediately:

Corollary 3.3.2. If k is any inaccessible cardinal, k-first-order theories
are semantically complete for models in k-Heyting Grothendieck toposes.

3.4 Beth and Kripke models

Let X be a first-order signature. Assume without loss of generality that
¥ is relational, that is, without function or constant symbols. From now
on we will implicitely assume that our theories are single-sorted, for the
sake of simplicity. For our purposes, the following definition of modified
Beth model (i.e., one admitting nodes forcing L) will suffice:

Definition 3.4.1. A Beth model for pure k-first-order logic over X
is a quadruple B = (K, <,D,lF), where (K, <) is a tree with a set
B of branches (i.e., maximal chains in the partial order), D is a set-
valued functor on K and the forcing relation I+ is a binary relation
between elements of K and sentences of the language with constants
from (J,c g D(k), defined for atomic formulas ¢ with the following con-
dition: if By, denotes the subset of branches containing the node k, then
kElF¢(d) < Vbe B3l € bl > k(I IF ¢(Dyy(d))) and d € D(k). This
definition is recursively extended to arbitrary formulas as follows:

L klIE Ao, ¢i(d) < k- ¢;i(d) for every i <«

2. klIFV,o,¢i(d) < Vbe B3l €bl >k (I IF ¢i(Dyi(d) for some i <
7)

3. kI o(d) = o(d) < VK > k(K F ¢(Dpw(d) = ¥ I
(D (d'))
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4k IF 3xg(x,d) = Vbe Byl e bl >k 3JecC DU I
¢(ea Dkl(d))

5. kIF Vxo(x,d) <= V&' > kVe C Dy /(K IF ¢(e, Dy (d)))

A Beth model for a theory T is a Beth model forcing all the axioms of
the theory. If the clauses for atomic formulas, disjunction and existential
quantification are strengthened by requiring that level(l) = level(k) + «
for a fixed a < k, the Beth model will be called weak.

A Kripke model is a special kind of Beth model none of whose nodes
forces | and where the forcing relation for atomic formulas, disjunction
and existential quantification satisfies the stronger condition level(l) =
level(k):

Definition 3.4.2. A Kripke model for pure first-order logic over X
is a quadruple B = (K,<,D,I+), where (K,<) is a tree, D is a set-
valued functor on K and the forcing relation I is a binary relation be-
tween elements of K and sentences of the language with constants from
Urer D(k), defined for atomic formulas ¢ with the conditions that k ¥ L
and that k IF ¢(d) = [ IF ¢(Dy(d))) for d C D(k), and recursively
extended to arbitrary formulas as follows:

L kIF A, ¢i(d) < kIF ¢;(d) for every i <~
)

2. kI, ¢i(d) < kI ¢i(d) for some i <)

3.k IF ¢(d) = o(d) <= YK > k(K I ¢(Dw(d) = K I
U (Dyrr (d')))

4. kI Ixg(x,d) <= e C D(k)(k IF d(e,d)

5. kIF Vxo(x,d) <= V&' > kVe C Dy /(K IF ¢(e, Dy (d)))

A Kripke model for a theory T is a Kripke model forcing all the
axioms of the theory.

A Kripke model can also be seen categorically as a model on a
presheaf category. That is, if Cy is the syntactic category of the the-
ory, a Kripke model on (K, <) is nothing but a x-Heyting functor F :
Cr — Set”, since such a functor determines the set-valued functor
D = F([z,T]) : K — Set which specifies the underlying domains of
the nodes. In this case the forcing relation is given by k IF ¢(d) for
d € D(k)" if and only if d : [, k] = D™ = F([x, T]) factors through the
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subobject F([x,$]) — F([x, T]), where we use Yoneda lemma to iden-
tify elements of D(k) with natural transformations [—, k] — D. This
definition is precisely the forcing relation for the Kripke-Joyal semantics
in the topos Set”, whence the name Kripke associated to it.

More generally, one can consider Kripke models on arbitrary cate-
gories M instead of the tree K, and it turns out that the semantics of the
Kripke model over M can be recovered in terms of Kripke semantics over
a certain collection of trees. To do that, consider first the poset P which
consists of finite composable sequences of morphisms of M, i.e., chains
Ay — ... > A, in M. One such sequence is below another in P if the
former is an initial segment of the latter. There is a functor £ : P — M
sending each chain to the last object in it and sending any morphism f
of P to the composite of the morphisms of M that are in the codomain
minus the domain of f. Now, given a Kripke model F : Ct — Set™, we
can compose F with the transpose E* : Set™ — Set”, and if this latter
is a conservative k-Heyting functor, this will provide a Kripke model on
P forcing precisely the same formulas as the original model. Finally, the
Kripke model on P can be regarded as a collection of Kripke models on
trees, where the roots of the trees are given by one-element chains. This
construction amounts to build the Diaconescu cover of the topos Set™™
(see e.g. [MM94]). In our case the discussion above shows that for our
purposes it is enough to prove the following, which is a particular case
of section 1.744 of [FS90]:

Lemma 3.4.3. The functor E* : Set™ — Set” is conservative and
k-Heyting.

Proof. The conservativity of E* follows from the fact that F is surjective
on objects and arrows. To prove that it is k-Heyting, the non-trivial part
is proving that it preserves V. For a natural transformation f : FF — G
in Set™ and a subfunctor A of F, we need to show that E*(V;A) is the
same subfunctor of E*(G) as Vg« (5 E*(A). By definition, for any object
pin P and y € E*(G)(p) = G(E(p)), we have y € V.5 E*(A)(p) if and

only if for all arrows [ : p — ¢ in P one has:
E*(f)(GEMD)(y)) € E*(A)(q)

> Va(E(f)q(x) = G(E(D)(y) = =€ E*(A)(q))

= Va(fpe(e) = GED)(y) = =€ A(E()) (1)
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On the other hand, also by definition, for y € G(E(p)) one has y €
Vi A(E(p)) if and only if for all arrows ¢ : E(p) — r in M one has:

FHG(y)) € Alr)

= Va(fr(z) = G(t)(y) = =€ A(r))  (2)

But because the functor F is surjective (both on objects and arrows),
we can find ¢,! € P such that r = E(q) and ¢t = E(l), from which we
deduce that (1) and (2) above are equivalent. Hence, E*V = VE*, as we
wanted.

OJ
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Part 111

Completeness in constructive
settings
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4. Constructive completeness

It has been known since 1957 that completeness theorems for intuition-
istic or classical theories imply non-constructive principles (see this and
related ideas in [Kre62|, [McC94|, [McC08|). This motivated the ques-
tion of what the correct notion of constructive model is. In a classi-
cal metatheory, one works with Tarskian models for classical logic and
Kripke and Beth models for intuitionistic logic. If we wish to work in
a strictly constructive metatheory, however, these semantics cannot be
proven to be complete, and one has to appeal to more general semantics
like locale and topoi models, which seem more suitable. In 1976, Veld-
man proved in [Vel76] that if one restricts to a countable signature, it
is possible to prove the completeness of intuitionistic logic with respect
to a modified notion of Kripke semantics which is classically equivalent
to the usual one, while intuitionistically lies very close to it. As he ex-
plained, to make the completeness theorem constructive, one needs to
redefine the notion of Kripke models and allow for the so called exploding
nodes, in which L (and hence every formula) is forced. In that way one
sacrifices the decidability of a node being exploding, but the resulting
completeness theorem is intuitionistically provable.

More generally, some intuitionistic completeness theorems for both
classical and intuitionistic logic have been proposed later. For the clas-
sical case, one has, e.g., Krivine’s results in [Kri96], which works with a
notion of Tarskian model which is allowed to be exploding in the afore-
mentioned sense. For the intuitionistic case, Friedman has shown that
the introduction of exploding nodes in the Beth models (related to Kripke
semantics) gives as well a fully constructive proof of completeness, with a
metatheory weaker than that of Veldman’s proof. One of the main pur-
poses of this chapter is to present a unifying categorical approach that
proves constructive completeness theorems for classical and intuitionis-
tic first-order logic, as well as for the coherent fragment (see [Joh02]).
We will see that Veldman’s modified semantics is actually a particular
case of sheaf semantics, which confirms the adequacy of sheaf models in
constructive mathematics. On the other hand, our proof of Kripke com-
pleteness, as that of Veldman’s, makes use of the FAN theorem, which
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raises the question of how far one can get in proving completeness of
Kripke semantics constructively and without its use. We present here a
fragment of first-order logic for which the appeal to the FAN theorem
is eliminated. These and related ideas appear in [FE|. Finally, we show
that the size of the signature is a fundamental constraint in Veldman’s
proof.

When we work in a constructive metatheory such as intuitionistic
Zermelo Fraenkel set theory, IZF (an account of this can be found in
[Myh73]), sheaf semantics is a candidate for the “correct” constructive
notion of model. For example, it is shown in [Pal97] that there is a
conservative model of any first-order theory in the category of coherent
sheaves on its syntactic category. In a category-theoretic formulation, if
C is a small Heyting category, then the Yoneda embedding

y:C— Sh(C,K),

where K is the coherent coverage (finite covering families), is a con-
servative Heyting functor. As we shall see, this sheaf topos is essen-
tially the same as a particular modified Beth model which encodes all
the information of the topos into a tree structure. But the sheaf topos
can also be made more reminiscent of Kripke semantics if one consid-
ers instead an embedding into a presheaf category, which is essentially
the same as working with Kripke models. However, the passing from
sheaves to presheaves is done at the expenses that the proof becomes
non-constructive.

As explained in [MRT7], Joyal’s completeness theorem provides this
embedding in the form of an evaluation functor:

ev : C — SetMede(©)*”
where Mod,(C) is the category of coherent models of C, and this new
functor ev factors through y. As we shall prove, when the signature is
countable and the theory is semi-decidable, one can make the complete-
ness proof constructive by replacing the presheaf category with a sheaf
model Sh (Modf (C), E), where the underlying category of the site differs
from Mod.(C) just in that it also includes exploding models, and where
F is an appropriate “exploding” topology. Classically, Sh(ModCE (C), E)
and SetMede(©)™ will be equivalent categories. Constructively, though,
the topos Sh(Moch(C),E) will be essentially the same as Veldman’s
universal modified Kripke model (see [Vel76]).

We cannot relax the hypothesis on the size of the signature while
remaining constructive. Indeed, we have:
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Lemma 4.0.4. The completeness theorem for modified Kripke semantics
for full first-order logic is unprovable in IZF.

Proof. Since classically modified Kripke semantics is just the usual Kripke
semantics, the completeness of the former (MKC) is classically equivalent
to the completeness of the latter (KC). On the other hand, adding to IZF
the law of excluded middle (LEM) one gets ZF. Hence, if MKC was deriv-
able in I[ZF, we would have ZF=1ZF+LEM=IZF+MKC+LEM=Z7ZF-+KC,
that is absurd since ZF+KC implies BPI (see [Esp16]), which is known
to be independent of ZF (see, e.g., [JecT3]). O

4.1 Joyal’s theorem

The construction of the syntactic category is an aspect of the philosophy
of theories as categories, which is supplemented by the concept of inter-
nal theory of a given category and the functorial semantics associated
with it. For, say, a coherent category C there is a canonical signature
and coherent axioms associated to the category in such a way that co-
herent models of this theory correspond to coherent functors having the
category as a domain. That is, functors which preserve the categorical
properties are seen as models of the internal theory of the categories in
the codomain categories. Moreover, model homomorphisms correspond
in this view to natural transformations of functors. This allows us to
think, for example, of the category M of set-valued coherent models of
a theory as corresponding functors from the syntactic category of the
theory to the category Set of sets. Consider now the further functor
category Set™™. To each coherent formula in context we can assign its
extension in each of the models of M, or equivalently, evaluate the mod-
els, seen as functors, on the corresponding object represented by the
formula. This assignment is in fact functorial, and thus each coherent
formula in context gives rise to a functor in Set™, which we call the
evaluation functor at the corresponding formula. If we do this for every
coherent formula in context, the assignment of evaluation functors at
formulas is itself functorial, and gives rise to a functor ev : Cr — Set™.

In its original version, Joyal’s theorem is a statement over ZFC which
could be described as follows:

Theorem 4.1.1. (Joyal) Let T be a coherent theory and let M be the
category of coherent models of T. Then the functor

ev: Cr — Set™

is conservative and Heyting.
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For the proof of Joyal’s theorem we refer to [MR77|, Ch. 6, pp. 189,
since we will later study and prove some variations. The significance
of the theorem resides in that it encapsulates three different complete-
ness theorems. The conservativity of ev is a categorical way of saying
that models in M are semantically complete for coherent logic. In the
particular case in which the logic is classical, this is precisely Godel’s
completeness theorem for first order logic. But even when we consider
intuitionistic logic, the preservation of the right adjoint entails that ev
preserves the first-order structure of Ct, and through categorical seman-
tics in the presheaf category Set™™ we can see that the conservative
embedding provides a universal Kripke model of the theory, resulting
thus in Kripke completeness theorem for first-order intuitionistic logic.
We shall go some steps further and consider variations that provide new
completeness theorems, both in the constructive and in the infinitary
case. Our aim here is to adapt Joyal’s theorem to different circum-
stances, according to the type of logic and metatheory we have in each
case.

For the constructive part, we will employ the methods of categorical
logic understood as being formalized in IZF. This means that all of our
constructions have to avoid any use of the principle of excluded middle or
the axiom of choice. The developments on constructive sheaf semantics,
like the ones in [Pal97] or [TVDS8§| for instance, will be used here. There
are various notions of countability which are discussed in [AROI]; for the
sake of clarity, we give the explicit definitions of some of the concepts we
will make use of:

Definition 4.1.2. A subset X of a set A is called:

1. discrete if for any x,y € X it is the case x =y V x # y;
2. decidable if for any element x € A it is the case x € X Vz ¢ X
3. enumerable if there exists a surjection from N onto X + 1;

4. semi-decidable if there is a function f : N x X — 2 such that
z € X < dneN(f(n,z) =0).

We will assume that the signature is a discrete, countable set, so that
we can have a robust notion of formula, and that our theories are single
sorted. Let ¥ be a first-order signature, and assume without loss of gen-
erality that 3 is relational, that is, without function or constant symbols.
We consider here enumerable theories over 3. Note that theories whose
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axioms are semi-decidable subsets of the countable set of formulas are
also enumerable.

The constructive version of Joyal’s theorem, as presented in [FE| and
to be proved in the next section, is as follows:

Theorem 4.1.3. Let T be a semi-decidable Reg (resp. coherent) theory
and let M be a full subcategory of the category of reqular (resp. coherent)
models of T such that:

i) T is complete with respect to M, and

i1) for every M € M the theory Th(M) is complete with respect to
models (the reducts of which are) in M.

Then the functor
ev: Ct — Set™

is a) conservative and b) whenever the pullback functor f* : Sube,(B) —
Sube, (A) induced by a morphism f : A — B in Ct has a right adjoint
V¢, we have for all S € Sube, (A) that ev(Vs(S)) = Vey(p)(ev(S)).

This version will be possible through Morleyization, because that
process does not affect the enumerability of theories. We state this in
the following:

Lemma 4.1.4. If T is enumerable, so is T™.

Proof. Straightforward from the definition of T™. O

4.2 Friedman’s theorem

There exists a constructive completeness proof for pure intuitionistic
logic with respect to weak Beth models due to Friedman and presented,
e.g. in [TVDS8S]|; we will briefly describe the construction.

One starts with a language containing at least one predicate symbol
and adjoins a countable set C' of new constants to the language £. Then
one takes an enumeration {A, : n € N} with infinite repetitions of the
formulas in this new language L£'; finally, one defines £(T') to be the
language containing constants from C' that appear in the set of formulas
I'. The weak Beth model has an underlying binary tree given by finite
0—1 sequences k ordered by prolongation, and to each node k one assigns
a finite set I'y, of formulas of £'. Denote I" I, ¢ to mean that there exists
a proof of ¢ from I' with code number less than m. The assignment is
defined inductively as follows: let length(k) = u, T'yy = ) and define I'y.;
by cases:
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1. if A, ¢ L(T), take Ty = i1 = Tk,

2. if A, € ,C(Fk), A, =BVCand 'y, BVC, take I'pyg = FkU{B}
and Ty =T U{C};

3. if A, € L(Ty), A, = FxB(z), Ty Fy FxB(x), let ¢; be the first
constant of C' not in I'y U {B(z)} and take T'jyp = g1 = T U

{B(ci)};

4. in any other case, take T'gyo = T'ks1 = T U {4y}

One completes the definition of the Beth model by assigning the
constant domain C to the nodes, and setting k IF P if and only if
ATx — P for all atomic sentences P. By an inductive proof one may
then verify that this equivalence holds in fact for every sentence P, from
which completeness follows if one considers the root node. Note that the
given forcing relation is semi-decidable, since one has an enumeration of
all proofs.

We shall now restrict our attention to Beth models the underlying
domain of whose nodes are enumerable, and where the forcing relation
is semi-decidable. Likewise, while relaxing the hypothesis of constant
domains we will allow for arbitrary functions connecting the underlying
set of a node with that of its successors.

In [Pal97], Palmgren developed a constructive proof that the classify-
ing topos for the coherent fragment of a first-order theory is a universal
model of the theory. The topos is constructed by taking sheaves on the
syntactic category of the theory with respect to the coherent coverage,
and the semantics considered is the usual Kripke-Joyal forcing on the
objects. Because the category has a terminal object and we work with
first-order logic, it is enough to consider the sheaf forcing at such object.
We prove next that this forcing is equivalent to the forcing on a weak
Beth model constructed on a binary tree.

Theorem 4.2.1. Any enumerable first-order theory has a umversaa
weak Beth model on a binary tree.

Proof. Consider the syntactic category Cr of the theory and its conser-
vative embedding in the topos of sheaves with the coherent coverage,
Cr — Sh(Cr,7¢). Consider an enumeration of all possible proofs; it is
easy to see that the set of basic covering families of cardinality 2 over

IThroughout this work, by an universal model we mean a conservative one,
that is, one where the sentences that are valid/forced are precisely the provable
ones.

62



any object, which are given by jointly covering pairs of arrows, is then
a semi-decidable subset of the enumerable set of all pairs of arrows (in-
deed, if the object is [x, @], it consists of those pairs 0(y,x), n(z,x) of
provably functional formulas such that ¢ Fyx Jy6@ V Jzn). Hence, the
subset is also enumerable. Construct a functor from the binary tree
to the syntactic category, defined recursively on the levels of the tree.
Start with an denumeration n : N x N — N of N x N with the prop-
erty that n(k,l) > [ (for example, the usual canonical denumeration
(0,0),(1,0),(0,1),(1,1),(0,2), ... will do). We describe by an inductive
definition how the tree obtained as the image of the functor is con-
structed.

The root of the tree is the terminal object. Suppose now that the
tree is defined up to level n = n(k,l). In particular, the nodes {p;};"4
at level [ are defined because of the hypothesis n(k,l) > [. Consider the
morphisms gi"j over p; assigned to the paths from each of the nodes p; to
the nodes of level n. To define the nodes at level n 4+ 1, take then the
k—th covering pair over each p; and pull it back along the morphisms QZ
This produces covering pairs over each node at level n, whose domains
are then the nodes of level n + 1.

Clearly, the morphisms assigned to the paths from any node p till
the nodes of level m in the subtree over p form a basic covering family
of p. Define now a Beth model B over this binary tree by defining as the
underlying set of a node ¢ the set of arrows from ¢ to the object [z, T] in
the syntactic category, and where the function between the underlying
set of a node and its successor is given by composition with the corre-
sponding arrow. We set by definition ¢ IFp R(«) if and only if ¢ forces
R(a) in the sheaf semantics of the topos (we identify the category with
its image through Yoneda embedding). That p forces ¢(«) in the sheaf
semantics of the topos will be denoted by p IF ¢(a). We shall now prove
the following:

Claim : For every node p and every tuple a, p IF ¢(«) if and only if
plFB ¢(a).

The proof goes by induction on ¢.

1. If ¢ is atomic, the result is immediate by definition of the under-
lying structures on each node.

2. If ¢ = Y0, the result follows easily from the inductive hypothesis,
since we have p IF ¢ (a) A0(«) if and only if p I () and p IF (),
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if and only if p IFp () and p IFp O(«), if and only if p IFp
P(a) ANb(a).

. Suppose ¢ = ¢ V0. If p Ik Y(a) V 0(a), then there is a basic

covering family {f; : A; — p}?'_, such that for each i, A; I- ¥ (af;)
or A; IF 6(af;). By taking the joint image of the arrows in each
of the two groups of arrows, we get a covering pair {f, g} with
the same property. Since this covering pair appears at some point
in the enumeration, it is pulled back along all paths g; of a finite
subtree to create the nodes of a certain level of the subtree over
p. Hence, every node my in such a level satisfies my, I+ ¥ (af gg)
or my IF 0(agg;). By inductive hypothesis, my I-p ¥ (afg)) or
my, |- 0(agg)), and hence we have p Ik ¥ (a) V 0(a).

Conversely, if p IFp ¥(a) V (), there is a level in the subtree
over p such that for every node my, there one has my, Ik ¥(afy)
or mg IFp 6(afy), so by inductive hypothesis my IF ¥ (afx) or
my I 0(afy). Since {fx : my — p} is, by construction, a basic
covering family, we must have p IF ¥ (a) V 0().

. Suppose ¢ = ¢ — 0. If p Ik () = O(«), for every f:c — pin

the category one has ¢ |- ¢¥(af) = c Ik 0(af). In particular, this
holds when ¢ is any node ¢ in the tree above p, and by inductive
hypothesis one has ¢ IFp ¢¥(af) = ¢ IFp 0(af) for all such
nodes. Therefore, p IFp (o) — 0(a).

Conversely, suppose that p IFp ¥(a) — 6(a) and consider an arrow
f : ¢ — p. Together with the identity, this arrow forms a covering
pair which appears at some point in the enumeration and is hence
pulled back along paths g; of a finite subtree to build the next level
of the subtree over p. Suppose that ¢ |- ¥ («); then g; (c) Ik w(agg-),
so by inductive hypothesis one has g7 (c) IFp w(agg»). Therefore, we
get g;‘(c) IFp 9(0(9;), and using once more the inductive hypothesis,
gi(c) IF O(ag)). But g; = f*(g;) : gj(c) — c is a basic cover of
c (since the g; form a basic cover of p), and hence we will have
¢k 0(a). We have, thus, proved that p I ¢ (a) — 0(«).

. Suppose ¢ = Jxp(x). If p IF Jzp(z, ), then there is a basic

covering family {f; : A; — p}’; such that for each i one has
A; Ik (B, af;) for some B; : A; — [z, T| (even if p is covered by
the empty family, it is isomorphic to the initial object and then we
can take the identity to be f1). This basic cover can be decomposed
in a covering pair {f1, f{} taking the first arrow together with the
subobject s > p given by the union of the images of the rest of



the arrows. This subobject has hence a covering with a similar
property to that of p, but with one arrow less, which allows us to
give a recursive argument as follows. The binary cover of p appears
at some point in the enumeration and is hence pulled back along
all paths g; of a finite subtree to create the nodes of a certain
level of the subtree over p. Half of the nodes my in this level
(namely, the ones corresponding to an odd k) will have the property
that my, I 9(B:g;, af19}), and hence, by inductive hypothesis, that
myg IFp ?/J(ﬁig}’ aflgg). The covering over the subobject s can now
be pulled back to create coverings for each mj with even k, and
hence we can also prove for them (in view of the recursion) that
my, - ¥(Big}, afig}). By definition, we get thus p IFp Jzi)(z, ).

Conversely, suppose that p IFp Jzi)(x, ). Then there is a level
in the subtree over p such that for every node my there one has
my kB Y(Bk, afx) for some By : myp — [z, T], and hence, by
inductive hypothesis, such that my IF (8, afx). Since the arrows
fr : mp — p form a basic cover of p, we must have p IF Jzip(z, a).

. Suppose ¢ = Vzo(z). If p Ik Vap(x,«), for every f : ¢ — p in
the category and every 8 : ¢ — [z, T| one has ¢ IF ¢¥(8,«a). In
particular, this holds when ¢ is any node ¢ in the tree above p, and
by inductive hypothesis one has ¢ IFp ¥(f5, «) for all such nodes.
Therefore, p IFp Vzi(z, a).

Conversely, suppose that p IFp Vo (z, ) and consider an arrow
f ¢ — p. Together with the identity, this arrow forms a covering
pair which appears at some point in the enumeration and is hence
pulled back along paths g; of a finite subtree to build the next level
of the subtree over p. Suppose we have some (3 : ¢ — [z, T]; then
we have arrows 3f*(g;) : g;‘(c) — [z, T], and by definition we must
have g7 (c) IFp w(ﬂf*(gj),afgé), so by inductive hypothesis one
has g7(c) = (Bf*(g5),afg}). But f*(g;) : gi(c) — cis a basic
cover of ¢ (since the g; form a basic cover of p), and hence we will
have ¢ IF ¢ (8, o). We have thus proved that p IF Vi) (z, «).

O

Remark 4.2.2. It is possible to prove that at each node ¢, the forcing
relation of each formula is semi-decidable. Indeed, that ¢ forces ¢(«) in
the sheaf semantics is equivalent to stating that in the syntactic category
the arrow a : ¢ — [x,T] factors through the subobject [x,¢(z)] —
[x, T], which in turns involves the provability of certain sequents. More
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especifically, if ¢ = [y, ¢], the procedure reduces to check whether some
formula 0(y, x) amongst all formulas that are provable functional (which
are enumerable) satisfies ¥(y) <= 3Ix(0 A ).

Proposition 4.2.3. (IZF+FAN) Enumerable coherent theories are con-
structively complete for (possibly exploding) coherent modelﬂ over enu-
merable domains and with semi-decidable satisfaction relations.

Proof. Tt is enough to prove that every object in the sheaf model forcing
the antecedent ¢(a) of a sequent ¢ -, 1 also forces the consequent ¥ («)
for every tuple a in the domain. Construct a weak Beth model over a
binary tree as above but taking as the root of the tree a given object
forcing ¢(«). For each branch b of the tree, consider the directed colimit
Dy, of all the underlying structures in the nodes of the branch, with
the corresponding functions between them. Such a directed colimit is a
structure under the definition R(#1,...,%,) <= R(z1,...,x,) for some
representatives x; of £;. We will show that such a structure is a (possibly
exploding) coherent model of the theory satisfying ¢(@). Indeed, we have
the following:

Claim : Given any coherent formula ¢(z1,...,4,), we have D, F
¢(an, ..., ap) if and only if for some node n in the path b, the underlying
structure C,, satisfies C,, IF ¢(ay, ..., ) for some representatives ay; of
Q.

The proof of the claim is by induction on the complexity of ¢.

1. If ¢ is R(x1, ..., xs), the result follows by definition of the structure.

2. If ¢ is of the form 6 A n the result follows from the inductive hy-
pothesis.

3. If ¢ is of the form 6 V n and Dy E ¢(ay,...,ds), then we can
assume that Dy F 0(ay, ..., @s) or that Dy, F n(ay, ..., ds), so that
by inductive hypothesis we get C), I+ ¢(a, ..., as) for some node
n in b in either case. Conversely, if C), IF ¢(aq,...,as) for some
node n in b, by definition of the forcing there is a node m above
n in b and a function f,,, : D, — D,, for which either C,, I

O(fam(1), ..., fam(as)) or Cp IF 9(fum(aa), ..., fam(cs)), so that
by inductive hypothesis we get Dy, F ¢(aq, ..., @) in either case.

4. Finally, if ¢ is of the form 3xv(z, aq, ..., @) and Dy, E ¢(aq, ..., ds),
then Dy, E ¢(@, a, ..., &) for some @&, and then Cy, IF ¥(a, a, ..., ag)

ITechnically the models are positive coherent, since they might be explod-
ing, but we trust that the context prevents confusion.

66



for some node n by inductive hypothesis. Conversely, if C, IF
¢(aq, ..., as) for some node n in b, then by definition of the forcing
there is a node m above n in b and a function f,,, : D, = D, for
which Cy, Ik Y(fam(a), fam(a1), ..., fam(as)), which implies that
Dy, F ¢(a, an, ..., as) and hence Dy F ¢(ay, ..., as).

The (possibly exploding) coherent model has an enumerable domain
(since the underlying sets of the structures in the colimit are themselves
enumerable) and the satisfaction relation there is semi-decidable (since
by the claim it can be stated in terms of the forcing relation of the nodes
in the path, which is itself semi-decidable by Remark . We can
now define a bar on the tree by saying that a sequence is in the bar if
the leaf node, of level, say, n, forces the sentence, and the proof of this
uses the first n axioms of the theory in the enumeration. Then this bar
is decidable. Therefore, since 1 (@) is satisfied in all (possibly exploding)
coherent models of the theory, () is forced at a certain node of every
branch of the tree. By the FAN theorem, there is a uniform level of the
tree each of whose nodes forces ¥(«). Therefore, () is also forced at
the root. O

A simplified version of the ideas above can be also used to obtain the
completeness theorem for Reg| theories. Consider the fragment Reg
of first-order logic, the syntactic category of a theory over this fragment
is a regular category with a strict initial object. If we consider the topos
of sheaves over this category with the Reg, coverage given by finite
epimorphic families of at most one arrow (so a cover is either empty or
a single epimorphism), the coverage is subcanonical and the topos is a
conservative sheaf model for the theory. We have now:

Theorem 4.2.4. Any enumerable Reg, theory has a universal linear
weak Beth model.

Proof. Consider the syntactic category Cr of the theory and its con-
servative embedding in the topos of sheaves with the Reg, coverage,
Cr — Sh(Cr,7r). Consider an enumeration of all possible proofs; it
is easy to see that the set of epimorphisms over any object is then a
semi-decidable subset of the enumerable set of all arrows (indeed, if the
object is [x, @], it consists of those provably functional formulas 0(y, x)
such that ¢ Fx Jyf). Hence, the subset is also enumerable. Construct a
functor from the linear tree to the syntactic category, defined recursively
on the levels of the tree. Start with a denumeration n : N x N — N
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of N x N with the property that n(k,l) > l. We describe by an in-
ductive definition how the tree obtained as the image of the functor is
constructed.

The root of the tree is the terminal object. Suppose now that the
tree is defined up to level n = n(k,[). In particular, the node p; at level [
is defined because of the hypothesis n(k,l) > [. Consider the morphisms
gy over p; assigned to the path from the node p; to the node at level n.
To define the node at level n+1, take then the k—th epimorphism over p;
and pull it back along the morphism g;*. This produces an epimorphism
over the node at level n, whose domain is then the node of level n + 1.

Clearly, the morphism assigned to the path from any node p till the
node of level m in the subtree over p is itself an epimorphism. Define now
a Beth model B over this linear tree by defining as the underlying set
of a node g the set of arrows from ¢ to the object [z, T] in the syntactic
category, and where the function between the underlying set of a node
and its successor is given by composition with the corresponding arrow.
By definition we set ¢ IFp R(«) if and only if ¢ forces R(«) in the sheaf
semantics of the topos (we identify the category with its image through
Yoneda embedding). That p forces ¢(a) in the sheaf semantics of the
topos will be denoted by p IF ¢(«). We can then prove the following:

Claim : For every node p, every Reg| formula ¢ and every tuple «,

p Ik ¢(a) if and only if p IFp ().

The proof goes by induction on ¢ similarly to the proof in the case
of coherent theories.

1. If ¢ is atomic, the result is immediate by definition of the under-
lying structures on each node.

2. If p = Y0, the result follows easily from the inductive hypothesis,
since we have p IF ¥ (a) A0(«) if and only if p IF () and p IF (),
if and only if p IFp ¥(«a) and p IFp O(«), if and only if p IFp
Y(a) A O(a).

3. Suppose ¢ = Jzp(x). If p Ik Jz(x, ), then there is a basic cover
f: A — psuch that one has A IF (8, af) for some 5: A — [z, T]
(as in the coherent case, if p is covered by the empty cover, p is
isomorphic to the initial object and then we can take f to be the
identity map). This cover of p appears at some point in the enumer-
ation and is hence pulled back along the path g of a finite subtree
to create the node of a certain level of the subtree over p. The
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node m in this level will have the property that m IF (89", afg’),
and hence, by inductive hypothesis, that m I-g5 ¥ (8¢, afg’). By
definition, we get thus p IFp Jz¢(z, ).

Conversely, suppose that p IFp Jzi)(x, ). Then there is a level
in the subtree over p such that the node m there satisfies m IFp
»(B, af) for some 5 : m — [z, T], and hence, by inductive hypoth-
esis, such that m Ik ¢(5, af). Since the arrow f: m — p is a basic
cover of p, we must have p IF Iz (z, a).

As a consequence, we immediately get:

Proposition 4.2.5. (IZF) Enumerable Reg, theories are complete with
respect to (possibly exploding) reqular models over enumerable domains
and with semi-decidable satisfaction relations.

Proof. 1t is enough to prove that every object in the sheaf model forcing
the antecedent ¢(«) of a sequent ¢ -, 1 also forces the consequent 1 («)
for every tuple o in the domain. We can thus consider a weak Beth
model over a linear tree constructed as above but taking instead as root
of the tree a given object forcing ¢(«), and the directed colimit D of all
the underlying structures in the nodes of the tree. We then make it into
a structure with the expected definition and prove the following:

Claim : Given any Reg, formula ¢(z7, ..., %), we have D E ¢(an, ..., ay,)
if and only if for some node n in the tree, the underlying structure C,
satisfies C), IF ¢, ..., o) for some representatives «; of @;.

The proof is similar to the coherent case.

1. If ¢ is R(x1, ..., zs), the result follows by definition of the structure.

2. If ¢ is of the form 6 A n the result follows from the inductive hy-
pothesis.

3. Finally, if ¢ is of the form Jzv(z, @y, ..., as) and D F ¢(aq, ..., as),
then D F ¢(a, ay, ..., @) for some &, and then Cy, IF (o, aq, ..., )
for some node n by inductive hypothesis. Conversely, if C, I
¢(aq, ...,a5) for some node n, then by definition of the forcing
there is a node m above n and a function f,,, : D, — D,, for
which Cy, I+ Y (fum (@), fam(a1), ..., fam(as)), which implies that
D E ¢(a, ai, ...,as) and hence D E ¢(ay, ..., as).
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Therefore, since any Reg| formula satisfied in the models given by
the directed colimits of the underlying structures of the nodes in the
linear trees is forced at their roots, ¥ («) is forced at the roots, as we
wanted to prove. O

4.3 Veldman’s theorem and the role of FAN

In what follows it will be convenient to consider logics in which the
disjunction V is not part of the group of connectives considered. Classi-
cally, of course, this makes no change, since the effect of a disjunct can
be recovered in terms of conjunctions and negations. But intuitionis-
tically there is an important difference, that will become clearer when
we present the completeness theorems (when removing disjunction, the
metatheory one needs to prove completeness is considerably simplified).
We start with the following:

Theorem 4.3.1. (IZF) Every enumerable pre-Heyting theory has a uni-
versal modiﬁecﬂ presheaf model with a semi-decidable forcing relation.

Proof. Consider the syntactic category C of the Reg | -Morleyization T™
of a pre-Heyting theory T, which is a regular category with a strict initial
object and right adjoints for every pullback functor between subobject
categories. Let Reg(C) be a suitable sized restrictionﬂ of the category
of (possibly exploding) regular models of T with enumerable domains
and semi-decidable satisfaction relations, and where arrows are model
homomorphisms. We have a functor ev : ¢ — Set®9(€) sending an
object A to the evaluation functor ev(A). It is clear that this functor is
regular, and by Proposition it is also conservative. Classically, we
can see that it also sends the initial object to the presheaf that takes the
value 0 at every model except at an exploding model, where it takes the
value 1. We prove, constructively, that ev also preserves V.

Given an arrow f : A — B, a subobject C — A and the subob-
ject Y = V;(C) ~— B, we need to show that ev(Y) = V5 (ev(C))
as subobject of ev(B). By the definition of ¥ in the Heyting category
SetRe9(®)  this reduces to proving the following equivalence, for every
y € ev(B)(M) = M(B):

y € ev(Y)(M) <= For every model N, for every model homomorphism

IThe modification consists of the fact that 1 may be forced by some nodes.
2Tt is enough to consider a full subcategory satisfying conditions i) and ii)
in Theorem
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¢: M — N,

(ev(f/)n) " (éB(¥)) C ev(C)(N)
that is:

y € M(Y) < For every model N, for every model homomorphism

¢: M — N,

(N 65(y)) S N(O)

The implication = can be proven as follows: if y € M(Y), then
¢p(y) € N(Y), and so, since N is regular, ¢p(y) = N(f)(x) gives
x € N(f)~H(N(¥(C))) = N(F1¥4(C)) € N(C).

Let us focus on the other implication. Consider the following diagram
in C:

A =[x, d] B =y, ]

=[xy Al

Applying the functor ev and evaluating at a model M gives the dia-
gram:

{d|M E6(d)} {c[M E~(c)}

(M F o)} oy elM F (o))

{d,c|MEX(d,c

Given ¢ € Y, (5)(ev(C)), we need to prove that M F «(c). Consider
the positive diagram of M, Diag, (M), which, in a language extended
with constants ¢ for every element ¢ of the underlying set of M, consists
of all sequents of the form T + 1 (cq,...,cn) for every positive atomic
¥ such that M E ¥(cq,...,¢m) (we identify the constants symbols with
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the elements of M, to simplify the exposition). If N’ is a model of
Th(M), then, defining N as the reduct of N with respect to the elements
{cN" : ¢ € M} we can define ¢ : M — N by ¢(c) = ¢V', which is a well
defined model homomorphism. But we know that for all ¢ : M — N
one has N(f) 1 (¢p(c)) € N(C). This implies that for all models N’ of
Th(M), the sequent A\(x,c/y) Fx 0(x) holds, and therefore, the sequent
P(c) AN A(x,c/y) Fx 6(x) also holds.

By the assumption on completeness, this means that such a sequent
is provable in Th(M). Besides sequents in T™, this proof uses a finite
number of sequents of the general form T F ¢;(c,cq,...,cn), where the
¢; are positive atomic sentences corresponding to the diagram of M and
the c; are elements of M. Considering the conjunction & of the ¢;, we
see that there is a proof in T™ from:

THE&(c,c1y.005Cn)

to
¥(e) NAx, c/y) Fx 0(x)

By the deduction theorem (Lemma [2.1.6)), since {(c,cq,...,Cp) is a sen-
tence, we obtain in T™ a derivation of:

&(c,c1,...scn) AY(c) A A(X,c/y) Fx 0(x)

But it is always possible to replace the constants by variables as long as
they are added to the contexts of the sequents, so using the existential
rule, we have also a derivation of:

3Xl-n’£n€(3’7 X1 -0 Xn) A w(Y) A )\(Xv Y) '_xy Q(X)

Calling Y’ = [y, ®(y)] the subobject of B given by the interpretation in
C of the formula:

E]Xl...an(y, X1y ey Xn) A 1/1()’)

we have a proof of the sequent:

(y) A Y)) Fxy 0(x)
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and hence also of the sequent:
Fy ((y) A A, y)) Fx 0(x)

Now the antecedent is precisely the pullback of the subobject ®(y) of B
along f, so by adjunction we have Y’ < V(C) = [y, 7], i.e., the sequent
®(y) Fy 7(y) is provable. Therefore, since M E ®(c), it follows that
M E ~(c), as we wanted to prove.

O

We have seen that the evaluation functor is regular, but it does not
preserve the initial object, as ev(0) is not the constant functor 0. Thus
it can be viewed as a modified presheaf model of T. A standard (sheaf)
model is obtained by sheafifying with the least coverage so that ev(0)
is identified with 0, obtaining thus a model of the theory in a subtopos
Sh(Reg(C), E) (see |[FE]). Note that classically the standard (i.e., non-
exploding) models in M are dense (in the sense of [Joh02]), so that then
Sh(Reg(C), E) ~ Set™” where M?® is the full subcategory of standard
models. We state the preceeding in the following:

Theorem 4.3.2. (Forssell) If C is the syntactic category of an enumer-
able pre-Heyting theory, the functor

ev: C — Sh(Reg(C), E)
is a conservative pre-Heyting embedding.

Corollary 4.3.3. (IZF) Every enumerable pre-Heyting theory has a uni-
versal modified Kripke model.

Proof. As explained, e.g., in [MM94], there is a conservative Heyting
embedding of any sheaf topos into a localic topos, where the locale is the
Diaconescu cover of the topos. By using the explicit construction of such
embedding for the topos Sh(Reg(C), E), it is straightforward to check
that Kripke-Joyal semantics there is equivalent to that of the localic
topos, and that this latter semantics is precisely modified Kripke seman-
tics (the underlying poset of the modified Kripke model being precisely
the Diaconescu cover). O

Remark 4.3.4. Theorem [£.3.2] can be strengthened by removing the
restriction on the cardinality of the signature. This is worked out in
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It is possible to recast Joyal’s completeness theorem using the com-
pleteness of coherent enumerable theories, which leads us finally to the
following:

Theorem 4.3.5. For enumerable theories, the completeness of modified
Kripke semantics is provable in IZF+FAN.

Proof. Tt is enough to reproduce the proofs of Theorem [£.3.1 and Corol-
lary replacing the category Reg(C) of regular models with the
category Coh(C) of coherent models (where the domain is enumerable
and the satisfaction relation semi-decidable) to get the universal sheaf
model, and then consider the Diaconescu cover over it. This localic topos
is essentially Veldman’s universal modified Kripke model (see [Vel76]). In
fact, the site of such topos is a forest with the natural topology induced
by the exploding topology on Coh(C), and the Kripke-Joyal semantics in
there corresponds precisely to the exploding Kripke semantics in each of
the trees of the forest. O

It is also possible to consider classical theories in an intuitionistic
meta-theory. If we add the law of excluded middle to a first-order theory
and define a modified (i.e., possibly exploding) Tarski model as a set in
which the extension of every formula over the language of the theory is
complemented, then this modified Tarski semantics is not only sound,
but also complete, as shown in the following result (compare with the
completeness result in [CLRO1]):

Corollary 4.3.6. For classical enumerable theories, the completeness of
modified Tarski semantics is provable in IZF+FAN.

Proof. It is enough to note that Morleyization does not affect enumer-
ability and that (see [Joh02]) a proof in the Morleyized theory translates
into a classical proof of the original theory. O

The use of the FAN theorem we have made can be seen to be un-
avoidable, in the sense that the completeness theorems of enumerable
theories for any of the modified semantics considered (Beth, Kripke or
Tarski) is in fact equivalent to it. We have:

Theorem 4.3.7. (Forssell-Gylterud) The completeness theorem of enu-
merable theories with respect to enumerable modified coherent models in
which the satisfaction relation is semi-decidable, entails the FAN theo-
rem.

74



Proof. Let F be a fan (finitely branching) containing a decidable bar B.
Consider the theory T over a language including a constant e, constants
« for each element o € F' (we can identify each o € F with the corre-
sponding constant in the language), and a unary relation symbol P, and
whose axioms are:

1. T+ P(r), where r is the root of the Fan;
2. P(a) FVner Plan), for each a € F

3. P(a) F P(e), for each o € B.

If N is any enumerable model of T with a semi-decidable satisfaction
relation, it is not hard to define by recursion a maximal chain oy such
that for each a € oy we have N F P(«a). Since B is a bar, it follows
that N F P(e) for every enumerable model N with a semi-decidable
satisfaction relation. By completeness, T - P(e) is provable in T. Be-
cause this proof contains finitely many axioms, it follows that B must
be uniform. O

Corollary 4.3.8. The completeness theorem of enumerable theories with
respect to countable modified Kripke (resp. Beth, Tarski) models in which
the underlying set of each node is enumerable and the forcing relation is
semidecidable, entails the FAN theorem.

Proof. By the previous theorem, it is enough to show that the complete-
ness of each of these semantics entails the modified coherent complete-
ness. Consider first the case of modified Kripke semantics. Given an
enumerable coherent theory, suppose a coherent sequent is valid in all
countable modified coherent models with a semi-decidable satisfaction
relation. Then it is necessarily forced at every node of every modified
Kripke model, and therefore provable from the axioms of the theory in
first-order logic. By conservativity, it has to be provable already in co-
herent logic.

For the case of Beth semantics, it is not in general true that the
structure at each node is a modified coherent model, but the directed
colimit of the underlying structures in the nodes of a maximal chain
is; moreover, any coherent sequent valid in the structure given by such
a colimit has to be forced at some node of the chain, from which we
deduce it has to be provable by using Beth completeness. Again by
conservativity, there is a proof in coherent logic.
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Finally, the case of modified Tarski semantics is immediate since ev-
ery modified Tarski model of a coherent theory is also a modified coher-
ent model, and classical logic is constructively conservative over coherent
logic. O
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Part IV

Completeness in classical
settings

7






5. Infinitary intuitionistic
propositional logic

5.1 Weakly compact cardinals

It is known that even when there are only two propositional variables,
there is a proper class of non-equivalent propositional formulas in L
(see [dJ8Q]). Therefore, when studying full propositional logic L, we
are required to appeal to large cardinal axioms for « in order to continue
with our study of completeness theorems. It turns out that the notion
of weakly compact cardinal is needed for our purposes here. We start by
stating, in this respect, the following:

Definition 5.1.1. A cardinal k is weakly compact if it is inaccessible
and has the tree property, i.e., every tree of height k whose levels have
size strictly less than x has a cofinal branch.

Weakly compact cardinal were first studied in relation to the com-
pactness theorems for infinitary classical logics. One can prove that the
definition above is, for an inaccessible x, equivalent to stating that a gen-
eralized version of the compactness theorem holds for every k-first-order
classical theory with at most k-many axioms. More precisely, if every
subtheory with strictly less than x axioms has a Tarski model, then the
whole theory has a Tarski model. In the axiomatization of [Kar64], the
completeness theorem also holds for these type of theories, and in fact
from the equivalence of the completeness theorem with model existence
theorem, one can see that the completeness of s-first-order classical the-
ory with at most k-many axioms implies that x is weakly compact. For
other equivalences of weak compactness of a combinatorial character, we
refer to [Dra74] and [KanQ9].

The weak compactness of k is a large cardinal notion. It is relatively
mild in strength within the large cardinal hierarchy, but is much stronger
than just inaccessibility. As with any other large cardinal, the existence
of a weakly compact cardinal is unprovable from ZFC even if one includes
as extra axioms the existence of inaccessible cardinals.
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Definition 5.1.2. A k-complete lattice will be called k-distributive if it
satisfies the intuitionistic distributivity law, i.e., if for every v < k and
all elements {ay: f € 7%, B <~} such that

ay < \/ ag

geVP T glg=1f
for all f € 45,3 <, and
CLf = /\ af|a
a<f

for all limit 3, f € v#, 8 < 7, we have that

ap < \/ /\ aflg-

fevy <y
A k-complete filter in the lattice is a filter such that whenever a; € F
for every i € I, |I| < K, then A\;c;a; € F. A s-prime filter in the lattice
is a filter F such that whenever \/,.; a; is in F for |I| < k then a; € F
for some ¢ € I.

In the next section we study two-valued completeness. Although this
is really a particular case of the completeness of k-first-order theories,
we prefer to present this in detail as it does not rely on categorical logic
in an essential way.

5.2 Completeness of infinitary intuitionistic propo-
sitional logic

We will need the following technical lemma, which is an infinitary gener-
alization of the canonical well-ordering we used in the proof of Theorem
and corresponds to the canonical well-ordering of kx x from [Jec03]:

Lemma 5.2.1. For every reqular cardinal x there is a well-ordering f :
K X k — Kk with the property that f(B8,7v) >~

Proof. We define f by induction on max(/3,~) as follows:

F(Bor) = sup{f(B", 1) +1: 57 <~} +5 if § <~
’ sup{f(8',7)+1: 8,7 <By+ B+~ if7<pB

which clearly satisfy the required property. O
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Proposition 5.2.2. For a weakly compact cardinal k, any non-trivial k-
complete, k-distributive lattice of cardinality at most k has a k-complete,
k-prime filter. Moreover, the intersection of such filters is 1.

Proof. Let H be a k-complete, k-distributive lattice of cardinality at
most k. We will first show how to build a x-complete, k-prime filter F
in H.

For each a € H, let C(a) be the set of all tuples (by)a<x of elements
of H such that a = \/ ., bo. Assume without loss of generality that
C(a) is well-ordered and has order type  (repeating tuples, if needed).
Then we can build a tree of height k£ whose nodes are elements of H
and whose partial order corresponds to the reverse partial order on H,
through the following transfinite recursive procedure. The root of the
tree is the top element of H. Assuming that the tree is defined for all
levels A < p; we show how to define the nodes of level u. Suppose first
that p is a successor ordinal 4 = o+ 1, and let « = f(3,7). Since by
hypothesis f(3,7) > 7, the nodes {p;}i<m, at level v are defined. To
define the nodes at level v+ 1, we need to define the successors of a node
n there; for this purpose, take then the 8 — th tuple (by)a<x € C(p) over
the predecessor p of n at level 7, and define the successors of n to be
(n A by)a<x. Suppose now that p is a limit ordinal. Then define every
node at level p to be the conjunction of the predecessors.

By construction, and because of the distributivity property, the join
of all elements in any given level of a subtree generated by any given node
n is equivalent to n; in particular, the join of all elements corresponding
to nodes in any given level of the tree is equivalent to 1, and hence at
least one node in that level is not 0. Since k is weakly compact, we see
that the subtree of all nodes that are not 0 must then have an infinite
branch B. Then we can define F by stipulating a € F if and only if
there is some node b in B such that b < a.

Claim : F is a k-complete, k-prime filter.

1. It is clearly seen to contain 1 and not to contain 0.
2. If a < b and a € F then clearly b € F.

3. It is closed under v < k conjunctions. Indeed, if for o < v we have
that b, at level [(a) witnesses that a, € F, then A _, by will be
the node of the branch at level sup,, [(a), and will witness that

Na<y @a € F.

4. For the primeness property, suppose that b witnesses that \/ <y Oa
is in F. Then we have (bA aq)a<y € C(b), so that by construction,
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for some level in the subtree over the node b, every element ¢ in
that level will have successors of the form b A aq A ¢, which implies,
by definition, that some a,, will be in F.

To prove that the intersection of all k-prime filters is the top element
1, consider an element b in that intersection, and suppose it is not 1.
It follows that at least one of the successors nodes ¢ of the root is such
that ¢ < b does not hold, and by construction, the same is true for at
least one node in each level of the tree. By weak compactness, there is
a branch B composed of such nodes, providing a x-complete, x-prime
filter not containing b, which is absurd. O

We have now:

Corollary 5.2.3. For a weakly compact cardinal k, theories of cardi-
nality at most K over infinitary intuitionistic propositional logic L, are
complete for infinitary Kripke semantics.

Proof. Given the k-complete Heyting algebra of provable equivalence
classes of propositional formulas in £, consider the Kripke model whose
frame is given by the poset of k-complete, k-prime filters ordered by
inclusion. The forcing relation given by P IF ¢ <= ¢ € P yields,
according to Proposition [5.2.2] a universal infinitary Kripke model. [

Remark 5.2.4. It is also possible to get the completeness of proposi-
tional infinitary intuitionistic logic for infinitary Kripke semantics over
trees, by considering in the universal Kripke model the posets of finite
chains ordered by prolongation. These become Kripke models over trees
with the forcing at a chain being induced by the forcing relation in the
original model at the last element of the chain.

Remark 5.2.5. The completeness of propositional infinitary logic de-
rived from Corollary [5.2.3]entails that, assuming a proper class of weakly
compact cardinals, propositional infinitary intuitionistic logic £ is com-
plete for infinitary Kripke semantics.

As applications of these completeness theorems, we obtain a gener-
alization of known results from the finitary case:

Corollary 5.2.6. If k is a weakly compact cardinal, k-propositional in-
tuitionistic logic L, has the infinitary disjunction property. That is, if
T = Vier @i is provable in the empty theory, then, for somei € I, T F ¢;
is already provable.
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Proof. This is a straightforward generalization of the usual semantic
proof in the finitary case, based on the completeness with respect to
Kripke models over trees. If no sequent T F ¢; was provable, there
would be a countermodel for each. Then we can build a new Kripke
tree appending to these countermodels a bottom node forcing no atoms.
Such a Kripke tree would then be a countermodel for T = \/,.;¢;. O

Remark 5.2.7. Note that while in finitary propositional logic one has
the law =—¢ A == — ——(p A ), the infinitary generalization does not
generally hold. Indeed, for the formula A;_,——p; = == A\, pi one
can construct a Kripke countermodel on the linear tree over the natural
numbers, by setting node k to force py, ..., pr_1 while node 0 forces no
atoms.

To justify the large cardinal hypothesis made above, we prove in
the following result that the assumption of a weakly compact cardinal
is essential for obtaining the previous propositions, which exhibits an
equivalent form of weak compactness:

Proposition 5.2.8. (ZFC) Given an inaccessible cardinal k, the exis-
tence of a k-complete, k-prime filter in any k-complete, k-distributive
lattice of cardinality at most k implies that k is weakly compact.

Proof. Consider the x-coherent fragment of full intuitionistic proposi-
tional logic, that is the fragment of those sequents where formulas are
k-coherent (i.e., only use A\, \/ indexed by cardinals less than ) and the
distributivity rule is restricted to instantiations on k-coherent formulas
only. Given a tree of height x and levels of size less than k, consider the
theory of a branch, over a language containing one propositional variable
P, for every node a in the tree and axiomatized as follows:

TF\/Pa

aELa

for each o < K, where L, is set of all nodes at level «;

P,ANPy L

for each pair a # b € L, and each a < &;

P, F P,

for each pair a, b such that a is a successor of b.
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Then this is a k-coherent theory that is certainly consistent, as every
subtheory of cardinality less than x has a model, so the k-complete, x-
distributive lattice of provable-equivalent classes of k-coherent formulas
is non-trivial. Then the x-complete, k-prime filter there corresponds to
a model of the whole theory that yields a cofinal branch of the tree. [

5.3 Strongly compact cardinals

The restriction on the cardinalities of the theories considered in the com-
pleteness theorems can be removed if we use a stronger large cardinal
notion. The key concept is that of a strongly compact cardinal:

Definition 5.3.1. A cardinal x is strongly compact if and only if every
k-complete filter on a set can be extended to a x-complete ultrafilter.

Using an infinitary version of f.o§ theorem one can prove that the
definition above implies (and in fact, is equivalent to) the alternate de-
scription of a strongly compact cardinal x as follows: if every subtheory
with less than x many axioms of a given arbitrary theory has a model,
the whole theory has a model. For details see [Dra74]. This property
will be quite useful in extending Proposition to provide yet another
characterization of strong compactness:

Proposition 5.3.2. For a strongly compact cardinal k, any non-trivial
k-complete, k-distributive lattice has a k-complete, k-prime filter. More-
over, the intersection of such filters is 1.

Proof. Consider a non-trivial x-complete, x-distributive lattice £, and
an element c¢ different from 1. It is enough to prove that there is a k-
complete, x-prime filter not containing c¢. In a language containing one
propositional variable P, for every element of £, consider the theory of
a k-complete, k-prime filter, axiomatized as follows:

1. P, P, for every pair a < bin L
2. Niey Pai & Pr,_a; for all families {a;}i<y such that v < k
3. Py,_ ot Vi< Pa; for all tuples {a;}i<y such that v <&

4. P+ L

Here P, is thought of as the assertion “a is in the filter”. Every
subtheory of cardinality less than x contains less than x many propo-
sitional variables F,;, and since the corresponding elements a; generate
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a k-complete, k-distributive sublattice of cardinality at most &, it must
have a model according to Proposition [5.2.2] Since x is strongly com-
pact, the whole theory has a model, which corresponds to a k-complete,
k-prime filter not containing c. O

We immediately deduce the following:

Corollary 5.3.3. For a strongly compact cardinal k, theories over in-
finitary intuitionistic propositional logic L, are complete for infinitary
Kripke semantics.

Proof. Analogous to the proof of Corollary O

The assumption of strong compactness in Proposition [5.3.2] is neces-
sary:

Proposition 5.3.4. If every non-trivial k-complete, k-distributive lattice
has a k-complete, k-prime filter, then k is strongly compact.

Proof. Consider a k-complete filter F in the lattice £ of subsets of a
set. Form the quotient £/F, which will be a k-complete, x-distributive
lattice. Any k-complete, k-prime filter in £/F will be an ultrafilter
(since L/F is Boolean) and hence its preimage along the quotient map
provides a k-complete ultrafilter extending F. Therefore, x is strongly
compact. O
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6. Infinitary intuitionistic
first-order logic

6.1 Completeness of infinitary coherent logic

The completeness of infinitary coherent logic is the straightforward in-
finitary generalization of the corresponding result for the finitary case
, and it can be proved by the same techniques. In our case
the use of the canonical enumeration of N x N is replaced by Lemma
[5.2.7] which gives a canonical well-ordering of k X k.

Recall that we have a conservative r-coherent embedding Ct —
Sh(Cr, ) from the syntactic category into the topos of sheaves with the
k-coherent coverage consisting of jointly covering families of cardinality
less than x. We have now:

Theorem 6.1.1. Let k be an inaccessible cardinal. Then any k-first-
order theory of cardinality at most k has a universal weak Beth model on
a tree of height k and levels of size less than k.

Proof. Consider the syntactic category Ct of the theory and its conser-
vative embedding in the topos of sheaves with the x-coherent coverage,
Cr — Sh(Cr, 7). Consider for any object a well-ordering of the set of ba-
sic covering families over the object, which are given by jointly covering
sets of arrows of cardinality less than k. Because k is inaccessible, this
set has cardinality at most k; repeating sets if needed we can assume this
set has order type exactly k. Construct a functor from a tree of height x
and levels of size less than x to the syntactic category, defined recursively
on the levels of the tree. Start with a well-ordering f : kK X K — k as in
Lemma , i.e., with the property that f(3,7v) > . We describe by
an inductive definition how the tree obtained as the image of the functor
is constructed.

The root of that tree is the terminal object. Suppose now that the
tree is defined for all levels A < pu; we show how to define the nodes
of level pu. Suppose first that p is a successor ordinal u = o + 1, and

let a = f(B,7). Since by hypothesis f(3,7) > v, the nodes {p;}i<m,
at level v are defined. Consider the morphisms gi; over p; assigned to
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the paths from each of the nodes p; to the nodes of level o. To define
the nodes at level a + 1, take then the g — th covering family over each
p; and pull it back along the morphisms gf; This produces covering
families over each node at level «, whose domains are then the nodes of
level a4+ 1. Suppose now that p is a limit ordinal. Then each branch of
the tree of height u already defined determines a diagram, whose limit
is defined to be the node at level y corresponding to that branch.

The tree has size x and, because k is inaccessible, has levels of size
less than k. Clearly, the morphisms assigned to the paths from any node
p till the nodes of level a in the subtree over p form a basic covering
family of p because of the transfinite transitivity property. Define now a
Beth model B over this tree by defining as the underlying set of a node
q the set of arrows from ¢ to the object [z, T] in the syntactic category,
and where the function between the underlying set of a node and its suc-
cessor is given by composition with the corresponding arrow. We set by
definition ¢ IFp R(«) if and only if ¢ forces R(«) in the sheaf semantics
of the topos (we identify the category with its image through Yoneda
embedding). That p forces ¢(«) in the sheaf semantics of the topos will
be denoted as p IF ¢(a). We shall now prove the following:

Claim : For every node p and every tuple a, p IF ¢(«) if and only if
p kg é(a).

The proof goes by induction on ¢.

1. If ¢ is atomic, the result is immediate by definition of the under-
lying structures on each node.

2. Ifp =N\, <y 1, the result follows easily from the inductive hypoth-
esis, since we have p I- A, ¢;(«) if and only if p I ¢);(a) for each
i < 7, if and only if p IFp () for each i < ~, if and only if
plFg /\z‘<«, Via).

3. Suppose ¢ = \/KﬂY v Ifplk Vi<7 1);, then there is a basic covering
family {f; : Ai = p}i<x such that for each i < A, A; IF 4y, (af;) for
some k; < «. Since this covering family appears at some point in
the well-ordering, it is pulled back along all paths g; of a subtree
to create the nodes of a certain level of the subtree over p. Hence,
every node m; in such a level satisfies m; |- iy, (o f g;) for some
kj <. By inductive hypothesis, m; IFp vy, (afg}), and hence we
have p IFp \/i<7 ;.
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Conversely, if p IFp 'V, <y 1, there is a level in the subtree over
p such that for every node m; there one has m; IFp ¥y, (af;) for
some k; < 7, so by inductive hypothesis m; I i (af;). Since
{fx : mi — p} is, by construction, a basic covering family, we
must have p |- \/K,y ;.

. Suppose ¢ = ¢ — 0. If p Ik (o) — O(«), for every f:c — pin
the category one has c - ¢(af) = clF- 6(af). In particular, this
holds when ¢ is any node ¢ in the tree above p, and by inductive
hypothesis one has ¢ IFp ¥(af) = q IFp 6(af) for all such
nodes. Therefore, p IFp (o) — 0(a).

Conversely, suppose that p IFp () — 0(«) and consider an arrow
f ¢ — p. Together with the identity, this arrow forms a covering
family which appears at some point of the well-ordering and is
hence pulled back along paths g; of a subtree to build the next level
of the subtree over p. Suppose that c I 9 («); then g7 (c) I 1/1(0493-),
so by inductive hypothesis one has g7 (c) I-g 1(ag}). Therefore, we
get g (c) IFp H(ag;-), and using once more the inductive hypothesis,
g;(c) IF O(ag)). But g; = f*(g;) : gj(c) = c is a basic cover of
¢ (since the g; form a basic cover of p), and hence we will have
c Ik 6(a). We have, thus, proved that p IF ¥ (a) — 6(a)

. Suppose ¢ = IxP(x). If p IF Ixy(x,a), then there is a basic
covering family {f; : A; — p}i<x such that for each i one has
A; Ik (Bs, auf;) for some B : A; — [x, T]. This basic cover appears
at some point in the well-ordering and is hence pulled back along
all paths g; of a subtree to create the nodes of a certain level of the
subtree over p. The nodes m;; in this level will have the property
that m;; I- ¥(Big}, afig}), and hence, by inductive hypothesis, that
mij - ¥ (Big;, afig;). By definition, we get thus p IFp Ixi(x, ).

Conversely, suppose that p IFp 3x1(x,«). Then there is a level
in the subtree over p such that for every node my there one has
my kB Y(Bk, afx) for some By : my — [x,T], and hence, by
inductive hypothesis, such that my IF (B, afx). Since the arrows
fx : mp — p form a basic cover of p, we must have p IF Ixy(x, ).

. Suppose ¢ = Vxi(x). If p IF Vxi(x,«), for every f : ¢ — p in
the category and every 8 : ¢ — [x,T] one has ¢ IF ¢¥(B,a). In
particular, this holds when c is any node ¢ in the tree above p, and
by inductive hypothesis one has ¢ IFp ¥(8, «) for all such nodes.
Therefore, p IFp Vx(x, ).
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Conversely, suppose that p IFp Vxi(x,«) and consider an arrow
f : ¢ — p. Together with the identity, this arrow forms a covering
family which appears at some point in the well-ordering and is
hence pulled back along the paths g; of a subtree to build the next
level of the subtree over p. Suppose we have some f : ¢ — [x, T];
then we have arrows Bf*(g;) : gj(c) — [x, T], and by definition we
must have g;'-‘(c) IFB w(ﬂf*(gj),afg;), so by inductive hypothesis
one has g7 (c) - (Bf*(g;), afg}). But f*(g;) : gj(c) — cis a basic
cover of ¢ (since the g; form a basic cover of p), and hence we will

have ¢ IF (B, o). We have thus proved that p IF Vxi(x, «).

O

Proposition 6.1.2. If k is a weakly compact cardinal, k-coherent theo-
ries of cardinality at most k are complete for k-coherent models.

Proof. It is enough to prove that every object in the sheaf model forcing
the antecedent ¢(«) of a sequent ¢ -, 1 also forces the consequent 1 («)
for every tuple « in the domain. Construct a weak Beth model over a tree
as above but taking as the root of the tree a given object forcing ¢(«).
For each branch b of the tree, consider the directed colimit Dy, of all the
underlying structures in the nodes of the branch, with the corresponding
functions between them. Such a directed colimit is a structure under the
definition R(z, ..., Zy,...) <= R(zg,...,T),...) for some representatives
x; of ;. We will show that such a structure is a (possible exploding)
k-coherent model of the theory satisfying ¢(&). Indeed, we have the
following:

Claim : Given any k-coherent formula ¢(zy, ..., Ty, ...), we have Dy, F
d(Ag, ..., @y, ...) if and only if for some node n in the path b, the underly-
ing structure C,, satisfies C,, IF ¢(ay, ..., ay, ...) for some representatives
«; of @;.

The proof of the claim is by induction on the complexity of ¢.

1. If ¢ is R(xo, ..., zs, ...), the result follows by definition of the struc-
ture.

2. If ¢ is of the form A
hypothesis.

i<y 0; the result follows from the inductive

3. If ¢ is of the form Vi<7 0; and Dy, F ¢(ayp, ..., s, ...), then we can
assume that Dy, F 6;(ap, ..., ds, ...) for some ¢ < 7, so that by in-
ductive hypothesis we get Cy, IF ¢(aq, ..., as, ...) for some node n in
b. Conversely, if C), I+ ¢(ag, ..., as,...) for some node n in b, by
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definition of the forcing there is a node m above n in b and a func-
tion fum @ Dy — Dy, for which Cp, IF 0;(frm (o), vy fam(as), .-.)
for some i < <, so that by inductive hypothesis we get Dy F
d(ag, ..., g, ...).

4. Finally, if ¢ is of the form Ix(x, ap, ..., @s, ...) and Dy, E ¢(ay, ..., ds, ...),
then Dy, F ¢(&, ap, ..., ds, ...) for some &, and then Cy, IF (e, a, ..., g, ...)
for some node n by inductive hypothesis. Conversely, if C, I
#(ag, ..., g, ...) for some node n in b, then by definition of the forc-
ing there is a node m above n in b and a function f,;, : D,, = Dy,
for which Cyp, IF Y (fam(@), fam(@o), -y fam(as), ...), which implies
that Dy F ¥(a, ag, ..., s, ...) and hence Dy, F ¢(ap, ..., s, ...).

Since (@) is satisfied in all K-coherent models of the theory, it is sat-
isfied in all models of the form Dy, (since we are in a classical metatheory,
we can treat separately the case when the structure Dy, is exploding).
Hence, 1(«) is forced at a certain node of every branch of the tree. By
weak compactness, we can find a level of the tree where every node forces
¥ (a). Indeed, suppose that is not the case; then every level of the tree
would contain a node not forcing 1 («), and hence, because the levels
have size less than x, there would be a cofinal branch composed of such
nodes, which is absurd. Therefore, there must exist a level each of whose
nodes forces 1(«). Because these nodes form a basic covering family,
() is therefore forced at the root, as we wanted to prove. O

Remark 6.1.3. In the classical case, when the syntactic category is
Boolean, Proposition [6.1.2 reduces to the completeness theorem of Karp
in [Kar64]; the transfinite transitivity property can be rewritten into the
classical distributivity and dependent choice axiom schemata.

As in the propositional case, one can remove the restriction on the
cardinality of the theory if one assumes instead that x is a strongly
compact cardinal:

Proposition 6.1.4. If k is a strongly compact cardinal, k-coherent the-
ories are complete for k-coherent models.

Proof. Suppose that the sequent ¢ Fx v is valid in every model of a
certain theory but not provable. Then it is not provable in any sub-
theory of cardinality less than k. therefore, if we add to the language
a new constant ¢ and axioms T F ¢(c) and ¥(c) F L, any subtheory
of cardinality less than x together with these two new axioms has, by
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Proposition [6.1.2] a model. Since x is strongly compact, the whole the-
ory has a model, which provides a model for the original theory where

¢ Fx 1 is not valid. O

A simplified version of the ideas above can be also used to obtain
the completeness theorem for infinitary Reg; theories. Consider the
fragment x-Reg, of first-order logic; the syntactic category of a theory
over this fragment is a regular category with a strict initial object. If we
consider the topos of sheaves over this category with the k-Reg | coverage
given by finite epimorphic families of at most one arrow (so a cover is
either empty or a single epimorphism), the coverage is subcanonical and
the topos is a conservative sheaf model for the theory. We have now:

Theorem 6.1.5. Let xk be an inaccessible cardinal. Then any x-Reg
theory of cardinality at most k has a universal linear weak Beth model of
height k.

Proof. Consider the syntactic category Cr of the theory and its con-
servative embedding in the topos of sheaves with the k-Reg, coverage,
Cr — Sh(Cr,7"). Consider for any object the set of epimorphisms over
the object. Because x is inaccessible, this set has cardinality at most .
Repeating elements if needed, we can assume that the set has order-type
precisely k. Construct a functor from a linear tree of height x to the
syntactic category, defined recursively on the levels of the tree. Start
with a well-ordering f : Kk X Kk — k as in Lemma [5.2.1] i.e., with the
property that f(8,7) > 7. We describe by an inductive definition how
the tree obtained as the image of the functor is constructed.

The root of that tree is the terminal object. Suppose now that the
tree is defined for all levels A < u; we show how to define the node of
level p. Suppose first that p is a successor ordinal 1 = o + 1, and let
a = f(B,7). Since by hypothesis f(8,v) > =, the node p, at level v is
defined. Consider the morphism g7 over p, assigned to the path from
the node p, to the node of level a. To define the node at level o + 1,
take then the 8 — th epimorphism over p, and pull it back along the
morphism ¢5. This produces an epimorphism over the node at level a,
whose domain is then the node of level o + 1. Suppose now that y is
a limit ordinal. Then the tree of height u already defined determines a
diagram, whose limit is defined to be the node at level p corresponding
to that branch.

Clearly, the morphism assigned to the path from any node p till the
node of level « in the linear subtree over p is an epimorphism because
of the dependent choice property. Define now a Beth model B over this
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tree by defining as the underlying set of a node ¢ the set of arrows from
q to the object [z, T] in the syntactic category, and where the function
between the underlying set of a node and its successor is given by compo-
sition with the corresponding arrow. We set by definition ¢ IFp R(«) if
and only if ¢ forces R(«) in the sheaf semantics of the topos (we identify
the category with its image through Yoneda embedding). That p forces
¢(a) in the sheaf semantics of the topos will be denoted as p IF ¢(«).
We shall now prove the following:

Claim : For every node p, every k-Reg, formula ¢ and every tuple
a, p Ik ¢(«) if and only if p IFp ¢(«).

The proof goes by induction on ¢ similarly to the proof in the case
of k-coherent theories.

1. If ¢ is atomic, the result is immediate by definition of the under-
lying structures on each node.

2. Ifp =N\, <y 15, the result follows easily from the inductive hypoth-
esis, since we have p - A, ¢;(«) if and only if p I ¢);(a) for each
i < 7, if and only if p IFp () for each i < ~, if and only if
PIFB Niey Yi().

3. Suppose ¢ = IxP(x). If p IF Ix(x, ), then there is a basic cover

f: A — psuch that one has A IF (B, af) for some B: A — [x, T].
This cover of p appears at some point of the well-ordering and is
hence pulled back along the path g of a subtree to create the node
of a certain level of the subtree over p. The node m in this level will
have the property that m IF (8¢’ afg’), and hence, by inductive
hypothesis, that m kg ¥ (84, afg’). By definition, we get thus
plFp IxYP(x, a).
Conversely, suppose that p IFp 3xi(x,«). Then there is a level
in the subtree over p such that the node m there satisfies m IFp
Y(B, af) for some B : m — [x, T], and hence, by inductive hypoth-
esis, such that m Ik ¢(8, af). Since the arrow f : m — p is a basic
cover of p, we must have p IF Ixy(x, ).

O

As a consequence, we immediately get:

Proposition 6.1.6. (ZFC) If k is an inaccessible cardinal, k-Reg, theo-
ries of cardinality at most k are complete with respect to k-reqular models.
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Proof. 1t is enough to prove that every object in the sheaf model forcing
the antecedent ¢(«) of a sequent ¢ -, 1 also forces the consequent 1 («)
for every tuple « in the domain. We can thus consider a weak Beth model
over a linear tree as above but taking instead as the root of the tree an
object forcing ¢(«), and the directed colimit D of all the underlying
structures in the nodes of the tree. We then make it into a structure
with the expected definition and prove the following:

Claim : Given any k-Reg, formula ¢(zy,...,Zy,...), we have D F
o(ap, ..., @y, ...) if and only if for some node n in the tree, the underlying
structure C,, satisfies C), I+ ¢(ay, ..., ay, ...) for some representatives o
of q;.

The proof is similar to the k-coherent case.

1. If ¢ is R(xo, ..., zs), the result follows by definition of the structure.

2. If ¢ is of the form A, < Ui the result follows from the inductive
hypothesis.

3. Finally, if ¢ is of the form Ixv(x, ap, ..., s, ...) and D F ¢(ap, ..., ds, ..
then D F ¢ (@, ay, ..., s, ...) for some @, and then C,, I+ ¥ (a, ap, ..., as, ...

for some node n by inductive hypothesis. Conversely, if C, I
#(ag, ..., g, ...) for some node n, then by definition of the forc-
ing there is a node m above n and a function f,,, : D, — Dy,
for which Cyp, IF Y (fam(@), fam (o), .-y fam(as), ...), which implies
that D F ¢(&, ap, ..., As, ...) and hence D F ¢(ay, ..., as, ...).

Therefore, since any k-Reg | formula satisfied in the models given by
the directed colimits of of the underlying structures of the nodes in the
linear trees, is forced at their roots, ¥ («) is forced at the roots, as we
wanted to prove. O

6.2 Completeness of infinitary intuitionistic first-
order logic

Having now at hand a completeness theorem for k-coherent theories,
we can adapt the proof of Joyal’s theorem by replacing the category of
coherent models with that of x-coherent models. As a result, we get:

Theorem 6.2.1. If k is a weakly compact cardinal, every k-first-order
theory of cardinality at most k has a universal Kripke model.
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Proof. Consider the syntactic category C of the k-coherent Morleyization
T™ of the theory T. Let Coh(C) be the category of k-coherent models of
T™ of size at most k, and where arrows are model homomorphisms. We
have a functor ev : C — Set®(©) sending an object A to the evaluation
functor ev(A). It is clear that this functor is k-coherent, and by Propo-
sition it is also conservative. We must prove that ev also preserves
V.

Given an arrow f : A — B, a subobject C — A and the subob-
ject Y = Vy(C) »— B, we need to show that ev(Y) = Vg5 (ev(C))
as subobject of ev(B). By the definition of V in the Heyting category
SetCOh(C), this reduces to proving the following equivalence, for every
y € ev(B)(M) = M(B):

y €ev(Y)(M) < For every model N, for every model homomorphism

¢: M — N,

(ev(f)n) " (¢B(¥)) C ev(C)(N)
that is:

y € M(Y) <= For every model N, for every model homomorphism

¢: M — N,

(N(f)) " (¢n(y)) € N(C)

The implication = can be proven as follows: if y € M(Y'), then
¢p(y) € N(Y), and so, since N is k-coherent, ¢p(y) = N(f)(x) gives
x € N(f)H(N(¥(C))) = N(f14(C)) C N(C).

Let us focus on the other implication. Consider the following diagram
in C:

C = [x,6] Vi(C) = y,"]

B =
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Applying the functor ev and evaluating at a model M gives the dia-
gram:

{d|M E6(d)} {c[M E ~(c)}

{d|M E ¢(d)}{m>}{c|M F(c)}

Given ¢ € Ve, (5)(ev(C)), we need to prove that M F v(c). Consider
the positive diagram of M, Diag; (M), which, in a language extended
with constants ¢ for every element ¢ of the underlying set of M, consists
of all sequents of the form T F ¢ (co, ..., Cq, ...) for every positive atomic
¢ such that M E (co,...,Cq,...) (we identify the constants symbols
with the elements of M, to simplify the exposition). If N’ is a model of
Th(M), then, defining N as the reduct of N’ with respect to the elements
{cN": ¢ € M} we can define ¢ : M — N by ¢(c) = ¢V', which is a well
defined model homomorphism. But we know that for all ¢ : M — N
one has N(f)"*(¢p(c)) € N(C). This implies that for all models N’ of
Th(M), the sequent A\(x,c/y) Fx 0(x) holds, and therefore, the sequent
P(c) A A(x,c/y) Fx 0(x) also holds.

By Proposition this means that such a sequent is provable in
Th(M). Besides sequents in T™, this proof uses less than x sequents of
the general form T F ¢;(c, cg, ..., Cq, -..), Where the ¢; are positive atomic
sentences corresponding to the diagram of M and the c; are elements of
M. Considering the conjunction & of the ¢;, we see that there is a proof
in T from:

TF&(c,co, ..y Cay o)

to
¥(e) ANAx, c/y) bx 0(x)

By the deduction theorem (Lemma [2.1.6), since £(c,cg, ..., Cq,...) iS a
sentence, we obtain in T™ a derivation of:

£(c,coy .y Cay-..) AN(C) AN A(X,c/y) Fx 0(x)
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But it is always possible to replace the constants by variables as long as
they are added to the contexts of the sequents, so using the existential
rule, we have also a derivation of:

Ixg..Xq.-£(¥, X0, ...s Xa, ) ANY(Y) AKX, Y) Fxy 0(%)

Calling Y’ = [y, ®(y)] the subobject of B given by the interpretation in
C of the formula:

Ix0...Xe- £ (Y, X0y vy Xy o) ANU(Y)
we have a proof of the sequent:
(y) A, y) Fxy 0(x)
and hence also of the sequent:

Fy((y) A A, y)) Fx 0(x)

Now the antecedent is precisely the pullback of the subobject ®(y) of B
along f, so by adjunction we have Y/ < V;(C) = [y,~], i.e., the sequent
®(y) Fy v(y) is provable. Therefore, since M E ®(c), it follows that
M E ~(c), as we wanted to prove.

O

Once more, it is possible to remove the restriction on the cardinality
of the signature in Theorem [6.2.1] by assuming r to be strongly compact:

Theorem 6.2.2. If k is a strongly compact cardinal, every k-first-order
theory has a universal Kripke model.

Proof. Tt suffices to rewrite the proof of Theorem [6.2.1] using Proposition

[6.14) in place of Proposition [6.1.2] O

As applications of these completeness theorems, we obtain not only
the disjunction property over a language without function symbols (with
a proof similar to|5.2.6)) but also the existence property:
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Corollary 6.2.3. If k is a weakly compact cardinal, k-first-order intu-
itionistic logic L, over a language without function symbols and with at
least one constant symbol has the infinitary existence property. That is,
if T 3x¢(x) is provable in the empty theory, then, for some constants
c, T F ¢(c) is already provable.

Proof. This is a straightforward generalization of the usual semantic
proof in the finitary case, based on the completeness with respect to
Kripke models over trees. If no sequent T F ¢(c) was provable, there
would be a countermodel for each choice of ¢. Then we can build a new
Kripke tree appending to these countermodels a bottom node forcing no
atoms, whose underlying domain contains just the constants of the lan-
guage, with the obvious injections into the roots of the countermodels.
Such a Kripke tree would then be a countermodel for T - Ix¢(x). O

Having at hand a completeness theorem for k-Reg, theories, it is
possible to adapt Joyal’s proof of the completeness theorem for first-order
intuitionistic logic over infinitary logic, by replacing coherent models
with x-regular models. This has as a consequence, like in the finitary
pre-Heyting theories, a completeness result for x-pre-Heyting theories.

Theorem 6.2.4. (ZFC) If k is inaccessible, every k-pre-Heyting theory
of cardinality at most k has a universal Kripke model.

Proof. We go along the lines of Joyal’s proof, adapted for this case us-
ing Proposition Consider the category Reg(C) of k-regular models
of size k of our syntactic category (i.e., k-regular functors from the x-
Reg1 Morleyization of our theory), with the corresponding k-regular
homomorphisms given by natural transformations. We have a functor
ev : C — Set9(€) sending an object A to the evaluation functor ev(A).
It is clear that this functor is k-regular, and by Proposition [6.1.6] it is
also conservative. The proof that ev also preserves V follows the same
lines as the proof of the infinitary version of Joyal’s theorem, where we
replace the category of k-coherent models by that of k-regular models.
Although some of these models could be exploding, generating thus ex-
ploding nodes in the Kripke model, we are working classically, so that we
can simply eliminate all exploding nodes without affecting the forcing at
the rest of the nodes. O

Remark 6.2.5. It is possible to weaken the hypothesis of Theorem
by allowing x to be any regular cardinal and the theories to have arbitrary
cardinality. Indeed, in [Mak90|] Makkai presents a syntactic proof that
k-regular theories are complete for Set-valued models, from which we
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can derive the completeness of k-Reg, theories by Morleyization. From
this we proceed as in Joyal’s theorem, which makes no use of the stronger
hypothesis.

Finally, we can also see that the statement of completeness of k-
first-order theories requires in an essential way the hypothesis of weak
compactness:

Proposition 6.2.6. (ZFC) Given an inaccessible cardinal K, the Kripke
(resp. Beth, Tarski) completeness of k-first-order theories of cardinality
at most k implies that k is weakly compact.

Proof. This is a generalization of Corollary and is proved in an
analogous way. Beth completeness and Kripke completeness imply k-
coherent completeness of theories of cardinality at most k. To prove
that this latter implies weak compactness, given a tree of height x and
levels of size less than x, consider the theory of a branch, over a language
containing a unary relation symbol P and one constant a for every node
in the tree and axiomatized as follows:

T \/ P(a)

a€Lg

for each o < K, where L, is the level of height «;

P(a)NP(b) - L

for each pair a # b € L, and each a < k;

Pla) F P(b)

for each pair a, b such that a is a successor of b.

Then the theory is certainly consistent within L ., as every subthe-
ory of cardinality less than x has a Tarski model, so by completeness
it follows that the whole theory has a Tarski model, corresponding to a
cofinal branch. O

Also, we have as well:

Proposition 6.2.7. (ZFC) Given an inaccessible cardinal K, the Kripke
(resp. Beth, Tarski) completeness of k-first-order theories implies that
is strongly compact.

99



Proof. This is another generalization of Corollary .38 It is enough to
show that k-coherent completeness implies strong compactness. Con-
sider a k-complete filter F in the lattice £ of subsets of a set. In a
language containing a constant a for every a € £L/F and a unary rela-
tion symbol P, consider the following theory of a k-complete ultrafilter:

1. P(a) F P(b) for every pair a < bin L
2. Niey Plai) = P\, a;) for all families {a; }i<y such that v < x
3. Tk P(a)V P(—a) for every a € L

Since the theory is consistent (as it has a model in £/ F itself), by k-
coherent completeness it has a Tarski model, which provides a k-complete
ultrafilter in £/F whose preimage along the quotient map yields a k-

complete ultrafilter in £ extending F. Therefore, x is strongly compact.
O
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Conclusion
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7. Conclusion

7.1 Future work

There are several lines of further exploration of the ideas here presented
that can be interesting to pursue. The first is the question about con-
ceptual completeness, or, more generally, the question about to which
extent the category of x-coherent models of a certain theory character-
izes the theory, and whether some k-coherent form of the xk-pretopos
completion (see [MRT7|) plays some role in it. Positive answers in the
case kK = w have been given, and naturally one would like to determine
if such characterizations could hold in the general case.

The second question is the determination of the right consistency
strength of k that is needed to prove the completeness theorem for
theories of cardinality strictly smaller than x. More especifically, call
k a Heyting cardinal if it is inaccessible and s-first-order theories are
complete (with respect to Kripke semantics) for theories of cardinality
strictly less than k. Such a cardinal lies somewhere between inaccessible
and weakly compact cardinals, and for classical theories is known that
inaccessibility is enough. We leave for the future the determination, in
the intuitionistic case, of the exact consistency strength of this property
within the large cardinal hierarchy.

Finally, it remains to determine whether theories over finite quantifier
languages Ly, satisfy a completeness theorem. The classical case has
been handled in |Gre75|, but the intuitionistic case seems as usual more
difficult to analyze.

7.2 Philosophical (in)completeness

There is a different conception of completeness of a more philosophical
flavour, concerning how much we are able to grasp through completeness
theorems the universe of sets. Despite the many advocates of ZFC plus
large cardinal axioms as the preferred axiomatic system, constructive
mathematicians are more confortable with IZF or its predicative variant,
CZF (constructive Zermelo-Fraenkel). We present here a third proposal
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that combines aspects of those two: k-first-order logic axiomatized with
purely logical axioms, in the metatheory ZFC plus the axiom “xk is weakly
compact”. This has the effect of sweeping the law of excluded middle to
the metatheory, thereby guaranteeing desirable properties of the object
theory (like the disjunction and the existence property), equipped with
a semantics for which a completeness theorem holds. But the ultimate
thesis here is that beyond all these proposals, the philosophical com-
pleteness remains, without remedy, utopic, and that this has to be the
case due to the very nature of existence: an amphibious, dynamic and
incomplete path to being from nothingness.

We have tried to give instances of what seems to be the general
phenomenon where this systematic incompleteness manifests: the more
expressive the logic is, the stronger the metatheory must be to support a
proof of completeness. In the same way that, quite probably, the current
inconsistencies found at the very top of the large cardinal hierarchy could
be atributed to some of the axioms of the metatheory, also the search
for the ideal completeness theorem might be doomed to fail: we would
presumably only be able to achieve a very strong form of completeness of
some infinitary intuitionistic logic by using an inconsistent metatheory.
In this sense, although we have only presented completeness theorems
here, the remaining scent that these results should leave behind in our
attempt to achieve completeness is that of an inherent incompleteness.
Perhaps frustrating, but necessary to avoid the calamity of inconsistency.
Vi far inte veta. Vi kommer aldrig att veta.
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