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# Experiments on ultracold quantum gases of ${ }^{85} \mathrm{Rb}$ and ${ }^{87} \mathrm{Rb}$ 

Sylvi Händel


#### Abstract

This thesis describes a new apparatus designed to study ultracold gases of rubidium. The apparatus comprises a six-beam MOT chamber and a differential pumping stage leading into a 'science chamber'. This science chamber is constructed from a rectangular glass cell. Atomic gases of rubidium are collected in a MOT and then transferred into a magnetic quadrupole trap. This quadrupole trap is mounted on a motorised translation stage. This setup transports the atoms into the science chamber, where they are transferred into a static quadrupole trap which is built around the glass cell. During the transport the atoms are deflected over a glass prism, which shields the science chamber from stray rubidium from the MOT chamber. The magnetic transport is studied in detail and the deflection over the glass prism is fully described simulating the displacement of the quadrupole trap. Using the magnetic quadrupole trap in the science chamber to store one rubidium isotope, we are able to load the other rubidium isotope in the MOT chamber and transfer it also into the science chamber. There, the two magnetic traps are merged and variable ratios of isotopic mixtures can be created. The merging of the two quadrupole traps could be employed in future experiments to cool ${ }^{85} \mathrm{Rb}$ sympathetically with ${ }^{87} \mathrm{Rb}$. In the science chamber forced radio-frequency evaporation is performed and the loading of a far-detuned dipole trap is studied. Initially the dipole trap is realised as a hybrid trap, a single beam dipole trap in combination with the quadrupole trap. Further studies include the loading of a crossed beam dipole trap. We demonstrate that the apparatus is capable of producing ${ }^{87} \mathrm{Rb}$ condensates. Preliminary studies of ${ }^{85} \mathrm{Rb}$ in the dipole trap are included which hopefully in future will lead to a quantum degenerate gas of ${ }^{85} \mathrm{Rb}$.
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## Chapter 1

## Introduction

Ultracold atoms open the door to the world of quantum mechanical phenomena, not evident or accessible normally in nature. The invention of laser cooling [1-5] and evaporative cooling [6] put a milestone on an area of physics that would inevitably lead to new discoveries. One of these new exciting discoveries was predicted in 1924 by Bose and Einstein [7, 8] and in 1995 Bose-Einstein condensation was first observed in three different laboratories [9-11]. During the following years many new laboratories were set up all over the world building on these results. Their focus covers a wide range of applications and research directions.

The wave nature of particles stimulated investigations on the long-range phase coherence and the properties of superfluidity of the novel state of matter. Observations included the interference between two BECs [12] and quantised vortices [13]. There has been a profound interest in single particle effects, such as Anderson localisation [14, 15]. Here the particle wave functions localise in the present of disordered potentials. Single neutral trapped particles have also been used to study quantum walks [16].

Alongside this there are many interesting quantum phenomena which involve interactions between particles, such as superconductivity [17], formation of dimer [18] and trimer states [19] as well as entanglement [20]. The observation of optical [21] and magnetic Feshbach resonances [22] provides a tool to tune the interaction strength in a controlled way.

This tunabilty of the interaction strength enables access to a new regime of
strongly correlated systems, occurring in strongly interacting and strongly confined gases. A prominent example is the phase transition of a super fluid to a Mott-insulator state [23-25] where the long-range phase coherence of the superfluid is transformed into particle correlations. This system is ideal for studying fundamental processes in condensed matter, as the resulting perfectly periodic lattice simulates a defect free solid. In low dimensions examples of strongly correlated systems can be found in the Tonks-Girardeau gas [26, 27] and the super-Tonks-Girardeau gas [28]. In these bosonic gases the two-particle wave function exhibits a node and the bosons mimic some properties of fermionic systems.

One of the more interesting aspects for changing the collisional properties of the ground-state species is to use an external field. This field can either change the sign or the magnitude of the scattering length or modify the elastic collision rates. Initially this idea was raised for ${ }^{133} \mathrm{Cs}$, where the threshold scattering properties could be changed by a magnetic field [29]. A rapid variation in collision properties associated with a threshold scattering resonance makes the external control over the scattering length possible.

In 1997, refined calculations derived from photoassociation spectroscopy made the prediction that the resonances in scattering in the $F=2, m_{F}=-2$ state in ${ }^{85} \mathrm{Rb}$ would occur in experimentally accessible ranges of field [30]. This resonances was measured initially at a magnetic field of 167 Gauss [31], close to the prediction. Soon after this the group in JILA reported observation of the resonance with greatly improved precision [32]. Later on the tunability of the magnetic Feshbach resonance was also exploited for the production of stable condensates of ${ }^{85} \mathrm{Rb}$ [33] and the investigation of solitary waves [34].

## Motivation for this experiment

The apparatus presented in this thesis is designed to study the formation, dynamics and quantum reflection of bright matter wave solitons using ${ }^{85} \mathrm{Rb}$ condensates. The specific targets of the experiment are:

- Optimised production of ${ }^{85} \mathrm{Rb}$ condensates in the vicinity of the broad Feshbach resonance at 155 G.
- Investigation of the collapse mechanism of the condensate which can lead to the formation of solitons.
- The study of controlled collisions between the solitons as a function of the relative phase and velocity.
- Demonstration of quantum reflection from a dielectric surface using solitons.

Atomic interactions influence most of the properties of a BEC and can be described in the mean-field model by a self-interaction energy. This energy is dependent on the atomic density and the $s$-wave scattering length $a$, which can either be positive or negative. The wave function of the condensate $\Psi(\mathbf{r}, t)$ satisfies a non-linear Schrödinger equation, known as the Gross-Pitaevskii equation [35]

$$
\begin{equation*}
i \hbar \frac{\partial \Psi(\mathbf{r}, t)}{\partial t}=\left(-\frac{\hbar^{2}}{2 m} \nabla^{2}+V(\mathbf{r})+\frac{4 \pi \hbar^{2} a}{m}|\Psi(\mathbf{r}, t)|^{2}\right) \Psi(\mathbf{r}, t) \tag{1.1}
\end{equation*}
$$

where $m$ is the atomic mass and $V(\mathbf{r})$ the external confining potential. If the scattering length is positive, the interactions are repulsive and the condensate is stable. For a negative scattering length, the interactions are attractive. In this case the condensate tends to contract to minimise its overall energy, which can lead to a collapse - similar to an implosion.

## Optimised production of ${ }^{85} \mathrm{Rb}$ condensates

The first objective is to develop an apparatus to study ultra cold quantum gases of ${ }^{85} \mathrm{Rb}$. The apparatus needs to have a vast optical access for further experiments and be capable of controllably producing condensates of ${ }^{85} \mathrm{Rb}$. The evaporative cooling of ${ }^{85} \mathrm{Rb}$ is not straightforward. The standard technique used with many species of adiabatic compression in order to increase the collision rate is not applicable. The elastic cross section exhibits a strong temperature dependence for collision energies below $500 \mu \mathrm{~K}$ [36]. Around


Figure 1.1: The $s$-wave scattering length as a function of magnetic field in the $F=2, m_{F}=-2$ state for ${ }^{85} \mathrm{Rb}$.
$355 \mu \mathrm{~K}$ the $s$-wave scattering length has a minimum, however in low-energy regime $(<50 \mu \mathrm{~K})$ the elastic cross section is higher than for ${ }^{87} \mathrm{Rb}$. Besides this ${ }^{85} \mathrm{Rb}$ suffers from strong two and three body inelastic collision rates [32] which reduce the evaporation efficiency. The background scattering length of ${ }^{85} \mathrm{Rb}$ is negative and therefore stable condensates can only be produced in the vicinity of the Feshbach resonance around $\approx 155 \mathrm{G}$ where the scattering length is positive. This is shown in figure 1.1

## Investigation of the collapse mechanism

Condensates with attractive interaction are unstable in free-space. In a harmonic potential the zero-point kinetic energy can stabilise the condensate if the number of atoms in the condensate is below a critical value which is dependent on the geometry of the trap [37].

$$
\begin{equation*}
N_{\text {critical }}=k \frac{a_{\mathrm{ho}}}{a}, \tag{1.2}
\end{equation*}
$$

where $a_{\text {ho }}$ is the mean harmonic oscillator length which characterises the kinetic energy in the trap and $k$ is a dimensionless constant, the stability coefficient. As shown in figure 1.1 the Feshbach resonance presents a new method to probe the collapse process. The change in scattering length and therefore the change in interactions can be precisely triggered using a magnetic field
sweep across the resonance. The investigation of the stability coefficients for different trap geometries might lead to some further understanding of the collapse mechanism, since it exhibits a rich and complex structure [38]. Experiments where the scattering length was changed suddenly ( $<0.1 \mathrm{~ms}$ ) establish a link to the formation of bright matter-wave solitons [39].

## Bright matter-wave solitons

The existence of soliton solutions is a common feature of non-linear wave equations. BEC systems described by the Gross-Pitaevskii equation can support dark (local minima in the condensate wave function) and bright (local maxima) solitons depending on whether the interactions are repulsively $(a>0)$ or attractive $(a<0)$. Bright matter- wave solitons are atomic wave packets where the dispersion is balanced by the presence of atomic interactions. A stationary soliton located at the origin in the z-dimension can be described as

$$
\begin{equation*}
\Psi(z)=\left(\frac{1}{\sqrt{2 \xi}}\right) \operatorname{sech}\left(\frac{z}{\xi}\right) \tag{1.3}
\end{equation*}
$$

The healing length $\xi$ characterises the width of the soliton $\xi=\hbar / \sqrt{n_{1 \mathrm{D}} m|g|}$ and $n_{1 \mathrm{D}}$ is the peak one-dimensional density. Bright matter wave solitons have been observed experimentally [39-41] and all three experiments use a Feshbach resonance to drive the interactions from positive to negative and induce a collapse. Out of the collapse solitons emerge and the formation of multiple solitons (often also referred to as soliton trains) were observed. These multiple soliton states exhibit dynamics from which the research groups inferred that the solitons are formed with a relative phase $\Delta \phi$. Despite the interactions being attractive [42, 43], the relative phase seems to ensure that multiple solitons interact repulsive ( $\pi / 2<\Delta \phi<3 \pi / 2$ ). In this case the solitons never fully overlap ensuring that the critical density for collapse is never reached and the solitons remain stable. There is a major interest in many aspects of the formation of solitons and the subsequent dynamics. To date there is no physical picture which explains the origin of the relative phase of the solitons that ensures the stability of multiple soliton states. There are several theoretical explanations [44-46], however any prove to be the correct physical picture remains to be seen.

## Quantum reflection and atom surface interactions

Quantum reflection refers to the process where a particle reflects from a potential without reaching a classical turning point and is a direct consequence of the wave nature of the particle. This reflection will only occur when the local wave vector of the particle

$$
\begin{equation*}
k=\sqrt{\left(k_{\infty}^{2}-2 m U(z) / \hbar^{2}\right)} \tag{1.4}
\end{equation*}
$$

changes by more than k over a distance $1 / \mathrm{k}$. Here $k_{\infty}$ is the wave vector of the particle with mass $m$ when it is located far away from the surface which is described by the potential $U(z)$. In order for quantum reflection to happen, a sudden change in the potential $U(z)$ is required which can be achieved using a solid surface, e.g. a dielectric surface.

The interaction potential between a solid surface and a neutral atom takes the form of a power-law potential. The potential can be described by the van der Waals potential, if the distance $z$ between atom and surface is shorter than $\lambda / 2 \pi$. Here $\lambda$ is the wavelength of the dominant atomic transition. The van der Waals potential

$$
\begin{equation*}
U(z)=-\frac{C_{3}}{z^{3}} \tag{1.5}
\end{equation*}
$$

arises from the interaction of the spontaneous atomic dipole and its image [47] and $C_{3}$ is a constant related to the depth of the potential well. For larger distances the potential takes the form

$$
\begin{equation*}
U(z)=-\frac{C_{4}}{z^{4}} \tag{1.6}
\end{equation*}
$$

due to the retardation of the electrostatic interaction, which is known as the Casimir-Polder result [48].

The reflection probability $R$ of a particle with $k \rightarrow 0$ incidenting normally on a surface can be described as [49,50]

$$
\begin{equation*}
R \simeq 1-2 \beta_{4} k, \tag{1.7}
\end{equation*}
$$

where $\beta_{4}$ is the length scale associated with the $C_{4}$ coefficient by $C_{4}=$ $\beta_{4}^{2} \hbar^{2} / 2 m$. In order to be able to observe quantum reflection a low incident
velocity and a weak attractive force to the surface is necessary. Quantum reflection has been observed using helium atoms combined with liquid helium surfaces [51]. Other experiments used solid surfaces and a grazing incidence angle [52-54]. At normal incidence quantum reflection has been demonstrated using a ${ }^{23} \mathrm{Na}$ BEC on a silicon surface [55]. It was observed that for low velocities $\left(<2 \mathrm{~mm} \mathrm{~s}^{-1}\right)$ the large spatial extent of the condensate leads to anomalous reflection. The front reflects before the tail of the condensate leading to disruptions of the atomic cloud [56]. The use of well-localised solitons is expected to overcome this problem. In addition the velocity of the solitons is precisely controllable which will take the study of quantum reflection to a new level.

## Previous work on ${ }^{85} \mathrm{Rb}$

This section will give a brief overview of previous experimental work on ${ }^{85} \mathrm{Rb}$. The first experiment set up to produce and study ultracold gases was built in JILA in the late 1990s. A description of the apparatus used to create magnetically trapped atomic gases of rubidium can be found in the thesis of Jacob Roberts [57]. With a cold sample of ${ }^{85} \mathrm{Rb}$ in a magnetic trap the broad Feshbach resonance in the $F=2, m_{F}=-2$ state was measured [58] confirming and improving an earlier measurement of the Feshbach resonance [31]. The Feshbach resonance in the $F=2, m_{F}=-2$ state would make it possible to produce condensates of ${ }^{85} \mathrm{Rb}$ as an enhanced evaporative cooling of ${ }^{85} \mathrm{Rb}$ was observed near the resonance in the low-density magnetic trap [58]. However in order to exploit the Feshbach resonance inelastic collision rates around the Feshbach resonance needed to be measured and coefficients for two-body loss and three-body loss were extracted [58]. It was confirmed that the Feshbach resonance has a profound effect on the two- and three-body inelastic rates and can change them by an order of magnitude [32].

In the following months the group in JILA was able to produce condensates of up to $10^{4}$ atoms by using the magnetic field induced Feshbach resonance to reverse the sign of the scattering length [33]. They observed a shrinking of the condensate when the interactions were switched from repulsive to attractive along with the emission of high-energy atoms. This out burst of high-energy
atoms was accompanied by a collapse of the condensate. This process was studied in detail in 2001 [59] and the group was able to establish a stability condition for the collapse. The Feshbach resonance in the $F=2, m_{F}=-2$ state was determined with more precision [60] before the dynamics of the collapsing and exploding BEC were explored [38].

In the following year, 2002, a time-varying magnetic field near the Feshbach resonance was used to produce coherent coupling between atoms and molecules in the ${ }^{85} \mathrm{RB}$ BEC [61]. Using magnetic field pulses on a ${ }^{85} \mathrm{Rb}$ BEC near the Feshbach resonance atoms were converted to another state which was assumed to be molecular [62]. This was confirmed in 2005 when the group was able to spontaneously dissociate ${ }^{85} \mathrm{Rb}$ molecules using the Feshbach resonance [63].

In 2006 the collapse was revisited and investigated further. It was shown that the collapse of the condensate leads to the formation of bright-matter wave solitons [39]. They observed that solitons may undergo collisions in a three dimensional confining potential, whilst remaining stable.

In the following years the apparatus in JILA was rebuilt and improved and most of the work is described in the thesis of Scott Papp [64]. The strategy for creating condensates of ${ }^{85} \mathrm{Rb}$ was revised and sympathetic cooling with ${ }^{87} \mathrm{Rb}$ [65] was implemented. Experiments with the isotopic mixture included the observation of heteronuclear Feshbach molecules [66] and the tunable miscibility in a dual-species BEC [67].

Another ${ }^{85} \mathrm{Rb}$ condensate was produced in 2010 by the group in Canberra, again using sympathetic cooling of ${ }^{85} \mathrm{Rb}$ with ${ }^{87} \mathrm{Rb}$ in large volume dipole trap [68]. Inelastic losses were studied [69] in all five Zeeman states of the $F=2$ manifold.

### 1.1 Layout of this thesis

In this thesis first experiments with a new apparatus designed to study ultracold gases of rubidium are described. In chapter 2 some theoretical background, relevant to the experimental setup, is presented. The new apparatus is described in chapter 3 which is divided into two main parts corresponding
to the two optical tables in the laboratory. The first part describes the laser setup, capable of producing all necessary light frequencies to laser cool ${ }^{85} \mathrm{Rb}$ as well as ${ }^{87} \mathrm{Rb}$. The second part is dedicated to the vacuum system and gives a detailed description of our novel MOT chamber.

This is followed by a careful characterisation and optimisation of the apparatus in chapter 4. The apparatus involves transporting the atoms along the vacuum system, which is studied in detail in chapter 5. The atoms are deflected along their transport path over an obstacle, a glass prism inserted in the transport path. Simulations of the transport over the obstacle show that there is an optimum set of parameters to pass over the obstacle without atom loss or heating.

In chapter 6 we demonstrate the magnetic merging of the two isotopes of rubidium which allows us to create variable ratio atomic mixtures and might be used in the future to sympathetically cool ${ }^{85} \mathrm{Rb}$ with ${ }^{87} \mathrm{Rb}$ to achieve a quantum degenerate gas of ${ }^{85} \mathrm{Rb}$.

The demonstration of a quantum degenerate gas of ${ }^{87} \mathrm{Rb}$ is shown in chapter 7 using a hybrid trap, consisting of a single beam dipole trap where the axial confinement is produces by a magnetic quadrupole trap. The transfer to a single beam dipole trap is explored as well as the transfer into a crossed beam dipole trap. This was initially done for ${ }^{87} \mathrm{Rb}$, as loss mechanisms are low compared to ${ }^{85} \mathrm{Rb}$ and two-body losses are completely supressed in ${ }^{87} \mathrm{Rb}$. Comparing life times for both isotopes we are facing loss mechanisms in ${ }^{85} \mathrm{Rb}$, which will be subject to further studies.

## Chapter 2

## Theoretical background

### 2.1 Laser cooling and trapping

The Nobel Prize was awarded for laser cooling in 1997 [3-5]. Nowadays many laboratories around the world employ laser cooling and trapping to realise cold quantum gases. This section very briefly summarises the main elements of laser cooling. A much more detailed description can be found in [70-73] and references therein.

## Doppler cooling

Consider an atom placed between a pair of counter-propagating laser beams. If we assume the laser intensity $I$ to be small compared to the saturation intensity $I_{\mathrm{s}}, I<I_{\mathrm{s}}$, the total force on the atom is given by the sum due to each laser beam

$$
\begin{equation*}
F=F_{+}+F_{-}, \tag{2.1}
\end{equation*}
$$

where the force can be described by

$$
\begin{equation*}
F_{ \pm}=\hbar k \frac{\Gamma}{2} \frac{I / I_{\mathrm{s}}}{2 I / I_{\mathrm{s}}+1+4(\Delta \mp k v)^{2} / \Gamma^{2}} . \tag{2.2}
\end{equation*}
$$

Here $\Gamma$ corresponds to the line width of the transition and $\Delta$ is the detuning from the transition. A detailed description of the derivation of this expression can be found in [72]. The contribution of the forces is shown in figure 2.1. If


Figure 2.1: Force as a function of velocity for two counter propagating laser beams with $\Delta=-\Gamma / 2$.
we consider relatively small velocities we can neglect terms in $v^{2}$ and expand the denominator up to first order in $v$ which yields to

$$
\begin{equation*}
F=4 \hbar k \frac{I}{I_{\mathrm{s}}} \frac{2 \Delta / \Gamma v}{\left(2 I / I_{\mathrm{s}}+1+4 \Delta^{2} / \Gamma^{2}\right)^{2}} \tag{2.3}
\end{equation*}
$$

If the atoms experience a red detuned light field ( $\Delta<0$ ), the force is a friction like force in analogy to

$$
\begin{equation*}
F=-\alpha v, \tag{2.4}
\end{equation*}
$$

where $\alpha$ is the friction coefficient. If the friction coefficient is positive, kinetic energy is removed from the atom according to

$$
\begin{equation*}
\left(\frac{d E}{d t}\right)=-\alpha v^{2} \tag{2.5}
\end{equation*}
$$

If the atom is exposed to three counter propagating laser beams it will slow down towards $v=0$. This process is often called optical molasses.

From this one would assume that the atom gets cooled further and further till it reaches a velocity of $v=0$ and therefore zero temperature Kelvin. This does not occur, as the atom experiences heating which lies in the nature of the random process where the atom spontaneously emits photons in all
directions. In fact the cooling achieves a minimum temperature at $I \ll I_{\mathrm{s}}$ and $\Delta=-\Gamma / 2$ which can be expressed by

$$
\begin{equation*}
k_{\mathrm{B}} T_{\mathrm{D}}=\frac{\hbar \Gamma}{2} . \tag{2.6}
\end{equation*}
$$

This is referred to as the Doppler-cooling limit. For ${ }^{85} \mathrm{Rb}$ at the $5^{2} S_{1 / 2} \rightarrow$ $5^{2} P_{3 / 2}$ transition this corresponds to a temperature of $\approx 150 \mu \mathrm{~K}[74]$.

## Sub-Doppler cooling

It was soon discovered that the picture of Doppler-cooling was not sufficient to explain an experimental observation [75]. Temperatures below the Doppler-cooling limit were observed; which is referred to as sub-Doppler cooling. The mechanism of sub-Doppler cooling is possible because the picture of the atom being a two level system is not realistic. In particular the presence of Zeeman levels in the hyperfine ground state has to be considered. The time it takes for optical pumping to transfer atoms among the magnetic sublevels is often longer than the lifetime of the excited state. Another detail which the Doppler cooling picture lacks is that two counter-propagating laser beams can not be treated independently. Their interference leads to strong polarisation gradients which causes the optical pumping rate to be spatially dependent. A more detailed description can be found in [76].

## Sisyphus cooling

To understand the sub-Doppler cooling mechanism, we have to consider a two level atom in a standing wave light field. This field is formed by two counter propagating laser beams of orthogonal polarisation. This situation is shown in figure 2.2, the polarisation varies along the axis of propagation (z). The atom will experience a shift in the energy of its magnetic sublevels, which is dependent on the polarisation of the laser field and the orientation of the atomic dipole. Since this light shift varies in space due to the variation in the polarisation the atom will experience different light shift potentials. If an atom in a particular magnetic sublevel is placed at a top of the potential (see figure 2.2), and absorbs a photon, it can decay to its original level or a


Figure 2.2: Schematic of the Sisyphus cooling. A pair of laser beams generate a spatially varying light shift for the atoms in the different magnetic sublevels ( $m_{F}=+1 / 2$ and $m_{F}=-1 / 2$ ). Atoms sitting on top of the potential can absorb a photon and then spontaneously decay into a different magnetic sublevel.
different one by spontaneous emission. It is most likely that the atom will fall from the top of the potential into a valley, thus the atom will spend on average more time in climbing the potential hills. The atom will therefore convert its kinetic energy into potential energy, which is carried away by fluorescence and the atom is left colder. This is referred to as Sisyphus cooling in analogy to the Greek myth of Sisyphus. This cooling mechanism will continue until the atoms are located in the potential wells. The final achievable temperature is therefore related to the depth of the potential well

$$
\begin{equation*}
k_{\mathrm{B}} T=\frac{\hbar \omega_{\mathrm{R}}^{2}}{4 \Delta}, \tag{2.7}
\end{equation*}
$$

where $\omega_{R}^{2}$ is the Rabi-frequency. The Rabi-frequency is related to the intensity by

$$
\begin{equation*}
\omega_{\mathrm{R}}(I)=\Gamma \sqrt{I / 2 I_{\mathrm{s}}}, \tag{2.8}
\end{equation*}
$$

where for a two state system $I_{\mathrm{s}}=\pi h c / 3 \tau \lambda^{3}$. This implies that with increased detuning or reduced intensity the temperature can be lowered. However there is a fundamental limit, the recoil limit. This is reached when the de-Broglie
wavelength of the atom is equal to the wavelength of the light,

$$
\begin{equation*}
\frac{1}{2} k_{\mathrm{B}} T_{\mathrm{rec}}=\frac{p^{2}}{2 m}=\frac{\hbar^{2} k^{2}}{2 m} . \tag{2.9}
\end{equation*}
$$

For ${ }^{85} \mathrm{Rb}$ at the $5^{2} S_{1 / 2} \rightarrow 5^{2} P_{3 / 2}$ transition the recoil temperature is $\approx 370 \mathrm{nK}$ [74].

## Magneto-optical trap

The magneto-optical trap is the most employed hybrid trap, combining optical fields and magnetic fields. It was first demonstrated in 1987 [77] and has been used extensively in laboratories since then to capture atoms from a supplied background pressure. The magneto-optical trap combines three pairs of counter propagating laser beam and a magnetic field gradient. If the polarisation of the laser beam is chosen to be circular polarised with opposite handedness for the counter propagating beams the addition of the magnetic field gradient forms a trap. The selection rules for the transition between the Zeeman states cause an imbalance in the radiative force from the laser beams, which forces the atoms towards the centre of the trap. An excellent illustration of the principle of the MOT can be found in [72].

### 2.2 Magnetic quadrupole trap

The magnetic quadrupole trap is the simplest magnetic trap one can think of. It consists of a pair of coils with the current flowing in the opposite sense. Despite being simple to construct, the quadrupole trap is not that simple, when one tries to store a bunch of atoms in it. As this experiment uses quadrupole traps, it is essential to understand the potential and the thermodynamics of the quadrupole trap. A detailed mathematical description can be found in [78].

The quadrupole trap was first proposed by Paul [79] and employed to store sodium atoms by Migdall [80]. If we consider a coil consisting of a single loop,


Figure 2.3: Coordinate sketch for a magnetic field at coordinates $\rho$ and $z$ of a single circular current loop placed at a distance $d$.
as shown in figure 2.3, the magnitude of the field can be expressed by [81]

$$
\begin{equation*}
B_{\rho}=\frac{\mu I}{2 \pi} \frac{z}{\rho\left[(r+\rho)^{2}+z^{2}\right]^{1 / 2}}\left[-K+\frac{r^{2}+\rho^{2}+z^{2}}{(r-\rho)^{2}+z^{2}} E\right] \tag{2.10}
\end{equation*}
$$

and

$$
\begin{equation*}
B_{z}=\frac{\mu I}{2 \pi} \frac{1}{\left[(r+\rho)^{2}+z^{2}\right]^{1 / 2}}\left[K+\frac{r^{2}-\rho^{2}-z^{2}}{(r-\rho)^{2}+z^{2}} E\right] . \tag{2.11}
\end{equation*}
$$

The values of $B_{\rho}$ and $B_{z}$ can be calculated numerically for any values of $\rho$ and $z$ by looking up the elliptic integrals $K$ and $E$ (see for example [82]). These formulae are extremely useful to calculate the potential produced by one or more quadrupole traps. In chapter 6 these expressions are used to calculate potentials for merging two quadrupole traps. However in every-day lab life, we use simplified expressions on axis and in appendix A these are described in further detail.

The quadrupole trap produces a potential which has a zero field at the centre and a trapping potential which rises linearly from this point, and saddle point thresholds along the axis and in the plane midway between the coils. Another important feature of the quadrupole trap is that the gradient along the $z$ direction is twice that of the $x$ - and $y$-direction. This follows directly from

Maxwell equation $\nabla \cdot B=0$ and cylindrical symmetry

$$
\begin{equation*}
\nabla B=\frac{\partial B}{\partial x}+\frac{\partial B}{\partial y}+\frac{\partial B}{\partial z}=2 \frac{\partial B}{\partial x}+\frac{\partial B}{\partial z} . \tag{2.12}
\end{equation*}
$$

Therefore it follows

$$
\begin{equation*}
\frac{\partial B}{\partial z}=-2 \frac{\partial B}{\partial x} . \tag{2.13}
\end{equation*}
$$

In cylindrical coordinates one can approximate the magnitude of the field near the field zero by [70]

$$
\begin{equation*}
B(\rho, z) \approx\left(\frac{\partial B}{\partial \rho}\right) \times \sqrt{\rho^{2}+4 z^{2}} \tag{2.14}
\end{equation*}
$$

If particles are confined in a magnetic trap, they move around and thus feel the changing magnetic field. The atoms move in a potential which only depends on the magnitude of the magnetic field

$$
\begin{equation*}
U(\mathbf{r})=g_{\mathrm{F}} m_{F} \mu_{\mathrm{B}} B(\mathbf{r}) . \tag{2.15}
\end{equation*}
$$

The atom stays trapped only if it remains in the trappable state with respect to the local magnetic field vector at all times. This condition can be fulfilled only if the change of the field vector is not too fast compared to the Larmor spin precession frequency [83]

$$
\begin{equation*}
\omega_{\text {Larmor }}=g_{\mathrm{F}} m_{\mathrm{F}} \mu_{\mathrm{B}} B / \hbar . \tag{2.16}
\end{equation*}
$$

Otherwise, the atom can undergo a spin-flip and end up in a possibly untrapped spin state. These spin-flips are called Majorana spin flips and occur in regions where the magnitude of the magnetic field is close to zero. In a quadrupole trap the amount of Majorana spin-flips is dependent on how much time an atom spends close to the field zero. The spent time is dependent on the size of the cloud, therefore cold and dense clouds have higher loss rates due to Majorana-spin flips compared to hot clouds. In [84] a theoretical estimate of the loss rate is given as

$$
\begin{equation*}
\Gamma_{\text {Majorana }} \approx \frac{m}{\hbar} l^{2}, \tag{2.17}
\end{equation*}
$$



Figure 2.4: Loss rates for Majorana losses. The black line is for ${ }^{85} \mathrm{Rb}$ in the $F=2, m_{F}=-2$ state at a gradient of $180 \mathrm{Gcm}^{-1}$ and the red line for ${ }^{87} \mathrm{Rb}$ in the $F=1, m_{F}=-1$ state at a gradient of $240 \mathrm{Gcm}^{-1}$. The green dashed box shows the 'safe' area. The upper inset shows the vector field for a quadrupole trap with equal opposed currents. The lower inset shows the magnetic quadrupole potential for ${ }^{85} \mathrm{Rb}$ (black) and ${ }^{87} \mathrm{Rb}$ (red). At the bottom of the potential atoms are lost due to Majorana spin-flips.
where $l$ is the radial half-width-half-maximum cloud size in the quadrupole trap. This can be expressed in terms of the temperature of the trapped cloud by [85]

$$
\begin{equation*}
\Gamma_{\text {Majorana }}=1.85 \frac{\hbar}{m}\left(\frac{\mu B^{\prime}}{k_{\mathrm{B}} T}\right)^{2} \tag{2.18}
\end{equation*}
$$

where $B^{\prime}$ describes the quadrupole field gradient along $z$. In figure 2.4 the loss rate due to the Majorana losses in the quadrupole trap is shown for ${ }^{87} \mathrm{Rb}$ (red line) and ${ }^{85} \mathrm{Rb}$ (black line). The lower inset shows the potential of the quadrupole trap for both rubidium isotopes. The upper inset shows the vector field produced by the quadrupole trap. The green shaded area represents the area where our experiments typically take place. The Majorana spin-flips are the major drawback of the quadrupole trap, and therefore many other approaches employ various different magnetic traps, such as the Ioffe-Prichard trap [86, 87] or a time-orbiting trap, the so called TOP-trap [84]. Another approach that was taken is to optically plug the quadrupole trap [88]. However we do not wish to evaporate to quantum degeneracy in a magnetic trap
but rather precool the atoms using forced radio-frequency evaporation in the the quadrupole trap and then transfer the cold atomic sample into a optical trap.

## Thermodynamics of the quadrupole trap

This section describes a few thermodynamic properties of a quadrupole trap. From the approximation 2.14 we can calculated thermodynamic equilibrium quantities. The radial trap potential gradient is in the following referred to as $C$, where

$$
\begin{equation*}
C=g_{\mathrm{F}} m_{F} \mu_{\mathrm{B}}\left(\frac{\partial|B|}{\partial \rho}\right) \tag{2.19}
\end{equation*}
$$

If we consider now, that the probability of finding an atom in a volume $d^{3} \mathbf{r}$ is given by a Boltzmann distribution

$$
\begin{equation*}
P(\mathbf{r}, \mathbf{p}) d \mathbf{r} d \mathbf{p}=\frac{\exp \left(-E / k_{\mathrm{B}} T\right)}{Z} \tag{2.20}
\end{equation*}
$$

where $Z$ is the partition function. We can separate equation 2.20 into kinetic and potential energy parts

$$
\begin{equation*}
P(\mathbf{r}, \mathbf{p}) d \mathbf{r} d \mathbf{p}=\frac{\exp \left(\frac{-p^{2} / 2 m}{k_{\mathrm{B}} T}\right)}{Z_{\mathbf{r}}} \frac{\exp \left(\frac{-C \sqrt{\rho^{2}+4 z^{2}}}{k_{\mathrm{B}} T}\right)}{Z_{\mathbf{p}}} \tag{2.21}
\end{equation*}
$$

Let's look initially at the potential energy part for which the partition function can be written as

$$
\begin{equation*}
Z_{\mathbf{r}}=\int d^{3} \mathbf{r} \exp \left(-\frac{C}{k_{\mathrm{B}} T} \sqrt{\rho^{2}+4 z^{2}}\right) \tag{2.22}
\end{equation*}
$$

The volume element $d^{3} \mathbf{r}$ can be expressed in cylindrical coordinates $d^{3} \mathbf{r}=$ $\rho d \rho d \phi d z$, so that equation 2.22 becomes

$$
\begin{align*}
Z_{\mathbf{r}} & =\int_{0}^{2 \pi} d \phi \int_{-\infty}^{\infty} d z \int_{0}^{\infty} \rho \exp \left(-\frac{C}{k_{\mathrm{B}} T} \sqrt{\rho^{2}+4 z^{2}}\right)  \tag{2.23}\\
& =2 \pi \int_{-\infty}^{\infty} d z \int_{0}^{\infty} \rho \exp \left(-\frac{C}{k_{\mathrm{B}} T} \sqrt{\rho^{2}+4 z^{2}}\right) .
\end{align*}
$$

If we replace $\rho^{\prime}=\frac{C}{k_{\mathrm{B}} T} \rho$ and $z^{\prime}=\frac{2 C}{k_{\mathrm{B}} T} z$ we get

$$
\begin{align*}
Z_{\mathbf{r}}= & 2 \pi \int_{-\infty}^{\infty} d z^{\prime} \frac{k_{\mathrm{B}} T}{2 C} \int_{0}^{\infty} d \rho\left(\frac{k_{\mathrm{B}} T}{C}\right)^{2}  \tag{2.24}\\
& \exp \left(-\frac{C}{k_{\mathrm{B}} T} \sqrt{\frac{\left(k_{\mathrm{B}} T\right)^{2}}{C^{2}} \rho^{2}+\frac{4\left(k_{\mathrm{B}} T\right)^{2}}{4 C^{2}} z^{\prime 2}}\right) \\
= & \pi\left(\frac{k_{\mathrm{B}} T}{C}\right)^{3} \int_{-\infty}^{\infty} d z^{\prime} \int_{0}^{\infty} d \rho^{\prime} \rho^{\prime} \exp \left(-\sqrt{\rho^{\prime 2}+z^{\prime 2}}\right) . \tag{2.25}
\end{align*}
$$

If we insert now $r^{\prime 2}=\rho^{\prime 2}+z^{\prime 2}$ we get $\frac{d \rho^{\prime}}{d r^{\prime}}=\frac{r^{\prime}}{\sqrt{r^{\prime 2}-z^{\prime 2}}}$ which will transfer equation 2.25 into

$$
\begin{equation*}
Z_{\mathbf{r}}=\pi\left(\frac{k_{\mathrm{B}} T}{C}\right)^{3} \int_{-\pi / 2}^{+\pi / 2} d \theta r^{\prime} \cos (\theta) \int_{0}^{\infty} d r^{\prime} \sqrt{r^{\prime 2}-z^{\prime 2}} \frac{r^{\prime}}{\sqrt{r^{\prime 2}-z^{\prime 2}}} \exp \left(-r^{\prime}\right) \tag{2.26}
\end{equation*}
$$

Eliminating terms will lead to something which is analytical integrable

$$
\begin{equation*}
Z_{\mathbf{r}}=2 \pi\left(\frac{k_{\mathrm{B}} T}{C}\right)^{3} \int_{0}^{\infty} d r^{\prime} r^{\prime 2} \exp \left(-r^{\prime}\right) \tag{2.27}
\end{equation*}
$$

If we integrate over the whole sphere we integrate over all the atoms and we get the effective volume to be

$$
\begin{equation*}
Z_{\mathbf{r}}=4 \pi\left(\frac{k_{\mathrm{B}} T}{C}\right)^{3} \tag{2.28}
\end{equation*}
$$

The kinetic term $Z_{\mathrm{p}}$ is straightforward to integrate and we find

$$
\begin{align*}
Z_{\mathrm{p}}=\int d^{3} \mathbf{p} \exp \left(\frac{-p^{2} / 2 m}{k_{\mathrm{B}} T}\right) & =4 \pi \int_{0}^{\infty} d p p^{2} \exp \left(\frac{-p^{2} / 2 m}{k_{\mathrm{B}} T}\right)  \tag{2.29}\\
& =\left[\frac{2 \pi m}{\left(k_{\mathrm{B}} T\right)^{-1}}\right]^{3 / 2} .
\end{align*}
$$

From equation 2.28 we can therefore express the spatial density

$$
\begin{equation*}
n(\mathbf{r})=\frac{N}{4 \pi}\left(\frac{C}{k_{\mathrm{B}} T}\right)^{3} \exp \left(-C \sqrt{\rho^{2}+4 z^{2}} / k_{\mathrm{B}} T\right) \tag{2.30}
\end{equation*}
$$

where $N$ is the number of atoms. It is important to mention the fact that the Boltzmann distribution factorises into spatial and momentum parts means
that the probability that an atom has a certain velocity is actually independent of its position in the trap.

Having established this dependence, we can calculate the RMS size of the cloud in a quadrupole trap.

$$
\begin{align*}
\rho_{\mathrm{RMS}}^{2} & =\frac{1}{N} \int \rho^{2} n(\mathbf{r}) d^{3} \mathbf{r} \\
z_{\mathrm{RMS}}^{2} & =\frac{1}{N} \int z^{2} n(\mathbf{r}) d^{3} \mathbf{r} \tag{2.31}
\end{align*}
$$

In analogy to equation 2.25 we can transform the integral to have the following form

$$
\begin{align*}
& \rho_{\mathrm{RMS}}^{2}=8\left(\frac{k_{\mathrm{B}} T}{C}\right)^{2} \underbrace{\int_{-\infty}^{\infty} d z^{\prime} \int_{0}^{\infty} d \rho^{\prime} \exp \left(-\sqrt{\rho^{\prime 2}+z^{\prime 2}}\right)}_{=32} \\
& z_{\mathrm{RMS}}^{2}=\frac{1}{16}\left(\frac{k_{\mathrm{B}} T}{C}\right)^{2} \underbrace{\int_{-\infty}^{\infty} z^{\prime 2} d z^{\prime} \int_{0}^{\infty} \rho^{\prime} \exp \left(-\sqrt{\rho^{\prime 2}+z^{\prime 2}}\right) d \rho^{\prime}}_{=16} . \tag{2.32}
\end{align*}
$$

The cloud sizes in the trap can therefore be written as

$$
\begin{align*}
\rho_{\mathrm{RMS}} & =16 \frac{k_{\mathrm{B}} T}{C} \\
z_{\mathrm{RMS}} & =\frac{k_{\mathrm{B}} T}{C} \tag{2.33}
\end{align*}
$$

From equation 2.28 and knowing that the deBroglie wavelength can be expressed as $\lambda_{\mathrm{dB}}=\sqrt{\frac{2 \pi \hbar^{2}}{m k_{\mathrm{B}} T}}$ we can rewrite the phase space density

$$
\begin{equation*}
D_{0}=n_{0} \lambda_{\mathrm{dB}}^{3}=N\left(\frac{\pi}{2 m^{3}}\right)^{1 / 2} \frac{(\hbar C)^{3}}{\left(k_{\mathrm{B}} T\right)^{9 / 2}} \tag{2.34}
\end{equation*}
$$

### 2.3 Dipole trapping

Optical dipole traps have become popular in the field of ultracold atomic gases, these were first discovered by [89, 90]. It was found that such traps are not limited by light induced mechanisms present in radiation-pressure traps. The basic principle of a dipole trap relies on the electric dipole inter-
action with far detuned light and typical traps can have depths below one milliKelvin.

In this section only the basics of dipole traps are discussed, further details on dipole traps can be found in [91] and references therein. A light field incident upon a neutral atom induces an electric dipole moment which is given by [92]

$$
\begin{equation*}
\mathbf{d}=\alpha(\omega) \mathbf{E} \tag{2.35}
\end{equation*}
$$

where $\alpha(\omega)$ is the complex polarisability. A complex polarisability means that the electric field is out of phase with the induced dipole moment. The interaction between the dipole moment and the incident electric field leads to a conservative interaction potential of the form

$$
\begin{equation*}
V_{\mathrm{dip}}(\mathbf{r})=-\frac{1}{2}\langle\mathbf{d} \cdot \mathbf{E}\rangle=\frac{1}{2 \epsilon_{0} c} \Re(\alpha) I(\mathbf{r}), \tag{2.36}
\end{equation*}
$$

where the intensity $I(\mathbf{r})$ is proportional to the electric field $I(\mathbf{r})=2 \epsilon_{0} c|E(\mathbf{r})|^{2}$ and the angular brackets denote the time average over the rapid oscillating terms. The dipole force is then simply the gradient of the interaction potential

$$
\begin{equation*}
\mathbf{F}_{\mathrm{dip}}(\mathbf{r})=-\nabla V_{\mathrm{dip}}(\mathbf{r})=\frac{1}{2 \epsilon_{0} c} \Re(\alpha) \nabla I(\mathbf{r}), \tag{2.37}
\end{equation*}
$$

and is proportional to the intensity gradient. The laser atom interaction also gives rise to a dissipative force that results from the absorption and spontaneous reemission of photons. This force is often quantified in terms of the spontaneous scattering rate $\Gamma_{\text {scatt }}$ which is given by

$$
\begin{equation*}
\Gamma_{\text {scatt }}=\frac{1}{\hbar \epsilon_{0} c} \Im(\alpha) I(\mathbf{r}) . \tag{2.38}
\end{equation*}
$$

The polarisabilty is conveniently tabulated in [93].

The most simple dipole trap is formed by a far red-detuned single dipole beam focused to a waist $w_{0}$ at a wavelength $\lambda$ with a power $P$. From gaussian beam optics we know the Rayleigh range is given as

$$
\begin{equation*}
z_{R}=\frac{\pi w_{0}^{2}}{\lambda} \tag{2.39}
\end{equation*}
$$

and the shape of the dipole beam can be expressed as

$$
\begin{equation*}
w(z)=w_{0} \sqrt{1+\left(\frac{z}{z_{R}}\right)^{2}} \tag{2.40}
\end{equation*}
$$

where $z$ is the position. The intensity of the dipole beam at the waist is given as

$$
\begin{equation*}
I=\frac{2 P}{\pi w_{0}^{2}} . \tag{2.41}
\end{equation*}
$$

From [93] we know the polarisability for rubidium is $746.0(9) a_{0}^{3}$ (where $a_{0}$ is the Bohr radius) and we can therefore calculate the trap depth of our single beam dipole trap as

$$
\begin{equation*}
V_{\mathrm{dip}}=\frac{I}{2 k_{\mathrm{B}} \epsilon_{0} c} \alpha 4 \pi \epsilon_{0} a_{0}^{3} \tag{2.42}
\end{equation*}
$$

where the factor $4 \pi \epsilon_{0} a_{0}^{3}$ is used to turn the polarisability into SI-units. Knowing the trap depth one can determine the radial frequency of the waist

$$
\begin{equation*}
\omega_{\mathrm{r}}=2 \pi \sqrt{\frac{4 V_{\mathrm{dip}} k_{\mathrm{B}}}{m w_{0}^{2}}}, \tag{2.43}
\end{equation*}
$$

and the axial frequency as

$$
\begin{equation*}
\omega_{\mathrm{a}}=2 \pi \sqrt{\frac{2 V_{\mathrm{dip}} k_{\mathrm{B}}}{m z_{R}^{2}}} \tag{2.44}
\end{equation*}
$$

In a single beam dipole trap the axial trap frequency can be in the range of a few Hz and atoms trapped in a single beam dipole trap will escape along the beam as the confinement is minimum. A simple way of avoiding the escape of atoms is to use a quadrupole trap to confine the atoms along the beam. This is often called a 'hybrid trap'. The gradient of the quadrupole trap should be just below value required to cancel gravity and the field zero of the magnetic trap should be located just above the dipole beam. The axial trap frequency then turns into a 'magnetic trap frequency' and is given as

$$
\begin{equation*}
\omega_{\mathrm{mag}}=2 \pi \frac{1}{2} \sqrt{\frac{m_{F} g_{F} \mu_{\mathrm{B}}}{m z_{\mathrm{off}}}} \tag{2.45}
\end{equation*}
$$

where $z_{\text {off }}$ marks the vertical difference between the quadrupole trap and the


Figure 2.5: Potentials of a hybrid trap. a) Potential in the $x-y$-plane of a hybrid trap ${ }^{87} \mathrm{Rb}$ trap using an axial magnetic field gradient of $29.3 \mathrm{G} \mathrm{cm}^{-1}$. b) Potential in x-z-plane. The dipole trap is located $60 \mu \mathrm{~m}$ below the field zero of the quadrupole trap. c) Cross-section of the potential in the $\mathrm{x}-\mathrm{y}$-plane.
d) Cross-section of the potential in the $\mathrm{x}-\mathrm{z}$-plane.
dipole trap. A useful rule of thumb is to place the dipole trap about one beam waist below the quadrupole trap. A good review of experiments on hybrid traps can be found in [85]. A typical example of a hybrid dipole trap is shown in figure 2.5 where a hybrid trap for ${ }^{87} \mathrm{Rb}$ is calculated using a beam waist of $58 \mu \mathrm{~m}$, a beam power of 2.5 W and an offset of $z_{\text {off }}=60 \mu \mathrm{~m}$. For the magnetic field the quadrupole trap coils have been used (see appendix A) to produce an axial field gradient of $29.3 \mathrm{Gcm}^{-1}$. The value to support the atoms against gravity is $30.5 \mathrm{G} \mathrm{cm}^{-1}$.

### 2.4 Feshbach resonances

This section describes some basics concepts of magnetic Feshbach resonances. Further details can be found in [94] and references therein.

### 2.4.1 Feshbach resonances in ${ }^{85} \mathrm{Rb}$

Before going into a detailed discussion of the collision physics in section 2.4.2 we outline the basic idea of the Feshbach resonance. In figure 2.6 (a) two potential curves are shown. The black curve is the background potential and for large internuclear distances connects two free atoms in the ultracold gas. The other curve is the closed channel; it can support bound molecular states near the threshold of the open channel. If the bound molecular state in the closed channel gets energetically close to the scattering state in the open channel, a so called Feshbach resonance occurs. A weak coupling can lead to strong mixing of the channels. The Feshbach resonance is controllable via a magnetic field when the corresponding magnetic moments are different. In figure $2.6(\mathrm{~b})$ the scattering length for ${ }^{85} \mathrm{Rb}$ is shown as a function of magnetic field for the $F=2, m_{F}=-2$-state. A table of magnetic Feshbach resonances for alkali atoms can be found in [94]. The variation in the scattering length near the Feshbach resonance (without two-body decay channels) can be described using [95]

$$
\begin{equation*}
a(B)=a_{\mathrm{bg}}\left(1-\frac{\Delta}{B-B_{0}}\right), \tag{2.46}
\end{equation*}
$$



Figure 2.6: Feshbach resonance in ${ }^{85} \mathrm{Rb}$. a) Schematic sketch of the entrance channel (black line) and closed channel (red line). The horizontal red line indicates the magnetic field-dependent energy $\mathrm{E}_{c}(\mathrm{~B})$ of the Feshbach resonance level. b) The scattering length in the $F=2, m_{F}=-2$ state in ${ }^{85} \mathrm{Rb}$ diverges $a \rightarrow \pm \infty$ around the Feshbach resonance.
where $a_{\mathrm{bg}}=-443(3) a_{0}$ is the background scattering length for ${ }^{85} \mathrm{Rb}$. $B_{0}$ describes the actual position of the Feshbach resonance, in case of ${ }^{85} \mathrm{Rb}$ we get $a=(155.041 \pm 0.018) \mathrm{G}[96]$. The parameter $\Delta$ describes the width of the resonance and was measured to be $\Delta=(10.71 \pm 0.02) \mathrm{G}$ [96]. In this section we have introduced only the broad Feshbach resonance in ${ }^{85} \mathrm{Rb}$. However there exist two more narrow Feshbach resonances in the $F=2, m_{F}=-2$ at 220 G [69] and at 850 G [97].

### 2.4.2 Low energy elastic scattering

Cold and ultracold collisions differ a lot from room temperature collisions, due to the different time and length scales involved. Long collision times lead to inelastic exoergic collisions, which converts internal atomic energy into kinetic energy of the colliding species. However in this section the effect of the long de Broglie wavelength is examined. Bethe [98] described the modifications to the collisional cross sections when the de Broglie wavelength becomes longer than the range of the potential in the context of cold neutron scattering. Such quantum threshold effects are important in the regime of laser cooling and evaporation.

Mott and Massey [99] show that the phase shift $\delta_{l}$ behaves for $k \rightarrow 0$, if

$$
2 l<n-3, \quad \lim _{k \rightarrow 0} k^{2 l+1} \cot \left(\delta_{l}\right)=-\frac{1}{A_{l}},
$$

where $A_{l}$ is a constant. In case of $2 l>n-3$ the phase shift behaves as

$$
\begin{equation*}
\lim _{k \rightarrow 0} k^{n-2} \cot \left(\delta_{l}\right)=\text { constant } \tag{2.48}
\end{equation*}
$$

We see, that all contributions to the cross section vanish, if $k$ becomes sufficiently small, except for the $s$-wave, $l=0$. This means that at very low temperatures the repulsive centrifugal potential keeps the atoms with nonzero angular momentum away from the interaction range. Therefore only incident waves, with $l=0$ are scattered and need to be considered. Following scattering theory one can deduce that the cross section for elastic scattering is given by [100]

$$
\begin{equation*}
\sigma_{\mathrm{el}}=(2) \frac{4 \pi}{k^{2}} \sin ^{2} \delta_{l} \tag{2.49}
\end{equation*}
$$

where $\delta_{l}$ describes the phase shift, and $k$ the wave vector. The factor 2 occurs from identical particle symmetry. The wave vector is related to the velocity as follows

$$
\begin{equation*}
k \hbar=\frac{m}{2} \bar{v} \tag{2.50}
\end{equation*}
$$

where we assume a thermal distribution for the relative velocity

$$
\begin{equation*}
\bar{v}=\sqrt{\frac{16 k_{\mathrm{B}} T}{m \pi}} \tag{2.51}
\end{equation*}
$$

The inelastic cross section is dependent on the phase shift such as

$$
\begin{equation*}
\sigma_{\text {inelas }}=(2) \frac{\pi}{k^{2}} \exp (-4 \Im(\delta)) \tag{2.52}
\end{equation*}
$$

The phase shift $\delta$ at large atomic separation determines the elastic and total inelastic cross section. The phase shift is dependent on the $s$-wave scattering length [100]

$$
\begin{equation*}
k \cot (\delta)=-\frac{1}{a}+\frac{1}{2} r_{\mathrm{e}} k^{2}+O\left(k^{4}\right) \tag{2.53}
\end{equation*}
$$

where $r_{\mathrm{e}}$ describes the effective range radius. This additional correction comes from the expansion around $k=0$. At zero temperature, in the so
called threshold limit the elastic cross section is purely dependent on the scattering length via $\sigma_{\mathrm{el}}=8 \pi|a|^{2}$, as the second order correction in equation 2.53 is negligible. In the unitary limit, hence at the edge of the physical range of the phase shift, the elastic cross section is purely dependent on the wave vector as $\sigma_{\text {el }}=8 \pi / k^{2}$. Regarding the effective range, the elastic cross section is [101]

$$
\begin{equation*}
\sigma_{\mathrm{el}}=\frac{8 \pi a^{2}}{\left(1-r_{\mathrm{e}} k^{2} a / 2\right)^{2}+k^{2} a^{2}} \tag{2.54}
\end{equation*}
$$

which reduces in the ultracold limit $r_{\mathrm{e}} k^{2} a / 2 \rightarrow 0$ to

$$
\begin{equation*}
\sigma_{\mathrm{el}}=\frac{8 \pi a^{2}}{1+k^{2} a^{2}} \tag{2.55}
\end{equation*}
$$

The effective range can be calculated using [102]

$$
\begin{equation*}
r_{\mathrm{e}}=C \bar{a}\left[1-2 \frac{\bar{a}}{a}+2\left(\frac{\bar{a}}{a}\right)^{2}\right], \tag{2.56}
\end{equation*}
$$

where $C=\frac{1}{3} \Gamma\left(\frac{1}{4}\right)^{2} \Gamma\left(\frac{3}{4}\right)^{-2} \approx 2.9203$ and $\bar{a}=2^{\frac{3}{4}} \Gamma\left(\frac{3}{4}\right) / \Gamma\left(\frac{1}{4}\right)\left(\mu C_{6}\right)^{\frac{1}{4}} \approx 78 a_{0}$ for ${ }^{85} \mathrm{Rb}\left[{ }^{1}\right]$. Therefore the effective range is $r_{e}=324 a_{0}$ regarding that ${ }^{85} \mathrm{Rb}$ has a background scattering length of $a_{0}=-443 a_{0}$. Assuming $k|a|=1$, the additional correction term in equation 2.54 can be neglected, if the temperature is $T \ll 8.2 \mu \mathrm{~K}$. In figure 2.7 the elastic cross section around the broad Feshbach resonance in ${ }^{85} \mathrm{Rb}$ is shown for different temperatures between 10 nK and $50 \mu \mathrm{~K}$. From the plot we can see that a factor of 100 in the temperature (between blue and black line) can lead to a factor of 1000 in the elastic cross section. In order to compare the difference in the elastic cross section when using the ultracold limit or the unitary limit we show in figure 2.8 (a) the elastic cross section as a function of temperature for ${ }^{85} \mathrm{Rb}$ (solid lines) and ${ }^{87} \mathrm{Rb}$ (dashed lines). In figure 2.8 (b) the product of cross section and velocity is shown as a function of temperature for both rubidium isotopes.
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Figure 2.7: Dependence of the elastic cross section for the magnetic field around the Feshbach resonance in $F=2, m_{F}=-2$ state for a temperature of $\mathrm{T}=10 \mathrm{nK}$ (black line), $\mathrm{T}=1 \mu \mathrm{~K}$ (red line) and $\mathrm{T}=50 \mu \mathrm{~K}$ (blue line).


Figure 2.8: a) The elastic cross section in ${ }^{85} \mathrm{Rb}$ for different temperatures using $a_{0}=-443 a_{0}$ (green line), the ultracold limit (red line) and the unitary limit (blue line) and the effective range correction (purple line). In the vicinity of the background scattering length $a_{\mathrm{bg}}=-443(3) a_{0} k a=1$ for a temperature of $\mathrm{T}=10 \mu \mathrm{~K}$. The dashed lines are equally for ${ }^{87} \mathrm{Rb}$ where in the vicinity of the background scattering length $a_{\mathrm{bg}}=-102(6) a_{0} k a=1$ for a temperature of $\mathrm{T}=150 \mu \mathrm{~K}$. b) Rate coefficients for ${ }^{85} \mathrm{Rb}$ (blue line) and ${ }^{87} \mathrm{Rb}$ as a function of temperature.


Figure 2.9: Scattering potentials for $\mathrm{Rb}-\mathrm{Rb}$, the solid red line shows the van der Waals potential $-C_{6} / r^{6}$. The solid (dashed) green line indicates the potential for $l=2(l=4)$ scattering, the solid (dashed) blue line indicates the sum of the attractive and repulsive potential.

### 2.4.3 Higher partial waves

If the relative kinetic energy of the atoms exceeds the centrifugal potential barrier, the assumption that only $s$-wave collisions contribute to the cross section is not any longer valid. The centrifugal potential has an additional term and is given as [104]

$$
\begin{equation*}
E_{l}=\frac{\hbar^{2} l(l+1)}{2 \mu\left(R_{\min }^{2}\right)}-\frac{C_{6}}{R_{\min }^{6}} \tag{2.57}
\end{equation*}
$$

where $C_{6}$ is the van-der Waals coefficient, $\mu$ the reduced mass and $R_{\text {min }}$ is the radius at which the effective potential $\hbar^{2} l(l+1) / 2 \mu r-C_{6} / r^{6}$ reaches its maximum value, which can be calculated using

$$
\begin{equation*}
\left(R_{\min }\right)^{2}=\left[\frac{2 \mu C_{6}}{\hbar^{2} l(l+1)}\right]^{1 / 2} \tag{2.58}
\end{equation*}
$$

The scattering potentials for $\mathrm{Rb}-\mathrm{Rb}$ are shown in figure 2.9. It shows the sum of the van der Waals potential and the potentials including higher partial waves. The barrier height is $426.9 \mu \mathrm{~K}$.


Figure 2.10: BEC transition in ${ }^{87} \mathrm{Rb}$. a) Thermal distribution. b) Bimodial distribution. c) Thomas-Fermi distribution. All pictures were taken after 32 ms time-of-flight. The color scale shows the optical depth of the cloud.

### 2.5 Bose-Einstein condensation

Bose-Einstein condensation (BEC) [7, 8] was first demonstrated in 1995 in experiments on vapors of rubidium and sodium [9, 10] and has since then stimulated many new interesting experiments. For recent reviews see [105108] and references therein. First evidence for condensation emerged from time-of-flight measurements. The transition to BEC was visible by a sharp peak in the atomic momentum distribution. In figure 2.10 (a)-(c) we show the transition from a thermal distribution (a) to a bimodial distribution (b) to finally a Thomas-Fermi distribution (c), a clear signature of BEC.

A BEC describes a state of matter where the ground state of a system of indistinguishable particles is macroscopically populated below a critical temperature. Treating the phenomenon of BEC quantum mechanically, the atoms have a wave-like nature, which is in contrast to the classical picture of a point-like particle. Each particle can therefore be characterised by the de-Broglie wavelength given as

$$
\begin{equation*}
\lambda_{\mathrm{dB}}=\frac{h}{\sqrt{2 \pi m k_{\mathrm{B}} T}} . \tag{2.59}
\end{equation*}
$$

The wave-like nature emerges when the temperature $T$ decreases and the
phase transition to the BEC starts, when the de-Broglie wavelength is comparable to the inter-particle distance.

### 2.5.1 BEC in an ideal gas

The transition to BEC was originally predicted for a nonnoninteracting gas. Bosons, having an integer spin and being described by a symmetric wave function, obey Bose-Einstein statistics. Therefore the population distribution for the $n$-th energy eigenstate with energy $E_{n}$ is given as

$$
\begin{equation*}
f\left(E_{n}\right)=\frac{1}{\exp \left[\left(E_{n}-\mu\right) / k_{\mathrm{B}} T\right]-1}, \tag{2.60}
\end{equation*}
$$

where the chemical potential $\mu$ tends to the ground state energy $E_{0}$ when the temperature decreases. For an ultracold bosonic gases, confined in a harmonic trap with trapping frequencies $\omega_{i}$ the density of states is given by [35]

$$
\begin{equation*}
g(E)=\frac{E^{2}}{2 \hbar^{3} \omega_{x} \omega_{y} \omega_{z}}, \tag{2.61}
\end{equation*}
$$

where the harmonic potential is described by

$$
\begin{equation*}
V(\mathbf{r})=\frac{1}{2} m\left(\omega_{x}^{2} x^{2}+\omega_{y}^{2} y^{2}+\omega_{z}^{2} z^{2}\right) . \tag{2.62}
\end{equation*}
$$

The number of atoms in the excited energy states can be written as

$$
\begin{equation*}
N_{\text {excited }}=\int_{E_{0}}^{\infty} g(E) f(E) d E, \tag{2.63}
\end{equation*}
$$

which is only valid if the average energy is much larger than the energy difference of two neighbouring energy states. Keeping the atom number fixed and lowering the temperature, the chemical potential tends to the ground state energy. A macroscopic population of the ground state is reached when the number of atoms in the excited state decreases significantly. This is the case at a critical temperature $T_{c}$ which corresponds to the limit $\mu=E_{0}$. The population of the ground state is the difference between the total number and the number of atoms still in the excited state

$$
\begin{equation*}
N_{0}=N_{\text {total }}-N_{\text {excited }} \tag{2.64}
\end{equation*}
$$

For a bosonic gas in a harmonic trap the critical temperature at which the phase transition occurs is given as [35]

$$
\begin{equation*}
k_{\mathrm{B}} T_{\mathrm{c}}=h \bar{\omega}\left(\frac{N_{\text {total }}}{\zeta(3)}\right)^{1 / 3} \approx 0.94 \hbar \bar{\omega} N_{\text {total }}^{1 / 3}, \tag{2.65}
\end{equation*}
$$

where $\zeta(3)$ is the Riemann zeta function and $\bar{\omega}$ the mean trapping frequency $\bar{\omega}=\left(\omega_{x} \omega_{y} \omega_{z}\right)^{1 / 3}$. Assuming a uniform gas in a volume $V$ with a density of $n=N / V$ the critical temperature becomes

$$
\begin{equation*}
k_{\mathrm{B}} T_{\mathrm{c}}=\frac{2 \pi \hbar}{m}\left(\frac{n}{\zeta(3 / 2)}\right)^{2 / 3} \approx 3.31 \frac{\hbar^{2} n^{2 / 3}}{m} . \tag{2.66}
\end{equation*}
$$

Equation 2.66 is commonly written in the form

$$
\begin{equation*}
n \lambda_{\mathrm{dB}}^{3}=\zeta(3 / 2) \approx 2.6, \tag{2.67}
\end{equation*}
$$

where $n \lambda_{\mathrm{dB}}^{3}$ is the phase-space density. The phase-space density determines the number of atoms located in a volume with an edge length given by the deBroglie wavelength. Therefore in the wave picture the criteria for the phase transition corresponds to an overlap of wave packets with an extent of the deBroglie wavelength. For a given total number of atoms, the number of atoms occupying the ground state varies with the temperature. In a harmonic trap the condensed fraction of atoms is given as

$$
\begin{equation*}
\frac{N_{0}}{N_{\text {total }}}=1-\left(\frac{T}{T_{\mathrm{c}}}\right)^{3} \tag{2.68}
\end{equation*}
$$

### 2.5.2 BEC in a weakly interacting gas

In real atomic systems atoms interact and the interaction is described by the $s$-wave scattering length $a$. Usually the mean distance $n^{1 / 3}$ between two particles is much larger than the interaction length and dilute gases fullfills the condition $n|a|^{3} \ll 1$. In a dilute gas the interactions between the particles can be regarded as a two-body process. Moreover, the details of the molecular potential of the interacting particles are not crucial and the interaction potential can be written as a pseudo-potential given by a
delta-function

$$
\begin{equation*}
V_{\mathrm{int}}(\mathbf{r})=g \delta\left(\mathbf{r}-\mathbf{r}_{\mathbf{0}}\right) . \tag{2.69}
\end{equation*}
$$

The parameter $g$ describes the coupling constant and is related to the scattering length

$$
\begin{equation*}
g=\frac{4 \pi \hbar^{2} a}{m} . \tag{2.70}
\end{equation*}
$$

This mean-field approach was first formulated by Bogoliubov [109] and Gross and Pitaevskii [110] formulated a non-linear Schrödinger equation considering only effective interaction

$$
\begin{equation*}
i \hbar \frac{\partial}{\partial t} \Phi(\mathbf{r}, t)=\left[-\frac{\hbar^{2} \nabla^{2}}{2 m}+V_{e x t}(\mathbf{r})+g|\Phi(\mathbf{r}, t)|^{2}\right] \Phi(\mathbf{r}, t) \tag{2.71}
\end{equation*}
$$

In equation 2.71 the scattering length $a$ can have a positive or a negative sign. A negative scattering length corresponds to attractive interactions, which are discussed in section 2.5.3.

In the case of repulsive interaction, high particle number and not too strong confinement, e.g. $N|a| / a_{\text {ho }} \gg 1$, the condensate wavefunction is dominated by the interaction energy and can be written in the Thomas-Fermi approximation.

$$
\begin{equation*}
n_{\mathrm{TF}}(\mathbf{r})=\frac{\mu}{g}\left(1-\sum_{i=1}^{3} \frac{r_{i}^{2}}{R_{i}^{2}}\right), \tag{2.72}
\end{equation*}
$$

where the spatial extent $R_{i}=2 \mu / m \omega_{i}^{2}$ is called Thomas-Fermi radius. Equation 2.72 is only valid within the Thomas-Fermi radii. To obtain the form of the chemical potential we have to consider the normalisation condition for the condensate wave function

$$
\begin{equation*}
N=\int|\Phi(\mathbf{r})|^{2} d^{3} \mathbf{r} \tag{2.73}
\end{equation*}
$$

and find

$$
\begin{equation*}
\mu=\left(\frac{15 N a}{\bar{a}_{\mathrm{ho}}}\right)^{2 / 5} \frac{\hbar \bar{\omega}}{2} . \tag{2.74}
\end{equation*}
$$

Here $\bar{a}_{\text {ho }}$ is the mean oscillator length. For our trap with $\omega_{\mathrm{r}}=55 \mathrm{~Hz}$ and $\omega_{\mathrm{a}}=30 \mathrm{~Hz}$, the harmonic oscillator length is $a_{\mathrm{ho}}=4.01 \mu \mathrm{~m}$. For our atom number of $\approx 3 \times 10^{5}$ the condensate is substantially larger, so that the Thomas-Fermi approximation is valid. The aspect ratio in the Thomas-Fermi
limit is given as

$$
\begin{equation*}
A R_{\mathrm{TF}}=\frac{\omega_{\mathrm{a}}}{\omega_{\mathrm{r}}} . \tag{2.75}
\end{equation*}
$$

### 2.5.3 Collapse for attractive forces in the BEC

In equation 2.70 we have seen that the interaction is dependent on the $s$-wave scattering length $a$. In the case of ${ }^{85} \mathrm{Rb}$ the scattering length can be tuned from repulsive interactions $(a>0)$ to attractive interactions $(a<0)$. For attractive forces the gas tends to increase its density in the centre of the trap to lower the interaction energy. This is counteracted by the zero-point kinetic energy which tries to stabilise the gas. If the density in the centre is increased further the gas will collapse. The criteria for collapse is when the number of particles in the condensate exceeds a critical number $N_{\text {cr }}$. Ruprecht [37] showed the criteria for the collapse to be

$$
\begin{equation*}
\frac{N_{\mathrm{cr}}|a|}{a_{\mathrm{ho}}}=0.575, \tag{2.76}
\end{equation*}
$$

for a spherical symmetric trap. In figure 2.11 we can see that the local minimum disappears at $N=N_{\text {cr }}$ where the condensate wave function is free to shrink to zero, i.e. the condensate collapses. A condensate with attractive interactions can be described using a simple gaussian ansatz [111-113] in a spherical trap

$$
\begin{equation*}
\Phi(r)=\left(\frac{N}{w^{2} a_{\mathrm{ho}}^{3} \pi^{3 / 2}}\right)^{1 / 2} \exp \left(-\frac{r^{2}}{2 w^{2} a_{\mathrm{ho}}^{2}}\right), \tag{2.77}
\end{equation*}
$$

where $w$ is a dimensionless parameter which fixes the width of the condensate. Inserting the ansatz in the energy functional

$$
\begin{equation*}
E[\Phi]=\int d \mathbf{r}\left[\left.\frac{\hbar^{2}}{2 m}|\nabla| \Phi\right|^{2}+V_{\mathrm{ext}}(\mathbf{r})|\Phi|^{2}+\frac{g}{2}|\Phi|^{4}\right] \tag{2.78}
\end{equation*}
$$

we find

$$
\begin{equation*}
\frac{E(w)}{N \hbar \omega_{\mathrm{ho}}}=\frac{3}{4}\left(w^{-2}+w^{2}\right)-\frac{N|a|}{2 \pi a_{\mathrm{ho}}} w^{-3} . \tag{2.79}
\end{equation*}
$$

In figure 2.11 the energy per particle, in units of $\hbar \omega_{\text {ho }}$, is shown as a function of the effective width for various values of the parameter $N|a| / a_{\text {ho }}$. The


Figure 2.11: Energy per particle, in units of $\hbar \omega_{\text {ho }}$ as a function of width. The different curves are for different values of $N|a| / a_{\text {ho }}$ according to equation 2.79.
behaviour of the gas close to the collapse might be affected by mechanisms beyond the mean-field theory and therefore studying the collapse in an experiment might lead to new insights.

## Chapter 3

## Experimental apparatus

The laser cooling and manipulation of dilute gases requires a reliable apparatus. Atoms must be isolated from the laboratory environment by keeping them in ultra-high vacuum (UHV) conditions. The apparatus presented here is a versatile system: It consists of a high-vacuum MOT chamber and a UHV science chamber. Atoms are transported between the two chambers using a magnetic trap on a motorised translation stage. The atoms are captured and pre-cooled in the MOT chamber by optical forces which are created by diode lasers. RF evaporation in a magnetic trap is used to perform further cooling; therefore precise control of magnetic fields is essential. The last stage of cooling towards quantum degeneracy is realized in an optical trap which needed particular effort in stabilisation. The final part of the chapter is dedicated to the detection of cold atomic clouds and the computer system which is used to precisely control the experimental timing.

### 3.1 Laser system

Laser cooling of atoms requires a set of laser frequencies that can be generated in the setup from the diode lasers. Frequency stabilisation to atomic transitions is necessary, along with control of light intensities and precise timing of light pulses in order to achieve reproducible results. The laser system presented is separated from the vacuum system on a second table. This creates a stable and vibration free environment for the diode lasers.

### 3.1.1 Optical layout

For the purpose of laser cooling and probing rubidium atoms, a versatile layout was developed. The stabilisation of the diode lasers is achieved using modulation-transfer spectroscopy and frequency-modulation spectroscopy which are well established techniques in the group [114-116]. For the purpose of efficient laser cooling a tapered amplifier is used. The light is sent to the second table in the laboratory via polarisation maintaining fibres, where the vacuum apparatus is set up.

### 3.1.2 Lasers and optical frequencies

In table 3.1 a summary of the light frequencies is shown. The cooling laser produces the light frequencies for the MOT as well as for the probing of the cloud. The repump laser generates light for the MOT and for optical pumping which is used to spin polarise the gas before magnetic trapping. For completeness in table 3.1 the equivalent transitions for ${ }^{87} \mathrm{Rb}$ are shown, as some experiments described later are carried out using ${ }^{87} \mathrm{Rb}$.

In the experiment we use two commercial Toptica DL100 diode lasers. These diode lasers use piezoelectric actuators to control the cavity length between the front facet of the laser diode and the grating. The scan range of these lasers is $\approx 20 \mathrm{GHz}$, which is sufficient to cover all rubidium transitions. The scan range in the laser is increased by a current feed forward - a fraction of the voltage applied to the piezoelectric actuator is applied to the diode current. The temperature of the laser is stabilised using Peltier elements and a feedback loop. The cooling laser has a total available power of 86 mW , whilst the repump laser provides 61 mW . The output power of both lasers is sufficient for our applications, however both lasers could output up to 100 mW .

In figure 3.1 part of the optical setup around the cooling laser is shown. Typically the diode lasers have an output beam with a 2:1 ellipticity which is compensated by a set of anamorphic prisms. The light is split using polarising beam splitter cubes into three arms, each having a set of focusing lenses and an acousto-optical modulator (AOM) which is used in double-pass con-


Figure 3.1: Setup of the cooling laser. The required frequencies are generated by using acousto-optical modulators in double pass configuration. The cooling laser is stabilised using modulation-transfer spectroscopy (green dashed box). Part of the cooling light is coupled into a polarisation maintaining fibre 2 , which seeds the tapered amplifier. All focal lens length are given in mm.

|  | ${ }^{85} \mathrm{Rb}$ |  | ${ }^{87} \mathrm{Rb}$ |  |
| :--- | :---: | ---: | ---: | ---: |
|  | Transition | Detuning <br> $(\mathrm{MHz})$ | Transition | Detuning <br> $(\mathrm{MHz})$ |
|  | $F=3 \rightarrow F^{\prime}=4$ | $0.0(2)$ | $F=2 \rightarrow F^{\prime}=3$ | $0.0(2)$ |
| Spectroscopy | $F=2 \rightarrow F^{\prime}=3$ | $0.0(2)$ | $F=1 \rightarrow F^{\prime}=2$ | $0.0(2)$ |
| MOT | $F=3 \rightarrow F^{\prime}=4$ | $-15.0(2)$ | $F=2 \rightarrow F^{\prime}=3$ | $-15.0(2)$ |
| CMOT | $F=3 \rightarrow F^{\prime}=4$ | $-30.0(2)$ | $F=2 \rightarrow F^{\prime}=3$ | $-30.0(2)$ |
| Molasses | $F=3 \rightarrow F^{\prime}=4$ | $-50.0(2)$ | $F=2 \rightarrow F^{\prime}=3$ | $-50.0(2)$ |
| Probing | $F=3 \rightarrow F^{\prime}=4$ | $-0.0(2)$ | $F=2 \rightarrow F^{\prime}=3$ | $-0.0(2)$ |
| Repumping | $F=2 \rightarrow F^{\prime}=3$ | $0.0(2)$ | $F=1 \rightarrow F^{\prime}=2$ | $0.0(2)$ |
| Optical <br> pumping | $F=2 \rightarrow F^{\prime}=2$ | $0.0(2)$ | $F=1 \rightarrow F^{\prime}=1$ | $0.0(2)$ |

Table 3.1: Overview of the laser frequencies for the experiment. The detuning is given with respect to the transition.
figuration. The use of double pass configuration compensates the beam shift of the first-order diffracted beam which is dependent on the modulation frequency of the AOM. A telescope pair around the AOM focuses the beam into the AOM, as the active aperture is 2 mm . A set of irises around the AOM block the higher order diffraction beams. The quarter wave plate causes the second pass of the AOM to be orthogonally-linearly polarized with respect to the first pass. The output of AOM 2 (shown in figure 3.1) is coupled into a polarisation maintaining fibre, which is used to seed the tapered amplifier. AOM 3 generates the light for the probing of the atoms and is setup like AOM 2. A small proportion (typically $<2 \mathrm{~mW}$ ) of the light is sent through a third AOM, AOM 1, again in double pass configuration. Part of the reflected beam of AOM 1 is sent to a photodiode. This is used to record a reference signal of the absorption spectroscopy. AOM 1 shifts the light frequency onto resonance with the $F=3 \rightarrow F^{\prime}=4$ cooling transition in ${ }^{85} \mathrm{Rb}$. The output is sent into the spectroscopy setup (green dashed box), which will be explained in section 3.1.3. In figure 3.2 the setup around the repump laser is shown. The setup is similar to the one in figure 3.1. The output beam of
the laser is shaped using a pair of anamorphic prisms. AOM 6 generates the light frequencies for repumping. Part of the light is shifted by AOM 7 to the $F=2 \rightarrow F^{\prime}=2$ for ${ }^{85} \mathrm{Rb}$ for use in spin-polarising the gas in the magnetic trappable state. If we work with ${ }^{87} \mathrm{Rb}$, we use AOM 7 in single-pass configuration to optically pump into the $F=1 \rightarrow F^{\prime}=1$-state. AOM 5 is used to shift the frequency of the repumping laser onto transition. The reflected beam of AOM 5 is split using a polarising beam splitter cube (green dashed box), part of it is sent through a rubidium vapor cell to record the absorption spectrum. The other port of the cube goes to the spectroscopy setup which will be explained in section 3.1.3.

## Entire optical layout

The complete laser setup is shown in figure 3.3. It consists of the cooling laser part (left hand side) and the repump laser part (right hand side). The top part of the setup (purple dashed box) shows the optical setup around the tapered amplifier. This part will be described in more detail in section 3.1.4. The output of the tapered amplifier is split into two fibres which transfer the light to the second optical table (in future we refer to it as 'the vacuum table'). The centre section (blue dashed box) in figure 3.3 shows the setup to couple the derived light from the AOMs into fibres which deliver the light to the vacuum table as well. The repumping light, derived by AOM 6 is coupled into fibres 3 and 6 . Before the fibres there is a shutter (purple), which is mounted from a bar above the optics between a pair of $\mathrm{f}=100 \mathrm{~mm}$ focal length lenses. The shutter is not mounted on the laser table, as vibrations from opening and closing the shutter aperture could disturb the lasers after they have been frequency stabilised. The 1:1 telescope around the shutter focuses the beam through the 2 mm sized aperture to give faster speeds. Fibre 6 is used to deliver repumping light for the MOT, whilst fibre 3 is used to deliver repumping light into the imaging system. Before fibre 3 another shutter was inserted. This is used when merging experiments are undertaken, which will be described in chapter 6. Light from AOM 3 which is used for probing is coupled into fibre 4. Again a telescope with a shutter is used to be able to precisely time the experimental sequence of probing. The light


Figure 3.2: Setup of the repump laser. The frequencies for repumping and optical pumping are generated using acousto-optical modulators in double pass configuration. The repump laser is stabilised using frequency-modulation spectroscopy.
for optical pumping which is derived from AOM 7 is coupled into fibre 5. If work is undertaken with ${ }^{87} \mathrm{Rb}$, AOM 7 is used in single pass configuration and a flipper mirror is inserted into the path of the AOM 7 (grey mirror).

The setup presented is a compact system to produce all required laser frequencies needed to cool and probe both rubidium isotopes. AOMs are used to control the light frequencies and intensities required for laser cooling and trapping. Shutters ensure precise timing for experimental sequences. In chapter 6 we demonstrate that it is possible to generate a mixture of ${ }^{85} \mathrm{Rb}$ and ${ }^{87} \mathrm{Rb}$ with this optical setup and the use of magnetic traps.

### 3.1.3 Laser frequency stabilisation

Frequency control and stabilisation of the lasers in the experiment is a necessary requirement for reproducable results. The natural linewidth of rubidium is $6.0666(18) \mathrm{MHz}[74]$, which necessitates that the frequency must be controlled to less then 1 MHz with a bandwidth of 100 kHz . There exists a lot of literature about stabilising frequencies of lasers [117-119]. In our group the technique of modulation transfer spectroscopy is commonly used [114].

## Modulation transfer spectroscopy

Modulation transfer spectroscopy is a simple way to produce a laser stabilisation scheme. This spectroscopy uses a probe and pump beam as shown in figure 3.4 (a) which are approximately of equal strength. The probe beam is detected on a photodiode (Hamamatsu S5972). The output of the photodiode gets processed electronically, as shown in figure 3.4 (c). After it is amplified (ZFL500LN, Mini Circuits) it is multiplied in the mixer with a 6.5 MHz reference signal and sent to a filter board, which cuts off any frequencies above 10 kHz from the signal. The 6.5 MHz source also drives the EOM. The output signal of the modulation transfer spectroscopy is shown in figure $3.4(\mathrm{~b})$ with respect to the absorption spectroscopy signal of the $F=3 \rightarrow F^{\prime}=4$ transition in ${ }^{85} \mathrm{Rb}$. This technique produces a strong modulation signal on a closed transition, as atoms cannot relax into other ground states. In figure 3.4 (b) one also notices that the background signal is flat and

Figure 3.3: Laser table optical setup. The setup is symmetric; on the left hand side the necessary frequencies are derived from the cooling laser, on the right hand side from the repump laser. In the central section (blue dashed box) the light is combined and sent into optical fibres which deliver it to the vacuum apparatus. The top part (purple dashed box) houses the setup for the tapered amplifier.


Figure 3.4: Modulation transfer spectroscopy. a) Setup of the modulation transfer spectroscopy. b) Modulation transfer signal (1.) with respect to the spectroscopy signal (2.) for the cooling transition in ${ }^{85} \mathrm{Rb}$. c) The photodiode signal (1.) of the spectroscopy is amplified with a RF-amplifier before it is mixed with a 6.5 MHz frequency reference signal and sent to a filter board.
around zero. This is due to modulation transfer only taking place when the sub-Doppler condition is fulfilled and there is no residual linear-absorption effect. The flat background makes the modulation transfer spectroscopy a very appealing technique, as it is independent of changes in absorption due to fluctuations in polarisation, temperature and beam intensity.

## Frequency modulation spectroscopy

Frequency modulation spectroscopy (FM-spectroscopy) can be used to stabilise lasers [120, 121]. To understand FM-spectroscopy we have to look at the frequency modulation of the laser light frequency and its effect on the intensity of the light transmitted through a rubidium vapor cell. For the FM-spectroscopy a weak phase-modulated probe beam is counter propagated with an intense modulation free pump beam. Both beams pass through a
rubidium vapor cell and produce a spectrum consisting of a strong carrier at the frequency $\omega_{c}$ and two weak sidebands at a frequency of $\omega_{c} \pm \omega_{m}$. The spectrum can be detected using a phase-sensitive detector.

In the experimental setup we use for the phase modulation an electro-optical modulator which is made of a $\mathrm{LiTaO}_{3}$ crystal. The crystal is held between two copper plates and put in series with an inductor and a resistor. The EOM is driven by a frequency of 5.3 MHz . If the laser frequency $\nu$ is modulated at a frequency $\theta$ with a modulation amplitude $m$, then the transmitted intensity $I_{\text {trans }}$ through the vapor cell can be written as

$$
\begin{equation*}
I_{\text {trans }}(\nu)=I_{\text {trans }}(\nu+m \sin (\theta t)) . \tag{3.1}
\end{equation*}
$$

We assume that $m, \theta<\Gamma$, where $\Gamma$ is the linewidth of the absorption. Therefore we can expand $I_{\text {trans }}$ as a Taylor series

$$
\begin{align*}
& I_{\text {trans }}(\nu+m \sin (\theta t))=I_{\text {trans }}(\nu)+[m \sin (\theta t)] \frac{d I_{\text {trans }}}{d \nu}+ \\
& {\left[\frac{m^{2} \sin ^{2}(\theta t)}{2!}\right] \frac{d^{2} I_{\text {trans }}}{d \nu^{2}}+\left[\frac{m^{3} \sin ^{3}(\theta t)}{3!}\right] \frac{d^{3} I_{\text {trans }}}{d \nu^{3}}+\ldots} \tag{3.2}
\end{align*}
$$

We can combine terms

$$
\begin{array}{r}
I_{\text {trans }}(\nu+m \sin (\theta t))=\left[I_{\text {trans }}(\nu)+\frac{m^{2}}{4} \frac{d^{2} I_{\text {trans }}}{d \nu^{2}}\right]+ \\
\sin (\theta t)\left[m \frac{d I_{\text {trans }}}{d \nu}+\frac{m^{3}}{8} \frac{d^{3} I_{\text {trans }}}{d \nu^{3}}+\ldots\right]+ \\
\cos (2 \theta t)\left[-\frac{m^{2}}{4} \frac{d^{2} I_{\text {trans }}}{d \nu^{2}}+\ldots\right]+\ldots . \tag{3.3}
\end{array}
$$

and see that the transmitted intensity contains a DC term, a term oscillating at $\theta$, a term oscillation at $2 \theta$ and so on. If the modulation is small, the coefficient of the $\sin (\theta t)$ term is essentially $m$ times the first derivative of the transmitted intensity. In figure 3.5 (a) a setup of the FM-spectroscopy is shown. As a reference signal we record the transmission of the beam through a vapor cell (bottom part). In the FM spectroscopy, part of the beam is sent through the EOM, where the frequency is modulated. The frequency modulated beam will result in amplitude modulation in the absorption profile of the vapor cell and is recorded by the photo diode. In figure 3.5 (b) the


Figure 3.5: Frequency modulation spectroscopy setup. (a) The light is split in a PBS, where the reflected part is used to produce a reference spectroscopy signal. The transmitted part is sent into a saturation spectroscopy. (b) FM spectroscopy signal (top) and reference spectroscopy signal (bottom). The signal from (b) is electronically processed similarly to the scheme presented in figure 3.4 (a)-(b) to produce the lineshape of the FM spectroscopy, where the dashed line indicates the repump transition in ${ }^{85} \mathrm{Rb}$. A frequency of 5.39 MHz is used for the modulation.

FM-spectroscopy signal of the $F=2 \rightarrow F^{\prime}=3$ transition in ${ }^{85} \mathrm{Rb}$ is shown.
A comparison between modulation transfer spectroscopy and frequencymodulation spectroscopy is shown in figure 3.6. For the cooling and repump transition in both rubidium isotopes we show a modulation transfer signal (blue line), an FM-signal (red line) and a saturated absorption signal (black line). For a closed transition (e.g. $F=3 \rightarrow F^{\prime}=4$ in ${ }^{85} \mathrm{Rb}$ ) the modulation transfer signal provides a large peak amplitude signal for the transition from each hyperfine ground state.

### 3.1.4 Laser amplifier

The primary force used in laser cooling and trapping is the recoil momentum transferred to an atom when photons scatter from it. For efficient and fast laser cooling in a magneto-optical trap one requires large sized laser beams with high intensities. As commercial diode lasers nowadays are only available with up to 150 mW output power, it is common practice to use a tapered amplifier (TA) to increase the amount of light in the beams for laser cooling. The tapered amplifier contains a chip with a tapered gain region where the light from the laser which is to be amplified is focused. In figure 3.7 (a) the


Figure 3.6: A comparison between modulation transfer (blue line) and FMspectroscopy (red line) with respect to the saturated absorption signal (black line) for the cooling and repump transitions in ${ }^{85} \mathrm{Rb}$ and ${ }^{87} \mathrm{Rb}$. The modulation frequency for the FM-spectroscopy was 5.39 MHz and for the MTspectroscopy 5.29 MHz .
setup for seeding of the TA is depicted. On the left hand side it is shown how the cooling laser is sent into an AOM and its output is coupled into fibre 2. This fibre delivers the light to the tapered amplifier. After the fibre the collimated beam is shaped to an ellipticity of $3: 1$ with the long axis vertical. This ensures the maximum amount of output light of the TA with a low power seeding laser. Two mirrors are used to couple the beam into the TA. After the TA a shutter is used, which is connected to the interlock of the laboratory, as this TA qualifies as a class 4 laser with an output power of up to 1 W . A telescope focuses the beam down using a pair of 100 mm lenses, wherein a shutter is inserted to allow precise switching of the light. After the shutter the light is split into two fibres which deliver the light to the vacuum table. Two thirds of the total light power available is sent into fibre 7, as it will provide four beams for laser cooling. The other third is sent into fibre 8 which will provide two laser cooling beams.

In figure 3.7 (b) the output power is shown as a function of the current of the TA chip for various seed powers. For seed powers above 16 mW the output power follows the same trajectory. Usually we use 24 mW seed power for the MOT. However this seed power might drop when we change the frequency of AOM 2. From figure 3.7 (b) we therefore know that the output power of the TA is still close to what it is for 24 mW . Figure 3.7 (c) illustrates why the use of a fibre between AOM 2 and the TA is useful. The TA is always sufficiently seeded although the detuning of AOM 2 changes the alignment into the fibre slightly. For a detuning of -60 MHz the output power of fibre 2 drops to 16 mW , however this barely affects the output power of the amplifier as shown in figure 3.7 (b) - the blue, turquoise and purple symbols, which represent seed powers between $16-24 \mathrm{~mW}$, give similar output powers from the TA. The fibre transmission is optimised for the MOT loading, which is -15 MHz detuned from the cooling transition in ${ }^{85} \mathrm{Rb}$.

### 3.2 Vacuum system

The vacuum system presented here consists of two connected chambers. Firstly, a high vacuum ( $10^{-9}$ mbar) stainless steel chamber forms the MOT chamber which houses an alkali dispenser source. It is connected via a dif-


Figure 3.7: Setup and characterisation of the tapered amplifier for the generation of the laser cooling light. a) Schematic of the setup on the laser table. The light frequency is controlled by an AOM in double-pass configuration before the light is coupled into a polarisation maintaining fibre. The output of the fibre seeds the tapered amplifier whose output is split and sent into two fibres. b) The output power of the tapered amplifier as a function of the driver current. (black: 0 mW seed power, red: 4 mW , green: 10 mW , blue: 16 mW , turquoise: 20 mW and magenta: 24 mW . c) Fibre 2 transmission as a function of detuning from the cooling transition.


Figure 3.8: Overview of the complete vacuum system. The octagonal MOT chamber is connected via a differential pumping stage to the science cell. The overall length of the system is 72 cm . The atoms are transported down the vacuum system in a magnetic quadrupole trap which is mounted on a motorized translation stage (Parker 404 XR series). The line of sight between the MOT chamber and the science cell is blocked by inserting a glass prism into the transport path. In order to transport the atoms over the glass prism, a set of shift coils is attached on to the vacuum system.
ferential pumping stage to a second ultra-high vacuum chamber which will be referred to as the 'science chamber'. Both vacuum regions are pumped separately by ion pumps and the differential pumping stage between them maintains a pressure ratio of 1:100. Our three primary objectives in the design of the system were to achieve: I) Good optical access for both laser cooling in the MOT chamber and for optical trapping as well as for probing of cold atomic clouds in the science chamber. II) A guaranteed UHV environment ( $10^{-11} \mathrm{mbar}$ ) in the science chamber to allow efficient evaporative cooling, combined with efficient loading of atoms in the MOT chamber. III) As magnetic field and gradients scale with the inverse power of the physical size of the coils, it is generally desirable to keep coils small and hence any embedded apparatus small.

The entire vacuum system is depicted in figure 3.8. The MOT chamber is based around an octagonal chamber with two DN40 viewports attached directly to the upper and lower faces. The other eight viewports are attached via short extruding pipes and flanges. Six have a nominal tube diameter of 38.1 mm and two are of a smaller diameter ( 19.1 mm ). The MOT chamber is pumped by an ion getter pump ( $40 \mathrm{l} \mathrm{s}^{-1}$ ) which is attached over an elbow to a four-way cross. The MOT chamber also has a second four way cross welded into it. This cross contains the source of rubidium for the MOT chamber. In each of the top and bottom of the cross six alkali metal dispensers are fixed in a star like shape to the tips of a six pin molybdenum electrical feedthrough. A glass cell between the top and bottom dispensers may be used to test the idea of light induced absorption by desorption (LIAD) [122]. The MOT coils have been attached directly to the MOT chamber around the top and bottom viewport keeping the MOT chamber as compact as possible vertically. A flexible bellow connects the MOT chamber and the science chamber; the flexibility allows for compensation of any small difference in the height of the assembled vacuum system. A non-magnetic gate valve seals the MOT chamber from the science chamber and enables separate pumping of the MOT and science chambers when commissioning the vacuum system. It can also be used to maintain the high vacuum in the science chamber, if for instance the MOT chamber vacuum was to be broken for changing the alkali metal dispensers. The science chamber is a combination of a stainless steel
tee-shaped chamber with an inner diameter of 39 mm and a glass cell. The core vacuum pumping in the science chamber is performed by a ( $55 \mathrm{ls}^{-1}$ ) ion getter pump, which is attached to the science chamber by a DN63CF flange. This is combined with an evaporable getter (NEG) pump [123]. The rectangular glass cell is made from 2 mm thick fused silica and has internal dimensions of $20 \times 20 \times 83 \mathrm{~mm}$. A cylindrical graded index glass-to-metal section increases the overall length of the cell from the flange to 21 cm . The cell allows excellent optical access, whilst at the same time being compact, again in order to fit various magnetic trapping coils around it.

### 3.2.1 MOT chamber

The MOT chamber is the basic element for preparing a cold atomic gas. An important feature of our MOT chamber is the extremely compact design. Our aim was to maintain as much optical access as possible to allow large diameter beams and hence capture as many atoms as possible, whilst keeping the MOT chamber as flat as possible. The MOT chamber was machined out of non-magnetic stainless steel (316LN). This material was chosen to reduce eddy currents arising from fast switching of magnetic fields generated around the chamber and to minimise remnant magnetic fields. In figure 3.9 (a) a vertical cross section of the MOT chamber is shown. The height of the MOT chamber is 57 mm and a four way cross was welded onto one side-face of the chamber. The top view [figure 3.9 (b)] of the MOT chamber shows its octagonal shape on which the ports for the MOT beams, optical pumping and fluorescence detection are attached. The viewports have bores of 35 mm diameter and give optical access for the six pairwise counter propagating laser beams forming the magneto-optical trap. Each port for the MOT beams is sealed off with a standard optical grade laser window with double-sided anti reflection coating [124]. Copper gaskets are used to connect the windows onto the MOT chamber and the two parts are clamped using a total of eight M6 bolts. The optical pumping (OP) port has a diameter of 16.7 mm [figure 3.9 (c)] and is sealed off with a DN16 viewport. In order to keep the chamber as compact as possible, the top and bottom window have counterbored holes to minimise the vertical profile. In figure 3.9 (c) a cross section of


Figure 3.9: Drawing of the MOT chamber. All dimensions in mm. a) View on to the optical pumping port. The overall height of the compact MOT chamber is 57 cm . b) Bird's-eye view of the octagonal shaped MOT chamber. Four DN40 CF-flanges allow optical access for the MOT beams. A DN16 CF-flange gives optical access for the optical pumping beam, which is retroreflected. Another DN40 CF-flange is used for fluorescence detection. c) Cross sectional view of the MOT chamber. Whilst allowing for 38 mm MOT beams the overall height of the system is minimized by using counter bored view ports on the top and bottom of the chamber. These are attached into the 9 mm deep thread leaving 2 mm of material. Additionally 8 mm deep tapped M4-holes have been put on to the chamber, which allows fixing of the MOT coils directly to the chamber. The hole along the transport axis is chosen to be 6 mm in diameter.
the MOT chamber is shown, illustrating that the MOT chamber is as flat as it can possibly be. In order to attach the bottom and top glass windows, a 9 mm tapped hole was used, leaving a minimal amount of material. A differential pumping stage connects the MOT chamber with the science chamber. It serves to transfer the cloud of cold atoms in a magnetic trap from the MOT chamber into the UHV vacuum region. The exit along the transport axis out of the MOT chamber has a 6 mm diameter and is then connected to a 76 mm long flexible bellow with an inner diameter of 16.7 mm . At the end of the bellow a 5 mm diameter aperture was inserted. This differential pumping stage maintains a differential pressure of $10^{2}$. The conductance of the differential pumping stage is $0.31 \mathrm{~s}^{-1}$.

### 3.2.2 MOT optics layout

Figure 3.10 shows a bird's eye view of the optics for the setup around the MOT. The optics are fitted on breadboards which are located six inches above the vacuum table around the MOT chamber, as the vacuum system has a height of ten inches. Fibre 7 delivers the cooling light for the MOT for the horizontal plane. As a fibre output we use a standard fibre collimator (Thorlabs F810APC-780) which produces a $1 / \mathrm{e}^{2}$-radius of $(7.0 \pm 0.1) \mathrm{mm}$. A $\lambda / 2$ waveplate and a polarising beam splitter cube (PBS) produce horizontal polarisation. After this cube the cooling light is split into two equal beams by another PBS. These two beams then get split again, forming a total of four beams with equal intensity. Each beam is equipped with a telescope to increase the beam size. We therefore use a $\mathrm{f}=-30 \mathrm{~mm}$ lens in combination with a $\mathrm{f}=140 \mathrm{~mm}$ lens, which gives a magnification of 4.67. After the $\mathrm{f}=$ 140 mm lens we insert an aperture with a diameter of 30 mm in order to be able to fit the beams through the viewports on the MOT chamber. We did this as the viewports on the MOT chamber are not coated completely and the edge of the coating can have lensing effects on the beams. The four horizontal beams also contain the repump light, this is introduced by fibre 9 , where we also use the same fibre collimator as for fibre 7. Typically we use 12 mW of repump light. For a six beam MOT we need a set of vertical beams. These are provided by fibre 8 . The output of fibre 8 is split into two


Figure 3.10: The optical layout around the MOT chamber. The up-down beams for the six beam MOT configuration are delivered via a periscope (grey ellipses). Each MOT beam path contains a $\lambda / 4$ wave plate, which generates circularly polarized light. Two CCD cameras are included in the setup to monitor the fluorescence during the MOT load.
equal beams which are then guided via a periscope to the MOT chamber.
In the MOT chamber fluorescence detection is used to determine the atom number. A spare port is used to collect the fluorescence of the atoms in the MOT which is focused with a lens onto a photodiode. Before the lens a cube is inserted this allows us to also point a CCD camera into the chamber to watch the loading of the MOT in real time. This camera looks along the transport axis, whilst a second camera (left hand side) looks perpendicular to the transport axis. This set of two cameras was useful during the alignment process of the MOT.

### 3.3 Science chamber

As described in section 3.2 the vacuum system consists of two main chambers. The MOT chamber is connected via a differential pumping stage and a gate valve to the science chamber. The science chamber is a combination of a stainless steel chamber and a UHV glass cell. The stainless steel chamber contains a set of DN16CF ports between which a prism was inserted into the vacuum tube, which we will refer to as 'the obstacle'.

### 3.3.1 UHV glass cell

The UHV glass cell is part of the science chamber, where the atoms are cooled towards quantum degeneracy. In figure 3.11 (a) a schematic of the glass cell is shown. The rectangular glass cell houses a dove prism, sitting in a ceramic mount. The dove prism is a standard dove prism (Melles Griot, 01PDE407). The front face of the prism has been super polished with a surface roughness of 1 nm (RMS) by Coastline Optics. The ceramic mount is made out of Macor and rests in the glass cell against two walls. We avoided the use of glue in the vacuum system, as this can potentially harm the vacuum when the system is outgassing. In figure 3.11 (b) a photograph of the prism in the glass cell is shown, and in figure 3.11 (c) a picture from the CCD camera in our imaging system (see section 3.7.2) shows an atomic cloud in front of the prism in its support.


Figure 3.11: Schematic of part of the setup around and in the UHV cell. a) The UHV cell incorporates a dove prism in a ceramic mount. The dipole beam enters the UHV cell through the back of the prism and can be focused at the centre of the quadrupole trap. b) Photograph of the prism in the glass cell. c) CCD image of the setup, showing atoms being released from the magnetic quadrupole trap.


Figure 3.12: Schematic of the magnetic transport. The atoms are moved from the MOT chamber into the science chamber by the transport coils which are mounted on a motorised translation stage.

### 3.4 Between MOT and science chamber

Controlled transport of atoms from the MOT into the science chamber is a reliable way of delivering the precooled atomic gas into the UHV region. Magnetic transport of the cloud can be achieved either by using a chain of overlapping coils [125] or by mechanically displacing one pair of coils [126]. Our system uses a pair of fixed coils which are displaced using a motorised translation stage. The transport coils are constructed from Kapton-insulated square cross-section hollow copper tubing. Water cooling of the coils is necessary to dissipate the heat produced by the large currents we use (up to 400 Ampere). The geometry of the transport coils is constrained mainly by the height of the MOT chamber. In figure 3.12 a bird's eye view of the vacuum system including the rail system is shown. The current for the transport coils is provided by an Agilent 6690A power supply run in constant voltage mode. The power supply can be controlled by a general purpose interface


Figure 3.13: Setup of the transport coils. a) Photograph of the assembled system. The water connectors connect the coils to 6 mm diameter PVC tubing. b) Drawing of the transport coil system. The coils are mounted in a G10 mount, which is attached to a standard 38 mm post adapter (Thorlabs). Both posts are mounted on an adapter plate, which is attached to the rail system.

Table 3.2: Measured dimensions of the coils and their 'equivalent coil' parameters. All the coils are wound from square cross-section copper tubing.

|  | Transport | Shift |
| :--- | :--- | :--- |
| Number of turns | $3 \times 8$ | $3 \times 3$ |
| Equivalent coil separation $(\mathrm{cm})$ | $10.4(1)$ | $5.7(1)$ |
| Equivalent coil radius $(\mathrm{cm})$ | $4.9(1)$ | $2.6(1)$ |
| Axial field gradient | $0.606(1) \mathrm{G}(\mathrm{A} \mathrm{cm})^{-1}$ | $1.4(1) \mathrm{G} \mathrm{A}^{-1}$ |

bus (GPIB), however this control is not fast enough for the required switching and ramping of the coils. Therefore an external feedback control with a closed-loop servo is used in combination with digital and analog outputs created by the FPGA Labview control system [127] (see section 3.8). The feedback loop comprises a Hall effect current sensor [128] and a bank of five parallel field effect transistors placed in series with the coils. A detailed description of the feedback loop is given in section 3.5.2.

### 3.4.1 The obstacle

Along the path of the transport we block the line of sight between the MOT chamber and the science cell using a glass prism [129]. This optically separates the two chambers and also serves the purpose of blocking any direct flux of rubidium from the MOT chamber to the science chamber. This will be more important for future experiments using the surface of the glass prism
in the science cell. In figure 3.14 (a) a schematic setup of the prism in the transport path is shown. The prism is held in a stainless steel mount which is held by two round-headed screws in the vacuum tube and will be referred to as the 'obstacle'. It is aligned so as to reflect a laser beam sent into the 'shift port' DN16CF viewport (figure 3.8) along the transport axis towards the science cell, or equally well, the reverse of this. We have verified that the obstacle blocks the line of sight completely by holding a cold atomic ensemble in a magnetic trap in the science chamber and turning on the MOT light. We observe no loss in atom number in the magnetic trap associated with the MOT light over periods of many seconds. When transporting atoms from the MOT to the science cell, a shift field produced by a set of coils around the obstacle deflects the atoms along a curved trajectory, inside the vacuum chamber but passing over the obstacle, see figure 3.14 (c). The parameters of the shift coils are summarized in table 3.2. In figure 3.14 (b) the number of atoms transported over the obstacle is shown as a function of the induced shift of the transport trap field zero. On the left hand side of the blue line atoms are lost due to not passing over the obstacle. On the right hand side of the red line atoms are lost due to hitting the vacuum tube. The distance between the red and the blue line is 13.5 mm , which corresponds to the distance between the top of the prism and the vacuum tube [see figure 3.14 (c)]. The blue line in figure 3.14 (b) does not correspond exactly to a trap shift of 5 mm , which is probably due to the fact, that the transport trap is not perfectly vertically aligned with the centre axis of the vacuum system.

### 3.5 Magnetic trapping

When designing a pair of magnetic quadrupole coils a compromise between the most uniform gradient and the maximum gradient must be made. The anti-Helmholtz configuration is advantageous for tight confinement and deep trap depths. A well chosen ratio between axial and radial windings of the coils helps to minimise the power consumption for a given field gradient. The dimensions of the transport coils are summarized in table 3.2. For simplicity when modeling their behaviour the coils may be approximated by 'equivalent coils' consisting of a single turn of infinitesimal thickness. The


Figure 3.14: Setup of the obstacle in the vacuum system. All dimensions in mm . a) A glass prism (Thorlabs), embedded in a macor mount is mounted into the transport path. The mount is held with two rounded down screws in the tube. The prism blocks the line of sight between MOT chamber and science cell. b) Atom number as a function of shift of the trap transporting the atoms. On the left hand side of the graph atoms are lost as they hit the prism, on the right hand side atoms are lost due to hitting the walls of the vacuum tube. c) Drawing of the obstacle looking along the transport path.
radii and separations of the 'equivalent coils' were found by matching the calculated first and third spatial derivatives to the measured values for the real coils. The normalized RMS deviation is $\approx 1 \%$ confirming the validity of this approximation.

### 3.5.1 Magnetic traps in the setup

In the experiment we have a total of seven coil pairs for various purposes. In appendix A each coil is described in detail and all relevant parameters as well as plots of the magnetic fields are shown. In figure 3.15 a sketch of the vacuum apparatus is shown with all the coils marked. The MOT coils are attached directly to the top and bottom viewports of the MOT chamber. Although small magnetic field gradients are required for the MOT stage, we choose to use water-cooled coils. This allows us to produce up $160 \mathrm{Gcm}^{-1}$ field gradients and be therefore able to purely magnetically trap clouds with this pair of coils. Not shown in figure 3.15 are the transport coils, as these have been described in section 3.4. Between the MOT and science chamber, the shift coils are mounted around the obstacle to shift the atoms over it. Again we choose to produce these coils out of water cooled copper, as we need to produce shift fields of up to 240 G for experiments with ${ }^{87} \mathrm{Rb}$. The dimensions of the coils are chosen with respect to the transport coils, as the moving coils have to be translated around them.

Around the science chamber is a mount made of a material known as G10 or FR-4. This material has a high strength and can withstand temperatures up to $141^{\circ} \mathrm{C}$. It is made of a continuous filament glass cloth material with an epoxy resin binder. The mount was carefully designed so that each coil can fulfill the anti-Helmholtz condition or Helmholtz condition, as described in appendix A. However the mount for the five science cell coils still had to be compact enough to fit the transport coils around them, when they reach the science chamber.

Additionally shim fields are produced around the MOT chamber and the science chamber to cancel any stray magnetic fields. To keep the space around the MOT chamber free for optics, we attached the shim coils in the horizontal plane directly onto the viewports. For the up and down shim field we made


Figure 3.15: Overview of the coils in the setup. The majority of the coils are made from Kapton-insulated square cross-section hollow copper tubing to be able to water cool them and allow for high magnetic field gradients. The shim coils are all made from 1 mm insulated copper wire.
two octagonal shim coils, which slides easily around the MOT chamber. At the science chamber the up-down shim coils were included in the main coil mount, whilst horizontal shim coils were directly glued in their rectangular shape to the coil mount.

When designing the magnetic traps around our vacuum apparatus we had to consider various needs, which are summarized in the following. The size of the coils is limited not only by the vacuum apparatus but also by the power supplies available. In our lab we are currently using an Agilent 6690A and an Agilent 6681A, which are sufficient to produce enough current in constant voltage mode for our purposes. Flexibility is important, therefore we produced most of our coils from water-cooled copper. In order to reach the Feshbach resonance in ${ }^{85} \mathrm{Rb}$, we had to produce bias fields of at least 160 G which corresponds to the broad Feshbach resonance. However we are also able to produce higher bias fields, as the setup contains two pairs of bias coils.





### 3.5.2 Magnetic trap control

For the magnetic trap control we measure the current through the coils using a Hall-effect current sensor. Its output is sent to the feedback electronic circuit. It consists of two circuit boards: The current feedback board and the reference board (EW1282 and EQ1285, produced by Central Electronics, Oxford). The output of the Hall-effect sensor is passed through a $1 \Omega$ resistor and the current feedback board compares the voltage with the voltage from the reference board. The feedback board also contains amplification stages and is capable of switching fast on and off, without oscillations in the current. A detailed description and a drawing of the feedback electronics can be found in [130]. In the setup we use two different power supplies, in figure 3.16 a schematic of the setup is shown. Both power supplies are controlled via a PCI-GPIB interface, and used in constant voltage mode. However during an experimental cycle the voltage on the power supply needs changing, which is done by the GPIB. The feedback electronics, here referred to as the magnetic trap servo, are controlled via analogue and digital outputs from our LabView control system.

### 3.6 Dipole laser

We use an ELS Versadisk for dipole trapping. This laser has had in the past not the most promising reputation, so we spent a few weeks characterising this laser and initially its performance did look promising, however when we pointed it at the atoms things changed. We found that our trap was not reproducible, in fact we saw the beam waist moving along the beam which meant our trap depth was constantly changing. We also found that the AOM we were using was causing large beam-pointing instabilities. However these beam-pointing instabilities were not present the entire time. So at some cold, late nights in the laboratory we managed to produce condensates in a singlebeam hybrid trap, with a beam waist that we were not sure of. In fact the picture shown in 2.10 was achieved in one of those really unstable traps. We then found, that there exists a fibre which is capable of handling 5 W input power which was suitable for our wave length of 1030 nm . After testing


Figure 3.17: Power output of the ELS Versadisk laser. a) Shows the output power out of the laser as a function of laser current. After the laser cavity was realigned (red squares) the output power could be increased. b) Test of suitable beam dumps. The red squares show the temperature for a metal beam dump. The black squares show the temperature for a fire brick beam dump using 30 W laser power. The beam dump has dimension of $80 \times 70 \times 60 \mathrm{~mm}$ with a 10 mm hole at the front for the laser beam.
the first fibre we were able to produce beam waists which were reproducible. We also servo the intensity after the fibre, which compensates for the beampointing instabilities caused by the acousto-optical modulator. The only disadvantage of the fibre is that the output power is limited to 3.25 W .

### 3.6.1 Characteristics and performance

The first test on the ELS laser was to characterise and check its output power. The data sheet of the laser promises up to 51.4 W output power, however we were only able to get just below 39 W out of it. In figure 3.17 (a) we also find that for high currents above 35 A the laser output power is fluctuating.

In the next step we tested the performance of the AOM, we use a NEOS AOM (NEOS 23080-2-1.06) in single pass configuration. The diffraction efficiency of the AOM is shown as a function of its frequency in figure 3.18 (a) and we can report diffraction efficiency of up to $80 \%$. In figure 3.18 (c) we see that the diffraction is independent of the laser power onto the crystal; even for high laser currents, the diffraction efficiency does not change. This is encouraging for two reasons, initially we thought that an air-cooled AOM


Figure 3.18: AOM performance using the ELS laser. a) The AOM shows its highest diffraction efficiency at its centre frequency of 80 MHz . b) Deflection angle of the beam after the AOM as a function of RF power. c) Diffraction of the AOM into the 1st order as a function of laser current.
might have some diffraction efficiency differences, when the AOM crystal experiences high laser powers. Secondly, it allows us to align the AOM at low powers, which is preferable.
In a second experiment we measured the deflection angle of the AOM as a function of its RF power. This is important, as in a hybrid dipole trap the evaporation is accomplished by reducing the beam intensity. And as the AOM acts as our intensity control, this test will give us an estimate of the shift due to the AOM. We find that the maximum deflection angle difference corresponds to a movement of $250 \mu \mathrm{~m}$ at a distance of 1 m .

### 3.6.2 Dipole trap setup

During the course of setting up the dipole trap, we have tried various optical setups. However, finally we decided to use the arrangement presented in figure 3.19. This involves two high power fibres from OZ optics (PMJ-A3HPM-980-6/125) which are originally made for 980 nm but show good transmission efficiency at 1030 nm . The fibre comes with two high power fibre connectors, which can take up to 5 W input power. We place the fibres behind the AOM, that way we can take care of any drifts into the fibre by simply servoing the intensity behind the fibre. At the output of the fibre we typically are able to servo 3 W of power, however that means, that we get a maximum beam power of 2.5 W at the trap. The reduction in the power is caused by the imperfections in the reflectivity of the two mirrors behind the fibre and the four glass surfaces that the light has to pass through until it arrives at the trap (two faces of the cell and two faces of the glass prism, one prism face is AR coated). In the setup we use two 200 mm focal length lenses to focus the beam down to waist in the trap. Behind the last mirror before the light passes into the cell, we pick up the leaking light through the mirror and focus it down onto a standard BPX-65 silicon photo diode. The output of the photo diode is then electronically amplified and sent into our servo circuit [131], which controls the RF power into the AOM and therefore adjust the intensity accordingly. It's also worth mentioning, that we use a motorised flipper mirror behind the AOM. That way we can keep the full RF power on the AOM on during the entire experimental routine. We found this


Figure 3.19: Optical setup of the dipole trap. The output of the laser is split using a PBS into two beams. Each beam passed through an 80 MHz AOM and is coupled into a high power fibre. The output of the fibre is focused into the science cell, using a 200 mm focal length lens.
to be advantageous, as the AOM has a slow rise time. In the experimental routine the dipole trap light is already turned on during the RF evaporation, therefore we are not concerned about fast turn on times. However for the turn-off of the dipole trap we use the AOM before imaging and then after imaging we put the flipper mirror back up.

### 3.7 Diagnostics

In the experimental setup two different well-known techniques of diagnostics are used. In the MOT chamber we use the technique of fluorescence imaging, which gives a real-time picture of the loading of the MOT. In the science chamber we employ absorption imaging, and we are able to monitor the cloud in either the horizontal or vertical plane. This allows us to measure the atom number and the temperature of the cloud.

### 3.7.1 Fluorescence imaging

Fluorescence imaging allows us to determine the number of atoms in the MOT. For this purpose we use a photodiode in order to collect the fluorescence from the atoms. In the setup we use a DET36M commercial photodiode from Thorlabs which has a fast rise time of 14 ns and a responsivity of $0.50 \mathrm{AW}^{-1}$ at 780 nm . The signal on the photodiode can be converted to


Figure 3.20: a) A 50/50 beam splitter cube is used directly after the viewport. Part of the fluorescence light is transmitted and focussed down on a fast photodiode. (b) The camera is mounted above a 35 mm cube and is able to look along the transport axis down the chamber. A 50 mm diameter lens with a focal length of 63 mm is used to collect the fluorescence of the atoms.
an atom number, according to [70]:

$$
\begin{equation*}
N=\frac{\Gamma}{2} \frac{V_{\mathrm{sig}}}{R_{\lambda} R_{\mathrm{PD}}} \frac{16 x^{2}}{d^{2}}\left[\frac{\hbar \omega_{\mathrm{L}}}{2} \frac{C_{1}^{2} I / I_{\mathrm{sat}}}{1+C_{2}^{2} I / I_{\mathrm{sat}}+4(\Delta / \Gamma)^{2}}\right]^{-1} . \tag{3.4}
\end{equation*}
$$

The conversion factors necessary to obtain an atom number depend on properties of the atoms, properties of the MOT light and on experimental parameters [132]. In summary; $I_{\text {sat }}$ saturation intensity, $\Delta$ detuning of cooling light from the $F=3 \rightarrow F^{\prime}=4$ transition, $\Gamma$ linewidth of the cooling transition, $V_{\text {sig }}$, photodiode signal (corrected for factors as filter efficiency and transmission losses due to splitting cubes), $x$ distance from the MOT to the lens, $d$ diameter of the limiting aperture, $R_{\lambda}$ photodiode responsivity at 780 nm and $R_{\mathrm{PD}}$ the load of the photodiode. The filter efficiency is 78(2) \% and the 50/50 cube directly behind the fluorescence collection viewport has a transmission efficiency of 57(3) \%.

The coefficients $\mathrm{C}_{1}$ and $\mathrm{C}_{2}$ are the averaged Clebsch-Gordan coefficients over all Zeeman sublevels. These coefficients correct for the fact that the MOT atoms are in an unknown distribution of $m_{\mathrm{F}}$ states and hence it is difficult to know which saturation intensity to use. The two extreme possibilities are for the closed, stretched transition and for an assumed equal distribution over states. These two methods result in values of $N$ which differ by a factor of 2 . The Townsend result [133] (with $\mathrm{C}_{1}=1 ; \mathrm{C}_{2}=0.7$ ) lies satisfactorily between
these two. The uncertainty in $N$ can reasonably be estimated by using the Townsend result with the two extreme calculations as upper and lower limits. In the atom number calculation a saturation intensity of $I_{\text {sat }}=1.67 \mathrm{~mW} \mathrm{~cm}^{-2}$ is used throughout.

During the characterisation of the setup we will use the fluorescence detection to do 'recapture in MOT' measurements. For these measurements we capture laser cooled atoms in a magnetic trap with an axial field gradient of $45 \mathrm{Gcm}^{-1}$ for ${ }^{85} \mathrm{Rb}$. We then switch off the magnetic trap and the MOT on again. This captures atoms which are released from the magnetic trap. The ratio between the initially loaded atoms in the MOT and the amount of recaptured atoms is then called 'recapture in MOT'.

### 3.7.2 Absorption imaging

The technique of absorption imaging illuminates a cloud of atoms with a short ( $10 \mu \mathrm{~s}$ ) pulse of resonant light. The light passes through the cloud and the atoms absorb and scatter photons, resulting in a shadow of the cloud, which is recorded with a CCD camera. In figure 3.21 the setup of the imaging system around the science chamber is depicted. The light is derived from the laser table and coupled to the vacuum table in a polarisation maintaining fibre, which is set to give linear polarised light. The light is divided into two paths, the red arrows show the path for the horizontal imaging, whilst the purple arrows the one for the vertical imaging. Currently both paths are exclusive, however it is simple to switch between them. The magnification of the imaging system is determined by the focal length of the pair of lenses, in figure 3.21. For horizontal imaging we obtain a magnification of $\mathrm{M}=1$. However we can adapt the imaging system conveniently to give magnifications of $\mathrm{M}=0.5$ or $\mathrm{M}=1.56$. It will be also possible to go to higher magnifications, however so far there was no need to do so. The imaging in the vertical plane is currently used to locate the cloud of atoms with respect to the surface, however we do not normally extract any information from the vertical images. The atom number and temperature are only determined by images from the horizontal plane. This is because we can only measure the cloud's distribution after a short expansion time and if we wished to vary the expansion time, the
image would be out of focus vertically. To record images we use an Andor Xion camera with a pixel size of $8 \mu \mathrm{~m}$ and 1024 x 1024 pixels.

In future we will refer to the $x$-axis (see figure 3.21) as the imaging axis. The probability of a photon being absorbed in a distance $d x$ by an atom in a dilute cloud is proportional to $d x$

$$
\begin{equation*}
\frac{d I(x, y, z,)}{d x}=\sigma n(x, y, z) \tag{3.5}
\end{equation*}
$$

where $\sigma$ is the absorption cross section and $n(x, y, z)$ the spatial density of atoms. The light is exponentially damped through the cloud, similar to the Beer-Lambert law [83]

$$
\begin{equation*}
I(x, y, z)=I_{0} \exp \left(-\sigma \int_{0}^{x} n(x, y, z) d x\right) . \tag{3.6}
\end{equation*}
$$

It is convenient to define the integral as

$$
\begin{equation*}
O D(y, z)=\sigma \int_{0}^{x} n(x, y, z) d x \tag{3.7}
\end{equation*}
$$

where $O D(y, z)$ is called the optical depth. Therefore the intensity is proportional to the optical depth

$$
\begin{equation*}
I(x, y, z)=I_{0} \exp (-O D(y, z)) \tag{3.8}
\end{equation*}
$$

In analogy with the Beer-Lambert law the optical depth is proportional to the column density of the atomic cloud. The total atom number can be calculated by

$$
\begin{equation*}
N=\int_{0}^{z} \int_{0}^{y} \int_{0}^{x} n(x, y, z) d x d y d z=\frac{1}{\sigma} \int_{0}^{z} \int_{0}^{y} O D(y, z) d y d z \tag{3.9}
\end{equation*}
$$

where the last two integrals can be obtained either from a Gaussian fit to the cloud or from a sum of pixel values. In the experiment we take three consecutive images to determine the optical depth. The first image is the shadow of the atomic cloud when the probe beam passes through ( $I_{\text {atoms }}$ ). The second image records the probe beam ( $I_{\text {probe }}$ ) and the last image records the background light $\left(I_{\mathrm{bg}}\right)$. The background picture calibrates the stray

Figure 3.21: Schematic of the imaging setup around the science chamber. The setup is able to either image in the horizontal plane (red arrow) or in the vertical plane (purple arrows). In order to switch between horizontal and vertical imaging the last lens and mirror in the purple path can be 'flipped' to the side. All focal lengths in mm .
light present and the dark current of the camera. The optical depth can be calculated from these three pictures in the limit of small detuning and low intensity $\left(I / I_{\text {sat }} \approx 0.1\right)$ following:

$$
\begin{equation*}
O D_{\mathrm{meas}}=\ln \left(\frac{I_{\mathrm{probe}}-I_{\mathrm{bg}}}{I_{\mathrm{atoms}}-I_{\mathrm{bg}}}\right) . \tag{3.10}
\end{equation*}
$$

Measuring the optical depth has some systematic errors. If there are small amounts of off-resonant or incorrectly-polarised light reaching the camera the optical depth will seem lower than it really is, because the cloud could not have absorbed this light. We avoid any stray light, as our optical table has sliding doors which block out any room light. In order to keep the beam purely polarised we use a high quality cube and wave-plate after the fibre before the beam is circularly polarised by the $\lambda / 4$ (see figure 3.21). Another problem can occur when trying to probe clouds with high optical depth, as photons can be absorbed and scattered multiple times.

### 3.7.3 Image analysis

Absorption imaging allows us to extract all the relevant parameters such as atom number and temperature of the cloud. Although the initial distribution in a quadrupole trap is not Gaussian - which leads to small deviations in the atom number and temperature - we assume the distribution to be Gaussian.

## Measuring atom number

From equation 3.9 we can determine the atom number

$$
\begin{equation*}
N=2 \pi O D \frac{\sigma_{y} \sigma_{z}}{\sigma} \tag{3.11}
\end{equation*}
$$

where the optical depth $(O D)$ and the widths $\sigma_{y}$ and $\sigma_{z}$ of the cloud are extracted from a Gaussian fit in Matlab. The total cross section $\sigma$ is given by

$$
\begin{equation*}
\sigma=\frac{\sigma_{0}}{1+2 \frac{I}{I_{\text {sat }}}+4\left(\frac{\Delta}{\Gamma}\right)^{2}}, \tag{3.12}
\end{equation*}
$$

where $\sigma_{0}=3 \lambda^{2} / 2 \pi$, if $I \ll I_{\text {sat }}$ for a two level atom. For simplicity we will refer to the widths of the cloud as $\sigma_{\mathrm{v}}$ and $\sigma_{\mathrm{h}}$, meaning the vertical RMS width and horizontal RMS width of the cloud.

## Measuring temperature

An atomic cloud expands in free fall as

$$
\begin{equation*}
\sigma_{\mathrm{h}, \mathrm{v}}^{2}(\tau)=\sigma_{\mathrm{h}, \mathrm{v}}^{2}(0)+\left\langle v_{j}\right\rangle^{2} \tau^{2} \tag{3.13}
\end{equation*}
$$

where $\sigma_{\mathrm{h}, \mathrm{v}}^{2}(0)$ is the size of the cloud, and $\tau$ the time of expansion. The velocity can be written as $\left\langle v_{j}\right\rangle=\sqrt{\left(k_{\mathrm{B}} T\right) / m}$. Therefore equation 3.13 becomes

$$
\begin{equation*}
\sigma_{\mathrm{h}, \mathrm{v}}(\tau)=\sigma_{\mathrm{h}, \mathrm{v}}(0) \sqrt{1+\frac{k_{\mathrm{B}} T}{m} \tau^{2}} \tag{3.14}
\end{equation*}
$$

In figure 3.22 the horizontal (red circles) and vertical width (black squares) are shown for various expansion times. Fitting a linear slope to the data allows us to obtain the temperature according to equation 3.14. In figure 3.22 (a) an atomic cloud with $5.5(5) \times 10^{8}$ atoms is imaged, whilst in figure $3.22(\mathrm{~b})$ a colder cloud with $1.0(5) \times 10^{8}$ atoms is shown. In figure 3.22 (a) the horizontal temperature was $172(7) \mu \mathrm{K}$ and the vertical temperature $143(4) \mu \mathrm{K}$. We can see that the agreement between horizontal and vertical temperature is better for a colder cloud, for figure 3.22 (b) the vertical temperature was $94(3) \mu \mathrm{K}$ and the horizontal $93(2) \mu \mathrm{K}$. This is due to the fact that in figure 3.22 (a), the cloud has not expanded long enough to become a Gaussian distribution. However it is not possible for us to let the cloud expand any longer as the cloud already fills a large proportion of the 16 mm window we are imaging (inset figure 3.22 (a)) and the science cell is only 20 mm in height. Therefore the temperature calculated for the big clouds is generally less reliable than the ones of the smaller clouds. It is also obvious from figure 3.22 (a) and (b) that there is an offset between the horizontal and the vertical temperature. We see that the horizontal temperature fit suggests a higher temperature then the vertical one. This is due to the fact that the isotropic Gaussian velocity distribution will start to dominate the density distribution of the atoms after shorter time of flight in the ver-


Figure 3.22: Determination of the temperatures of the clouds. a) From the squared widths of the cloud as a function of the squared time-of flight (TOF) the temperature can be extracted from the slope. Black (red) squares (circles) represent the vertical (horizontal) widths. From the linear fit we find a horizontal temperature of $172(7) \mu \mathrm{K}$ and a vertical temperature of $143(4) \mu \mathrm{K}$. The inset show false-color absorption images for various TOF. b) Same as a), except a colder cloud compared to a) has been used. Linear fits give a horizontal temperature of $93(2) \mu \mathrm{K}$ and a vertical temperature of 94(3) $\mu \mathrm{K}$.
tical rather than in the horizontal direction. This is obvious, as the cloud has a smaller extension in the vertical than in the horizontal direction as the gradient of the quadrupole trap is half in the vertical direction compared to the horizontal direction. In order to see how the difference of the vertical and horizontal temperatures change with cloud size, we deliberately make the cloud colder by applying an RF-frequency to remove the hottest atoms. We compare the temperature we measure directly from the Gaussian fits with the one we obtain by taking a series of time-of flight data. In figure 3.23 the difference between the direct fit (black squares) and the data obtained from a series of time-of-flight (red circles) is shown, confirming that for cold clouds the difference becomes small and lies within the error bar. Comparing figure 3.23 (a) and (b) we can also see that the difference between the vertical temperatures is smaller than between the horizontal ones.

### 3.8 Experimental control

Precise control of experimental devices (shutters, coil currents) is vital to perform exact measurements. This experiment contains a combination of


Figure 3.23: Comparison between temperature measurements. The black squares show the temperature directly calculated from a single fit to a cloud which has expanded for 24 ms , whilst the red circles represent the temperature which is extracted from fitting a linear fit to a series of TOF data. The temperature of the cloud was varied by applying an RF-cut to the cloud, effectively removing the hottest atoms. A trend line was added to the data to guide the eye.

LabView control and GPIB (general-purpose interface bus).

### 3.8.1 Labview control

The experimental control system features an FPGA board. FPGA stands for 'Field Programmable Gate Array'. The chip contains a number of gates whose connections can be altered after manufacturing to form a path that will manipulate the incoming data. The path can be edited by the user, usually done by using a programming language such as VHDL (Very high speed integrated Hardware Description Language). The advantage of using LabView is it being able to translate virtual instruments, which are written in VHDL. The FPGA chip contains multiple in- and outputs, and with an appropriate configuration, tasks can be run in parallel. An additional benefit of the FPGA system is that data can be streamed continuously directly from the computer memory to the card. This reduces the limitations on the size of the digital and analogue routines, making it possible to stream gigabytes of data (2010) directly from the memory to the FPGA card.

When first setting up an experimental routine, an idealised timing diagram is useful to visualise the routine. However this would not take delays of
equipment into account (e.g. the time a shutter needs to open). Our current experimental interface allows us to see an idealised timing diagram and delays are entered separately (see figure 3.24). The control program will then apply the delays behind the scenes. This interface makes it extremely easy to read and understand the programmed sequence as well as being able to troubleshoot it conveniently. The use of this system allows to have 96 digital channels and 16 analogue channels - 8 analogue inputs and 8 analogue outputs. The analogue outputs have a $2 \mu \mathrm{~s}$ precision as it currently stands.

### 3.8.2 GPIB

GPIB allows us to control devices such as power supplies and analogue waveform generators and receive data from devices like voltmeters. It is very user-friendly as there exist a large library of control programs which have been written already for most of the available commercial devices that support GPIB. Initially the intention was to include it in the FPGA routine, but some GPIB devices are very slow ( $\approx 1 \mathrm{~s}$ ). This is not advantageous as the FPGA card runs with $1 \mu$ s precision. Therefore we decided to completely separate the GPIB from the FPGA channels. With this arrangement we are able to send digital signals from FPGA to GPIB. Using four digital channels on the FPGA board allows us to generate 16 states for the GPIB board. Each of the states corresponds to a certain routine. For example, if FPGA sends 0010, the GPIB routine starts a program which tells the arbitrary waveform generator to produce a linear frequency sweep from 25 MHz to 3 MHz . After the GPIB is finished it sends a trigger, which is read by an FPGA input. The FPGA routine will then continue with its programmed routine. The synchronisation of the two control mechanisms is vital to our experiment, as it ensures that everything happens in the intended order.

### 3.9 Summary

This chapter presents the apparatus, which we will refer to in the remainder of this thesis. The experimental results in the following chapters are based on the setup described in this chapter. Therefore in the next chapter we will


Figure 3.24: Timing diagram of an experimental sequence. a) The diagram shows the timing diagram for a magnetic trapping sequence. In the diagram delays of individual components have already been considered. b) A screen shot of the interface of the LabView program. This front-panel allows the user to enter delays on the left hand side which are assigned to the channels.
give a careful characterisation and optimisation of the experimental setup to achieve full control and understanding about the setup.

## Chapter 4

## Characterisation and optimisation of the apparatus

This chapter describes the initial characterisation of the apparatus after it had been installed on the vacuum table. Initial measurements were made using fluorescence detection. Hence the optimisation of the first stages of the experiment (laser cooling and magnetic trapping) is done to achieve the maximum atom number in the trap. During this process we were installing absorption imaging, which then allowed us to refine our optimisation process in terms of temperature and density of the cloud.

### 4.1 Vacuum performance

The vacuum in the apparatus is crucial for determining whether successful experiments can be undertaken. In our system atoms are loaded from a background vapor, supplied by alkali-metal dispensers. The MOT chamber has therefore a higher pressure compared to the science chamber as described in section 3.2. However the relatively high pressure in the MOT chamber limits the lifetime of atoms in a magnetic trap, as they are constantly colliding with atoms from the background pressure. A useful estimation of the performance of the vacuum system is therefore to measure the lifetime at various places in the system. For this experiment we loaded the atoms from the background pressure into the MOT, performed various stages of cooling (which will be


Figure 4.1: Lifetimes of a cold atomic cloud for four positions along the transport axis of the vacuum system. Atoms in a $180 \mathrm{G} \mathrm{cm}^{-1}$ transport trap were moved to one of the four positions along the transport axis and held for a variable time. The atomic cloud was then transported back to the initial start position and the number of atoms recaptured by the MOT was recorded using fluorescence detection. Fitting the data with a single exponential decay returned lifetimes of: 10(1) s (blue) in the MOT, 9(1) s (green) in the bellow section, $72(5) \mathrm{s}$ (red) before the gate valve and 186(9) s (black) in the science cell.
described later in this chapter) and transferred the atoms in a magnetic trap. The magnetic trap is mounted on a motorised translation stage which allows us to move it precisely along the vacuum system. The trap was held at four different points for various length of time before it was moved back to the MOT chamber where the atoms we recaptured from the magnetic trap into the MOT. Fluorescence measurements were used to determine the recaptured atom number in the MOT. In figure 4.1 the results of these measurements are shown. As expected the lifetime in the MOT chamber is shorter (figure 4.1 green and blue line) compared to the the science cell (black line) which is due to the difference in pressure in the vacuum system.

### 4.2 MOT optimisation

Often quoted as the workhorse of laser cooling, the MOT is the first stage of our experiments. In order to reach quantum degeneracy it is vital to collect a large number of atoms in the MOT and transfer them into our magnetic transport trap, which is described in section 5.3. Therefore we
initially investigate the loading of atoms in the MOT in section 4.2. In order to prepare the atoms for magnetic trapping, the MOT stage is followed by a compressed MOT stage and a molasses which are described in section 4.4. To spin polarise the atomic sample we optical pump the atoms into the $F=2, m_{F}=-2$ state, which is presented in section 4.5.

## Loading of the MOT

The number of atoms in the MOT is dependent on the capture rate $R$ into the trap and the loss rate from the trap, and can be expressed in a rate equation [134] which describes the change in atom number $N$ as a function of time $t$.

$$
\begin{equation*}
\frac{d N}{d t}=R-\frac{N}{\gamma}-\beta \frac{N^{2}}{V} \tag{4.1}
\end{equation*}
$$

where the last term of the equation stands for losses resulting from two-body collisions ( $N$ atoms in a volume $V$ and a two-body loss coefficient $\beta$ and a loss rate $\gamma$ ), which can usually be neglected for low density samples. That means the solution can be written as

$$
\begin{equation*}
N(t)=\frac{R}{\gamma}[1-\exp (-\gamma t)] . \tag{4.2}
\end{equation*}
$$

A typical loading curve of a MOT is presented in figure 4.2 (a). For this the fluorescence signal was recorded on a photo diode and converted into an atom number. The current in the alkali-metal dispensers was 4.0(1) Ampere, which leads to a loading rate of $2.5(2) \times 10^{9}$ atoms s $^{-1}$ for our MOT beams. Equation 4.2 has been fitted to the data. The fact that the fit does not agree perfectly with the data at the beginning of the loading curve is due to the background light level which has not been subtracted here. The graph shows that we are able to load up to $3.0(1) \times 10^{9}$ atoms. In the inset of figure 4.2 (a) a photograph of this MOT is shown, as the fluorescence of the atoms is visible.

The background pressure influences the decay rate $\gamma$ in the trap, therefore the desired operation of the MOT is to have a 'healthy balance' between background pressure and atom number in the trap. In figure 4.2 (b) the life time of atoms in the MOT has been recorded at a moderate dispenser
current of $3.5(1)$ Ampere. For this experiment, atoms were loaded in the MOT for 12.5 s and then transferred into a $45 \mathrm{G} \mathrm{cm}^{-1}$ magnetic trap where they were held for a variable amount of time. After releasing them from the purely magnetic trap the MOT was turned on again. From the lifetime measurement the residual gas pressure can be estimated in a simple model. It assumes that the residual gas molecule and the trapped atom are both hard spheres. From [135] the frequency of a residual gas molecule colliding with a surface area $A$ is

$$
\begin{equation*}
Z_{\text {surface }}=\frac{n \bar{v}}{4} A, \tag{4.3}
\end{equation*}
$$

where $n$ and $\bar{v}$ are the residual gas molecule density and mean velocity. For a trapped atom with radius $r$ this is proportional to

$$
\begin{equation*}
Z_{\text {atom }}=\pi v \bar{v} r^{2}=p r^{2} \sqrt{\frac{8 \pi}{m k_{\mathrm{B}} T}}, \tag{4.4}
\end{equation*}
$$

where the density $n$ and the mean velocity $\bar{v}$ have been replaced with the properties of ideal gas assuming the Maxwell-Boltzmann distribution $n=$ $p / k_{\mathrm{B}} T$ and $\bar{v}=\sqrt{8 k_{\mathrm{B}} T /(\pi m)}$ with $p, T$ and $m$ are the pressure in Pa , the temperature in Kelvin and the residual gas molecule mass in kg. The lifetime is inversely proportional to equation 4.4. Substituting the radius of 750 pm and temperature of $20^{\circ}$ Celsius (room temperature) and rearranging gives a relation between the lifetime and the pressure

$$
\begin{equation*}
\tau_{\text {background }} \propto \frac{6.1 \times 10^{-8}}{p_{\text {Torr }}}, \tag{4.5}
\end{equation*}
$$

where the pressure is given in Torr. For a lifetime of $9(1)$ s equation 4.5 leads to a pressure of $6.8(1) \times 10^{-9}$ Torr.

The atom number in the MOT and the load rate is dependent on the background pressure of rubidium, supplied by the dispensers. In figure 4.3 (a) the maximum achievable atom number was measured as a function of dispenser current. The MOT loads if the dispenser current is above 3 A , which agrees with the specifications of the dispensers used (SAES Getter). For higher background pressure, the MOT loads faster which is shown in figure 4.3 (b). Although a high dispenser current of 4.0(1) Ampere gives a loading rate of $2.5(2) \times 10^{9}$ atoms per second, the lifetime of the atoms in the MOT is reduced


Figure 4.2: Characterisation of the MOT loading. a) Number of the atoms in the MOT as a function of time for a dispenser current of 4 A and a single beam MOT intensity of $20(1) \mathrm{mW} \mathrm{cm}{ }^{-2}$. The curve was fitted a function of the form equation (4.2). The loading rate $2.5(2)$ atoms s $^{-1}$ and the decay rate is $1.8(3) \mathrm{s}^{-1}$. b) Lifetime in MOT chamber at a dispenser current of 3.5 A. Fitting an exponential decay to the data set gives a lifetime of $9(1) \mathrm{s}$.
to $2.5(5) \mathrm{s}$. Therefore in the daily running of the experiment we operate the system at a constant dispenser current of 3.5 Ampere, which gives a lifetime of $9(1)$ s. After having established a healthy, maintainable background pressure, we investigate the laser cooling in our MOT. In the MOT chamber we have no implementation of absorption imaging, therefore we initially use fluorescence detection to determine the atom number. However we cannot obtain any information about temperature or phase-space density from this measurement.

In the MOT the quadrupole field causes an imbalance in the scattering forces of the laser beams and the radiation forces confine the atoms. The forces in a MOT can be described mathematically [72]

$$
\begin{equation*}
F_{\mathrm{MOT}}=-\alpha v-\frac{\alpha}{k} \beta z, \tag{4.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta z=\frac{g \mu_{B}}{\hbar} \frac{d B}{d z} z . \tag{4.7}
\end{equation*}
$$

Here $g=g_{F^{\prime}} m_{F^{\prime}}-g_{F} m_{\mathrm{F}}$ is given for a transition between the hyperfine structure levels $F, m_{F}$ and $F^{\prime}, m_{F^{\prime}}$ and $\frac{d B}{d z}$ is the axial magnetic field gradient applied. In equation $4.6 v$ represents the velocity of the atoms and $\hbar k$ the momentum of the atoms. The damping coefficient $\alpha$ is proportional to the


Figure 4.3: (a) Measurement of the atom number using the fluorescence detection method for different dispenser currents for a single beam intensity of $20(1) \mathrm{mW} \mathrm{cm}{ }^{-2}$. In the range between 3 A and 4 A a line was fitted to the data which gives a slope of $190(10) \times 10^{7}$ atoms A ${ }^{-1}$. (b) Measurement of the loading rate for various dispenser currents. For each current a loading curve was recorded and the loading rate was extracted by fitting equation (4.2), whilst the MOT intensity was kept constant throughout the measurement.
scattering force as

$$
\begin{equation*}
\alpha=2 k \frac{\partial F_{\text {scatt }}}{\partial \omega} \tag{4.8}
\end{equation*}
$$

where the scattering force, $F_{\text {scatt }}$, is given by

$$
\begin{equation*}
F_{\mathrm{scatt}}=\hbar k \frac{\Gamma}{2} \frac{I / I_{\mathrm{sat}}}{1+I / I_{\mathrm{sat}}+4 \delta^{2} / \Gamma^{2}} \tag{4.9}
\end{equation*}
$$

where $\delta$ is the detuning from the resonance frequency, $\Gamma$ the linewidth of the transition and $I / I_{\text {sat }}$ the intensity compared to the saturation intensity of the transition. Equation 4.9 implies various parameters that can improve the performance of the MOT. Increasing intensity $I$ leads to a larger scattering force, however this will saturate as $F_{\text {scatt }}=\hbar k \Gamma / 2$ for $I \rightarrow \infty$.

We therefore measured the maximum achievable atom number as a function of the intensity available in the MOT. As we use a tapered amplifier in our setup, we can vary the MOT intensity by changing the current across the tapered amplifier chip. In figure 4.4 we record the atom number as a function of the cooling laser intensity. For each intensity we let the MOT fill to $100 \%$, i.e. when the fluorescence signal on our photodiode reaches the steady state. In our six beam MOT configuration we use $30.0(1) \mathrm{mm}$ diameter beams, and we see that the atom number starts to reach a steady state around


Figure 4.4: Measurement of the atom number for various MOT intensities using a six beam MOT with beams of a $1 / \mathrm{e}^{2}$-radius of $30.0(1) \mathrm{mm}$. Around $22.5 \mathrm{~mW} \mathrm{~cm}^{-2}$ the atom number seems to start to saturate. A line has been add to guide the eye.
$22.5 \mathrm{~mW} \mathrm{~cm}^{-2}$, but we could not increase the intensity any further.
In the MOT the cooling transition drives atoms from the $F=3 \rightarrow F^{\prime}=$ 4 state in ${ }^{85} \mathrm{Rb}$, but in the intensity in repump light $\left(F=2 \rightarrow F^{\prime}=3\right.$ transition) also determines the amount of atoms which are loaded in the MOT. We therefore vary the intensity in the repump light in figure 4.5 (a). In this experiment we kept the cooling light intensity constant and adjusted the amount of repump light in the MOT using the intensity control of the AOM. From figure 4.5 (a) it is obvious that the maximum atom number in the MOT starts to saturate above a repumper intensity of $20 \mathrm{~mW} \mathrm{~cm}{ }^{-2}$. In order to show that the atoms cycle most effectively on resonance with the repump transition, we record the atom number as a function of repump detuning in figure 4.5 (b). A parabolic fit was used to determine the centre of the curve, showing that the optimum atom number in the MOT is achieved for zero detuning.

From equation 4.7 we can see that the force in the MOT is also dependent on the magnetic field gradient which is used to cause the imbalance in the scattering forces of the laser beams. However changing the magnetic field gradient will change the detuning for trapping the maximum amount of atoms due to the Zeeman effect. In figure 4.6 (a) the atom number is shown


Figure 4.5: (a) Measurement of the required repump power in the MOT in order to saturate the atom number. Above $20 \mathrm{~mW} \mathrm{~cm}^{-2}$, there is little increase in the atom number in the MOT. (b) Measurement of atom number for various repump detunings. A fit was done to guide the eye and determine the center which is at $0.5(5) \mathrm{MHz}$.
as a function of cooling light detuning for three different MOT gradients. The maximum achievable atom number was achieved for a MOT gradient of $10 \mathrm{Gcm}^{-1}$ and a detuning of $15(1) \mathrm{MHz}$. In figure 4.6 we varied the field gradient during the MOT between $5 \mathrm{Gcm}^{-1}$ and $15 \mathrm{Gcm}^{-1}$ and established the optimum red-detuning for the cooling light to achieve maximum atom number. The graph shows a linear trend with a slope of $0.51(2) \mathrm{MHz}\left(\mathrm{Gcm}^{-1}\right)^{-1}$.

## Summary

We have established the optimum parameters for the operation of the MOT. Finding a healthy balance between background pressure and lifetime of the atoms in the MOT, we have found a point of steady operation of the alkalimetal dispensers. This allows us to trap the same amount of atoms in the MOT on a daily basis. This is important as the following laser cooling is dependent on the atom number in the MOT. We have also established the cooling and repump light intensity required and confirmed that a gradient of $10 \mathrm{Gcm}^{-1}$ with a detuning of $15(1) \mathrm{MHz}$ gives the maximum atom number in our ${ }^{85} \mathrm{Rb}$ MOT.


Figure 4.6: (a) Measurement of the atom number as a function of detuning of the cooling light in the MOT for different field gradients (Black: $5 \mathrm{Gcm}^{-1}$, red: $10 \mathrm{Gcm}^{-1}$ and blue: $15 \mathrm{Gcm}^{-1}$ ). Throughout the measurement the position of the MOT was corrected using the shim coils to keep the MOT fluorescence aligned on the photodiode. Each detuning curve was fitted with a line to determine the optimum detuning. (Black: $13(1) \mathrm{MHz}$, red: $15(1) \mathrm{MHz}$ and blue for $18(1) \mathrm{MHz}$ ). (b) Measurement of the optimum detuning of the cooling light in the MOT for various field gradients. The linear fit gives a slope of $0.51(2) \mathrm{MHz}\left(\mathrm{G} \mathrm{cm}^{-1}\right)^{-1}$.

### 4.3 Magnetic trap positioning

To optimise the laser cooling further, the atoms will be trapped in a $45 \mathrm{Gcm}^{-1}$ trap, which is mounted on a motorised translation stage as shown in figure 3.12. The coarse positioning of this trap is necessary before any measurements can be undertaken. We therefore position the rails on the table, ensuring that the centre of the transport trap overlaps with the centre of the MOT coils. We use dial gauges which we attach to each end of the rail. We load the atoms in the magnetic trap and move it for a distance of 3.5 cm , which is the position where the atoms leave the MOT chamber and enter the a 6 mm diameter tube [see figure 3.9 (c)]. Returning the rails to the MOT position and recapturing the atoms in the MOT allows us to position the trap exactly and minimising the losses due to atoms hitting the tube. In figure 4.7 (a) we measure the amount of recaptured atoms as a function of the position of the rails, showing a clear peak. In the second step we vary the positioning of the coils vertically [see figure 4.7 (b)]. We would expect to be able to move the trap further in the vertical direction compared to the horizontal direction, as the trap gradient is twice in the vertical direction.


Figure 4.7: Physical alignment of the transport trap on the optical bench. The transport trap was loaded and transported the atoms 3.5 cm along the transport axis, which corresponds to the position of the tube leading to the differential pumping stage. a) The position of the translation stage was swivelled on the bench, which reveals an optimum position (solid line). The dashed lines correspond to the FWHM of the gaussian fit that was added to the data points. b) Translation of the trap in the vertical direction, again showing a definite optimum for the height of the transport trap. c) For completeness the loading position of the transport trap along the transport axis, showing no dependence on a scale of 4 mm in each direction. d) Drawing of the pair of transport coils mounted on the translation stage. Not shown are water connections or current connectors.

For completeness we vary the loading position of the magnetic trap along the rails in figure 4.7 (c), which shows no dependence in the amount of recaptured atoms. This is due to the big spatial overlap of the transport and the MOT coils. The extent of the transport coils is 104 mm in diameter, therefore a 4 mm displacement will not harm the transfer of atoms. However this is not the full picture, and we will discuss this in further detail in chapter 5 .

### 4.4 Compressed MOT and molasses optimisation

In the MOT, collisions between atoms in the trap reduce the lifetime of the trapped atoms and therefore the maximum number of atoms accumulated. From equation 4.6 we can see that the restoring force has a spring constant $\alpha \beta / k$. From [136] we know that the peak density $n_{\mathrm{p}}$ is proportional to the spring constant

$$
\begin{equation*}
n_{\mathrm{p}} \propto N\left(\frac{\beta}{k_{\mathrm{B}} T}\right)^{3 / 2}, \tag{4.10}
\end{equation*}
$$

where $N$ is the number of trapped atoms. In the MOT a major density limitation arises from the reradiation of photons within the atomic cloud. In order to increase the density, the magnetic field gradient should be increased, as the spring constant is proportional to it. However we have seen in figure 4.6 (a) that a higher field gradient in the MOT does not lead to a higher atom number in the MOT. An increased MOT gradient leads to a smaller MOT loading rate [137]. The increase of the gradient after the MOT phase has been proposed by Petrich [136] in 1994. The compression in the so called compressed MOT stage (CMOT) leads to an increase in the density of the cloud. Additionally it seems favourable to increase the detuning of the cooling laser beam during the CMOT stage, as large detunings decrease the reradiation forces more than the decrease the trapping force [136]. In figure 4.8 (a) we therefore increase the MOT gradient to $30 \mathrm{Gcm}^{-1}$, whilst we vary the detuning of the cooling light during the 20 ms CMOT phase. The measurement was done by recapturing the atoms in the MOT. Figure 4.8 (a) shows that the optimum detuning is $-30.0(5) \mathrm{MHz}$ from the cooling transition. We then changed the gradient of the CMOT stage for a fixed detuning


Figure 4.8: Optimisation of the CMOT stage. a) The detuning from the $F=3 \rightarrow F^{\prime}=4$ transition during the 20 ms CMOT stage was varied to recapture the maximum atom number in the MOT after the atoms have been trapped in a magnetic quadrupole trap with a $45 \mathrm{Gcm}^{-1}$ axial gradient. For this experiment the CMOT gradient was chosen to be $30 \mathrm{Gcm}^{-1}$. b) Variation of the CMOT gradient, the detuning was -30 MHz and the CMOT stage was 20 ms .
of -30 MHz and recorded the amount of recaptured atoms. Interestingly it turns out that the compressed MOT should rather be a relaxed MOT. However this measurement only considers the atom number. We have no information on the density. Therefore we associate this to be rather a 'premolasses' stage, an intermediate stage before turning off the magnetic field gradient in the molasses.

After the previous stages we introduce a molasses phase. We increase the detuning of the cooling light [as shown in figure 4.9 (a)] and turn off the magnetic field gradient. This will reduce the density in the cloud because the atoms are now free to expand in space. However it cools the atoms further as polarisation gradient cooling acts across the cloud and therefore we can produce a cold atomic sample which is nearly ready to be trapped purely magnetically. To establish good conditions of the molasses, we adjust the shim coils in the molasses phase to cancel any stray fields as much as possible. We then vary the duration of the molasses phase in figure 4.9 and establish a minimum molasses duration of $7.5(5) \mathrm{ms}$. This measurement would reveal more insight, if we had information about the temperature, however in this case it ensures that we achieve good recapture. Without spin polarising the gas, we can assume that the atoms are equally distributed over the seven


Figure 4.9: Optimisation of the molasses stage. The detuning from the $F=3$ to $F^{\prime}=4$ transition during the molasses stage was varied where a 5 ms molasses stage was used. b) Recaptured atoms in the MOT for various molasses durations. The maximum achievable atom number levels off around 7.5 ms .
hyperfine levels of the $F=3$ state. The atoms can only be magnetically trapped in the low magnetic field seeking states. The maximum achievable recapture efficiency is therefore $3 / 7$ which corresponds to $43 \%$, which is in good agreement with the observation in figure 4.9.

### 4.5 Optical pumping optimisation

The CMOT and molasses stages leave the atoms in a random mixture of all spin states. For magnetic trapping, all the atoms need to be spin polarised into a low field seeking state. In ${ }^{85} \mathrm{Rb}$, one would assume to do this it would be necessary to optically pump the atoms in the stretched state $F=3, m_{F}=3$, where the magnetic moment is maximum. However, one can also pump them into the $F=2, m_{F}=-2$ state where the magnetic moment is reduced by a factor of 1.5 compared to the stretched state. This has a clear advantage for experiments in future, as we would like to tune the interactions in the gas via a Feshbach resonance. This resonance (described in sec 2.4) is reachable in the $F=2, m_{F}=-2$ state. So magnetic trapping in this state saves us the trouble of optically pumping again after the magnetic transport. In figure 4.10 (a) the optical pumping scheme is depicted schematically. During the optical pumping we can vary the detuning from the $F=2, m_{F}=-2$



Figure 4.10: Optical pumping scheme. a) Level diagram for ${ }^{85} \mathrm{Rb}$ which shows the optical pumping scheme to spin polarise the gas. The ground state is depopulated by the repump laser and atoms can be pumped into the $F^{\prime}=1$ or $F^{\prime}=2$ state. b) Varying the detuning during the 1 ms long optical pumping pulse shows that the atoms can either be pumped into the $F^{\prime}=1$ state (green points) or the $F^{\prime}=2$ state (purple points). The optical pumping intensity was $100 \mu \mathrm{~W} \mathrm{~cm}^{-2}$.
state [see figure 4.10 (b)], showing that we can either pump the atoms using the $F=2 \rightarrow F^{\prime}=2$ transition (purple data) or $F=2 \rightarrow F^{\prime}=1$ transition (green data).

From figure 4.10 (b) we can achieve recapture efficiency of up to $80 \%$. To investigate if that efficiency can be pushed any further, we varied the duration of the optical pumping pulse. In figure 4.11 (a) we can see that for an optical pumping pulse longer than 1 ms , there is no additional gain in the maximum number of recaptured atoms. Also keeping the optical pumping pulse at 1 ms and increasing the intensity in the optical pumping beam did not increase the recaptured atom number. In figure 4.11 we even see a reduction in the efficiency if the optical pumping intensity is increased. In order to compare the loading of the magnetic quadrupole trap with and without optical pumping, we recapture the atoms in the MOT for different magnetic trap gradients. In figure 4.12 (a) the atoms are optically pumped (red data points), we can see that if the magnetic field gradient is large enough to balance gravity, the recapture efficiency achieves $70 \%$. The gradient necessary to support the atoms against gravity is

$$
\begin{equation*}
m g=m_{F} g_{F} \mu_{\mathrm{B}} \frac{\partial B}{\partial z}, \tag{4.11}
\end{equation*}
$$



Figure 4.11: Optimisation of the optical pumping stage. a) Recaptured atoms in the MOT as a function of the length of the optical pumping pulse. A short pulse of 1 ms is sufficient to achieve maximum recapture efficiency (dashed line). b) The intensity of the optical pumping pulse was varied, showing an optimum recapture efficiency around $0.025 \mathrm{~mW} \mathrm{~cm}^{-2}$.
where for ${ }^{85} \mathrm{Rb}\left({ }^{87} \mathrm{Rb}\right)$ a gradient of $22.5 \mathrm{Gcm}^{-1}\left(30.5 \mathrm{Gcm}^{-1}\right)$ for the $|2,-2\rangle(|1,-1\rangle)$ state is required. Increasing the magnetic field gradient we are also able to capture atoms which have not been optically pumped into the $F^{\prime}=2$ state. The recapture efficiency is a factor of two smaller, if the atoms are not optically pumped [see figure 4.12 (a)]. In figure 4.12 (b) we measure the amount of recaptured atoms after optically pumping them for various MOT sizes. From figure 4.12 (b) we see that the amount of recapture atoms decreases, if the MOT is filled completely. However, this only corresponds to a $12 \%$ drop between a $10 \%$ filled MOT and one that was filled completely [see inset figure 4.12 (b)]. Typically we fill up the MOT to $70 \%$, as the additional $30 \%$ to fill it completely requires about the same amount of time again as to fill it initially to $70 \%$.

### 4.6 Optimisation of absorption imaging

Absorption imaging allows us to extract temperature and density information about our atomic cloud. Therefore a calibration and optimisation of the imaging system is vital to be able to rely on the extracted data of the cloud. There are a variety of parameters involved in absorption imaging, such as the polarisation of the probe light or the exact distances between the lens and the atomic cloud.


Figure 4.12: Comparison between optical pumping and no optical pumping. a) Recaptured atoms in the MOT (black: no OP pulse present, red: OP pulse present) as a function of the axial trapping gradient in the transport coils. For a gradient larger than $25 \mathrm{Gcm}^{-1}$ atoms in the $F^{\prime}=2, m_{F}=$ -2 state are transferred in the magnetic trap. All states with magnetic moment $\mu=1 / 2 \mu_{\mathrm{B}}$ are trapped if the gradient is larger than $60 \mathrm{Gcm}^{-1}$. The dashed line indicates the gradient which will be used for future experiments. b) For the established optimum optical pumping conditions the amount of recaptured atoms in the MOT was measured as a function of the MOT fill. The inset shows the same graph on a larger scale, indicating that there is very little dependence in the efficiency of the optical pumping for various sized MOTs. Typically for the following experiments, we produce a $70 \%$ filled MOT (dashed line).


Figure 4.13: Imaging measurements. a) Optical depth as a function of probe detuning from the $F=3 \rightarrow F^{\prime}=4$ transition for $\sigma^{-}$probe beam (black squares) with a $2(1) \mathrm{G}$ probe field being applied. The maximum optical depth occurs at a lower frequency for the $\sigma^{-}$probe beam, whilst the $\sigma^{+}$probe beam (red circles) peaks at a higher frequency. Note the difference in the scale. The frequency separation of $5.1(2) \mathrm{MHz}$ gives a measured fine structure Zeeman splitting of $1.3(2) \mathrm{MHz} \mathrm{G}^{-1}$, which agrees with the theoretical value. b) Optical depth as a function of waveplate angle, which circularly polarises the probe light.

## Preparation of the atomic sample

After the atomic sample has been spin polarised, the atoms are transported in the magnetic trap along the translation system to the science chamber. The magnetic transport will be described in detail in chapter 5 . The magnetic transport delivers the atoms in the $F=2, m_{F}=-2$ state. The atoms are released from their trap and a short pulse of resonant probe ( $\leq 10 \mu \mathrm{~s}$ ) light is fired and the shadow of the atoms is recorded on a CCD camera.

Absorption imaging is more accurate compared to the fluorescence detection. This is due to the better signal to noise ratio as many photons per atom are scattered on the cycling transition. However there is no cycling transition for the $F=2, m_{F}=-2$ state, therefore we use repump light during the absorption imaging pulse.

It is important to keep the time of exposure of the cloud to the repump light as short as possible, since the atoms scatter photons during the time they are pumped. Apart from this mechanism being able to heat the cloud it can also distort the shape of the cloud and therefore lead to wrong information about the spatial size.

We want the probe beam to only drive $\Delta m=-1$ transitions, therefore it must propagate along the imaging axis with a perfect circular polarisation. Any imperfections in the polarisation along the quantisation axis could drive $\Delta m=0,+1$ transitions. To get the polarisation exactly right, we linearly polarise the probe beam after its output of the fibre. We then insert a quarter-waveplate and measure the optical depth as a function of the angle of the waveplate. The result is shown in figure 4.13 (b) showing two peaks. The peak on the right (left) hand side drives the $\sigma^{-}\left(\sigma^{+}\right)$transitions. Both peaks show only a small difference in the optical depth because for this measurement, we only applied a small quantisation field of 0.50 (5) Gauss along the imaging axis. Before we can apply a quantisation field along the probe beam to ensure that the atoms remain in their trapped states we need to cancel any stray magnetic fields.

After nullifying the shim fields we apply the quantisation field to 2.0(1) Gauss along the imaging axis, and vary the detuning of the probe beam as shown in figure 4.13 (a). For each detuning of the probe beam we change the axis of the waveplate to drive either $\sigma^{-}\left(\sigma^{+}\right)$shown as the black squares (red circles). To both detuning curves a gaussian fit was added. For the red circles we find a centre of $2.6(3) \mathrm{MHz}$ and width of $6.5(4) \mathrm{MHz}$. The fitting of the black squares gives a centre at $-2.5(1) \mathrm{MHz}$ and a width of $7.7(3) \mathrm{MHz}$. The difference in the frequency detuning between the $\sigma^{+}$and the $\sigma^{-}$transition gives a fine structure Zeeman splitting of $1.3(1) \mathrm{MHz} \mathrm{G}^{-1}$, assuming we have applied a 2.0(1) Gauss field. This agrees with the theoretical value [70].

## Calibration of the imaging system

The calibration of the imaging involves setting the correct distances between the imaging lenses. For large clouds we use a magnification of $\mathrm{M}=0.5$, which involves a $\mathrm{f}=160 \mathrm{~mm}$ lens being placed close to the cell and a $\mathrm{f}=80 \mathrm{~mm}$ lens being placed in front of the CCD camera (see figure 3.21). To measure the magnification we release the cloud from its magnetic trap. The centre of mass motion is then recorded as a function of expansion time (time-of-flight). Fitting a parabolic function to it allows us to extract the magnification of


Figure 4.14: Calibration of the imaging system. a) The magnification of the imaging system can be extracted by fitting a parabola (red line) to the position of the vertical centres of the cloud for various time-of flights. b) Shows that the exact position of the lens to the cloud influences the measured optical depth. The red (blue) points correspond to a red (blue) detuned probe beam, the OD has been corrected for each detuning. The amount of red (blue) detuning is different is the same for data points till 8 mm . Points above 8 mm have different detuning, therefore in the inset of the fractional difference in the OD is shown as function of lens position. c)-d) Example of the dashed circled point of $b$ ). The vertical and horizontal fit are having a dip, which underlines that the imaging lens is not in the right distance from the cloud. This is also visible in false-color picture (left hand side). e)-f) Example of the solid circled point in b), if the imaging lend is set correctly the cloud shows no dips in the intensity profile and looks round shaped (right hand side). For c)-f) we use ${ }^{87} \mathrm{Rb}$ condensates, as this method of focusing onto the cloud is most accurate for dense clouds.
the lens system. The parabolic function can be written as

$$
\begin{equation*}
y=c_{1}+c_{2} t+c_{3} \frac{1}{2} t^{2} \tag{4.12}
\end{equation*}
$$

where the coefficient $c_{3}$ is related to the magnification $M$ by

$$
\begin{equation*}
g=\frac{\text { binning } \times \text { pixelsize } \times c_{3}}{M} . \tag{4.13}
\end{equation*}
$$

The measurement is shown in figure 4.14 (a) giving a magnification of $0.53(3)$, which agrees within the error with the chosen magnification of 0.5 , set by the lens pair in the imaging system. One problem encountered during the imaging is the turn-off time of the magnetic trap. The inductance of the coils makes the turn off problematic. Back emf opposes the fast change in current during the switch off of the coils. Therefore it is vital to know the turn off delay of the magnetic trap exactly to take it into account in the experimental control.

A fine adjustment of the imaging system is done by imaging very dense clouds. For this purpose we produced clouds in ${ }^{87} \mathrm{Rb}$ which are close to the BEC transition and are therefore extremly dense and cold. We change our imaging system to produce a magnification of 1.56 by replacing the lens close to the camera. Analysing cold clouds often reveals lensing effects from the atomic sample. When the probing laser is not exactly tuned onto resonance, the atomic cloud can possess an index of refraction which is not equal to one. The cloud can act as a lens when the index of refraction varies across the cloud and therefore can bend the laser beam. This means the cloud is out of focus, a typical example is shown in figure $4.14(\mathrm{c}-\mathrm{d})$. A way to get the imaging lens exactly in focus with the cloud, is to use a translation stage to position the imaging lens. In figure 4.14 (b) the optical depth is depicted as a function of position of the imaging lens. If the position of the lens is correct and in focus with the cloud, the optical depth measured for a red detuned [red data points in figure 4.14 (b)] and blue detuned (blue data points) probe beam agree. In figure 4.14 ( $\mathrm{c}-\mathrm{d}$ ) the vertical and horizontal cross section of an atomic cloud out of focus is shown, along with the absorption picture (left hand side). If the lens is positioned correctly the cross sections do not show any lensing features (d-f) and the cloud looks round in shape (right hand
side).

### 4.7 Summary

This chapter summarises the experimental work which has been done to achieve optimum performance of the apparatus with maximum reproducibility. The first part of the chapter describes the effort to laser cool as many atoms as possible in the MOT. The transfer of the atoms into the magnetic trap was studied. Absorption imaging was implemented to study atoms which have been transferred into the science cell. The actual characterisation of the transfer between the MOT chamber and the science cell will be part of the next chapter.

## Chapter 5

## Magnetic transport over an obstacle

This chapter describes the controlled displacement of a magnetic quadrupole trap on a motorised translation stage. This type of magnetic transport is a reliable way to transfer cold atoms from the MOT chamber in to the lowpressure science chamber for evaporative cooling. This magnetic transport is an alternative scheme to the displacement of an atomic cloud with a fixed coil arrangement [125] and was first utilised to create BECs in 2003 [126].

The advantage of the physical displacement of a magnetic quadrupole trap lies in the reproducibility and simplicity of the system. However the magnetic transport system needs careful installation and optimisation. The magnetic transport involves two challenges: The atoms have initially to pass through a 6 mm diameter tube out of the MOT chamber and through a 5 mm aperture, which is situated just before the valve that can separate the MOT chamber from the science chamber. Secondly the transport has to pass over an obstacle in the science chamber, which is accomplished by a pair of shift coils

### 5.1 Loading position of the magnetic transport

After the rails have been installed and coarsely aligned as described in section 4.3, the first measurement undertaken is to move the position of the transport trap along the transport axis. For this experiment, we capture


Figure 5.1: Atom number and temperature as a function of the magnetic transport loading position. a) The centre of the transport trap is displaced from the centre of the MOT coils up to 4 mm . b) The vertical temperature of the quadrupole trap as a function of loading position. The continuous line was added to guide the eye.
${ }^{85} \mathrm{Rb}$ atoms in the MOT and cool them further in a molasses stage, before we optically pump them into the $F=2, m_{F}=-2$ state and capture them with a $45 \mathrm{G} \mathrm{cm}^{-1}$ axial field gradient quadrupole trap. The gradient is ramped up adiabatically to $180 \mathrm{Gcm}^{-1}$ and the sample is transported with a velocity of $0.26 \mathrm{~m} \mathrm{~s}^{-1}$ towards the science chamber. After the transport has finished, the sample is held for 3 s before its shadow is imaged on the CCD camera. In figure 5.1 (a) the atom number after the magnetic transport was recorded as a function of the loading position of the transport coil. The trap loading position was varied over a range of 8 mm along the $x$-axis [see figure 5.1 (a)]. The atom number in the magnetic trap after the transport was not affected by the loading position over this range. The quadrupole trap has a large spatial extent compared to the atomic cloud, and will therefore capture all the atoms, even if it is displaced by a fraction of its size. However if the centre of the quadrupole trap is not aligned with the centre of the atomic cloud, the cloud is accelerated towards the centre of the trap. This will increase the temperature, as the atoms gain kinetic energy. In figure 5.1 (b) the temperature of the cloud is shown as a function of displacement during the loading of the trap. We can see, that for a 4 mm displacement, the temperature rises by $25 \%$ compared to both trap centres being overlapped. The gain in kinetic energy is a result of sloshing, as the atoms will oscillate in the trap. These oscillations are present in the trap and can be monitored. Therefore


Figure 5.2: Oscillations of the cloud in the magnetic trap as a function of hold time after a magnetic transport. a) The horizontal centre of the atomic cloud at 2 ms TOF as a function of hold time after the transport. An oscillation is present during the first 500 ms and the centre approaches a steady position after this. The continuous line was added to guide the eye. One pixel corresponds to $8 \mu \mathrm{~m}$. b) Zoom on the time scale between 0 ms and 200 ms . c) Zoom on the time scale between 250 ms and 500 ms . A fit of the form of equation 5.1 was added to the data. d) Vertical centre as a function of hold time after the transport.
in figure 5.2 (a) we vary the hold time after the transport has finished and record the horizontal centre of the cloud for an initial displacement of 4 mm . It is noticeable that the position of the cloud converges towards a definite number. In the experimental cycle the transport system reports back to the experimental control system, once it has reached its desired end position. This corresponds to 0 ms hold time. We believe that, although the system reports back to have reached its final destination, the rail motor is still in the process of aligning itself. On top of converging to its final position we can also see an oscillation of the centre. Figures 5.2 (b) and (c) show a zoom in of the oscillations. In order to extract the period of the oscillations we fit the data with a function of the form

$$
\begin{equation*}
y=A\left[\sin \left(\frac{2 \pi}{T}\left(x-x_{c}\right)\right)\right]+y_{0} \tag{5.1}
\end{equation*}
$$

where $T$ corresponds to the period. From the fit we find a period of $T=$ 83(4) ms. For a displacement of 4 mm , we calculate a trap period of 88 ms , which agrees with the measured period (see equation 5.9).

### 5.2 The transport gradient

'Which gradient shall we use for the transport?' is an important question. The first limitation on the maximum achievable transport gradient is given by the power supply available and the amount of heat produced in the coils. For our transport coils (see appendix A) we use an Agilent A6690A power supply in constant voltage mode which can produce currents up to 440 A at a voltage if 15 V . To produce a gradient of $180 \mathrm{Gcm}^{-1}$ we need 300 A at a voltage of 9.75 V . This means the current dissipates 2.9 kW in the coils. Here lies our second limitation in the achievable transport gradient. In order to achieve $250 \mathrm{Gcm}^{-1}$ we have to dissipate 5.8 kW of power which pushes our cooling system to its limit. However it is important for us to produce a stiff trap in order to compress the atomic cloud as much as possible, as we have to transport it through two apertures with a diameter of 6 mm and 5 mm . Therefore in figure 5.3 we study the properties of the atomic cloud as a function of axial transport gradient.


Figure 5.3: Cloud properties as a function of axial transport gradient. a) The vertical temperature in the atomic cloud as a function of the axial transport gradient. The atoms are captured in the magnetic trap at an axial gradient of $45 \mathrm{Gcm}^{-1}$ and a 500 ms ramp was used to ramp it to the final transport gradient. A fit (red line) according to equation 5.3 was added to the data, assuming that all ramps were done adiabatically. b) Atom number as a function of axial transport gradient. For gradients above $120 \mathrm{Gcm}^{-1}$ a linear trend was added to guide the eye. c) Horizontal trap size as a function of axial transport gradient. A fit (red line) according to equation 5.4 was added to the data, assuming that ramping the gradient from $45 \mathrm{Gcm}^{-1}$ to the axial transport gradient was done adiabatically. d) Vertical trap size as a function of axial transport gradient. Red line shows the same fit as in (c).

In the experimental cycle we load the atoms typically at a gradient of $45 \mathrm{Gcm}^{-1}$ for ${ }^{85} \mathrm{Rb}$ and then ramp up the gradient adiabatically to the final transport gradient. From equation 2.34 we know the phase space density in the trap. If the initial temperature of the quadrupole trap is $T_{i}$ and the temperature after adiabatic compression $T_{\mathrm{f}}$ and the trap constants by $C_{\mathrm{i}}$ and $C_{\mathrm{f}}$ and the phase space density is constant under adiabatic compression [138] we get

$$
\begin{equation*}
\frac{\left(\hbar C_{\mathrm{f}}\right)^{3}}{\left(k_{\mathrm{B}} T_{\mathrm{f}}\right)^{9 / 2}}=\frac{\left(\hbar C_{\mathrm{i}}\right)^{3}}{\left(k_{\mathrm{B}} T_{\mathrm{i}}\right)^{9 / 2}}, \tag{5.2}
\end{equation*}
$$

from which we get the relation

$$
\begin{equation*}
\frac{T_{\mathrm{f}}}{T_{\mathrm{i}}}=\left(\frac{C_{\mathrm{f}}}{C_{\mathrm{i}}}\right)^{2 / 3} \tag{5.3}
\end{equation*}
$$

Equally we can work out the change in size from an initial size of $w_{\mathrm{i}}$ to the final size $w_{\mathrm{f}}$ after adiabatic compression

$$
\begin{equation*}
\frac{w_{\mathrm{f}}}{w_{\mathrm{i}}}=\left(\frac{C_{\mathrm{f}}}{C_{\mathrm{i}}}\right)^{-1 / 3}, \tag{5.4}
\end{equation*}
$$

where the trap constant $C$ is given by $C=m_{F} g_{F} \mu_{\mathrm{B}} B_{\rho}^{\prime}$.
Experimentally we vary the final transport gradient from $90 \mathrm{Gcm}^{-1}$ to $240 \mathrm{G} \mathrm{cm}^{-1}$. The result is shown in figure 5.3. The atoms are then transported to the science cell, where the atomic cloud is imaged by absorption imaging and the cloud widths are extracted from fitting a gaussian distribution to the cloud. From figure 5.3 we find that a transport gradient of $180 \mathrm{Gcm}^{-1}$ or higher transfers a large number of atoms into the science chamber. The increase in atom number between $180 \mathrm{Gcm}^{-1}$ and $240 \mathrm{Gcm}^{-1}$ is $10 \%$ and the increase in temperature $17 \%$. Also larger transport gradients will push the cooling system, therefore for experiments with ${ }^{85} \mathrm{Rb}$, we use a transport gradient of $180 \mathrm{Gcm}^{-1}$.

### 5.3 Magnetic transport characterisation

This section describes the characterisation of the magnetic transport of the atoms along the vacuum system. The physical parameters of the transport
such as acceleration and transport velocity are varied and effects on temperature and atom number are studied.

### 5.3.1 Atoms on a journey - travel through apertures

Intuitively it sounds rather simple to transport atoms through an aperture, one could think all it takes is the size of the atomic cloud to be smaller than the aperture. In figure 5.3 (c) and (d) we have studied the size of the cloud as a function of transport gradient and were able to achieve sizes of 1.2 mm in the horizontal and 0.74 mm vertical for a trap gradient of $240 \mathrm{Gcm}^{-1}$. These sizes are FWHM sizes and we can therefore calculate what kind of fraction of atoms we expect to pass through a $6 \mathrm{~mm}(5 \mathrm{~mm})$ size aperture. To do so we need to distinguish two different scenarios.

1. The atoms are travelling sufficiently fast through an aperture/tube that they are cut off spatially only and have no time to rethermalise which we will refer to as a 'spatial cut'.
2. The atoms are travelling slowly through an aperture/tube so that they are cut off and rethermalise. This would be in analogy to some kind of evaporation and we will refer to this scenario as the 'evaporative cut'.

In the vacuum system the atoms initially travel a distance of 28.5 mm through a 6 mm diameter tube from the MOT chamber into the differential pumping stage and then pass a 5 mm diameter aperture (thickness 2 mm ) at the end of the differential pumping stage. In order to estimate whether to deal with an evaporative or spatial cut, we have to estimate the oscillation period of an atom in the trap. The energy in the magnetic trap can be written as

$$
\begin{equation*}
E=m_{F} g_{F} \mu_{\mathrm{B}} B^{\prime}(x) x, \tag{5.5}
\end{equation*}
$$

from which we can calculate the force

$$
\begin{equation*}
F=m_{F} g_{F} \mu_{\mathrm{B}} B^{\prime}(x) . \tag{5.6}
\end{equation*}
$$



Figure 5.4: Transport of atoms through apertures in the system. a) Temperature after the transport as a function of axial transport gradient. A fit (red line) according to equation 5.3 was added to the data, assuming that all ramps were done adiabatically. b) Calculated fraction of atoms transmitted as a function of temperature in the trap for gradients of $120 \mathrm{Gcm}^{-1}$ (blue line), $150 \mathrm{Gcm}^{-1}$ (green line), $180 \mathrm{Gcm}^{-1}$ (magenta line), $210 \mathrm{G} \mathrm{cm}^{-1}$ (purple line) and $240 \mathrm{Gcm}^{-1}$ (red line). For reference the measured temperature from (a) are marked with dashed lines on the plot. c) Measured fraction transferred trough both apertures as a function of axial transport gradient. The solid black line shows the expected transferred fraction from (b). d) Cross-cut of the MOT chamber showing that the atoms have to pass initially through a 6 mm tube which is 28.5 mm long.

Since the force can be written as $\ddot{x}=F / m$, we can write an equation of motion.

$$
\begin{equation*}
x=\frac{1}{2} \frac{F}{m} t^{2}+x_{0}, \tag{5.7}
\end{equation*}
$$

where $F$ is the force, $m$ the mass and $x_{0}$ the initial position. Setting $x=0$ leads to

$$
\begin{equation*}
t=\sqrt{\frac{-2 m x_{0}}{F}} \tag{5.8}
\end{equation*}
$$

which corresponds to a quarter of a trap period. Knowing the force we find

$$
\begin{equation*}
t^{\prime}=2 \sqrt{\frac{-2 m x_{0}}{m_{F} g_{F} \mu_{\mathrm{B}} B^{\prime}(x)}}, \tag{5.9}
\end{equation*}
$$

where $t^{\prime}$ now corresponds to half a trap period. From the parameters we use for the transport profile (acceleration, deceleration, velocity) we can calculate exactly how long the atoms take to travel through the 28.5 mm long tube, and therefore decide if it is a spatial or evaporative cut. For example for the typical transport profiles used in the experiment, we calculate that the atoms take 14.25 ms to travel along the 28.5 mm tube. In comparison the half trap period equals 14.6 ms for a $90 \mathrm{G} \mathrm{cm}^{-1}$ horizontal trap gradient assuming an $x_{0}$ of 1 mm initially. We therefore know that for all gradients larger than $90 \mathrm{Gcm}^{-1}$ axially, we can consider the process as a spatial cut. If we consider a spatial cut we know from equation 2.28 that the integration of the partition function $Z_{\mathbf{r}}$ over the whole sphere gives the total number of atoms. However we can also integrate equation 2.27 numerically for a given aperture size and compare it to the total number of atoms, which will lead to the fraction of atoms which pass the aperture. In figure 5.4 (b) the fraction of atoms transmitted through a 5 mm aperture is calculated as a function of temperature for various axial transport gradients. For reference the measured temperatures [see figure 5.4 (a)] are marked with dashed lines. In figure 5.4 (c) the measured fraction of atoms transmitted through the apertures is shown as a function of the axial transport gradient. The error bars take into account that the calculation of the fraction of atoms compares atom number measurements from fluorescence measurements (in the MOT chamber) with absorption imaging measurements (in the science chamber). The solid black line shows the theoretical values we expect from the calcu-


Figure 5.5: Illustration of transport profiles. The black line shows a profile with $2 \mathrm{~m} \mathrm{~s}^{-2}$ acceleration (deceleration) and a velocity of $0.26 \mathrm{~m} \mathrm{~s}^{-1}$. The red line shows a profile with an acceleration (deceleration) of $1 \mathrm{~ms}^{-2}$ and velocity $0.44 \mathrm{~ms}^{-1}$. Both profiles are trapezoidal. The blue line represents a triangular profile. The acceleration (deceleration) is $0.1 \mathrm{~ms}^{-2}$ and the velocity is supposed to be $0.30 \mathrm{~m} \mathrm{~s}^{-1}$ (dashed blue line), but considering the slow acceleration and the rails can not reach the set velocity, as the length of the transport is only 51.09 cm . b) Distances as a function of time for the same profiles shown in a). The dashed line marks the position of the obstacle.
lations in figure $5.4(\mathrm{~b})$. The $90 \mathrm{Gcm}^{-1}$ gradient can not be considered as a spatial cut anymore and therefore does not agree with the calculated fraction of transmitted atoms.

In this section we have gained understanding of our magnetic transport of the atoms along the first part of the vacuum system. The magnetic trap travels sufficiently fast so we can consider the transport out of the MOT chamber as a spatial cut of the cloud. We have calculated the transmitted fraction of atoms through the 6 mm tube out of the MOT chamber and the 5 mm aperture at the end of the differential pumping stage for different cloud temperatures. Experimentally we can change the temperature of the cloud using different transport gradients. We find that the calculation of the fraction of transmitted atoms agrees with our experimental observations. The maximum proportion of atoms is transferred at a gradient of $240 \mathrm{Gcm}^{-1}$.


Figure 5.6: Atom number (a) and temperature (b) as a function of transport acceleration. The velocity was kept constant at $0.26 \mathrm{~m} \mathrm{~s}^{-1}$. The stars show the total transport time for the different accelerations. The continuous line was added to guide the eye.

### 5.3.2 Variation of acceleration - deceleration

Before measuring transport parameters we summarise in figure 5.5 some transport profiles. The overall distance of the transport is 51.09 cm . The rails can be programmed to have a constant acceleration and deceleration and a final velocity. That means the rail will accelerate till it reaches the final speed and then travel with constant speed. This profile has a trapezoidal shape as shown in figure 5.5 (a) (black and red line). However if we choose a small acceleration and a high speed, the profile can become triangular (blue line) and not reach its set velocity (blue dashed line), as the deceleration will start before the final speed is reached. In figure 5.5 (b) we plot the travelled distance as a function of time for the same profiles as shown in (a). The dotted black line shows the position when the transport passes the obstacle.

The acceleration and deceleration of the transport coils can be independently changed from the final velocity of the transport. The Parker XR404 series is able to produce accelerations up to $4 \mathrm{~ms}^{-2}$. In an experiment the acceleration and deceleration was varied whilst the velocity was kept constant at $0.26 \mathrm{~m} \mathrm{~s}^{-1}$ and the atom number and temperature of the cloud was recorded. In figure 5.6 (a) we see that the atom number is not affected by the acceleration up to $2.75 \mathrm{~m} \mathrm{~s}^{-2}$. For higher accelerations the atom number starts to drop although the accelerations due to the rails are still small compared to the accelerations in the trap; the latter are $78 \mathrm{~m} \mathrm{~s}^{-2}$ vertically for a $180 \mathrm{Gcm}^{-1}$


Figure 5.7: Atom number and temperature as a function of transport time. a) The transport time was varied by changing the velocity and keeping the acceleration and deceleration constant at $2.5 \mathrm{~m} \mathrm{~s}^{-2}$. The pink circles point represents the time needed for a transport with a velocity of $0.26 \mathrm{~m} \mathrm{~s}^{-1}$. b) Temperature as a function of transport time. Note the transport time is on a logarithmic scale. The continuous lines have been added to guide the eye.
trap of ${ }^{85} \mathrm{Rb}$ atoms and $39 \mathrm{~ms}^{-2}$ horizontally. We also see a small rise in the temperature with increasing acceleration as shown in figure 5.6 (b).

### 5.3.3 Variation of transport time

The transport time affects the amount of time which the atoms spend in a certain part of the vacuum system. It is advantageous to keep the transport time short, so the atoms spend a minimum amount of time in the MOT chamber where atoms are lost due to collisions with the background gas. However a very rapid transport involves high velocities, which are not favourable for passing over the obstacle, as we will see later. In figure 5.7 (a) the atom number is shown as a function of the transport time. For this experiment, the accelerations and deceleration were kept constant at $2.5 \mathrm{~m} \mathrm{~s}^{-2}$ and the velocity was varied. The curve shows that for transport time below 2.5 s we start to lose atoms and in figure 5.7 (b) we see an increase in the temperature. On the other hand if we increase the transport time we start to lose atoms as well, however the temperature is considerably lower. We therefore typically use transport times around 2.5 s to achieve a maximum atom number.


Figure 5.8: Experimental setup of transport and shift coils. The shift coils are attached to a mount (black) which is attached to the vacuum system. The transport coils travel along the vacuum system (in $x$ direction) and have a constant speed when they pass along the part where the obstacle is located.

### 5.4 Transport over an obstacle

This section describes the transport over the obstacle. For this purpose we calculate the fields produced by the shift coils and analyse the shift of the trap minimum whilst passing over the obstacle. We find that accelerations, when moving the coils with constant velocity, in the direction along the transport are larger than acceleration in the vertical direction of the shift. We observe experimentally that heating occurs once the accelerations due to the shift over the obstacle get comparable to the accelerations of the atoms in the trap.

In figure 5.8 the setup of the coils around the obstacle is shown. The shift coils are attached to a mount which is fixed around the vacuum tube and produce a shift field, centered on the transport axis $x$. The size of the shift coils is mainly limited by the vacuum system in the horizontal plane and the transport coils in the vertical plane, as they must pass over the obstacle.

## Calculation of the magnetic potentials over the obstacle

The calculation of the magnetic fields of the transport coils and the shift coils is done using equations 2.10 and 2.11. In figure 5.9 (a) the vector field of the transport coils is shown over a range of $\pm 3 \mathrm{~cm}$ from the coil axis which is defined as the zero. The contour lines show the gradient of the magnetic field which again highlights that the gradient along the $x$-direction of the


Figure 5.9: Vector and contour plot of the transport and the shift coils. a) The contour lines illustrate the trap minimum, a zero point in the centre. The gradient in the $z$-direction is twice the one in the $x$-direction. b) The shift field points downwards, as shown by the vectors. The contour lines in the centre of the coils are curved, which is due to the coils not being a perfect Helmholtz-coil pair. The color scale gives the gradient in $\mathrm{Gcm}^{-1}$ for a) and the field in G for b ).
trap is half compared to the one in $z$-direction. The dimension of the coils can be found in appendix A. In figure 5.9 (b) the vector field and contour plot of the shift coils is shown. In the centre the field is homogeneous and points downwards. In order to have a closer look at the shift field, we plot in figure 5.10 (a) and (b) the cross cut of the shift coil along the $z$ and $x$ axis. The camel like shape of the field magnitude shows that the coil pair is not a perfect Helmholtz-coil pair. The shape of the field magnitude might lead to large field gradients, therefore in figure 5.10 (c) and (d) the gradient of the field magnitude is shown. From figure 5.10 (c) and (d) it becomes obvious that the trap minimum will not only experience a shift in the $z$ direction but also in the $x$-direction. Before we analyse this quantitatively we have a look at the shift of the minimum as a function of the separation between the axes of the transport coils and shift coils.

In figure 5.11 the top set of images shows the field due to the shift coils only and the bottom set the combined field of shift and transport coils. We can see that apart from the minimum being shifted in the $z$ direction it also gets shifted in the $x$ direction. Only if the coil centres are perfectly overlapped is there no shift in the $x$ direction present. This is due to the fact that the on axis field points along the $z$-direction. Passing over the obstacle is


Figure 5.10: Cross sections and gradients of the shift coil. a) Shows a cross section along the $z$-direction of the shift coil. b) Cross section along the $x$ direction of the shift coil. c) Shows the field gradient along the $z$-direction. d) Field gradient along the $x$-direction.
a symmetric problem, and the contour plots of figure 5.11 will be a mirror image once the transport coils passed the obstacle.

In figure 5.12 the vector field of the shift coil is shown and the solid black line shows the z-position of the trap minimum as the coil centres approach each other. The trap minimum gets shifted in the $z$ direction, however as we have seen in figure 5.11, the $x$ component of the trap centre does not follow the transport coil. For this reason we mark on figure 5.12 three points (black stars) and label the $x$ position of the trap minimum. When the distance of the coil centres is 2 cm , the $x$ position of the trap minimum is 2.61 cm . This means the $x$ position is 0.61 cm , this 'delay' is maximum when the coil centres are 1 cm apart, as the $x$ position of the minimum is at this point 1.89 cm . Obviously when the coil centres are overlapping there is not shift in the $x$ component of the trap minimum. In order to quantify the shift in the $z$ direction, we plot the shift of the trap minimum in $z$ direction as a function of the distance between the coil centres in figure 5.13 (a). To illustrate the trap displacement in the $x$ direction, we plot in figure 5.13 (b, red line) the trap position in the $x$ direction as a function of the distance between the coil centres. The black line shows coil centre $x$ position. The position of the minimum does not follow the coil centre, when the trap centres are 2 cm away from each other, the trap position in $x$ is 2.61 cm (dashed line). The trap displacement in $x$ and $z$ direction will lead to accelerations in the trap when the coils are moved at constant velocity. In figure 5.13 (c) we plot the acceleration (which is proportional to the second derivative of the displacement) in $x$ (magenta line) and $z$ (black line) direction for a transport velocity of $0.26 \mathrm{~m} \mathrm{~s}^{-1}$. We can see that the acceleration in the $x$ direction is almost a magnitude larger than in the $z$ direction. If we look at the maximum acceleration in $x$ and $z$ for various transport velocities over the obstacle in figure 5.13 (d) we find that for velocities higher than $0.3 \mathrm{~m} \mathrm{~s}^{-1}$ the acceleration due to the shift over the obstacle is crossing the dashed line which indicates the acceleration of the atoms in the trap at a gradient of $180 \mathrm{Gcm}^{-1}$ (axially).

Simulations show that, if we would align the shift coils with respect to the top of the prism [i.e. shift them in the $z$ direction by 6 mm , see figure 3.14 (a)] we can minimise the contribution of the $x$ component of the field, as it is zero







Figure 5.12: Vector field of the shift coils. The black line marks the $z$ position of the trap minimum. The three marked star points show the $x$ position of the minimum, illustrating it is different from the $x$ position of the transport coils.


Figure 5.13: Shift of the trap centre in $x$ and $z$ directions. a) The position of the trap centre as a function of the distance between the coil centres of transport and shift coils in the $z$ direction. b) Trap position with (red line) and without (black line) the shift field. The inset shows the trap displacement in the $x$ direction as a function of distance between the coil centres. c) Acceleration in the $x$ (magenta line) and $z$ (black line) direction as a function of the distance between the coil centres for a velocity of $0.26 \mathrm{~m} \mathrm{~s}^{-1}$. d) Maximum acceleration in the $x$ (magenta line) and $z$ (black line) direction for various transport velocities. Dashed line indicates the acceleration in the $x$-direction of atoms in a $180 \mathrm{G} \mathrm{cm}^{-1}$ (axial gradient) trap.


Figure 5.14: Measurement of the temperature as a function of transport velocity over the obstacle. a) Varying the velocity of the transport before the obstacle. The inset shows the typical transport profile for the red marked data point. A linear fit to the data until the red data point shows a linear increase in the temperature. All velocity profiles until the red data point were trapezoidal with a constant acceleration and deceleration of $1 \mathrm{~m} \mathrm{~s}^{-2}$. b) Temperature as a function of velocity of the transport over the obstacle. The inset shows the transport profile of the red data point. All velocity profiles were realised with a constant acceleration and deceleration of $1 \mathrm{~m} \mathrm{~s}^{-2}$ and had trapezoidal transport profiles.
in the centre. This would mean, that even for high velocities $\left(0.3 \mathrm{~m} \mathrm{~s}^{-1}\right.$ and higher) the acceleration would be well below the accelerations of the atoms in the trap.

### 5.4.1 Transport velocity over the obstacle

The rail transport system is capable of doing multiple transport profiles, i.e. we can accelerate out of the MOT chamber and reach a final velocity, then decelerate before the obstacle, before we repeat a similar profile with different parameters. However the rails are not capable of changing the
velocity without stopping.
In order to study the behaviour of the atomic cloud for various velocities over the obstacle we break up the magnetic transport into a two profile transport. We stop the transport after having travelled 21 cm and the obstacle is placed at a distance of 27 cm from the MOT. This allows us to keep the initial conditions of the transport out of the MOT chamber the same and independently change the velocity over the obstacle. In figure 5.14 (a) we vary the transport velocity of the first part of the transport out of the MOT chamber, whilst maintaining the same velocity over the obstacle of $0.2 \mathrm{~ms}^{-1}$, and record the temperature. The inset shows the transport profile. The red point in the data set shows the maximum velocity we can reach in that first bit of transport whilst keeping a trapezoidal transport profile for an acceleration of $1 \mathrm{~m} \mathrm{~s}^{-2}$. We see a linear increase of the temperature with transport velocity.

The calculations from figure 5.13 (d) show accelerations comparable to the accelerations of the atoms in the trap, which are $78 \mathrm{~m} \mathrm{~s}^{-2}\left(39 \mathrm{~ms}^{-2}\right)$ in the vertical (horizontal) direction. In a second experiment we vary the transport velocity over the obstacle whilst keeping the first part of the transport profile the same. In figure 5.14 (b) we see a sudden increase in the temperature, once we go with a transport velocity larger then $0.3 \mathrm{~m} \mathrm{~s}^{-1}$. This is the point when the acceleration in the $x$ direction becomes comparable to the acceleration of the atoms in the trap in the $x$ direction. The transport profile of the red data point is shown in the inset of figure 5.14 (b).

### 5.4.2 Transfer between transport trap and quadrupole trap

At the end of their journey through two apertures and over an obstacle the atoms finally arrive in the science glass cell. In order to keep the optical access around the glass cell as large as possible, we transfer the atoms into a static quadrupole trap which is situated around the glass cell so we can move the transport coils back to the MOT chamber. In the experiment we transfer the atoms by simultaneously ramping coil current in the transport coils to zero whilst ramping the quadrupole coil current up.


Figure 5.15: Transfer of atoms between the transport trap and the quadrupole trap. a) The final position of the transport trap was varied before the atoms are transferred to the quadrupole trap by simultaneous ramping of the currents in both traps. b) Temperature in the quadrupole trap after the transfer as a function of the distance between both traps before the transfer.

We measure atom number in figure 5.15 (a) as a function of the distance between the coil centres. We find that the coil centres can be up to 5 cm apart from each other and we still transfer as many atoms as when the centres are perfectly overlapped at 0 cm . This is possible due to the spatial extent of the coils. In figure 5.15 (a) one would assume, that the curve should be symmetric around 0 cm , however if we transport further than the quadrupole centre (which we refer to as the 0 cm position) we lose the atoms. This is because the atoms are hitting the glass prism in the science cell and are therefore lost. The temperature does not change when we change the distance between the coil centres over a range of $0-4 \mathrm{~cm}$.

### 5.5 Summary

In this chapter the optimisation of the magnetic transport and the transporting over an obstacle has been reported. We have seen that parameters of the magnetic transport need careful attention, in order to increase the efficiency of the transport. The physical loading position of the quadrupole trap is important, as a mismatch can lead to a sloshing motion which appears as an increase in temperature in the cloud. The magnetic field gradient of the transport was varied, which is important as our magnetic transport had to pass through two apertures along the system. We find that stiffer gradients
are suitable as no atoms can be shaved off the horizontal plane (since the gradient in the horizontal direction is half that of the vertical) and usually use gradients of $180 \mathrm{Gcm}^{-1}$ vertical for ${ }^{85} \mathrm{Rb}$ and $240 \mathrm{Gcm}^{-1}$ for ${ }^{87} \mathrm{Rb}$. Varying the transport parameters of the rail system we find that typically accelerations of $2.5 \mathrm{~m} \mathrm{~s}^{-1}$ are preferable, as this quickly delivers the atoms out of the MOT chamber, where they are subjected to the background gas. The most relevant parameter is the time the transport coils take to deliver the atoms from the MOT chamber in the science chamber. Experimentally there seems to be a 'good' time of 2.5 s . We were aware of the fact that for long transport times we would lose atoms due to collisions with the background gas in the MOT chamber. However we initially did not understand why we saw heating of atoms for very short transport times. This led into a simulation of the potentials of the shift coils and the transport coils, when the atoms are passing over the obstacle. We found that the acceleration in the direction of the transport, along the axis, to be larger than in the $z$ direction. In order to experimentally confirm this, we varied the velocity over the obstacle only, whilst keeping the velocity out of the MOT chamber the same. The data shows, that if the acceleration in the $x$ direction becomes comparable to the acceleration of the atoms in the trap, the cloud shows an increase in temperature.
In conclusion, we found, that a careful optimisation of the transport parameters lead to good transfer efficiencies of up to $70 \%$ with minimal heating.

## Chapter 6

## Merging Rb isotopes in a magnetic quadrupole trap

This chapter describes the magnetic merging of ${ }^{85} \mathrm{Rb}$ and ${ }^{87} \mathrm{Rb}$ in a magnetic quadrupole trap as a route to the study of isotopic mixtures. The motivation for such studies is many-fold. Firstly there exist two interspecies Feshbach resonances [36] suitable for the production of heteronuclear molecules [66]. The interspecies elastic cross-section is favorable for sympathetic cooling of ${ }^{85} \mathrm{Rb}$ [67], initially demonstrated in 2001 [65] and later used to reach quantum degeneracy by two groups [67, 68]. The broad interspecies Feshbach resonance in ${ }^{85} \mathrm{Rb}$ has been previously used to control the atomic interactions in a Bose-Einstein condensate $[38,59]$ and the formation of bright matterwave solitons [39]. It also led to the investigation of phase separation in a dual-species ${ }^{85} \mathrm{Rb}-{ }^{87} \mathrm{Rb}$ condensate.

The results of this chapter have been published in 2011 [139].

### 6.1 Introduction to the merging process

To visualise the merging process we first highlight the experimental sequence. A cloud of atoms is collected from the MOT chamber and transported as described in chapter 5 into the science chamber, where the atoms are transferred into the quadrupole trap. For merging experiments we transfer the atoms in a $320 \mathrm{Gcm}^{-1}$ quadrupole trap, instead of a $180 \mathrm{Gcm}^{-1}$ trap as described


Figure 6.1: (a) Schematic of the experiment. A cloud of ultracold atoms is transported from the MOT chamber into the science chamber, where it is stored in the quadrupole trap. The transport coils return to the MOT chamber, collect a second cloud of atoms an move back to the science chamber. At this point the two quadrupole traps are merged. (b)-(e) The magnitude of the magnetic field along the $x$-axis for the transport trap (dashed/blue), quadrupole trap (dotted/red) and the sum (solid/black) for different separations of the coils. (b) Separation 22.5 cm : Two separate quadrupole traps. The signs ( $+/-$ ) indicate the direction of the field. (c) Separation 15 cm : As trap 1 approaches trap 2 an additional quadrupole-like zero is created where the dotted/red and the dashed/blue curves cross and the opposing signs of the field cause cancellation. The two inner barriers in the magnetic potential prevent the atoms entering the central trap. (d) Separation 7.5 cm : The height of the inner barriers is significantly reduced as the separation of the traps is decreased. However, the atoms are still confined in the two outer traps. Note the gradient ratio has been adjusted between (c) and (d) to maintain two inner barriers of the same height. (e) Separation 0 cm : Once merging is complete, both traps are overlapped to create a single quadrupole trap.
previously. We will understand this change for the gradient later. The life time in the quadrupole trap is $240(10) \mathrm{s}$ and the observed heating rate in the trap $0.30(2) \mu \mathrm{K} \mathrm{s}^{-1}$. Whilst the atoms are stored in the quadrupole trap, the transport trap is translated back to the MOT chamber, where they collect a second cloud of atoms from the MOT. Initial experiments are done using multiple loads of ${ }^{85} \mathrm{Rb}$ to understand and optimise the merging process. We find that the life time of the atoms stored in the quadrupole trap is not affected by the second MOT load, as the shift prism completely blocks the line of sight.

When doing experiments with the two different rubidium isotopes, the laser frequencies are jumped to cool the second isotope after the first load of atoms is stored in the quadrupole trap. Our setup as described in chapter 3 allows the realisation of an isotopic mixtures with a single laser system. However the presented scheme can be applied to other isotopes such as Rb and Cs [140].

A schematic of the merging process is shown in figure 6.1. A sequence of snapshots of the involved potentials during the merging process is shown in figure 6.1 (b)-(e). In (b) the potential of the transport trap (blue line) and the quadrupole trap (red line) are separated 22.5 cm , which means they have no spatial overlap. The arrows indicated the position of the atoms as they are confined each in their respective trap before the merging process. The plus and the minus sign indicate the direction of the field. Whilst the transport trap is approaching the quadrupole trap, the potential starts to interact and the solid black line shows the sum of the two potentials (see figure 6.1 (b). At a distance of 7.5 cm an additional minimum is formed among the potentials. The atoms are still confined in their traps, which is represented by the two arrows in figure 6.1 (d). Finally when the coils are completely overlapped in figure 6.1 (e) the two traps have merged into a single quadrupole trap. In order to understand the merging process, we have to take a more detailed look into the potentials during the merging.

## Magnetic potentials during the merging process

As we have seen in figure 6.1 the shape of the combined magnetic potential is dependent on two parameters; the separation of the two trap centres and


Figure 6.2: Merging potential of two identical ideal anti-Helmholtz coils. a) Both coils are far apart and the potentials do not influence each other. b) The coils are 5 cm apart, yet the potentials do not overlap. c) The potential of both coils start to interact. d) Whilst maintaining the outer barrier heights of the potential, the inner barrier heights decrease simultaneously. e)-f) Whilst the coils are getting closer the inner barrier heights decrease further. g) The inner barrier heights have vanished. h) The coils are perfectly overlapped.
the ratio of the vertical magnetic field gradients at each trap centre.
First we take a look at an ideal coil pair in figure 6.2. The ideal coil pair is characterised by having exactly the same dimensions and both of the coils follow the anti-Helmholtz condition perfectly, i.e. their separation equals $S=\sqrt{3} R$, where $R$ is the radius of the coils. In figure 6.2 (a) the coils are still separated, so that the potentials do not influence each other. When the two identical coils approach each other, [see figure 6.2 (b)-(e)] a third minimum is created and the we refer to the inner two peaks as the two inner barrier heights. These barrier heights are the barriers in potential seen by the atoms, and the decreasing the barriers leads to a final combined trap, in which the atoms are confined. In figure 6.2 (f) the two inner barrier heights have decreased so far, that the two traps are starting to merge.

During the merging process, it is favourable to keep the two inner barrier heights the same, so that the atoms see as minimal disturbance in the potential as possible. However we stress that this might not necessarily be the best merging strategy as it can lead to atom loss [141]. Only full 3-dimensional simulations of the iso-surfaces would confirm this. But we also stress that the criteria of keeping the inner barrier heights the same leads to successful


Figure 6.3: Merging of quadrupole trap and transport trap with constant currents, producing each gradients of $180 \mathrm{Gcm}^{-1}$. a) If the coils centres are separated 30 cm , the potentials do no influence each other. c)-e) The potentials start to interact and the inner barrier heights start to decrease. f) -g ) The two inner barrier heights have vanished, part of the potential gets lifted up. h) The coils are perfectly overlapped. i)-l) Zoom-in between 9 cm and 6 cm , note the difference in the $x$-axis.
merging of two quadrupole traps as we will see.
In the experiment our coils deviate from the ideal coils, and their sizes are constrained by the vacuum apparatus, since the transport coil has to slide around the quadrupole trap. In order to study the potentials of our coils, we show in figure 6.3 the magnetic potentials for various distances between the coil centres. We use for the quadrupole trap and the transport trap an axial magnetic field gradient of $180 \mathrm{Gcm}^{-1}$. In figure 6.3 (c) we can see that the potentials start to form a third minimum as we have seen for the ideal coil pair. However in d),e) we find that the two inner barrier height do not decrease simultaneously. A zoom-in of the potentials is shown in figure 6.3 (i)-(l). In (i) and (j) the left barrier height is decreasing more rapidly compared to the right barrier height. At a distance of $7 \mathrm{~cm}(\mathrm{k})$ the traps merge and in (l) we find that the potential gets lifted. In figure 6.3 (h) both trap centres are fully overlapped. From the one-dimensional potentials


Figure 6.4: Typical evolution profiles of the gradient and the velocity of the quadrupole trap (black solid line) during the merging. The gradient of the transport trap (red solid line) remains constant, whilst the gradient of the quadrupole trap is decreased during the merging process. The dashed blue line shows the velocity of the transport trap, which decreases from the transport setting to a new variable velocity before the merging begins.
of our coils we find that the atoms must get lifted, as the traps are merging, which leads to atom loss, as we will see in the following section.

### 6.2 Experimental results

This section describes the experimental results on the magnetic merging of rubidium isotopes. Initially we performed the merging as 'multiple loading of ${ }^{85} \mathrm{Rb}$ ' we studied the magnetic merging of two quadrupole traps using ${ }^{85} \mathrm{Rb}$ only. Once the merging process was understood, we produced a mixture of ${ }^{85} \mathrm{Rb}$ and ${ }^{87} \mathrm{Rb}$. Before looking at the results we need to introduce some relevant experimental parameters. Those are introduced in figure 6.4. We keep the gradient of the transport coils (red line) constant throughout the merging process and adjust the quadrupole trap gradient (black line). The transport coils progress through the first part of the magnetic transport with the optimised parameters found in chapter 5. Before the merging process begins we reduce the velocity of the transport coils. The transport coils send a trigger to the control system, once they pass a certain distance. For the merging process this is our reference point. From this reference point


Figure 6.5: Scaled atom number after merging as a function of fixed gradient ratio of the two traps. The atoms are initially confined either in the quadrupole trap (black squares) or in the transport trap (red circles). In both cases the second trap is initially empty.
we define a parameter, the 'ramp start distance'. Changing this ramp start distance will move the gradient ramp forwards and backwards. Another important parameter during the merging is the length of the magnetic trap gradient ramp, which we will refer to as the 'ramp length'. With those two parameters we gain complete control over the merging; we can adjust the position where the gradient ramp begins and the rate at which the gradient changes, effectively the slope of the ramp.

### 6.2.1 Merging with fixed field gradients

Our first experimental approach was to merge two magnetic traps each with an axial field gradient of $180 \mathrm{G} \mathrm{cm}^{-1}$ as illustrated in figure 6.3. In the experiment we confined the atoms initially in the quadrupole trap or in the transport trap and then merged the traps with a velocity of $5 \mathrm{~cm} \mathrm{~s}^{-1}$ for a range of various gradient ratios. In both cases the second trap was empty. This experiment shows the influence of the second magnetic potential on the atoms. The results are shown in figure 6.5. The atom number in the quadrupole trap (black squares) and in the transport trap (red circles) is scaled to the maximum number loaded into each trap before merging. Typ-


Figure 6.6: Optimising the merging process through measurements of the scaled atom number following the merging as a function of the ramp parameters. a) Varying the ramp start distance, the black squares show the atoms in the quadrupole trap and red circles the atoms in the transport trap. Blue triangles show the number of merged atoms, there is a peak in the maximum achievable atom number (circled data point). b) Varying the ramp length of the merging, i.e. the timescale of the change in current ratio. The circled point corresponds to the circled point in a).
ically this corresponds to $(5.3 \pm 0.3) \times 10^{8}$ atoms in the transport trap and ( $7.0 \pm 0.4$ ) atoms in the quadrupole trap. From this we find that merging our two traps each with various fixed field gradients is inefficient. The gradient ratio was varied over a large range between 0.7 and 2.4 and we can either contain the atoms in the quadrupole trap or in the transport trap. At a current ratio of 1.48 we see that some merging might occur as it is a point where we can maintain atoms in each trap. Though at this point we have lost $90 \%$ of the atoms of the trap.

### 6.2.2 Optimising the merging efficiency

Comparing the potentials of our coils (shown in figure 6.3) with the ideal coils (shown in figure 6.2) it became obvious that for successful merging we had to adjust the gradient ratio of the two traps during the process. This would ensure that the two inner barrier heights decrease simultaneously.

In the first set of experiments, we varied the ramp start distance, whilst fixing the ramp length, therefore we were translating the ramp with respect to the reference point. For each experiment, the merging was performed three times;
firstly with the atoms loaded in the transport trap, then in the quadrupole trap and finally the with the atoms loaded into both traps. The results in figure 6.6 (a) were performed for a ramp length of 3 cm and merging speed of $12.5 \mathrm{~cm} \mathrm{~s}^{-1}$ and an initial atom number of $1.5 \times 10^{8}$. The left hand side of the figure corresponds to a merging experiment where effectively the quadrupole trap is turned off and the atoms remain in the transport trap. The right hand side of the figure corresponds to an experiment, where both traps are merged with a constant gradient ratio and the atoms remain trapped in the quadrupole trap. The centre part of figure 6.6 (a) shows that atoms from both traps remain trapped in the combined potential. In fact we can achieve to merge $75 \%$ of each trap leading to a total of $150 \%$. The shape of the curve in the transport trap (red circles) was reproducable. We think this may be related to the dynamics of the atoms as they cross the magnetic potential barriers.

In the second set of experiments we varied the ramp length and adjusted the ramp start distance accordingly. In doing so, we swivelled the ramp and made sure it always passes through a narrow region of gradient ratios, where we found the merging to happen initially. A summary of those ramps is shown in figure $6.6(\mathrm{~b})$. There we only show the combined number of atoms as a function of the ramp length. An optimum ramp length was found for a ramp length of 4 cm [circled point in figure 6.6 (b)]. However we find that there does not exist a sharp peak, but the peak is rather broad. We associate this with a so called merging channel, which means that there is a range of ramp lengths that can lead to successful merging. The criteria is to keep the two inner barrier heights the same and make sure both decrease simultaneously. Achieving this is done by a combination of parameters; adjusting the distance of the trap centres and the gradient ratio which is employed on the quadrupole trap whilst it is approached by the transport trap. Experimentally it is comparable to walking on a 2-dimensional grid, however it was straightforward to find the optimum conditions.

In a further experiment we also varied the velocity of the transport trap during the merging for the determined optimum ramp length of 4 cm . We find that an optimum merging speed around $12.5 \mathrm{~cm} \mathrm{~s}^{-1}$ [see figure 6.7 (a)] leads to maximum number in the merged trap. The temperature of the merged


Figure 6.7: Effects of transport velocity on the merging process. a) Shows the scaled atom number in the transport trap (red circles), the quadrupole trap (black squares) and both traps (blue triangles). b) Temperature of the atomic clouds during the merging for various transport velocities.
cloud [see blue triangles in figure 6.7 (b)] is hardly affected by the velocity of the merging. The black dashed line shows a typical temperature of a cloud that has not been merged. Despite the fact that the error bars in figure 6.7 (b) are very small (they are associated with a statistical uncertainty) the actual error in the temperature is large. This is due to the fact that we are imaging in the case of a combined cloud a rather huge atom cloud in the vicinity of the prism, which affects the quality of the gaussian fits we use to determine the temperature of the atoms.

Using the optimum parameters establish in figure 6.6 we performed a detailed measurement of the atom number and the temperature in the merged cloud as a function of ramp start distance for ${ }^{85} \mathrm{Rb}$ in both traps. The results are shown in figure 6.8 (a) and indicate again that we merge $75 \%$ of each trap giving $150 \%$ of the number achieved in a single load. In addition we do not observe significant heating with the final merged clouds having typical temperatures of $\approx 300 \mu K$ compared to temperatures of the initial clouds of $\approx 260 \mu K$. We also attempt to load multiple loads of ${ }^{85} \mathrm{Rb}$ with the idea in mind to load more atoms in the trap and preserve phase space density. Unfortunately multiple loading of ${ }^{85} \mathrm{Rb}$ leads to a decrease in phase space density. This means after performing efficient RF induced evaporative cooling, we were left in the same starting position as we had been before multiple loading.


Figure 6.8: Detailed results of the merging for two clouds of ${ }^{85} \mathrm{Rb}$. a) Scaled atom number as a function of ramp start distance, for atoms initially in the quadrupole trap (black squares), the transport trap (red circles) and both traps (blue triangles). The ramp length was kept at 4.0 cm , the initial gradient ratio before the merging was 2 and the merging speed was $12.5 \mathrm{~cm} \mathrm{~s}^{-1}$.
b) Temperatures of the clouds during the merging process. The inset 1)-3) shows false color absorption images of the atomic cloud following merging (for atoms initially in the transport trap (1), the quadrupole trap (2) and both traps (3). Both traps contained a maximum number of $3.5 \times 10^{8}$ atoms.

### 6.2.3 Merging ${ }^{85} \mathrm{Rb}$ and ${ }^{87} \mathrm{Rb}$

When merging with two different Rb isotopes, we initially collect ${ }^{85} \mathrm{Rb}$ and then switch the laser frequencies to the ${ }^{87} \mathrm{Rb}$ transitions to collect an equal amount of atoms. In order to compensate for the difference in magnetic moment between the two isotopes ${ }^{85} \mathrm{Rb}\left(m_{F} g_{F}=2 / 3\right)$ and ${ }^{87} \mathrm{Rb}\left(m_{F} g_{F}=\right.$ $1 / 2$ ), we increase the gradient of the transport trap, whilst transporting ${ }^{87} \mathrm{Rb}$, up to $220 \mathrm{Gcm}^{-1}$ (limited by the heating in the coils). When merging both isotopes of Rb , we use the optimum parameters established for the multiple loading of ${ }^{85} \mathrm{Rb}$ and ensure that the number of ${ }^{87} \mathrm{Rb}$ atoms in the transport trap prior to the merging was the same as the number of the ${ }^{85} \mathrm{Rb}$ atoms held in the quadrupole trap. In this case we were only able to achieve up to $40 \%$ from each isotope. This is due to the poorer transfer efficiency of ${ }^{87} \mathrm{Rb}$ in the combined trap. That might be caused by the fact we could not compensate totally for difference in the smaller magnetic moment of ${ }^{87} \mathrm{Rb}$. It was simply not possible as we did not want to push our cooling system of the coils to its limit. However the mix of both rubidium isotopes in one trap could potentially used for sympathetic cooling of ${ }^{85} \mathrm{Rb}$ by ${ }^{87} \mathrm{Rb}$ acting as a


Figure 6.9: Merging of the two rubidium isotopes using the optimum ramp length and merging speed determined in the ${ }^{85} \mathrm{Rb}$ atoms. Scaled atom number is shown as a function of the ramp start distance. ${ }^{85} \mathrm{Rb}$ is held initially in the quadrupole trap and then merged with ${ }^{87} \mathrm{Rb}$ in the transport trap.
refrigerant.

### 6.3 Summary

In this chapter we have described the technique of magnetic merging of the two rubidium isotopes. We have shown that a controlled overlap of two initially well-separated magnetic quadrupole traps can be used to produce multiple loads of ${ }^{85} \mathrm{Rb}$ atomic clouds. Considering the magnetic potentials of the two traps, we find that the inner barrier heights of the potential play an important role. In order to merge the two traps we have to ensure that the two inner barrier heights have the same height and decrease simultaneously during the merging process. This can only be accomplished by a gradient ramp of the transport coil whilst the quadrupole stays constant. (In principle the technique would work the other way around as well, keeping the quadrupole trap constant and decreasing the transport trap. However this is technically more challenging in our setup.) We have seen that there is no merging possible for constant gradient ratios. Only adjusting the parameters of the gradient ramp led to successful merging. It also turns out that there is a region of gradient ratios where merging is possible and more details can
be found in [139]. We found that the merging process is independent of the velocity of the transport trap during the merging. In a detailed study of multiple loading of ${ }^{85} \mathrm{Rb}$ we see we can achieve $150 \%$ merged atoms with neglible heating.

## Chapter 7

## Evaporative cooling in a magnetic and optical trap

Our planned route to condense ${ }^{85} \mathrm{Rb}$ could be to load a crossed dipole trap and use a bias field to evaporate towards quantum degeneracy. For this purpose we study in this chapter the evaporative cooling of both rubidium isotopes and their transfer into a dipole trap. We also show that our system is capable of producing condensates of ${ }^{87} \mathrm{Rb}$ in a hybrid trap consisting of a single dipole laser beam where the axial confinement is given by our quadrupole trap. Following this we study the loading of the atoms into a crossed dipole trap.

### 7.1 Evaporative cooling in the quadrupole trap

Evaporative cooling was originally proposed by Hess [6] to cool magnetically trapped hydrogen. The principle of evaporative cooling consists of the selective removal of atoms in the high-energy tail of the thermal distribution and the collisional equilibration of the remaining atoms. The control of the evaporation lies in the depth $\eta k_{\mathrm{B}} T$ of the potential well. If the potential well is small a large number of atoms can escape over the threshold, leading to fast evaporation which results in a small temperature reduction.

Usually one has to derive optimum parameters for an efficient evaporation process to find the right balance between the truncation parameter $\eta$ and the dynamics of the evaporation. The evaporation efficiency is often defined by
the parameter $\gamma$ which is the ratio between the phase-space density ( $P S D$ ) and the number of atoms ( $N$ ) given by

$$
\begin{equation*}
\gamma=\frac{\log \left(P S D^{\prime} / P S D\right)}{\log \left(N^{\prime} / N\right)} \tag{7.1}
\end{equation*}
$$

where $P S D^{\prime}$ and $N^{\prime}$ are the parameters after the truncation. It is convenient to introduce the parameter $\nu=N^{\prime} / N$ which describes the change of number during an evaporative cycle. With equation 7.1 the change in phase-space density can be written as $\nu^{\gamma}=P S D^{\prime} / P S D$. The two parameters $\nu$ and $\gamma$ entirely describe the dynamics of the evaporation. The two evaporation parameters $\nu$ and $\gamma$ are calculated from integrals involving the density of states [142]. If we assume an power law trap, the potential can be expressed as

$$
\begin{equation*}
U(\mathbf{r})=w_{0} r^{3 / d} \tag{7.2}
\end{equation*}
$$

where $w_{0}$ is the trap strength. For example in a harmonic trap $d=3 / 2$ and $w_{0}=\frac{1}{2} m \omega^{2}$. For a spherical quadrupole trap we have $d=3$ and $w_{0}=\nabla U$.

Now the density of states is usually given by

$$
\begin{equation*}
\rho(\epsilon) \equiv(2 \pi \hbar)^{-3} \int \delta\left[\epsilon-H_{0}(\mathbf{r}, \mathbf{p})\right] d \mathbf{r} d \mathbf{p} \tag{7.3}
\end{equation*}
$$

which is the number of classical states per unit phase given at energy $\epsilon$ and where $H_{0}$ is the classical Hamiltonian for a trapped gas. Assuming an ideal gas we find

$$
\begin{equation*}
H_{0}(\mathbf{r}, \mathbf{p})=\frac{p^{2}}{2 m}+U(\mathbf{r}) \tag{7.4}
\end{equation*}
$$

which gives the density of states after integrating equation 7.3 over $\mathbf{p}$.

$$
\begin{equation*}
\rho(\epsilon)=\frac{2 \pi(2 m)^{3 / 2}}{(2 \pi \hbar)^{3}} \int_{U(\mathbf{r}) \leq \epsilon} \sqrt{\epsilon-U(\mathbf{r})} d \mathbf{r} \tag{7.5}
\end{equation*}
$$

is the density of states which is dependent on the form of the potential $U(\mathbf{r})$. We can calculate the integral for the power law trap from equation 7.2

$$
\begin{equation*}
\rho(\epsilon)=\frac{2 \pi(2 m)^{3 / 2}}{(2 \pi \hbar)^{3}} \int_{U(\mathbf{r}) \leq \epsilon} \sqrt{\epsilon-w_{0} r^{3 / d}} d \mathbf{r} . \tag{7.6}
\end{equation*}
$$

Introducing a variable $x=\epsilon-w_{0} r^{3 / d}$ we find [143]

$$
\begin{equation*}
\frac{d r}{d x}=\frac{d}{3}\left(\frac{\epsilon-x}{w_{0}}\right)^{d / 3-1} \frac{-1}{w_{0}} \tag{7.7}
\end{equation*}
$$

Replacing $d \mathbf{r}$ by the volume element $d \mathbf{r}=r^{2} \sin \theta d \theta d \phi d r$ the integral becomes

$$
\begin{equation*}
\rho(\epsilon)=\frac{2 \pi(2 m)^{3 / 2}}{(2 \pi \hbar)^{3}} \int_{\epsilon}^{0} 4 \pi \sqrt{x}\left(\frac{\epsilon-x}{w_{0}}\right)^{2 d / 3} \frac{d}{3}\left(\frac{\epsilon-x}{w_{0}}\right)^{d / 3-1} \frac{-1}{w_{0}^{d}} d x \tag{7.8}
\end{equation*}
$$

which can be summarised as

$$
\begin{equation*}
\rho(\epsilon)=\frac{2 \pi(2 m)^{3 / 2}}{(2 \pi \hbar)^{3}} \int_{0}^{\epsilon} \frac{4 \pi}{3} \sqrt{x} \frac{(\epsilon-x)^{d-1}}{w_{0}^{d-1}} \frac{d}{w_{0}^{d}} d x \tag{7.9}
\end{equation*}
$$

and simplified to

$$
\begin{equation*}
\rho(\epsilon)=\frac{2 \pi(2 m)^{3 / 2}}{(2 \pi \hbar)^{3}} \frac{4 \pi}{3} \frac{d}{w_{0}^{d}} \int_{0}^{\epsilon} \sqrt{x}(\epsilon-x)^{d-1} d x . \tag{7.10}
\end{equation*}
$$

This integral can be solved analytically and we find

$$
\begin{equation*}
\rho(\epsilon)=\frac{2 \pi(2 m)^{3 / 2}}{(2 \pi \hbar)^{3}} \frac{4 \pi}{3} \frac{d}{w_{0}^{d}} \sqrt{\pi} \frac{\Gamma(d)}{2 \Gamma(3 / 2+d)} \epsilon^{1 / 2+d} \tag{7.11}
\end{equation*}
$$

where $\Gamma(m)$ is the Euler gamma function. It is convenient to introduce the normalised density of states as

$$
\begin{equation*}
\sigma(\epsilon)=\frac{\epsilon^{1 / 2+d}}{\Gamma(3 / 2+d)}, \tag{7.12}
\end{equation*}
$$

from which we can calculate the fraction $\nu$ of particles with an energy that is smaller than $\eta k_{\mathrm{B}} T$,

$$
\begin{equation*}
\nu(\eta)=\int_{0}^{\eta} \sigma(\epsilon) \exp (-\epsilon) d \epsilon \tag{7.13}
\end{equation*}
$$

which is analytically solvable. The total energy of the trapped atoms after truncation is given by

$$
\begin{equation*}
\alpha(\eta)=\int_{0}^{\eta} \epsilon \sigma(\epsilon) \exp (-\epsilon) d \epsilon \tag{7.14}
\end{equation*}
$$

| d | $\nu(\eta)$ | $\alpha(\eta)$ |
| :---: | :---: | :---: |
| 2 | $1-\frac{2+2 \eta+\eta^{2}}{2 \exp (\eta)}$ | $3-\frac{6+6 \eta+3 \eta^{2}+\eta^{3}}{2 \exp (\eta)}$ |
| 3 | $\frac{-2 \sqrt{\eta}\left(105+70 \eta+28 \eta^{2}+8 \eta^{3}\right)}{105 \exp (\eta) \sqrt{( }(\pi)}$ | $\frac{-\sqrt{\eta}\left(945+630 \eta+252 \eta^{2}+72 \eta^{3}+16 \eta^{4}\right)}{105 \exp (\eta) \sqrt{(\pi)}}+\frac{9 \operatorname{erf}(\sqrt{\pi})}{2}$ |

Table 7.1: Integrals for the functions $\nu(\eta)$ and $\alpha(\eta)$ for $d=2,3$.

With those two quantities the total energy per atom in units of $k_{\mathrm{B}} T$ is given by $\alpha(\eta) / \nu(\eta)$. The integral in equation 7.14 is also analytically solvable and for no truncation, i.e. $\eta \rightarrow \infty$ we find

$$
\begin{equation*}
\alpha(\infty)=\frac{3}{2}+\frac{3}{m} . \tag{7.15}
\end{equation*}
$$

The change in temperature during an evaporation cycle, assuming atoms are rethermalised, is given as

$$
\begin{equation*}
\frac{T^{\prime}}{T}=\frac{\alpha(\eta)}{\nu(\eta) \alpha(\infty)} \tag{7.16}
\end{equation*}
$$

In order to compare a harmonic trap $d=2$ with a spherical quadrupole trap $d=3$ one can calculate the functions $\nu(\eta)$ and $\alpha(\eta)$.

In figure 7.1 (a) the evaporation efficiency is shown as a function of the truncation parameter $\eta$ for a linear trap (black line) and a harmonic trap (red line). The evaporation in the quadrupole trap is generally slightly more efficient compared to the harmonic trap. The change in number during the evaporation as a function of truncation parameter is shown in figure 7.1 (b), the maximum difference between between the quadrupole trap and the harmonic trap is up to $32 \%$. However we can see in figure 7.1 (c) that the change in density is much higher in a quadrupole trap compared to a harmonic trap. Comparing the change in temperature in figure 7.1 (d), the quadrupole trap only differs by up to $13 \%$ at most. The graphs from figure 7.1 do not include any background collisions and is only a very basic guide to show what happens during the evaporation.

From the calculations we find that there are only small differences in the RF


Figure 7.1: Comparison of the evaporation between a harmonic and linear trap. a) Shows the evaporation efficiency as a function of truncation parameter for a 3-dimensional linear trap (black line) and a harmonic trap (red line). b) The change in number as a function of the truncation parameter. c) Change in density as a function of truncation parameter. d) Change in temperature as a function of truncation parameter.


Figure 7.2: RF-evaporation of ${ }^{87} \mathrm{Rb}$ atoms. a) After the transport, the cloud is held for 3 s , before the RF-knife starts to cut into the cloud. The edge of the cloud is given by the RF-frequency at where atom loss starts to occur. b) For an RF sweep between $40-10 \mathrm{MHz}$ the sweep time was varied and the vertical temperature is recorded. c) Number after the RF-evaporation as a function of RF sweep time. d) The phase-space density is increasing as the RF sweep time is increased. To all the data a line was added to guide the eye.
evaporation in a quadrupole trap. However, the quadrupole trap suffers from Majorana-losses at the field zero, and therefore can not be used to evaporate to degeneracy like it is possible in a harmonic trap.

The evaporation in our quadrupole trap is accomplished by radio-frequency induced transfer into non-magnetically trappable states. An appropriate RFfrequency will place an 'RF-knife' at a constant energy away from the magnetic trap centre. The position of the RF knife where the evaporation starts can be found by holding the RF-knife at a certain frequency and recording the atom number. This is shown in the case of ${ }^{87} \mathrm{Rb}$ in figure 7.2 (a), where we start to lose the atoms at a frequency of 40 MHz . Knowing the frequency
we can work out the truncation parameter to be 7.7 , as the measured cloud temperature at 40 MHz is $250 \mu \mathrm{~K}$. The inset of figure 7.2 (a) shows the cloud before evaporation (upper inset) and after the evaporation (lower inset). To optimise the evaporation process we find the RF frequency which produces our desired temperature, and then vary the RF sweep duration starting at 40 MHz . Generally a longer RF sweep reduces the temperature, as the atoms are allowed more rethermalisation time, which is shown in figure 7.2 (b). To calculate the efficiency of the evaporation we compare the loss in atom number with the increase in phase space density. For longer RF-sweep time we lose some of the atoms [see figure 7.2 (c)], but we gain in phase-space density [figure $7.2(\mathrm{~d})$ ]. If we look at the efficiency of the evaporation $\gamma$ we get a value of $3.0(1)$ for ${ }^{87} \mathrm{Rb}$ in $180 \mathrm{G} \mathrm{cm}^{-1}$ (axial) trap. We start before the RF evaporation with $3.6(1) \times 10^{8}$ atoms at a temperature of $250 \mu \mathrm{~K}$ and a phase space density of $5.6(1) \times 10^{-7}$. We finish the RF evaporation with $6.3(1) \times 10^{7}$ atoms at a phase space density of $1.0(1) \times 10^{-4}$. The atoms have typically a temperature of $35(5) \mu \mathrm{K}$ at this stage and the lifetime is of the order of 20(5) s.

The achieved temperature of $35(5) \mu \mathrm{K}$ of the cloud with a phase-space density of $10^{-4}$ is now suitable to be loaded into a dipole trap, which is introduced in the following section.

### 7.2 Single beam dipole trap potential

When working with a single beam dipole trap, the atoms need to be kept in the dipole trap by some axial confinement. This is often referred to as a 'hybrid trap' [85]. For this reason, we use our magnetic quadrupole trap at a gradient just below gravity to support the atoms and provide axial confinement. To simulate the potential, we plot contour plots of the horizontal and vertical plane in figure 7.3 (a)-(b). The trap has a waist of $58 \mu \mathrm{~m}$ and a power of 2.5 W in the beam. In the simulation it is positioned one beam waist below the trap [see figure 7.3 (b)]. The quadrupole trap provides the axial confinement and in figure 7.3 (c) we can see the linear potential of the quadrupole trap (blue line) and an harmonic fit, which has been added (red line). A cross section in the vertical plane is shown in figure 7.3 (d) where the


Figure 7.3: Contours and cross sections of the potential of a hybrid trap. The dipole trap has a waist of $58 \mu \mathrm{~m}$ and the axial confinement is given by a quadrupole field of $29.3 \mathrm{Gcm}^{-1}$. a) Shows a contour plot of the potential in the horizontal plane. b) Shows a contour plot of the potential of the hybrid trap in the vertical plane. The dipole trap is set one beam waist below the quadrupole field zero. c) Cross section of a) (blue line) with a parabolic fit (blue line). d) Cross section of b).


Figure 7.4: Transfer into a hybrid dipole beam trap. a) Cross sections of the trapping potential along the $z$-direction (gravity is along $z$ ) for a quadrupole trap gradient of $180 \mathrm{Gcm}^{-1}$ (black line), $90 \mathrm{Gcm}^{-1}$ (red line), $45 \mathrm{Gcm}^{-1}$ (blue line) and $30 \mathrm{Gcm}^{-1}$ (green line). b) Cross sections of the trapping potential along the dipole trap beam in the $x$-direction. The dipole trap was set to have a waist of $58 \mu \mathrm{~m}$ and a power of 2.5 W , and was offset in the $z$-direction by one beam waist.
blue line show the potential. The simulation includes the effect of gravity, and a harmonic fit has been made (red line). From the simulation we find a trap depth of $76 \mu \mathrm{~K}$. The radial frequency is 437 Hz , and the axial frequency is 30 Hz . The axial confinement is dependent on the distance between the dipole trap and the quadrupole trap. If the dipole trap is placed two beam waists below the dipole trap, the axial frequency is reduced to 21 Hz , for a displacement of three beam waists it is 18 Hz .

### 7.2.1 Transfer to the dipole trap

The transfer to the dipole trap takes places after the RF-evaporation in the quadrupole trap. The quadrupole trap gradient is adiabatically lowered to a final value, which is just below gravity. An excellent review of the process of loading the dipole trap can be found in [85]. In figure 7.4 cross sections of the combined potential along the direction of gravity (a) and along the dipole beam (b) are shown. In the setup we place the $58 \mu \mathrm{~m}$ waist of the dipole trap one beam waist below the quadrupole field zero and ramp the field gradient of the quadrupole trap from $180 \mathrm{Gcm}^{-1}$ axially to $29.3 \mathrm{Gcm}^{-1}$. The dipole beam is turned on at the beginning of the sweep of the RF frequency.


Figure 7.5: Locating the dipole trap. a) Cloud of cold ${ }^{85} \mathrm{Rb}$ after the RF evaporation in the quadrupole trap. During the time of flight the single beam dipole trap is still left on. The dipole trap is revealed as a thin stripe (marked by the white dashed arrow). b) For a long time of flight ( 24 ms ) trapped atoms in the dipole trap are captured in the dipole trap and appear as a long thin stripe.

However before we are able to load many atoms in the dipole trap, we have to locate the dipole trap. Firstly we have to ensure that the beam waist of the dipole trap is at the correct place, i.e. preferably at the same place as the quadrupole trap in the horizontal direction, but below the quadrupole trap in the vertical direction. At a gradient of $180 \mathrm{Gcm}^{-1}$, the cloud has a vertical size of $54 \mu \mathrm{~m}$ and a horizontal size of $166 \mu \mathrm{~m}$. We can therefore estimate the size at $29.3 \mathrm{Gcm}^{-1}$ to be $99 \mu \mathrm{~m}$ vertically and $305 \mu \mathrm{~m}$ horizontally. Experimentally we found that for a $58 \mu \mathrm{~m}$ waist, we have to be precise in this first coarse alignment within one millimeter in horizontal direction.

The position of the dipole trap can then be located by simply dropping the cloud after the RF evaporation and turning on the dipole trap light during the time of flight. As shown in figure 7.5 (a) a small stripe occurs during the time of flight. This is indicated by the white arrow. Increasing the time of flight, trapped atoms in the dipole trap become more obvious, as the cloud has dropped below the dipole trap, and we are left with some atoms being trapped in the dipole trap. With some atoms being present in the dipole trap, we are in a good position to optimise the load into the dipole trap and align it precisely.

## Alignment of the dipole trap

The dipole trap should be positioned with respect to the field zero. For this purpose we vary the horizontal and vertical control screw position of the last mirror of the dipole trap beam, before it enters the glass cell. In figure 7.6 (a) the horizontal position is varied and the loaded atom number in the dipole trap is recorded. When the dipole trap hits the quadrupole trap field zero, all the atoms are lost (Technically speaking we need to know the quadrupole field zero in the vertical direction in order to see it in the horizontal scan). At the field zero the spin is flipped and the atoms get transferred into a nontrappable state. Equally in figure 7.6 (b) the vertical position of the dipole trap is varied, again when the dipole trap hits the quadrupole field zero, the atoms are lost. This is an excellent method to exactly know the position of the dipole trap with respect to the field zero of the quadrupole trap. The mirror position can be converted into a distance. For this purpose we record the horizontal position of the dipole trap at the short time of flight ( 2 ms ) on the CCD camera. Another method to find the field zero of the quadrupole trap is to use a vertical bias field. For this purpose we use our vertical shim field [see inset of figure $7.6(\mathrm{~d})$ ] and we are able to produce a large enough field to shift the field zero of the quadrupole trap vertically by several beam waists. The results are shown in figure 7.6 (d) and the grey shaded zone indicates the field zero.

Aligning a crossed dipole trap is a bit more difficult, as we have to ensure that both dipole trap beams have to intersect in the horizontal and vertical plane. For this purpose we are fortunate to use vertical absorption imaging. The results of this are shown in figure 7.7 , where a) shows the dipole trap of beam 2, and b) the dipole trap of beam 1. This beam is sent through the back of the glass prism, which is sitting in the mount and the white lines in figure 7.7 indicate the shadow that the prism mount forms. The images show some diffraction, this is probably due to the imaging not being in perfect focus with the atoms. In figure 7.7 (c),(d), we ramp down the axial confinement of the quadrupole trap down to zero within 50 ms , so that the atoms can escape along the beam of the dipole trap. From these images, we can determine that our dipole trap crosses with an angle of $75(2)^{\circ}$.


Figure 7.6: Alignment of the dipole trap. a) The physical alignment of the dipole trap is done by adjusting the horizontal mirror control screw position, which sends the trap into the science cell. a) Horizontal scan across the dipole trap. The dip in the curve shows position of the quadrupole trap field zero. b) Scan of the vertical mirror control screw position. c) Calibration of the vertical scan mirror by imaging the vertical centre of the cloud at 2 ms time of flight. d) Vertical scan to find the quadrupole trap minimum by shifting the quadrupole trap centre using the vertical shim coils. The inset shows the science coil mount with the vertical shim coils (pink) which can produce $7.3 \mathrm{GA}^{-1}$.


Figure 7.7: Aligning a crossed dipole trap. a) Shows the vertical image of the dipole trap produced by beam 2. b) Vertical image of beam 1. c),d) By ramping down the quadrupole trap, the axial confinement is decreased and the atoms spread along the beam (beam 2/beam 1). From c) and d) we can determine the position of the waist (marked by the white arrow). Note in d) the waist was deliberately set to be midway between the field zero of the quadrupole trap and the surface.


Figure 7.8: Radial trap frequency measurement. a) The intensity modulation of the beam shows the 1st and 2nd harmonic of the trap frequency in the temperature, as heating occurs at the trap frequency. Two gaussian fits have been added to extract the centre of the peak. The first harmonic can be found at $227(3) \mathrm{Hz}$ and the second at $454(2) \mathrm{Hz}$. b) Trap frequency can also be seen in the loss of atom number when the intensity is modulated. From the gaussian fits that have been added, we extract a frequency of $240(5) \mathrm{Hz}$ for the first harmonic and 450 Hz for the second harmonic.

### 7.2.2 Trap frequencies in a hybrid trap

In order to characterise our hybrid dipole trap, we measure the trap frequencies. For this purpose, we first reduce the depth of the dipole trap by ramping the intensity down by a factor of four. This leads to evaporation and we are left with a cloud of $2.0(1) \mu \mathrm{K}$ in a trap with a calculated trap depth of $18 \mu \mathrm{~K}$ and a predicted radial trap frequency of 220 Hz radially and the axial trap frequency remains 30 Hz . The radial trap frequency can be measured by modulation of the dipole trap intensity. When the dipole beam intensity modulation is resonant with the trap frequency, atoms are lost from the trap and the temperature increases significantly. The strength of the modulation has to be tailored slightly, as too much intensity modulation will broaden the resonance region around the trap frequency. If the modulation is too small, the effect of the loss of atoms might not been seen. We employ a modulation of $50 \%$ for a duration of 3 s . The result is shown in figure 7.8, in (a) we can see the increase in temperature if the trap is modulated at the trap frequency. Next to the first harmonic, we are also able to see the second harmonic at twice the frequency. In order to find the centre of the peak, we use a gaussian function, however this has no physical meaning. We found


Figure 7.9: Axial trap frequency measurement. a) The axial trap frequency measurement is accomplished by shifting the cloud along the potential using a pair of shim coils in the horizontal plane. The axial trap frequency measurement shows strong damping. b) Shows the potential of the hybrid trap (black line) and a harmonic fit (red line).
the radial trap frequency to be $227(3) \mathrm{Hz}$, which is what we expect from the simulation. In figure 7.8 (b) the atom number is shown as a function of modulation frequency, and we see a reduction in atom number at the first and second harmonic of the trap frequency. From the plot we can also extract a radial trap frequency, however as the peaks are broader, the result is not as accurate as from the parametric heating plot in figure 7.8 (a).

In order to measure the axial trap frequency we deflect the cloud along along the beam using a pair of shim coils in the horizontal plane. We then hold the cloud for a variable length of time and monitor the horizontal trap centre at 2 ms time of flight. In figure 7.9 (a) the horizontal centre of the cloud is shown as a function of hold time after the cloud has been deflected. The cloud oscillates following a sinusoidal function, however we also see a strong damping. When fitting the data points in figure 7.9 (a) with a function of the form

$$
\begin{equation*}
N=y_{0}+A_{1} \exp \left[-\frac{x}{t_{0}} \sin \left(2 \pi \frac{x-x_{0}}{w}\right)\right], \tag{7.17}
\end{equation*}
$$

where $y_{0}$ and $x_{0}$ are offsets in the $x$ and $y$ direction, $A_{1}$ is a scaling factor, $t_{0}$ the time constant of the damping and $w$ the width of the sinusoidal function. From the fit, we find a period of $104(2) \mathrm{ms}$, which corresponds to a trap frequency of $9.6(5) \mathrm{Hz}$. From the calculation of the potential, we expect a trap frequency of 30 Hz . The measured trap frequency does not agree with this prediction. In figure $7.9(\mathrm{~b})$ a cross section of the potential in the $x-z$
plane (black line) is shown. A parabolic fit has been added to the potential (red line) and we find that the trap is only harmonic over a region of $\pm 50 \mu \mathrm{~m}$. Beyond this distance the trap is mainly dominated by the linear potential of the quadrupole trap. If we compare our deflection in figure 7.9 (a) with the potential curve in figure 7.9 (b) we can see that we deflect well beyond the harmonic part of the potential. This probably leads to the strong damping in the trap frequency measurement.

### 7.2.3 Lifetimes of the two Rb isotopes in a hybrid trap

For comparison between the two rubidium isotopes, we load ${ }^{87} \mathrm{Rb}$ in the hybrid trap and vary the hold time before we image the cloud. In figure 7.10 (b) the atom number in the hybrid trap is shown as a function of hold time. The curve shows an initial fast drop in the atom number within the first 5 s . This loss can be associated with evaporation as the atoms reach equilibrium with the trap. In fact in figure 7.10 (d) we see that the temperature drops rapidly in the first 5 s and then stays roughly constant, as the cloud has reached equilibrium. We can therefore use a triple-exponential fit in figure 7.10 (a) of the form

$$
\begin{equation*}
N=A_{1} \exp \left(-\frac{t}{\tau_{1}}\right)+A_{2} \exp \left(-\frac{t}{\tau_{2}}\right)+A_{3} \exp \left(-\frac{t}{\tau_{3}}\right) \tag{7.18}
\end{equation*}
$$

where $\tau_{1}$ is the time constant of the initial rapid atom loss due to the evaporation. For ${ }^{85} \mathrm{Rb}$ the $\tau_{2}$ corresponds to inelastic decay which is not present in ${ }^{87} \mathrm{Rb}$. The life time in the trap due to the background is $\tau_{3}$. For ${ }^{87} \mathrm{Rb}$ we find a life time of $173(12) \mathrm{s}$. We can compare this with the load of ${ }^{85} \mathrm{Rb}$ in a hybrid trap. The used trapping potential is identical and we find that the life time for ${ }^{85} \mathrm{Rb}$ is shorter and of the order of $60(5) \mathrm{s}$, as shown in figure 7.10 (a). Looking at the temperature we see that there is also a fast initial evaporation. The noise in figure 7.10 (c) is associated with low optical depths which lead to noise in the fitting of the cloud.

In table 7.2 we summarise the lifetimes for both rubidium isotopes in a single beam dipole trap. In case of ${ }^{87} \mathrm{Rb}$ we find a background life time of $173(11) \mathrm{s}$. This is in agreement with the measurement in the quadrupole


Figure 7.10: Lifetimes of the two rubidium isotopes in a hybrid trap. a) Shows the life time of a sample of ${ }^{85} \mathrm{Rb}$ which has been loaded into the single beam dipole trap. A triple exponential decay was added to extract the life time which is $60(8) \mathrm{s}$. However there is initially a rapid loss present in the trap. b) Shows the life time of a ${ }^{87} \mathrm{Rb}$ cloud. A double exponential fit gives a life time of $173(12) \mathrm{s}$. c) Temperature as function of hold time, the cloud is in equilibrium after 3 s . d) Temperature as a function of hold time for ${ }^{87} \mathrm{Rb}$. The fits in a) and b) where constrained to zero, whilst in c) and d) a line was added to guide the eye.

|  | $\tau_{1}$ | $\tau_{2}$ | $\tau_{3}$ |
| :---: | :---: | :---: | :---: |
| ${ }^{87} \mathrm{Rb}$ | $1.5(4) \mathrm{s}$ | - | $173(11) \mathrm{s}$ |
| ${ }^{85} \mathrm{Rb}$ | $0.4(1) \mathrm{s}$ | $4.5(5) \mathrm{s}$ | $60(8) \mathrm{s}$ |

Table 7.2: Summary of the lifetimes in a single beam dipole trap for ${ }^{85} \mathrm{Rb}$ and ${ }^{87} \mathrm{Rb}$.


Figure 7.11: Evolution of the temperature and density after loading the dipole trap. a) Temperature after loading the dipole trap. The black squares are for a $30 \mu \mathrm{~K}$ after the RF-evaporation, the red circles for a $50 \mu \mathrm{~K}$ cloud. The blue open circles use a $30 \mu \mathrm{~K}$ cold cloud, but the beam power for the trap is reduced by a factor of two compared to the red circles and black squares. b) Density after loading the dipole trap.
trap in figure 4.1 in chapter 4. For ${ }^{85} \mathrm{Rb}$ the fit includes one additional term, given by the time constant $\tau_{2}$ which describes inelastic decay. These inelastic decays are dipolar relaxation and three-body recombination. In the dipolar relaxation mechanism two atoms collide and change spin state. In the three-body recombination process atoms three atoms collide and two of those form a molecule. The study of these two loss mechanisms near the Feshbach resonance in the $F=2, m_{F}=-2$ - state is presented in [32]. However the strength of the loss mechanisms are not known at low magnetic fields or even at zero magnetic fields and we are planning to investigate those in the near future. From table 7.2 we would expect the lifetimes due to the background to be identical for both rubidium isotopes. However we find a shorter life time for ${ }^{85} \mathrm{Rb}$, which we believe is due to the two and three-body losses.

In figure 7.11 (a) we study the time the atoms take to equilibrate in the trap. The red circles are for a cloud which has a temperature of $50 \mu \mathrm{~K}$ after the RF evaporation in the magnetic trap. We fit an exponential decay to the data and find a time constant of 1 s and a temperature of $7.2(1) \mu \mathrm{K}$. These values are similar, if we use a $30 \mu \mathrm{~K}$ cloud to load it in the same dipole trap (black squares). We find a time constant of $7.0(1) \mu \mathrm{K}$ and an equilibrium temperature of $7.0(1) \mu \mathrm{K}$. The blue open circles represent a cloud of $30 \mu \mathrm{~K}$, however this dipole trap had only half the beam power compared to the two
previous data sets. The fit gives a time constant of $1.1(2) \mathrm{s}$ and the atoms reach equilibrium with the trap at a temperature of 3.8(1) $\mu$ K. From these three measurements we find that the loading of the dipole trap is similar, even if we use different temperature clouds after the RF-evaporation. The time to equilibrate in the trap seems to be independent of the temperature, and loading into a lower trap depth does not affect it either. In figure 7.11 (b) the densities in the trap are shown, revealing that it does not change for the two different temperature clouds. In order to understand the loading of the dipole trap further and determine the losses present for ${ }^{85} \mathrm{Rb}$ we will have to study the density for different trap geometries.

### 7.2.4 Evaporation in a hybrid trap: ${ }^{87} \mathrm{Rb}$

Forced evaporation in a hybrid trap can be achieved by lowering the dipole beam intensity. This allows the high-energy atoms to escape and therefore the temperature of the cloud is lowered. After loading the dipole trap, we ramp the dipole trap intensity to a quarter of its initial value, i.e. reducing the trap depth by a factor of four. This process decreases the radial trap frequency by a factor of two, however the axial trap frequency is maintained by the quadrupole trap potential. In figure 7.12 the time of the first evaporation stage in the dipole trap was varied and the atom number (a), phase-space density (b) and the temperature (c) were recorded. It is obvious from figure 7.12 (b) and (c) that for longer ramps of the dipole trap beam power the temperature is lowered and the phase-space density is increased. However this is done on the expense of the atom number. Therefore a useful parameter of the evaporation to consider is the efficiency $\gamma$, which is given in equation 7.1. In figure 7.12 (d) $\gamma$ is shown for the first stage of evaporation in the dipole trap. A line to guide the eye was added to the data, and a maximum evaporation efficiency is given for a ramp time of $5.8(1) \mathrm{s}$. Originally when the dipole trap is loaded we find a phase-space density of the order of $10^{-3}$ and the first stage of evaporation increases the phase-space density to $10^{-2}$. We typically load $3 \times 10^{6}$ atoms in the dipole trap at an equilibirum temperature of $6.1(2) \mu \mathrm{K}$.

In order to increase the phase-space density further we continue the forced


Figure 7.12: Optimisation of the first cooling stage in the dipole trap. The dipole beam intensity is ramped to a quarter of the initial intensity. The time of the linear ramp is varied and the atomic cloud is imaged. a) Shows the atom number as a function of the length of the intensity ramp. b) Phasespace density of the cloud after the first intensity ramp. c) Shows the decrease in temperature when the intensity is ramped down. d) Efficiency parameter $\gamma$ as a function of ramp time, showing a peak at $5.8(1) \mathrm{s} . \mathrm{b})$-d) A line was added to guide the eye.


Figure 7.13: Optimisation of the second cooling stage in the dipole trap. The intensity is yet quartered another time. a) Atom number as a function of ramp time of the second cooling stage. b) Phase-space density and c) temperature as a function of ramp time. d) The efficiency parameter $\gamma$ as a function of ramp time shows a peak around 4 s . Lines were added to the graphs to guide the eye.
evaporation by lowering the dipole trap further. In the second stage of evaporation in the dipole trap the beam intensity is yet again decreased by a factor of four and the time of the evaporation ramp is varied. The results are shown in figure 7.13 (a)-(d). The second stage increases the phase-space density by another order of magnitude. Evaluating the efficiency of the evaporation in figure 7.13 (d) we find an optimum ramp time of $3.8(1) \mathrm{s}$. In order to reach the transition to BEC we lower the dipole trap beam intensity again. The last stage of evaporation takes 2 s and at a temperature of 146(6) nK, we see the transition to BEC with $4.3(3) \times 10^{5}$ atoms being present.

A summary of the evaporation in the single beam dipole trap potential is shown in figure 7.14 (a). The first stage of evaporation in the quadrupole trap increases the phase-space density to $10^{-4}$. Fitting the evaporation in the quadrupole trap, we find an efficiency of 3.05(1). During the load of the dipole trap the phase-space density reaches $10^{-3}$ and the trajectory of the evaporation in the dipole trap has an efficiency of 2.2(1).

The signature of the condensate is visible for long time of flights, when the vertical width is larger than the horizontal width. Therefore in figure 7.14 (b) we show the ratio of the horizontal and vertical size of the cloud for different time of flights. For short time of flights the cloud appears to be elongated in the horizontal direction, however for increasing time of flight the cloud is elongated in the vertical direction. This effect was named anisotropic expansion and has been studied theoretically by Castin and Dum [144]. Employing mean field theory it is shown that the condensate size in a time dependent trap can be described by a set of differential equations.

$$
\begin{equation*}
R_{j}(t)=\lambda_{j}(t) R_{j}(0) \tag{7.19}
\end{equation*}
$$

where $\lambda_{j}(t)$ is the scaling factor, which relates the size of the condensate $R_{j}(t)$. The three differential equations are

$$
\begin{equation*}
\ddot{\lambda_{j}}=\frac{\omega_{j}^{2}(0)}{\lambda_{j} \lambda_{1} \lambda_{2} \lambda_{3}}-\omega_{j}^{2}(t) \lambda_{j}, \tag{7.20}
\end{equation*}
$$

and can be solved numerically. For the fit in figure 7.14 (a) we use a radial trap frequency of 50 Hz and axial trap frequency of 30 Hz . From the measured


Figure 7.14: Summary of the evaporation of ${ }^{87} \mathrm{Rb}$ in a single beam dipole trap. a) Shows the phase space density as a function of atom number. The plot includes the RF-evaporation which has an efficiency of $3.05(1)$ and the evaporation in the dipole trap which has an efficiency of $2.2(1)$. The efficiencies were extracted from linear fits which were made to the data. b) Anisotropic expansion of the condensate out of the hybrid trap. The ratio between horizontal and vertical width is shown as a function of time of flight after the condensate has been released out of the trap. A fit was added according to equation 7.20 where a radial frequency of 50 Hz and a axial frequency of 30 Hz was used.
trap frequencies we expect $55(1) \mathrm{Hz}$. In the axial direction we expect a trap frequency of 30 Hz , so the measurement of the anisotropic expansion agrees reasonably well. The transition temperature of the condensate is well defined in the thermodynamic limit. The temperature dependence of the condensate below the critical temperature $T<T_{c}$ is given as [105]

$$
\begin{equation*}
\frac{N_{0}}{N}=1-\left(\frac{T}{T_{c}}\right)^{3} \tag{7.21}
\end{equation*}
$$

In figure 7.15 (a) the experimental data is shown and the insets show a condensate (b), a bimodal distribution (c) and a thermal cloud in (d). Next to the inset we show the fitting data. For the thermal cloud we use a single gaussian fit to extract the width, whilst for the bimodal distribution we use a double gaussian fit. For the condensate we use a two component fit, where the condensate is fitted with a Thomas-Fermi distribution.

The data points in figure 7.15 (a) do not exactly agree with the theory line (red) given by equation 7.21. There are several problems with the measurement. Firstly it requires a very reproducible production of a condensate. We


Figure 7.15: Condensate fraction as a function of $T / T_{c}$. a) Experimental data points (black squares) and the theory line given by equation 7.21 . b)d) Absorption image of a condensate with a condensate fraction of $70 \%(\mathrm{~b})$, $50 \%$ (c) and a thermal cloud just before the transition to degeneracy (d).
believe although we stabilise the power in the dipole trap, we still have to face fluctuations in the power of the dipole trap due to polarisation drifts of the dipole trap laser. Secondly there is probably a large error in the imaging of the cloud. During the analysis, we found that optical depths were as high as 2.6 , which is not ideal. This could explain why we could only see condensate with a condensate fraction of 0.7.

### 7.3 Crossed beam dipole trap potential

The crossed dipole beam consists of two beams, each having a beam waist of $58 \mu \mathrm{~m}$ and a power of 2.5 W , being placed one beam waist below the quadrupole trap field zero and intersecting at an angle of $75^{\circ}$. One has to distinguish between two different potentials. In figure 7.16 (a) a cross section of the potential in the $x-y$ plane is shown. This potential still has some additional confinement because of the quadrupole trap being still present at a field gradient of $29.3 \mathrm{Gcm}^{-1}$ axially, which is just below gravity. For a pure optical crossed dipole trap, this quadrupole gradient is not present, as shown in figure 7.16 (b). The dipole trap is only formed by the intersection of the two beams, and the trapping volume is considerably smaller compared to the case when the quadrupole gradient is present.


Figure 7.16: Cross sections of the crossed dipole trap potential. a) The potential of two dipole trap beams each has a waist of $58 \mu \mathrm{~m}$ and is placed one beam waist below the quadrupole trap field zero. The quadrupole trap gradient was still kept on at an axial field gradient of $29.3 \mathrm{Gcm}^{-1}$. b) Potential as in a), but there is no quadrupole trap field gradient present. c) Cross section of the dipole trap, above the dashed line the linear potential created by the quadrupole trap is present. d) Cross section of the crossed dipole trap without any magnetic confinement.

### 7.3.1 Loading a crossed dipole trap of ${ }^{87} \mathrm{Rb}$

In order to study the loading of the crossed dipole trap as a function of temperature of the atoms of the cloud, three different clouds are prepared. The RF-sweep in the quadrupole trap for ${ }^{87} \mathrm{Rb}$ starts at a frequency of 60 MHz , and varying the final frequency between $10-6 \mathrm{MHz}$, allows us to prepare clouds between $50 \mu \mathrm{~K}$ and $30 \mu \mathrm{~K}$. In figure 7.17 we vary the time of the RF sweep in the quadrupole trap. The black squares correspond to a temperature of $50 \mu \mathrm{~K}$, the red circles to a temperature of $40 \mu \mathrm{~K}$ and the blue triangles to $30 \mu \mathrm{~K}$. In figure 7.17 (d) we measure the life time of the cloud after the RF evaporation in the quadrupole trap. The life time decreases, if the cloud is colder and this might influence the time of the transfer of the atoms into the dipole trap.

In order to establish the optimum conditions for loading the crossed beam dipole trap, we load the three different temperature clouds into the dipole trap by ramping down the quadrupole trap gradient from $180 \mathrm{Gcm}^{-1}$ to $29.3 \mathrm{G} \mathrm{cm}^{-1}$ in a variable amount of time. In figure 7.18 (a) the transfer efficiency into the dipole trap is shown for different ramp times of the quadrupole trap. Comparing the data, we find, that for colder clouds, the ramp time should be around 2 s (red circles and blue triangles) to achieve a maximum transfer efficiency in the dipole trap. In contrast for the $50 \mu \mathrm{~K}$ cloud the efficiency is higher for a longer ramp time of the quadrupole trap gradient ( 4 s ). This can be associated with the life time of the cloud after the RFevaporation in the quadrupole trap. For temperatures of $30-40 \mu \mathrm{~K}$, the life time is significantly shorter (15(5) s for $40 \mu \mathrm{~K}$ and $8(3) \mathrm{s}$ for $30 \mu \mathrm{~K})$, therefore a rather fast transfer into the dipole trap is advantageous. But another important aspect of the transfer is the achievable phase-space density. In figure 7.18 (b) the phase-space density in the dipole trap is shown for the different temperature clouds, varying the ramp time of the quadrupole trap. The phase-space density is calculated using the trap frequencies measured in figure 7.19. However these trap frequencies are only the frequencies of the potential shown in figure 7.16 (d). Nevertheless it is possible for a crossed trap with the magnetic field gradient present [as shown in figure 7.16 (c)], that atoms are trapped above the dashed line. Experimentally we find the opti-


Figure 7.17: Preparation of cloud of different temperatures after the RFevaporation. a) Shows the atom number as a function of RF sweep time for three different RF-evaporation ramps. The black squares are for an evaporation ramp starting at 60 MHz and ending at 10 MHz , red circles are for a ramp between $60-8 \mathrm{MHz}$ and blue triangles for a ramp between $60-6 \mathrm{MHz}$. b) Temperature of the clouds after the RF-evaporation, the black squares represent a temperature of $50 \mu \mathrm{~K}$, the red circles a temperature of $40 \mu \mathrm{~K}$ and the blue triangles $30 \mu \mathrm{~K}$. c) Shows the phase space density as a function of RF sweep time. d) The life time of the atomic clouds after the stage of RF-evaporation. For colder atoms the life time is shorter. Double exponential fits give lifetimes of $58(10) \mathrm{s}$ for the black squares, $15(5) \mathrm{s}$ for the red circles and 8(3) s for the blue triangles.


Figure 7.18: Loading of ${ }^{87} \mathrm{Rb}$ into the crossed dipole trap. After the RFevaporation at a quadrupole gradient of $180 \mathrm{G} \mathrm{cm}^{-1}$, the quadrupole gradient is ramped just below gravity to load the dipole trap. a) Shows the transfer efficiency in the dipole trap as a function of the ramp time of the quadrupole trap for different temperatures of the cloud. The black squares are for an cloud which is has a temperature of $50 \mu \mathrm{~K}$ prior to loading the dipole trap, the red circles are for $40 \mu \mathrm{~K}$ and the blue triangles for a cloud of $30 \mu \mathrm{~K}$. b) Phase-space density as a function of ramp time.
mum conditions to use a $30 \mu \mathrm{~K}$ after the RF evaporation and transfer it into the dipole trap by ramping the quadrupole trap gradient from $180 \mathrm{Gcm}^{-1}$ to $29.3 \mathrm{Gcm}^{-1}$ in 1 s .

### 7.3.2 Trap frequencies in a crossed dipole trap

The radial trap frequencies in the crossed dipole trap are measured by simultaneously modulating the intensity of the dipole trap. For this experiment, the dipole trap is loaded by ramping down the quadrupole trap gradient within 1 s . The cloud is held for 5 s , before the intensity of both beams is ramped down to a quarter, i.e. each beam has a beam power of 625 mW . The modulation of the intensity of the beams is done for 3 s and the modulation amplitude is $25 \%$. The cloud is released from the trap by switching off the gradient and the dipole trap beams at the same time. The parametric heating of the cloud is shown in figure 7.19 (a), showing an increase in temperature at the first harmonic and second harmonic of the trap frequency. The centre of the first harmonic is at $178(3) \mathrm{Hz}$ and the second harmonic at $371(3) \mathrm{Hz}$. In figure 7.19 (b) we see the atom loss out of the trap, when the intensity is modulated at the trap frequency. From the calculation we expect a trap


Figure 7.19: Radial trap frequencies of the crossed dipole trap. A sample of ${ }^{87} \mathrm{Rb}$ atoms was held in the dipole trap after the dipole trap had been loaded and the intensity of the beams was ramped down to a quarter. The beam intensities were modulated simultaneously. a) Shows the temperature as a function of modulation frequency, showing two clear peaks, the first and second harmonic of the trap frequencies. The trap frequencies were extracted by fitting a gaussian function to the data and give 178(3) Hz for the first harmonic and $371(3) \mathrm{Hz}$ for the second harmonic. b) Atom number as a function of the modulation frequency, at the first and second harmonic of the trap frequency the atoms are lost. From the gaussian fit the first harmonic appears at $165(6) \mathrm{Hz}$ and the second harmonic at $365(6) \mathrm{Hz}$.


Figure 7.20: Anisotropic expansion of a ${ }^{87} \mathrm{Rb}$ BEC from the crossed dipole trap. a) Shows the expansion of the thermal cloud, the ratio between the horizontal and vertical size of the cloud converges towards one for long time of flights. b) Expansion of the condensate for different time of flights. The ratio between horizontal and vertical size of the cloud shows that for long time of flight the condensate is elongated in the vertical direction. A fit according to equation 7.20 has been added which uses trap frequencies of 220 Hz radially and 99 Hz axially.
frequency of 200 Hz along the $x$-direction and 253 Hz along the $y$-direction. These frequencies are not equal since the beams cross at an angle of $75^{\circ}$. For the trap frequency along the $z$-direction we expect 309 Hz .

### 7.3.3 $\quad$ BEC of ${ }^{87} \mathrm{Rb}$ in a crossed dipole trap

Evaporation in the crossed dipole trap is done by simultaneously decreasing the intensity of both beams. For this purpose the first dipole trap intensity ramp is done in 7.5 s and the intensity is quartered. Adding a second stage of evaporation with a duration of 5 s we half the intensity yet another time, as this point there are 313 mW in each beam. Holding the sample for 500 ms after these two stages of evaporation shows an onset of BEC. To evaporate further and get pure condensate we ramp the intensity further to a final beam power of 220 mW in 2.5 s . The cloud is then released from the trap by turning of the magnetic field gradient and both dipole trap beams at the same time.

The time of flight is varied and the widths of the clouds in the horizontal and vertical direction are recorded. In figure 7.20 the ratio between horizontal
and vertical widths is plot for a thermal cloud (a) and the condensate (b). The thermal cloud in (a) expands and reaches an aspect ratio of one, after time of flights longer than 25 ms . A fit according to equation 7.20 has been added to the data, using trap frequencies of 220 Hz radially and 99 Hz axially. Comparing those frequencies to the theoretical calculations is rather difficult, as the dipole trap beams cross at an angle of $75^{\circ}$. The anisotropic expansion of the condensate is shown in figure 7.20 (b). The data points for time of flights up to 14 ms do not agree well with the theory line, which is due to high optical depths at these short time of flights, which should have been taken with a detuning of the probe beam.

### 7.3.4 Crossed dipole trap of ${ }^{85} \mathrm{Rb}$

In this section we study the loading of ${ }^{85} \mathrm{Rb}$ in a crossed dipole trap. We are using exactly the same trap parameters for the crossed dipole trap with the axial confinement, as we have when loading ${ }^{87} \mathrm{Rb}$. These studies will hopefully help us in the future to design an appropriate dipole trap for ${ }^{85} \mathrm{Rb}$ to evaporate towards degeneracy. For ${ }^{85} \mathrm{Rb}$ the RF-evaporation in the quadrupole trap has to be refined, therefore in figure 7.22 three different temperature clouds are prepared by varying the end frequency of the RF-sweep. For ${ }^{85} \mathrm{Rb}$, we find the edge of the cloud for the RF-sweep at 25 MHz , which corresponds to a truncation parameter of $\eta=7.6$. In figure 7.21 (a), the atom number after the RF sweep is shown as a function of RF sweep time and the black squares correspond to a cloud with a temperature of $70 \mu \mathrm{~K}$, the red circles to $50 \mu \mathrm{~K}$ and the blue triangles to a cloud with $30 \mu \mathrm{~K}$. After the RF evaporation we find the $30 \mu \mathrm{~K}$ cloud to have the highest phase-space density as shown in figure 7.21 (c). In order to measure the life time, we hold the cloud in the $180 \mathrm{Gcm}^{-1}$ trap and measure the life time for the different temperature clouds. As before, we find shorter lifetimes for the colder clouds, at $30 \mu \mathrm{~K}$, the life time for the cloud is $25(5) \mathrm{s}$. This life time is longer than for ${ }^{87} \mathrm{Rb}$ as the Majorana losses are less (se figure 2.4).

In order to load the dipole trap, we ramp the gradient from $180 \mathrm{Gcm}^{-1}$ to $22.5 \mathrm{G} \mathrm{cm}^{-1}$ in a variable amount of time and record the transfer of atoms into the dipole trap. In figure 7.22 (a) we find the transfer efficiency to be


Figure 7.21: Preparation of ${ }^{85} \mathrm{Rb}$ cloud of different temperatures after the RF-evaporation. a) Shows the atom number as a function of RF sweep time for three different RF-evaporation ramps. The black squares are for an evaporation ramp starting at 25 MHz and ending at 4.5 MHz , red circles are for a ramp between $25-3.25 \mathrm{MHz}$ and blue triangles for a ramp between $25-2 \mathrm{MHz} . \mathrm{b})$ Temperature of the clouds after the RF-evaporation, the black squares are for a temperature of $70 \mu \mathrm{~K}$, the red circles for a temperature of $50 \mu \mathrm{~K}$ and the blue triangles for $30 \mu \mathrm{~K}$. c) Shows the phase space density as a function of RF sweep time. d) The life time of the atomic clouds after the stage of RF-evaporation which lead to the three different temperatures. For colder atoms the life time is shorter. Double exponential fits give lifetimes of $45(5)$ s for the black squares, $51(10)$ s for the red circles and $25(5) \mathrm{s}$ for the blue triangles.


Figure 7.22: Loading of ${ }^{85} \mathrm{Rb}$ into the crossed dipole trap. After the RFevaporation at a quadrupole gradient of $180 \mathrm{Gcm}^{-1}$, the quadrupole gradient is ramped just below gravity to load the dipole trap. a) Shows the transfer efficiency in the dipole trap as a function of the ramp time of the quadrupole trap for different temperatures of the cloud. The black squares are for an cloud which is has a temperature of $70 \mu \mathrm{~K}$ prior to loading the dipole trap, the red circles are for $50 \mu \mathrm{~K}$ and the blue triangles for a cloud of $30 \mu \mathrm{~K}$. b) Phase-space density as a function of quadrupole trap ramp time.
highest for a $30 \mu \mathrm{~K}$ cloud (blue triangles). The phase-space density in the dipole trap is shown in figure 7.22 (b). Again the phase-space density is calculated using the measured trap frequencies. Experimentally we find the optimum conditions by transferring at $30 \mu \mathrm{~K}$ cold cloud into the dipole trap using a quadrupole trap ramp length of 1.5 s .

### 7.3.5 Lifetimes in the crossed dipole trap

We measure the life time of both rubidium isotopes in the crossed dipole trap with the axial confinement present, by holding the cloud for a variable amount of time. We then turn off both beams and the magnetic field gradient simultaneously and image the cloud. In figure 7.23 (a) the number of atoms in the trap is shown for ${ }^{85} \mathrm{Rb}$. There is a short initial decay, which we associated with evaporation straight after the loading of the dipole trap. However we find that $2 / 3$ of the atoms are lost during the first 5 s and so far we have not identified which loss mechanism causes this rapid decay in atom number. Comparing it with the ${ }^{87} \mathrm{Rb}$ [as shown in figure 7.23 (b)] we find that the first decay only reduces the atom number by $1 / 3$.


Figure 7.23: Lifetimes of the two rubidium isotopes in a crossed dipole trap. a) Shows the life time of a sample of ${ }^{85} \mathrm{Rb}$ which has been loaded into a crossed beam dipole trap. A triple exponential decay was added to extract the life time which is $20(8) \mathrm{s}$. However there is initially a rapid loss present in the trap. b) Shows the life time of a ${ }^{87} \mathrm{Rb}$ cloud. A double exponential fit gives a life time of 176(29) s.


Figure 7.24: Density in the dipole trap for ${ }^{85} \mathrm{Rb}$. a) Density during the life time measurement for a single beam dipole trap. b) Density in the dipole trap during the life time measurement for a crossed beam dipole trap. The density is factor of ten higher in the crossed beam trap.

|  | $\tau_{1}$ | $\tau_{2}$ | $\tau_{3}$ |
| :---: | :---: | :---: | :---: |
| ${ }^{87} \mathrm{Rb}$ | $1.4(6) \mathrm{s}$ | - | $176(29) \mathrm{s}$ |
| ${ }^{85} \mathrm{Rb}$ | $1.0(5) \mathrm{s}$ | $1.9(5) \mathrm{s}$ | $20(8) \mathrm{s}$ |

Table 7.3: Summary of the lifetimes in a crossed beam dipole trap for ${ }^{85} \mathrm{Rb}$ and ${ }^{87} \mathrm{Rb}$.

In figure 7.24 we show the density for ${ }^{85} \mathrm{Rb}$ in a single beam dipole trap (a) and a crossed beam dipole trap (b). The trap frequency in the axial direction is much higher in the crossed beam trap, hence the density is an order of magnitude larger in the crossed beam trap. In order to compare the rubidium isotopes in the crossed dipole trap, we summarise in table 7.3 the lifetimes. We find that for ${ }^{87} \mathrm{Rb}$ the due to the initial evaporation and due to the background comparable to the ones for a single beam dipole trap (see table 7.2). However for ${ }^{85} \mathrm{Rb}$ we see a difference in the life time due to the elastic decay and the background. We think this could be due to the two and three-body losses, as the two body loss scales linear with density and the three body loss scales with the density squared.

### 7.4 Summary

In this chapter we have studied the evaporative cooling of the two rubidium isotopes in a magnetic quadrupole trap. Tailoring the RF-sweep clouds of different temperatures were produced and the life time in the quadrupole trap was measured. The load of a single beam dipole trap has been studied using ${ }^{87} \mathrm{Rb}$ where the axial confinement was given by the quadrupole trap. This hybrid trap was characterised by measuring the trap frequencies. It was shown that after optimising the evaporation in the single beam dipole trap, we can reach quantum degeneracy of ${ }^{87} \mathrm{Rb}$ in this trap. The lifetimes of both rubidium isotopes were measured in the hybrid trap showing that ${ }^{85} \mathrm{Rb}$ has a significantly shorter life time in the dipole trap.

Setting up a crossed dipole trap, the transfer efficiency was studied for different temperature clouds, varying the speed of the loading of the dipole trap. The results of this analysis show similar behavior for both isotopes, generally
colder clouds are transferred more efficiently and the phase-space density in the dipole trap is higher. In the crossed dipole trap with the axial confinement still present, trap frequencies were measured. The setup is capable of producing condensates of ${ }^{87} \mathrm{Rb}$. The life time in the crossed dipole trap was measured, yet again, ${ }^{85} \mathrm{Rb}$ shows a shorter life time, in fact within the first $5 \mathrm{~s} 2 / 3$ of the atoms loaded in the dipole trap are lost.

## Chapter 8

## Conclusions and outlook

This thesis has presented my work on ultracold gases of ${ }^{85} \mathrm{Rb}$ and ${ }^{87} \mathrm{Rb}$. The third chapter describes the apparatus that I have constructed and built during my PhD time in Durham. We tried to create an apparatus as robust and versatile as possible. The description of the individual components, such as the MOT chamber or the laser cooling setup, is presented in great detail so it can be reproduced in other quantum gas experiments. The initial characterisation of the apparatus is described in the fourth chapter. These measurements were performed directly after the vacuum system had been installed on the optical bench, preparing atomic gases which are magnetically transported along the vacuum system.

The magnetic transport on a motorised translation stage is presented in the fifth chapter. Our transport involves passing over an obstacle, a glass prism, which is half-way situated between MOT and science chamber. This chapter is followed by a chapter on the magnetic merging of two quadrupole traps. This idea was raised last year, when we were starting to feel the fear to condense ${ }^{85} \mathrm{Rb}$ on its own and developed this back-up plan which would allows us to sympathetically cool using ${ }^{87} \mathrm{Rb}$.

However our original plan is to condense ${ }^{85} \mathrm{Rb}$ in a large volume crossed dipole trap and evaporate to degeneracy in the vicinity of the Feshbach resonance. For this reason some initial results on loading a single beam dipole trap and a crossed beam dipole trap are presented in chapter 7. Initial work in the dipole trap was done using ${ }^{87} \mathrm{Rb}$, as it does not suffer from two-body losses
like ${ }^{85} \mathrm{Rb}$. We have demonstrated that our system is capable of producing condensates of ${ }^{87} \mathrm{Rb}$.

We think our biggest enemies in the direct evaporation of ${ }^{85} \mathrm{Rb}$ are the two and three-body loss rates, which scale with the density. Therefore we are aiming for a low density sample $\left(10^{10} \mathrm{~cm}^{-3}\right)$. This can be achieved by increasing the volume of the trap, i.e. increasing the waist. However this will reduce the trap depth (using the same laser power), which is not necessarily preferable. For the future we have several plans to achieve the direct cooling of ${ }^{85} \mathrm{Rb}$ in a dipole trap.

First we are replacing the ELS VersaDisk laser by an IPG fibre laser with a total output power of 15 W . This will hopefully solve all the stability issues we have had in our troubled past of dipole trapping. With this new laser we are capable of delivering 5 W at the trap and initial experiments are planned using a waist between $80-100 \mu \mathrm{~m}$ resulting in trap depths between $80-50 \mu \mathrm{~K}$. Preliminary experiments have shown that the density in a single beam dipole trap can be reduced by an order of magnitude from $10^{12} \mathrm{~cm}^{-3}$ to $10^{11} \mathrm{~cm}^{-3}$ by ramping the magnetic field gradient from $22.5 \mathrm{Gcm}^{-1}$ to $5 \mathrm{Gcm}^{-1}$. This did not affect the atom number and might be a route to drop the density in the sample. We could then use a second beam with an aspect ratio of $2: 1$ (horizontal/vertical width) to close the dipole trap and use the bias field in the vicinity of the Feshbach resonance to evaporate. However we would like to measure the loss rates for low magnetic field $(0-100 \mathrm{G})$, which would be an extension to the work of [32]. This should allow us to devise a strategy for the evaporation of ${ }^{85} \mathrm{Rb}$.

Another possibility would be to follow the route of sympathetic cooling which has been proven to generate ${ }^{85} \mathrm{Rb}$ condensates in the JILA experiment [64] and in the Canberra group [68]. For this route we can use the magnetic merging to create variable ratios of the two isotopes and study the evaporation initially in the magnetic quadrupole trap before transferring the sample into a dipole trap. From the life time measurements we know we can achieve temperatures of $30(5) \mu \mathrm{K}$ with $25(5) \mathrm{s}$ life time in the quadrupole trap. We think we can push the evaporation further and maybe achieve temperatures in the order of $15 \mu \mathrm{~K}$ and still be able to transfer $25 \%$ of the remaining atoms into the dipole trap. In the dipole trap the evaporation of the species does
depend on the two and three-body losses with respect to the magnetic field. Therefore the evaporation trajectory will have to be optimised to minimise losses.

Another approach we have considered is to use Raman-sideband cooling as it has done previously in cesium [145-147]. For this purpose we have already built and designed a locking technique allowing us to produce lattice beams [148]. Raman-sideband cooling will provide low temperature samples cooled in a 3D lattice, which could then be transferred into a dipole trap for further evaporation.

Having achieved reproducible production of ${ }^{85} \mathrm{Rb}$ condensates we can induce the collapse by sweeping across the Feshbach resonance and abruptly change the interactions from being repulsive to attractive. This will lead to the formation of solitons as described in chapter 1 which are subject to further study.

A recent approach [149] proposes a test of the mean field description of bright solitary waves. The approach suggests to split a soliton in a phasecontrolled way (where the interactions are changed by tailoring the magnetic field to preserve the solitary-wave character) and monitor the relative phase when the solitons re-collide. Changing the relative phase and measuring how many recollisions the solitons survive should determine if the GrossPitaevskii description is valid. Understanding the formation of solitons and their relative phase could make it possible to use them in further experiments such as atom interferometry.

During my time as a PhD student I was often astonished by the extremely rapid development within the field of ultracold atomic physics. Nowadays creating condensates has been accomplished for many species and is a 'standard tool' for further experiments. The quantum mechanical wave function has become almost something which you can take an image of, it used to be some kind of abstract quantity when the BECs was first created 16 years ago. Nowadays condensates already provide a tool to test quantum mechanical phenomena. Our apparatus will in future contribute to understand some new physics lying ahead of us, such as the collapse mechanism of a ${ }^{85} \mathrm{Rb}$ and the formation of solitons, as well as quantum reflection of a soliton.

## Appendix A

## Coils in the experiment

The coils used in this work fall into two types: the Anti-Helmholtz pair and the Helmholtz pair. The Anti-Helmholtz pair consists of two coils of a radius $R$, separated by a distance $s$ carrying each $n$ turns and a current $I$ which is flowing either in the same or opposite direction. The field of this configuration can be described by:

$$
\begin{equation*}
B_{z}=\frac{\mu_{0}}{2} \frac{n I R^{2}}{\left[(z+s / 2)^{2}+R^{2}\right]^{\frac{3}{2}}} \pm \frac{\mu_{0}}{2} \frac{n I R^{2}}{\left((z-s / 2)^{2}+R^{2}\right)^{\frac{3}{2}}}, \tag{A.1}
\end{equation*}
$$

An useful rule of thumb is, that the Anti-Helmholtz condition is fulfilled, if the field gradient midway between the coils is linear over the largest region, or mathematical spoken, if the third derivative equals zero, which leads to $s=$ $\sqrt{3} R$, which can easily be deduced by looking at the point of inflexion midway between the coils. A Helmholtz pair creates the most uniform field, if the second derivative of the field midway equals zero, which leads to $s=R$. The designing of a pair of magnetic coils is a balancing between the most uniform and the maximum field. In order to compromise between the most uniform gradient condition $R=s / \sqrt{3}$ and the maximum field gradient condition $R=s / \sqrt{6}$ one can calculate the distance where the gradient is uniform to $1 \%$ or $10 \%$. The factors shown in table 1 are obtained. In summary there are four important points to consider:

- Anti-Helmholtz condition: $s=\sqrt{3} R$.
- Helmholtz condition: $s=R$.

|  | $1 \%$ | $10 \%$ |
| :--- | :--- | :--- |
| Anti-Helmholtz | $0.145 \cdot s$ | $0.261 \cdot s$ |
| Max. Field Gradient | $0.037 \cdot s$ | $0.122 \cdot s$ |

Table A.1: Comparison between the distance over which the field is most uniform and respectively maximum field gradient.

- Maximum field gradient $s=\sqrt{6} R$, where the separation $s$ is fixed.
- Maximum field gradient $s=R$, where the radius $R$ is fixed.

To simulate the magnetic field of a coil one can imagine to divide its cross section into squares, intuitively each square represents a turn of the coil. So for each pair the program creates an array, which contains the radius, separation, gradient and third derivative in case of an anti-Helmholtz pair. The produced field is then calculated by summing up each individual square pair. Therefore the simulation of the coil requires the designated separation, its radius, the used wire size and of course the number of turns. It then will return the dimensions of the coil as well as the field gradient and the third derivative in case of an anti-Helmholtz coil pair. In case of a Helmholtz-coil pair, the field and the second derivative are calculated - the principle for this calculation is the same. Additionally it will calculate the resistance of the coil, which is useful to estimate the required voltage. For further experimental handling it is useful to be able to view the coil as a single turn coil with an equivalent radius and separation, as it simplifies calculations. Therefore a second simulation calculates the equivalent coil radius and separation. It simply looks for which coil separation and radius the first derivative equals the calculated field gradient and the third derivative satisfies the uniformity. Those parameters will be useful later to fit the measured coil data with a simple model. Throughout the document gradients will be given for a current of 1 A . The coils are separated into two types:

- Type 1: $3.5 \mathrm{~mm} \times 3.5 \mathrm{~mm}$ square copper with a tubing hole of 2 mm diameter.
- Type 1: $4.0 \mathrm{~mm} \times 4.0 \mathrm{~mm}$ square copper with a tubing hole of 2.75 mm diameter.


## MOT coils summary

The MOT coils are used to initially trap the atoms from a background vapor. They were also designed to be used for a magnetic trap, and can produce high field gradients up to $160 \mathrm{Gcm}^{-1}$.


Figure A.1: Calibration of the MOT coils using a current of $(16.5 \pm 1)$ A. The fit uses a modified version of equation (A.1) which includes an offset in the x and y -direction. It results in a radius of $r=(42 \pm 1) \mathrm{mm}$ and a separation of $s=(69 \pm 1) \mathrm{mm}$.

|  | Theoretical | Real |
| :---: | :---: | :---: |
| Inner Diameter [mm] | 70 | $70.0(1)$ |
| Outer Diameter [mm] | 98 | $96.7(1)$ |
| Inner Separation [mm] | 60 | $60(1)$ |
| Outer Separation [mm] | 81 | $79(1)$ |
| Equivalent coil radius [mm] | 41.88 | $42(1)$ |
| Equivalent coil separation [mm] | 70.89 | $69(1)$ |
| Resistance per coil[m$\Omega]$ | 7.849 | $9.8(1)$ |
| Field Gradient [G/cm] | 0.5657 | $0.579(1)$ |
| Third Derivative [G/cm ${ }^{3}$ ] | -0.007 | $-0.0202(2)$ |

Table A.2: Comparison of the expected and measured parameter relating to the MOT coils. The coils consist of three axial and three radial turns using type 1 copper.

## Transport coils

The transport coils provide a quadrupole trap, which requires gradients up to $250 \mathrm{Gcm}^{-1}$ to transport the atoms.


Figure A.2: Calibration of the transport coils using a current of (100 $\pm 1$ ) A. The fit uses equation a modified version of (A.1) which includes an x and y-offset and results in a radius of $r=(48 \pm 4) \mathrm{mm}$ and a separation of $s=(104 \pm 3) \mathrm{mm}$.

|  | Theoretical | Real |
| :---: | :---: | :---: |
| Inner Diameter [mm] | 60 | $60.0(1)$ |
| Outer Diameter [mm] | 130.4 | $129.8(2)$ |
| Inner Separation [mm] | 86 | $86.0(5)$ |
| Outer Separation [mm] | 114.4 | $111(2)$ |
| Equivalent coil radius [mm] | 46 | $49(4)$ |
| Equivalent coil separation [mm] | 104 | $104(3)$ |
| Resistance per coil $[\mathrm{m} \Omega]$ | 12.27 | $13.95(1)$ |
| Field Gradient $[\mathrm{G} / \mathrm{cm}]$ | 0.6147 | $0.606(1)$ |
| Third Derivative $\left[\mathrm{G} / \mathrm{cm}^{3}\right]$ | -0.0605 | $-0.0425(2)$ |

Table A.3: Comparison of the expected and measured parameters relating to the transport coils. Note each coil consists of three axial and eight radial turns using type 2 copper.

## Quadrupole coils

The quadrupole trap coils provide the magnetic trap around the UHV glass cell after the atoms are being transported. It can achieve up to $300 \mathrm{Gcm}^{-1}$.


Figure A.3: Calibration of the quadrupole coils using a current of (180 $\pm 1$ ) A. The quadrupole trap coils have $3 \times 3$ turns, their inner diameter is 44 mm . The fit uses equation a modified version of (A.1) which includes an x and y-offset and results in a radius of $r=(27 \pm 1) \mathrm{mm}$ and a separation of $s=(47 \pm 1) \mathrm{mm}$.

|  | Theoretical | Real |
| :---: | :---: | :---: |
| Inner Diameter [mm] | 44 | 43 |
| Outer Diameter [mm] | 65 | 67 |
| Inner Separation [mm] | 37 | $37(1)$ |
| Outer Separation [mm] | 58 | $59(1)$ |
| Equivalent coil radius [mm] | 27.4 | $27(1)$ |
| Equivalent coil separation [mm] | 47.5 | $47(1)$ |
| Resistance per coil[m]] | 3.80 | $6(1)$ |
| Field Gradient [G/cm] | 0.9659 | $0.974(2)$ |
| Third Derivative [G/cm ${ }^{3}$ ] | -0.000612 | $-0.015(3)$ |

Table A.4: Comparison of the expected and measured parameters relating to the quadrupole trap coils. Note each coil consists of three axial and three radial turns using type 1 copper.

## Bias coils

The experiment contains two sets of bias coils, which are together able to produce up to 800 G of field.


Figure A.4: Calibration of the Bias 1 coils using a current of (100 $\pm 1)$ A. The fit uses equation a modified version of (A.1) which includes an x and y -offset and results in a radius of $r=(43 \pm 1) \mathrm{mm}$ and a separation of $s=(42 \pm 1) \mathrm{mm}$.

|  | Theoretical | Real |
| :---: | :---: | :---: |
| Inner Diameter [mm] | 79 | 79 |
| Outer Diameter [mm] | 93 | 94 |
| Inner Separation [mm] | 36 | $36(1)$ |
| Outer Separation [mm] | 50 | $50(1)$ |
| Equivalent coil radius [mm] | 43.0 | $43(1)$ |
| Equivalent coil separation [mm] | 43.0 | $42(1)$ |
| Resistance per coil[m$\Omega$ ] | 2.874 | $5(1)$ |
| Field [G/1A] | 0.8362 | $0.851(4)$ |
| Second Derivative [G/cm$\left.{ }^{2}\right]$ | -0.0001596 | $-0.0037(3)$ |

Table A.5: Comparison of the expected and measured parameters relating to the Bias I coils. Note each coil consists of two axial and two radial turns using type 1 copper.


Figure A.5: Calibration of the Bias 2 coils using a current of (100 $\pm 1$ ) A. The fit uses equation a modified version of (A.1) which includes an x and y-offset and results in a radius of $r=(57 \pm 1) \mathrm{mm}$ and a separation of $s=(58 \pm 1) \mathrm{mm}$.

|  | Theoretical | Real |
| :---: | :---: | :---: |
| Inner Diameter [mm] | 104 | 104 |
| Outer Diameter [mm] | 125 | 123 |
| Inner Separation [mm] | 50 | $50(1)$ |
| Outer Separation [mm] | 64 | $64(1)$ |
| Equivalent coil radius [mm] | 57.1 | $56.9(4)$ |
| Equivalent coil separation [mm] | 57.1 | $57.8(2)$ |
| Resistance per coil[m] | 5.739 | $7(1)$ |
| Field [G/1A] | 0.9444 | $0.939(4)$ |
| Second Derivative [G/cm²] | -0.000007907 | $0.0018(4)$ |

Table A.6: Comparison of the expected and measured parameters relating to the Bias II coils. Note each coil consists of two axial and three radial turns using type 1 copper.

## Levitation coils

Levitation coils are used to cancel earth fields and to levitate the atoms in the magnetic trap. For ${ }^{85} \mathrm{Rb}$ a field of $22 \mathrm{Gcm}^{-1}$ is required.


Figure A.6: Calibration of the Levitation coils using a current of ( $100 \pm 1$ ) A. The coils have $2 \times 2$ turns, their inner diameter is 79 mm . The fit uses equation a modified version of (A.1) which includes an x and y -offset and results in a radius of $r=(43 \pm 1) \mathrm{mm}$ and a separation of $s=(71 \pm 1) \mathrm{mm}$.

|  | Theoretical | Real |
| :---: | :---: | :---: |
| Inner Diameter [mm] | 79 | $79(1)$ |
| Outer Diameter [mm] | 93 | $93(1)$ |
| Inner Separation [mm] | 64 | $64(1)$ |
| Outer Separation [mm] | 78 | $78(1)$ |
| Equivalent coil radius [mm] | 43.0 | $43(1)$ |
| Equivalent coil separation [mm] | 71.0 | $71(1)$ |
| Resistance per coil[m$\Omega]$ | 2.679 | $5(1)$ |
| Field Gradient [G/cm] | 0.1935 | $0.185(2)$ |
| Third Derivative [G/cm $\left.{ }^{3}\right]$ | -0.0001596 | $0.0031(8)$ |

Table A.7: Comparison of the expected and measured parameters relating to the levitation coils. Note each coil consists of two axial and two radial turns using type 1 copper.

## The shift coils

Between the MOT chamber and the science chamber in the transport axis a small obstacle is inserted over which the atoms have to be transported. Therefore a shift field to the quadrupole trap is been applied.


Figure A.7: (a) Field due to the shift coils for different currents. The fit results in a slope of $f=(1.4 \pm 0.1) \mathrm{mm}$. (b) Calibration of the obstacle shift coils using a current of $f=(20 \pm 1)$ A. The fit uses equation a modified version of (A.1) which includes an x and y -offset and results in a radius of $r=(57 \pm 1) \mathrm{mm}$ and a separation of $s=(26 \pm 1) \mathrm{mm}$.

|  | Theoretical | Real |
| :---: | :---: | :---: |
| Inner Diameter [mm] | 44 | $44(1)$ |
| Outer Diameter [mm] | 65 | $65(1)$ |
| Inner Separation [mm] | 46 | $46(1)$ |
| Outer Separation [mm] | 67 | $67(1)$ |
| Equivalent coil radius [mm] | 27.4 | $26(1)$ |
| Equivalent coil separation [mm] | 56.5 | $57(1)$ |
| Resistance per coil[m $\Omega$ | 4.098 | $5(1)$ |
| Field Gradient [G/A] | 1.339 | $1.4(1)$ |
| Second Derivative [G/cm²] | 50.27 | tba |

Table A.8: Comparison of the expected and measured parameters relating to the obstacle shift coils. Note each coil consists of three axial and three radial turns using type 1 copper.
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[^0]:    ${ }^{1}$ The van der Waals coefficients are often given in atomic units [103], in order to change them into SI-units, one has to multiply them by $\hbar^{2} a_{0}^{4} / m_{\mathrm{e}}$. For the shown calculations $C_{6}=4707$ a.u. was used [103].

