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#### Abstract

Boiling, a dynamic and multiscale process, is widely used in industrial applications as it can transfer a large amount of heat over a small surface area. It has been studied for over five decades; however, a comprehensive understanding of the process is still lacking. The bubble ebullition cycle (nucleation, growth and departure) happens over a very short time-span (milliseconds) making it challenging to study the near-surface interfacial characteristics of a single bubble, which involves a microlayer. The microlayer is a thin film present at the bubble base and varies from nano-scale to micro-scale in thickness. The dynamics of the microlayer dictates bubble growth and departure, making it of significant importance in understanding the fundamental behavior of the boiling phenomenon, and is the focus of this work.


Firstly, a new mechanism of boiling enhancement based on the additional evaporation of the thin film is proposed and validated by fabricating micro-ridges on a surface and testing its boiling performance. A critical height of the ridges is found to exist, determined by the film thickness, below which no enhancement is observed while above which similar enhancements are achieved regardless of the ridge height. An analytical model is developed to determine the critical height from the experimental results.

Secondly, the effect of ridge spacing on boiling enhancement is investigated. A $\sim 120 \%$ enhancement in the critical heat flux is attained with only $18 \%$ increase in surface area due to the presence of ridges. The new enhancement mechanism is determined to be the early evaporation of microlayer, which leads to an increase in the bubble growth rate and departure frequency. Three enhancement regions are mapped based on ridge spacing and height: full enhancement
region, partial enhancement region, and no enhancement region. The mechanism of early evaporation of microlayer is further verified by comparison of the bubble growth rate of a lasercreated vapor bubble on a ridge-structured surface and on a plain surface.

Next, in-situ imaging of microlayer and contact line region is performed in a steady-state vapor bubble created by laser heating. The in-situ measurement of contact angle of vapor bubbles is conducted. For the laser power studied, the contact line readily forms in regular DI water which contains dissolved air, while in degassed water, the microlayer covers the entire bubble base. The vapor bubble contact angle is found to resemble a drop contact angle on the same surface if the three-phase contact line forms; otherwise it is dependent on the curvature of the microlayer and the bubble, and decreases with increasing heating power. The overall heat transfer coefficient and width of the evaporating region in the microlayer are estimated using experimental data and finite-element-method based numerical simulations, thus defining an upper limit to the heat transfer coefficient possible in nucleate boiling and thin-film evaporation.

Finally, the contact line and microlayer behavior during bubble formation, growth, and movement is investigated. During bubble formation, the microlayer initially covers the entire bubble base, decreases in thickness as the bubble grows, and eventually forms the three-phase contact line. The surface wettability strongly affects contact line motion. On hydrophobic Trichlorosilane (FOTS) surface, the bubble remains adhered to the surface and does not follow the laser movement; while on hydrophilic $\mathrm{SiO}_{2}$ surface, the bubble moves smoothly following the laser. This difference in behavior is determined to originate from the change in direction of the liquid-vapor surface tension force, which results in a negative net force on FOTS surface inhibiting the bubble from following the laser, while it results in a positive net force on $\mathrm{SiO}_{2}$ surface causing the bubble to move on the surface.
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## 1. Introduction

Boiling is a liquid-to-vapor phase-change process which involves the formation of liquid-vapor interfaces (bubble generation) at discrete sites on the heated surface or in a superheated liquid layer adjacent to the heated surface. ${ }^{1}$ Boiling is one of the most efficient heat transfer mechanism as it utilizes the latent heat of vaporization and allows a large amount of heat to be transferred over a small surface area. It is widely used in industries that require the removal of high heat flux, from small electronic chip cooling ${ }^{2}$ to large scale power plants. ${ }^{3}$ Pool boiling, as the name implies, is the type of boiling that occurs when the heater surface is submerged in an extensive pool of stagnant liquid. Typically pool boiling heat flux is limited to $\sim 50-100 \mathrm{~W} / \mathrm{cm}^{2}$ on flat surfaces, with this limit called the critical heat flux (CHF). Great effort has been made to enhance pool boiling heat transfer coefficient and CHF. ${ }^{4}$

### 1.1 Boiling Curve

Boiling heat transfer can be described by a boiling curve, which was introduced by Nukiyama ${ }^{5}$ in 1934. Boiling curve is a plot of heat flux transferred to liquid versus wall superheat, which is defined as the temperature difference between the heated surface and the pool of liquid. Figure 1 - 1 (a) depicts a typical boiling curve with controlled superheat on a flat horizontal plate. With the increase of superheat, natural convection heat transfer occurs due to the presence of gravity, as shown in the region a-c. At a certain value of superheat (point c), nucleation is triggered and vapor bubbles begin to form. Point c is defined as the onset of boiling. After the inception of boiling, more heat can be transferred to the liquid due to increase in bubble formation and the use of latent heat of vaporization, resulting in a vertical line c-d in the boiling curve. In region d-e, at
relatively low superheat, the distance between adjacent nucleation sites is large enough to prevent bubbles to merge together, and hence it is termed as the isolated bubble regime. With the increase of superheat, in region e-f (regime of slugs and column), more and more nucleation sites are activated and the adjacent sites are close enough to allow the bubbles to coalesce. The vapor generation rate also increases so that numerous vapor columns form and rise in the liquid away from the surface. Once the bubble generation rate is larger than the bubble removal rate, at point f, the heated surface cannot be completely rewetted by liquid and a partial vapor film forms over the surface. This vapor film serves as a thermal resistance due to its low thermal conductivity, resulting in the decrease of local heat transfer coefficient and heat flux. The heat flux at point f is called critical heat flux (CHF). In region f-g, more and more nucleation sites are covered by the vapor film as superheat increases, leading to the decrease of the overall heat transfer coefficient and heat flux. This region is termed as transition boiling, which is generally characterized by rapid and severe fluctuations in local heat transfer coefficient and heat flux because the dry regions formed are unstable. At point g, the vapor film completely covers the surface and the heat flux increases with superheat primarily due to radiation heat transfer. This region is known as film boiling, as shown in g-h.

Figure 1-1 (b) shows a typical boiling curve, with $q$ " controlled. There are two main differences compared to $\Delta \mathrm{T}$ (superheat) controlled boiling curve. The first one is region c-d. At boiling inception, as more heat is suddenly removed by liquid, the temperature of the heated surface decreases, resulting in a horizontal line c-d in the curve. The other difference is the transition from nucleate boiling to film boiling. After CHF, a very small increase of heat flux induces a dramatic increase in the surface temperature due to reduced heat transfer to the liquid, as shown in region f-g. The surface temperature can be as high as $500^{\circ} \mathrm{C}$, or even more than $1000^{\circ} \mathrm{C}$ in
such cases. In industrial applications, this jump in temperature can damage the surface or even cause it to melt; hence, CHF must be avoided and serves as the operation limit. ${ }^{6}$

(I) natural convection (II) isolated bubbles (III) slugs and column (IV) transition boiling (V) film boiling


Figure 1-1 Typical boiling curve: (a) $\Delta \mathrm{T}$ controlled; (b) $q$ " controlled

### 1.2 Bubble Ebullition Cycle

Figure 1-2 shows a typical bubble ebullition cycle in nucleate boiling. It is generally divided into four stages: waiting period, inertia-controlled growth stage, heat-transfer-controlled growth stage, and departure.


Figure 1-2 Schematic showing the various stages of bubble ebullition cycle ${ }^{6}$

For a certain nucleation site (a cavity with radius $r_{c}$ ), after the release of a previous bubble, a small bubble embryo with radius $r_{e}$ exists due to the residual vapor left by the previous bubble (Figure 1-2 (a)). Due to the temperature difference between the liquid and surface, the liquid adjacent to the surface is heated and a thermal boundary layer forms close to the wall (Figure 1 3). This process, known as waiting time $\left(t_{w}\right)$, is shown in Figure 1-2 (a) and (b). However, this nucleation site is active only when the value of $r_{c}$ is located in the range shown in Eq. (1-1). ${ }^{7}$

cavity mouth radius $r_{c}$
Figure 1-3 Thermal boundary layer close to the heated surface

Eq. (1-1) implies that for those nucleation sites with values of $r_{c}$ bigger than $r_{c, \max }$, the embryo bubble is so large that it protrudes beyond the thermal boundary layer. Hence, the upper portion of the bubble is exposed to bulk liquid that is not superheated, leading to the condensation of vapor to counteract vaporization occurred at lower portion of the bubble. Consequently, the embryo bubble is prevented from growing. For those nucleation sites with values of $r_{c}$ smaller than $r_{c, \text { min }}$, the embryo bubble is so small that the required equilibrium superheat is bigger than current superheat level, and thus to make these sites active, higher superheat is necessary. Eq. (11) also indicates that in the case that superheat decreases, eventually the terms inside the square root will become zero and result in $r_{c, \max }=r_{c, \min }$. Hence, only one specific cavity size is active under this superheat. If the superheat keeps decreasing further, no real solution exists, implying that no cavities can be activated. In other words, there exists a threshold value for superheat, below which all nucleation sites with any size could not be active; this threshold value is the minimum superheat required to initiate and maintain nucleate boiling.

Once the nucleation site is activated, the bubble forms and starts growing. At the early stage of bubble growth, the liquid adjacent to the interface is superheated. The heat transfer is greater than what is required to evaporate the liquid, and the bubble growth is limited by the rate of momentum transfer to the surrounding liquid. At this stage, the bubble is nearly hemispherical. There exists a thin microlayer of liquid underneath the bubble. Most heat and mass transfer occurs in this thin layer. As the bubble grows, inertia force becomes relatively small and the heat transfer becomes the limiting factor. This is the case because the liquid temperature decreases away from the interface; thus, bubble growth is limited by the rate at which heat can be conducted to the liquid-vapor interface. This stage is heat transfer controlled and the bubble is pulled into a spherical shape by the surface tension. By assuming that the total kinetic energy of
the moving liquid equals the work done at the liquid boundaries (ignoring irreversible conversion to internal energy, gravitational effects and work done by viscous forces), B.B. Mikic et al. derived the bubble growth rate as Eq. (1-2) in a uniformly superheated liquid by solving the continuity equation ${ }^{8}$.

$$
\begin{equation*}
R^{+}=\frac{2}{3}\left[\left(t^{+}+1\right)^{\frac{3}{2}}-\left(t^{+}\right)^{\frac{3}{2}}-1\right] \tag{1-2}
\end{equation*}
$$

where
$R^{+}=\frac{R}{B^{2} / A^{\prime}} ; t^{+}=\frac{t}{B^{2} / A^{2}}$
$A=\left[\frac{\pi}{7} \frac{\Delta T h_{l v} \rho_{v}}{T_{\text {sat }} \rho_{l}}\right]^{\frac{1}{2}} ; B=\left[\frac{12}{\pi} \mathrm{Ja}^{2} \alpha_{l}\right]^{\frac{1}{2}}$

Ja is Jakob number which is the ratio of sensible to latent energy absorbed during liquid-vapor phase change (Eq. (1-3)).

$$
\begin{equation*}
\mathrm{Ja}=\frac{\rho_{l} c_{p l}\left(T_{\infty}-T_{s a t}\left(P_{\infty}\right)\right)}{\rho_{v} h_{l v}} \tag{1-3}
\end{equation*}
$$

Eq. (1-2) is valid in both inertial controlled and heat transfer controlled stages. The authors ${ }^{9}$ further extended the model to the bubble growth in a non-uniform temperature field which approximated the conditions in boiling from a heated surface, as shown in Eq. (1-4).

$$
\begin{equation*}
R(t)=\frac{2 J a \sqrt{3 \pi \alpha_{l} t}}{\pi}\left\{1-\frac{T_{w}-T_{\infty}}{T_{w}-T_{s a t}}\left[\left(1+\frac{t_{w}}{t}\right)^{1 / 2}-\left(\frac{t_{w}}{t}\right)^{1 / 2}\right]\right\} \tag{1-4}
\end{equation*}
$$

where the time for waiting period $t_{w}$ is obtained from Eq. (1-5).

$$
\begin{equation*}
t_{w}=\frac{1}{4 \alpha_{l}}\left\{\frac{r_{c}}{\operatorname{erfc}^{-1}\left[\frac{T_{s a t}-T_{\infty}}{T_{w}-T_{\infty}}+\frac{2 \sigma T_{s a t}\left(v_{v}-v_{l}\right)}{\left(T_{w}-T_{\infty}\right) h_{l v} r_{c}}\right]}\right\}^{2} \tag{1-5}
\end{equation*}
$$

During bubble growth, surface tension acting along the contact line holds the bubble on the surface, while other forces (such as buoyancy, drag, and inertia forces) try to pull the bubble away. As the bubble grows bigger, these detaching forces become stronger and eventually overcome the surface tension. The bubble then departs from the surface to end one bubble ebullition cycle. One of the most famous models to predict bubble departure diameter was proposed by Zuber ${ }^{10}$ as Eq. (1-6).

$$
\begin{equation*}
\mathrm{Bo}_{d}{ }^{1 / 2}=\left(\frac{\sigma}{g\left(\rho_{l}-\rho_{v}\right)}\right)^{-1 / 6}\left[\frac{6 k_{l}\left(T_{w}-T_{s a t}\right)}{q^{\prime \prime}}\right]^{1 / 3} \tag{1-6}
\end{equation*}
$$

where $\mathrm{Bo}_{d}$ is departure Bond number which is defined by Eq. (1-7).

$$
\begin{equation*}
\mathrm{Bo}_{d}=\frac{g\left(\rho_{l}-\rho_{v}\right) D_{d}^{2}}{\sigma} \tag{1-7}
\end{equation*}
$$

The bubble departure frequency depends directly on the bubble departure size and bubble growth rate. Based on similarity between the bubble release process and natural convection, Zuber ${ }^{11}$ also suggested Eq. (1-8) as the relation between bubble departure diameter and bubble departure frequency.

$$
\begin{equation*}
f D_{d}=0.59\left[\frac{\sigma g\left(\rho_{l}-\rho_{v}\right)}{\rho_{l}^{2}}\right]^{1 / 4} \tag{1-8}
\end{equation*}
$$

### 1.3 Boiling Heat Transfer Mechanisms and Models

During a bubble ebullition cycle, there are numerous mechanisms that transfer heat from the surface to liquid (Figure 1-4). As shown in Figure 1-4 (a), during bubble growth, the evaporation of the microlayer $\left(q_{m l}\right)$, which is defined as the liquid layer between the quickly growing hemispherical bubble and the wall, contributes to bubble growth. The evaporation of thermal boundary layer $\left(q_{s l}\right)$ also occurs surrounding the bubble cap. After the formation of the
dry spot due to the partial dryout of the microlayer, another mechanism of evaporation ( $q_{c l}$ ) occurs at the three-phase contact line, also contributing to the bubble growth. In addition to these evaporation mechanisms, boiling heat transfer includes the background natural convection ( $q_{n c}$ ) and microconvection $\left(q_{m c}\right)$ due to the perturbation of the liquid adjacent to the bubble and disruption in the natural convection boundary layer. Heat transfer mechanisms during the bubble departure process are illustrated in Figure 1-4 (b). In addition to these mechanisms appearing in the bubble growth, when fresh liquid rewets the dryout region, transient conduction ( $q_{t c}$ ) occurs into the advancing liquid front, thus superheating the liquid and forming the thermal boundary layer.


Figure 1-4 Heat transfer mechanisms during (a) bubble growth and (b) bubble departure ${ }^{12}$

There are so many heat transfer mechanisms involved in boiling that it has been debated over many decades which mechanisms dominate the boiling process. The boiling heat transfer models can be classified as four categories: transient conduction model, microconvection model, microlayer evaporation model, and contact line evaporation model.

### 1.3.1 Transient Conduction Model

A widely accepted transient conduction model was proposed by Mikic et al., ${ }^{13}$ who suggested that a part of the superheated layer is removed with the departing bubble. The diameter of the affected area in which the superheated layer is taken away by the bubble is twice that of departing bubble. After the bubble departs, the liquid at bulk temperature flows into the affected area and comes into contact with the surface. By assuming that only pure conduction occurs in the liquid in the affected area, the average heat flux over the complete boiling surface was proposed as Eq. (1-9).

$$
\begin{equation*}
q^{\prime \prime}=\frac{2 \pi k_{l}\left(T_{w}-T_{s a t}\right)}{\sqrt{\pi \alpha_{l}}} \cdot N_{a} \cdot\left[D_{b}^{2}(\sqrt{f})\right] \tag{1-9}
\end{equation*}
$$

The transient conduction model has been recently further supported by Chen et al. ${ }^{14}$ and Gerardi et al. ${ }^{15}$ With a constant surface temperature, Chen et al. ${ }^{14}$ experimentally observed that the a narrow peak of heat flux corresponded to both bubble departure and new bubble nucleation, while heat flux reduced during bubble growth. Gerardi et al. ${ }^{15}$ demonstrated that transient conduction dominates the total boiling heat flux.

### 1.3.2 Microconvection Model

Many early models for boiling heat transfer are based on the assumption that convective heat transfer from surface to liquid is facilitated by the bubble growth and departure due to induced motions of its surrounding liquid ${ }^{6}$. One of the most successful applications of this approach was proposed by Rohsenow ${ }^{16}$. He developed a model (Eq. (1-10)) attributing high heat transfer coefficient of boiling to liquid flow behind the wake of departing bubbles.

$$
\begin{equation*}
\frac{q^{\prime \prime}}{\mu_{l} h_{l v}}\left[\frac{\sigma}{g\left(\rho_{l}-\rho_{v}\right)}\right]^{1 / 2}=\left(\frac{1}{c_{s f}}\right)^{1 / r} \operatorname{Pr}_{l}^{-s / r}\left[\frac{c_{p l}\left(T_{\infty}-T_{s a t}\left(P_{l}\right)\right)}{h_{l v}}\right]^{1 / r} \tag{1-10}
\end{equation*}
$$

where $C_{s f}=\sqrt{2} C_{b} \theta / A$. The value of $\mathrm{C}_{\mathrm{sf}}$ is dependent on system and its recommended value is in the range between 0.005 and 0.015 . Here, $r$ is 0.33 and $s$ is 1.0 for water.

### 1.3.3 Microlayer Evaporation Model

Moore et al. ${ }^{17}$ found that the temperature fluctuated on the wall under the bubble during boiling and postulated that microlayer evaporation removed more heat at that region. With constant heat flux, Cooper et al. ${ }^{18}$ found a sharp drop in surface temperature associated with microlayer evaporation, a recovery in temperature once a dry spot formed, and a small drop again as liquid rewetted the dry spot during bubble departure. Judd et al. ${ }^{19}$ proposed a model based on microlayer evaporation. The total heat flux $\mathrm{q}^{\prime \prime}$ consisted of three contributions: microlayer evaporation $q_{m l}$, nucleate boiling $q_{n b}$, and natural convection $q_{n c} . q_{m l}$ is given by Eq. (1-11), $q_{n b}$ is adopted from Mikic's model ${ }^{13}$ of Eq. (1-9) and $q_{n c}$ is given by Eq. (1-12). $\mathrm{q}^{\prime \prime}$ is sum of these three contributions.

$$
\begin{gather*}
q_{m l}=2 \pi \rho_{l} h_{l v} f N_{a} \int_{0}^{R} r\left[\delta_{0}(r)-\delta(r, t)\right] d r  \tag{1-11}\\
q_{n c}=0.18 k_{l}\left[\left(\frac{g \beta \rho_{l}^{2}}{\mu_{l}{ }^{2}}\right)\left(\frac{\mu_{l} c_{p l}}{k_{l}}\right)\right]^{1 / 3}\left(T_{w}-T_{\infty}\right)^{4 / 3}\left[1-C \pi R^{2} N_{a}\right] \tag{1-12}
\end{gather*}
$$

where $\delta_{0}(r)$ is initial local microlayer thickness, $\delta(r, t)$ represents instantaneous microlayer thickness $C$ is a constant with a recommended value of 1.8 for water.

Eq. (1-11) shows that it is important to get the information about microlayer profile ( $\delta(r$, $t$ ))during the bubble ebullition cycle. If the temperature distribution is known simultaneously, the percentage of microlayer evaporation contributed can also be calculated. Many efforts have been made to obtain this information ${ }^{20-23}$. However, information about microlayer profile during the bubble ebullition cycle and its contribution to the total heat flux is still lacking.

### 1.3.4 Contact Line Evaporation Model

The contact line evaporation model is based on the observation that heat transfer in boiling is dominated by the evaporation of a thin liquid meniscus at the three-phase contact line. Although only an extremely small area is covered by this thin film, heat transfer rate through it can be very high. ${ }^{24}$ It can contribute up to $38 \%$ of the total heat transferred at a superheat of $3.5^{\circ} \mathrm{C}$ and $60 \%$ at a superheat of $4.5^{\circ} \mathrm{C}$ in the evaporation of a free extended meniscus. ${ }^{25}$ In nucleate boiling, $10 \%-30 \%$ of the total heat is transferred within the narrow contact line region, depending on the exact configuration. ${ }^{26,27}$ The local heat flux near the contact line was observed to be an order of magnitude greater than the average heat flux. ${ }^{28}$ It is constant when the bubble grows and increases dramatically once the bubble starts departing from surface. This is because when the bubble departs, the meniscus moves over the dried region which is at higher temperature.

Stephan et al. ${ }^{29}$ developed a contact line evaporation model that includes heat transfer through the contact line region (Eq. (1-13)) and the macro-region (Eq. (1-14)).

$$
\begin{gather*}
q_{c l}=-\frac{h_{l v}}{3 v_{l} r} \frac{d}{d r}\left(\frac{d P_{c}}{d r} r \delta^{3}\right)  \tag{1-13}\\
\frac{\partial}{\partial r}\left(k_{l}\left(\frac{\partial T}{\partial r}\right)\right)+\frac{\partial}{\partial z}\left(k_{l}\left(\frac{\partial T}{\partial z}\right)\right)=0 \tag{1-14}
\end{gather*}
$$

Eq. (1-13) and Eq. (1-14) can be simultaneously solved by numerical methods. According to this model, a heat flux in the order of $1500 \mathrm{~W} / \mathrm{cm}^{2}$ should be observed at a distance around $1 \mu \mathrm{~m}$ away from the contact line.

### 1.4 Critical Heat Flux (CHF)

CHF is the maximum heat flux that can be reached in a non film-boiling mode. As point f shows in Figure 1-1, it is the upper heat flux limit of nucleate boiling. At CHF, the heat cannot be removed from the surface due to the low thermal conductivity of the vapor covering the surface,
thus causing a dramatic increase in surface temperature and possibly causing irreparable damage to the surface. Thus, accurate predictions and enhancement of CHF are essential for the design of a boiling system due to concerns about efficiency and safety. However, a universal CHF trigger mechanism and model has yet to be developed. Current models can be categorized to four types: hydrodynamic models, bubble nucleation models, mushroom bubble models, and force balance models as explained in the following sections.

### 1.4.1 Hydrodynamic Models

In earlier years many researchers, including Zuber, treated CHF as a purely hydrodynamic phenomenon. Zuber developed a model based on Kelvin-Helmholtz instability, ${ }^{10}$ which was further refined by Lienhard et al. ${ }^{30}$. In this model, a vapor column forms at very high heat flux such that the bubble coalesces with the previous bubble formed at the same nucleation site. CHF is triggered when the Helmholtz instability of the large vapor jet breaks the liquid-vapor interface due to the velocity difference between the ascending vapor column and the liquid descending, preventing the liquid from rewetting the surface and eventually the surface is blanketed with vapor. Eq. (1-15) can be used to predict CHF based on the following idealizations (Figure 1-5 (a)):

1. The centerline spacing of the vapor columns is equal to the wavelength $\lambda_{D}$, predicted by Taylor instability of the horizontal interface between a semi-infinite liquid region above a layer of vapor
2. The column radius is equal to $\lambda_{D} / 4$
3. The Helmholtz unstable wavelength imposed on the columns is equal to $\lambda_{D}$

$$
\begin{equation*}
q_{C H F}^{\prime \prime}=0.131 h_{l v} \rho_{v}\left[\frac{\sigma\left(\rho_{l}-\rho_{v}\right) g}{\rho_{v}{ }^{2}}\right]^{1 / 4} \tag{1-15}
\end{equation*}
$$

Eq. (1-15) does not include the possible effects of geometry, surface condition, and wetting characteristics of the heater surface on CHF. Many models including these effects were developed by modifying Eq. (1-15) to the form of Eq. (1-16).

$$
\begin{equation*}
\frac{q_{C H F}^{\prime \prime}}{q_{C H F, Z}^{\prime \prime}}=f\left(L / L_{b}\right) \tag{1-16}
\end{equation*}
$$

where $q_{C H F, Z}^{\prime \prime}$ is Eq. (1-15) and $L_{b}$ is the bubble length scale defined in Eq. (1-17).

$$
\begin{equation*}
L_{b}=\sqrt{\frac{\sigma}{g\left(\rho_{l}-\rho_{v}\right)}} \tag{1-17}
\end{equation*}
$$

The ratio $L / L_{b}$ represents the size of a finite-sized heater relative to the expected spacing of the vapor columns.

### 1.4.2 Bubble Nucleation Models

Rohsenow et al. ${ }^{31}$ hypothesized that the bubble departure size and frequency were independent of heat flux while nucleation site density increased with heat flux. More and more nucleation sites were activated with increase of heat flux and CHF occurred when the spacing of the bubbles was so small that neighboring bubbles join and the surface was partially covered by the vapor and eventually becomes fully covered. Based on this mechanism, CHF was expressed as Eq. (118).

$$
\begin{equation*}
q_{C H F}^{\prime \prime}=143 h_{l v} \rho_{v}{\frac{\left(\rho_{l}-\rho_{v}\right)^{0.6}}{\rho_{v}}}^{0.6} \tag{1-18}
\end{equation*}
$$



Figure 1-5 Schematic CHF mechanisms and models (a) hydrodynamic model ${ }^{32}$ (b) mushroom bubble model ${ }^{33}$ (c) force balance model ${ }^{34}$

### 1.4.3 Mushroom Bubble Models

In hydrodynamic models, the vapor phase is treated as continuous columns near CHF, while in bubble nucleation models it is in the form of discrete bubbles. Haramura et al. ${ }^{33}$ proposed a model based on postulation of combining these two as a large mushroom bubble, under which there existed a thin liquid sublayer consisting of vapor stems and liquid columns (Figure 1-5 (b)), which was later observed by experiments ${ }^{35}$. In this model, CHF occurred when the liquid columns evaporate completely before the large mushroom bubble departed from surface. By assuming the sublayer thickness as $\lambda_{H} / 4$ and the centerline spacing of large bubbles as $\lambda_{D}$, Eq. (1-19) (Katto’s model) was developed to predict CHF.

$$
\begin{equation*}
q_{C H F}^{\prime \prime}=0.72 h_{l v} \rho_{v}\left[\frac{\sigma\left(\rho_{l}-\rho_{v}\right) g}{\rho_{v}{ }^{2}}\right]^{1 / 4}\left(\frac{A_{v}}{A_{s}}\right)^{5 / 8}\left(1-\frac{A_{v}}{A_{s}}\right)^{5 / 16}\left[\frac{\frac{\rho_{l}}{\rho_{v}}+1}{\left(\frac{11 \rho_{l}}{16 \rho_{v}}+1\right)^{3 / 5}}\right]^{5 / 16} \tag{1-19}
\end{equation*}
$$

Eq. (1-19) is in good agreement with Eq. (1-15) if the ratio $A_{v} / A_{w}$ is given as Eq. (1-20).

$$
\begin{equation*}
\frac{A_{v}}{A_{s}}=0.584\left(\frac{\rho_{v}}{\rho_{l}}\right)^{0.2} \tag{1-20}
\end{equation*}
$$

Guan et al. ${ }^{36}$ had a similar philosophy for heat flux approaching CHF: liquid macrolayer and vapor jets existed under a mushroom bubble. But in their model, CHF occurred when the vapor momentum flux was sufficient to lift the liquid macrolayer up and away from the surface. CHF was expressed by Eq. (1-21).

$$
\begin{equation*}
q_{C H F}^{\prime \prime}=0.2445 \rho_{v} h_{l v}\left[\frac{\sigma\left(\rho_{l}-\rho_{v}\right) g}{\rho_{v}{ }^{2}}\right]^{1 / 4}\left[1+\frac{\rho_{v}}{\rho_{l}}\right]^{1 / 4}\left(\frac{\rho_{v}}{\rho_{l}}\right)^{1 / 10} \tag{1-21}
\end{equation*}
$$

In Katto’s model, it was assumed that the thin liquid sublayer was replenished only after the mushroom bubble departed from surface. This assumption had been questioned by many researchers because it was observed experimentally that the large mushroom bubbles were separated from a sublayer by long, larger vapor jets, implying that the layer was continuously replenished. The good agreement to Zuber's model was only dimensionally consistent. ${ }^{6}$

### 1.4.4 Force Balance Models

A number of experimental studies showed the effect of surface wettability on CHF. ${ }^{6}$ However, none of the above CHF mechanisms and models includes it directly. In a more recent study, Kandlikar ${ }^{34}$ proposed a model by analyzing forces exerted on a bubble (Figure 1-5 (c)), including bubble growth momentum force (depended on heat transfer), surface tension, buoyancy, and gravity. CHF occurs when momentum force dominates over the sum of the forces that hold the bubble to the surface, such as surface tension. Once this happens, bubbles expand
on the surface and merge together; eventually the vapor film forms and covers the whole surface. The bubble momentum force can be related to heat flux as in Eq. (1-22).

$$
\begin{equation*}
F_{M}=\frac{q_{I}^{\prime \prime} \times H_{b} \cdot 1}{h_{l v}} \times \frac{q_{I}^{\prime \prime} \times H_{b} \cdot 1}{h_{l v}} \cdot \frac{1}{\rho_{v}} \cdot \frac{1}{H_{b} \cdot 1} \tag{1-22}
\end{equation*}
$$

where $q_{I}^{\prime \prime}$ is the heat flux at the interface, which is an average value during the growth of the bubble since its inception and $H_{b}$ is the height of the bubble.

Based on the assumption that the affected area by a single bubble has a diameter twice that of the bubble, and bubble departure diameter is half of the Taylor instability wavelength of a vapor film over the heater surface, Eq. (1-23) was obtained to predict CHF.

$$
\begin{equation*}
q_{C H F}^{\prime \prime}=h_{l v} \rho_{v}^{1 / 2}\left(\frac{1+\cos \theta}{16}\right)\left[\frac{2}{\pi}+\frac{\pi}{4}(1+\cos \theta) \cos \phi\right]^{1 / 2}\left[\sigma g\left(\rho_{l}-\rho_{v}\right)\right]^{1 / 4} \tag{1-23}
\end{equation*}
$$

In Eq. (1-23), it is more appropriate to use the dynamic receding contact angle for the value of $\theta$, instead of the equilibrium steady contact angle. Compared to previously mentioned models, Kandlikar's model includes the effect of the contact angle directly and also takes into account the effect of micro/nano structures on CHF because one of the widely accepted CHF enhancement mechanisms due to these structures is improved wettability.

However, Eq. (1-23) only includes the effect of micro/nano structures on CHF by the changed wettability due to these structures. The effects of roughness and the elongated contact line are not considered. Chu et al. modified Kandlikar’s model by changing the term of surface tension to take into account the elongated contact line and obtained Eq. (1-24) to predict CHF. ${ }^{37}$

$$
\begin{equation*}
q_{C H F}^{\prime \prime}=h_{l v} \rho_{v}^{1 / 2}\left(\frac{1+\cos \theta}{16}\right)\left[\frac{2}{\pi} \frac{1+\alpha}{1+\cos \theta}+\frac{\pi}{4}(1+\cos \theta) \cos \phi\right]^{1 / 2}\left[\sigma g\left(\rho_{l}-\rho_{v}\right)\right]^{1 / 4} \tag{1-24}
\end{equation*}
$$

where $\alpha=r \cos \theta_{\text {rec }}$.

### 1.5 Objectives of Current Work

There are four objectives in current work. First, CHF is the maximum heat flux that can be reached by nucleate boiling and it serves as the operational limit of boiling. Thus, increasing CHF allows us to transfer more heat in a safe condition and is the first objective of the current work. Although micro/nano scale surface modifications by fabricating micro/nano structures can enhance boiling heat transfer, the effect of microlayer evaporation on these enhancements is still not well understood. Based on microlayer evaporation, we present a new CHF enhancement mechanism which is the second objective of current work. Further, most literature on evaporating region (in which maximum heat flux occurs) has been reported based on numerical simulations, and characterizing this region experimentally is the third objective. Last, imaging of microlayer and contact line behavior has been studied from a free meniscus of a constrained vapor bubble, and obtaining these images directly in a vapor bubble is the last objective of current work.

In chapter 2, a literature review on boiling heat transfer enhancement by micro/nano surface modification is conducted. Further, the enhancement mechanisms in current literature are summarized.

Chapter 3 introduces a new hypothesis of boiling enhancement achieved by additional evaporation of the thin film present underneath a bubble, which is validated by fabricating ridges with height of about a micrometer and testing its boiling performance. An analytical model is developed to estimate the critical height of microstructures to enhance boiling heat transfer.

Chapter 4 introduces the study of effect of ridge spacing on boiling heat transfer enhancement. A new enhancement mechanism of early evaporation of microlayer is proposed and further
validated by experiments. An enhancement map is introduced to identify the enhancement region depending on ridge height and spacing.

In chapter 5, a steady vapor bubble is created to allow bubble contact angle measurement and imaging of microlayer and contact line region. Heat transfer characteristics of evaporating region are identified based on experimental and numerical investigation.

Chapter 6 introduces the investigation of microlayer and contact line movement behavior on hydrophilic and hydrophobic surfaces, respectively. The different behavior induced by surface wettability is explained by the surface tension acting on the contact line.

## 2. Boiling Enhancement by Micro/Nano Structures

The critical heat flux (CHF) limit of pool boiling of water on plain surfaces ranges from $\sim 50$ $\mathrm{W} / \mathrm{cm}^{2}$ to $\sim 120 \mathrm{~W} / \mathrm{cm}^{2}$, depending on the surface material. This value is far less than the theoretically possible evaporation kinetic limit of around 10,000 W/cm² (Eq. (2-1) obtained based on the assumption that all liquid evaporate without condensing back). ${ }^{38}$ Hence, there is a large potential for enhancing CHF. Various researchers over the last few years have made an effort to enhance CHF by micro/nano scale surface modifications due to the development of micro/nano scale fabrication techniques. ${ }^{4,39}$

$$
\begin{equation*}
q_{\max }=\rho_{v} h_{l v} \sqrt{R T / 2 \pi} \tag{2-1}
\end{equation*}
$$

Based on the appearance, the surface modification can be divided into three categories: irregular structures, such as porous layer deposited by boiling nanofluids, graphite fibers, sponge-like layers, nanowires/carbon nanotubes (CNT), nano rods/particles etc.; regular geometries, such as micro fins, pillars and cavities, channels, and ridges, etc.; and hybrid structures in which nanowires or nano particles are fabricated on regular geometries. Compared to a plain $\mathrm{SiO}_{2}$ surface, CHF of boiling water has been increased from $\sim 80 \mathrm{~W} / \mathrm{cm}^{2}$ to $\sim 200 \mathrm{~W} / \mathrm{cm}^{2}$ for single irregular-structured or regular-structured surface and $\sim 250 \mathrm{~W} / \mathrm{cm}^{2}$ for hybrid-structured surface.

### 2.1 Irregular Structures

### 2.1.1 Nanofluids

Nanofluids are uniform and stable suspensions of nanoparticles (nominally 1-100 nm in size) in conventional host liquid, such as water, oils, etc.. ${ }^{40}$ The concept of nanofluids was first introduced by Choi et al. ${ }^{41}$ He showed the increase of thermal conductivity of nanofluids made
by suspensions of copper or aluminum nanoparticles in water and other liquids, and further concluded the potential for large increases in heat transfer. You et al. ${ }^{42}$ achieved ~200\% enhancement of CHF with low concentrations of $0.005 \mathrm{~g} / \mathrm{l}$ of $\mathrm{Al}_{2} \mathrm{O}_{3}$-water nanofluids at a pressure of $2.89 \mathrm{psia}\left(T_{\text {sat }}=60^{\circ} \mathrm{C}\right)$. After that, a large number of researchers made efforts on the use of nanofluids to enhance CHF. ${ }^{32}$ Several comprehensive reviews of CHF enhancement by boiling nanofluids have been reported. ${ }^{43-47}$ Generally speaking, nanofluids at lower concentrations ( $0.32 \%-1.25 \%$ by weight) enhance CHF while nanofluids at higher concentrations ( $4 \%-16 \%$ by weight) deteriorate CHF. ${ }^{48-50}$ Although it was the increased thermal conductivity of nanofluids that motivated the research of using nanofluids to enhance pool boiling, it turned out that this enhancement was not related to it. The surface roughness alone did not explain the enhancement, either. Although some researchers claimed that the enhancement was due to surface properties related to thermal effusivity, ${ }^{51}$ disjoining pressure, ${ }^{52}$ and shorter Taylor instability wavelength, ${ }^{53}$ it was widely accepted that the enhancement was attributed to nanoparticles deposition on the surface, resulting in improved wettability and capillarity of the surface. ${ }^{54}$

### 2.1.2 Graphite fibers

Forming a porous layer by depositing graphite fibers is another way to enhance boiling heat flux. It resulted in $\sim 2$ times enhancement in heat transfer coefficient and $\sim 3$ times enhancement in CHF. ${ }^{5-57}$ Researchers bonded commercial graphite fiber to surfaces using epoxy and achieved enhancement. Figure 2-1 shows these porous layers. The researchers attributed the enhancement to the high thermal conductivity of the fibers ( $1200 \mathrm{~W} / \mathrm{mK}$ ) and a large number of embryo cavities. ${ }^{56}$


Figure 2-1 Porous layer of graphite fibers to enhance boiling heat transfer published in literatures: (a) ${ }^{55}(b)^{56}(c)^{57}$

### 2.1.3 Sponge-like layers

Li et al. ${ }^{58}$ fabricated sponge-like structures on copper surfaces, as shown in Figure $2-2$ (a), by electrolyte deposition technique. The authors achieved 17 times enhancement in the heat transfer coefficient (HTC), and attributed it to nanocavities and special vertical channels formed during the electrodeposition process. During this process the departing hydrogen bubbles sought the lowest resistance path, creating low impedance vapor escape channels. Nanocavities increased nucleation site density and the channels facilitated vapor transportation.


Figure 2 - 2 Sponge-like layers to enhance boiling in published literatures: (a) ${ }^{58}(b)^{59}(c)^{60}$

Figure 2-2 (b) shows sponge-like structures fabricated by Zhang et al.. ${ }^{59}$ The researchers obtained this layer using electropolishing and anodizing techniques. The porous feature size can vary from a few nanometers to sub-millimeters, depending on anodizing voltage, temperature, and electrolytes. In this study the pore's diameter ranged from 100 nm to 500 nm . They obtained
2.3 times enhancement in HTC at low heat flux $\left(2-4 \mathrm{~W} / \mathrm{cm}^{2}\right)$ and 1.75 times enhancement at high heat flux ( $4-10 \mathrm{~W} / \mathrm{cm}^{2}$ ). The effect of CHF was not studied. The enhancement in HTC was explained by augmented surface area and increased nucleation site density.

Ahn et al. ${ }^{60,61}$ obtained sponge-like layers on $\mathrm{SiO}_{2}$ substrate by boiling reduced graphene oxide colloid on $\mathrm{SiO}_{2}$ surface, as shown in Figure 2-2 (c). The authors observed that the wall temperature increased very slowly after reaching CHF while normally it increased dramatically in boiling water. CHF of boiling water was enhanced 2 times on the surface after colloid boiling and they attributed the enhancement to the deposition of sponge-like layers during colloid boiling, which resulted in greatly enhanced thermal conductivity and vapor escape resistance.

Table 2-1 shows the summary of the research on boiling heat transfer enhancement by deposition of sponge-like layers.

Table 2-1 Boiling enhancement by sponge-like layers

|  | Substrate | Liquid | HTC Enhancement | CHF Enhancement |
| :---: | :---: | :---: | :---: | :---: |
| Li et al. ${ }^{58}$ | Copper | R134a | 17 | N/A |
| Zhang et al. ${ }^{59}$ | Alumina | Water | 2.3 at low heat flux |  |
| Ahn et al. ${ }^{60,61}$ | $\mathrm{SiO}_{2}$ | Water | N/A |  |

### 2.1.4 Nanowires and Carbon Nanotubes (CNT)

A nanowire is a nanostructure in the form of wire with a diameter smaller than about 100 nm . A hollow nanowire, typically with a wall thickness on the order of molecular dimensions, is referred to as nanotube. Following the discovery of carbon nanotubes by Iijima in 1991,
researchers saw its potential in improving surface wettability and enhancement of heat transfer in pool boiling. In 2006, Ahn et al. ${ }^{62,63}$ fabricated multiwall carbon nanotubes (MWCNT) on silicon substrates using chemical vapor deposition (CVD). The diameters of the tubes varied from 8 to 16 nm, and the pitch was from 8 to 16 nm . Figure 2 - 3 (a) shows the side view image of the MWCNT. The heights of MWCNT were $9 \mu \mathrm{~m}$ (type A) and $25 \mu \mathrm{~m}$ (type B). The experimental results showed that CHF was enhanced by $25-28 \%$ for both type A and B, but for film boiling regime, $25 \mu \mathrm{~m}$ height MWCNT yielded $57 \%$ higher heat flux at Leidenfrost point, while no improvement was observed for $9 \mu \mathrm{~m}$ height MWCNT. The authors further explained this was because the minimum vapor film thickness in film boiling is $10-15 \mu \mathrm{~m}$ as predicted by numerical models. Thus there was no difference between flat surface and $9 \mu \mathrm{~m}$ height MWCNT surface in film boiling. Although a critical height for enhancement was observed in film boiling regime, both heights performed similarly in the nucleate boiling region and CHF was not affected by MWCNT height, which was also confirmed by Lu et al.'s observation in 2011. ${ }^{64}$

In 2007, Ujereh et al. ${ }^{65}$ coated silicon and copper substrates with nanotubes with different CNT array densities and area coverage on silicon and copper surfaces. The MWCNTs were approximately 50 nm in diameter and 20-30 $\mu \mathrm{m}$ in height. Figure 2 - 3 (b) shows a lightly (30 $\mathrm{CNTs} / \mu \mathrm{m}^{2}$ ) coated CNT array. In all cases, the onset superheat of boiling was reduced and heat transfer coefficients were improved. CHF was increased by $44.8 \%$ for densely coated silicon and 6.0\% for copper substrate compared to flat surfaces; this difference was due to the fact that flat silicon surface is very smooth and has very few nucleation sites. The enhancement mechanism was attributed to the addition of nucleation cavities offered by the abundance of zero cone angles and 'reservoir-type' cavities. Although the higher CNT mesh density reduced wall superheat slightly at incipience, it also decreased CHF because of the reduced effective surface area.


Figure 2-3 Nanowires and CNTs in literatures: $(a)^{62}(b)^{65}(c)^{66}(d)^{66}(e)^{67}(f)^{68}(g)^{69}$

In 2009, Chen et al. ${ }^{66}$ published the first paper on the effect of nanowires on pool boiling. In this case, silicon nanowires were synthesized by immersing a silicon wafer into an aqueous solution of $\mathrm{AgNO}_{3}$ and HF acid. As shown in Figure 2-3 (c), the silicon nanowires were vertically aligned with the diameter in the range of 20-300 nm, and the height in the range of 40-50 $\mu \mathrm{m}$. The copper nanowires were then synthesized by electroplating copper into nanoscale pores of commercially available porous alumina membranes. Figure 2-3 (d) shows that the resulting copper nanowires were approximately 200 nm in diameter and 40-50 $\mu \mathrm{m}$ in height with $50 \%$ filling ratio. Compared to the flat silicon surface, more than $100 \%$ improvements were obtained both in CHF and heat transfer coefficient. The enhancement of heat transfer coefficient was attributed to higher nucleation site density, and the enhancement of CHF was explained by the capillary pump effect of nanowires. Due to capillary force, the spacing between nanowires worked as capillary tubes pumping the water to interface, resulting in a capillary limited enhanced CHF. Lu et al. ${ }^{64}$ further investigated the effect of nanowire height (ranging from 16 to $122 \mu \mathrm{~m})$ and heater size on CHF. The results showed that the height of the nanowires did not affect CHF, but once the heater length was approximately smaller than eight times the capillary
length, the heater size effect caused by confined Helmholtz wavelength appeared. CHF increased with decreasing heater size. However, Yao et al. ${ }^{67,70}$ noted a linear dependence between the nanowire height and CHF. In their experiment, the height of nanowires varied from 2 to $20 \mu \mathrm{~m}$ for copper nanowires, and for silicon nanowires, two heights of 20 and $35 \mu \mathrm{~m}$ were examined. Different from the above two observations, Im et al. ${ }^{68}$ found that for pool boiling of PF-5060, compared to flat surface, those samples with copper nanowire height of 1,2 , and $4 \mu \mathrm{~m}$, the CHF was improved by $55 \%-64 \%$, but for $8 \mu \mathrm{~m}$ height nanowires, the enhancement was only $18 \%$.

Table 2-2 shows the summary of HTC and CHF enhancement achieved by nanowires/nanotubes in the literature.

Table 2-2 Boiling enhancement by nanowires and CNTs

|  | Substrate | Liquid | HTC Enhancement | CHF Enhancement |
| :---: | :---: | :---: | :---: | :---: |
| Ahn et al. ${ }^{6,63}$ | Silicon | PF-5060 | N/A | 1.25 |
| Ujereh et al. ${ }^{65}$ | Silicon |  | 5.5 | 1.4 |
|  | Copper |  | 2 | 1.8 |
| Chen et al. ${ }^{66}$ | Silicon | Water | 2 | $\sim 2$ |
| Lu et al. ${ }^{64}$ | Silicon | Water | N/A | $\sim 2$ |
| Yao et al. ${ }^{67}$ | Copper | Water | N/A | $\sim 1.3$ |
| Yao et al. ${ }^{70}$ | Silicon | Water | N/A | $\sim 2$ |
| Im et al. ${ }^{68}$ | Silicon | PF-5060 | N/A | $\sim 1.7$ |
| McHale et al. ${ }^{71}$ | Copper | HFE-7300 | N/A | 1.5 |
| Dai et al. ${ }^{69}$ | Copper | Water | 1.5 | 1.6 |

### 2.1.5 Nanorods and Nanoparticles

A porous layer formed by metallic particles can be deposited using plasma and flame spraying techniques. ${ }^{72,73}$ Hsieh et al. ${ }^{72}$ achieved $1.5-2.6$ times enhancement in HTC by coating $\mathrm{Cu}, \mathrm{Mo}$, Al , and Zn particles on heater rods with a $1-5 \mu \mathrm{~m}$ average pore diameter. As shown in Figure 2 - 4 (a), Chang et al..$^{74,75}$ coated diamond particles with diameter varying from $2 \mu \mathrm{~m}$ to $70 \mu \mathrm{~m}$ using the DOA coating technique (D: diamond particles, O: Omegabond 101 epoxy, A: alcohol). Compared to reference surface, the authors obtained $\sim 2$ times enhancement in CHF.

Liter et al. ${ }^{76}$ and Hwang et al. ${ }^{77}$ coated spherical copper particles of $200 \mu \mathrm{~m}$ diameter on copper surfaces using the dry-phase diffusion sintering technique. The authors reported that the coating of modulated copper particles (Figure 2-4 (b) and (c)) could control the wavelength of KelvinHelmoholtz instability and in turn, enhance CHF of boiling. Additionally, the other independent enhancement mechanism was that the space between these particles served as capillary pump, supplying more liquid to interface to evaporate. Roughly, 3 times and 1.8 times enhancement in CHF were obtained respectively.


Figure 2-4 Nanorods and nanoparticles in the literatures: (a) ${ }^{75}(b)^{76}(c)^{77}(d)^{78}(e)^{79}(f)^{80}$

Li et al. ${ }^{78}$ deposited Cu nanorods on a polished Cu substrate using an electron-beam evaporator for oblique-angle deposition. As shown in Figure 2-4 (d), the rods grew inclined at an angle of $60^{\circ}$ if the substrate was tilted at a large angle $\left(>85^{\circ}\right)$. Although CHF was only enhanced by $\sim 10 \%$, HTC was improved by $63 \%$. The enhancement was mostly attributed to the 30 times increased nucleation site density, as well as small departure bubble sizes and frequency.

Besides increased nucleation site density, improved wettability is another widely attributed enhancement mechanism. ${ }^{79-82}$ With plasma-enhanced chemical vapor deposition (PECVD) and metal-organic chemical vapor deposition (MOCVD), Phan et al. ${ }^{81}$ controlled surface wettability by coating $\mathrm{SiO}_{\mathrm{x}}, \mathrm{Pt}, \mathrm{Fe}_{2} \mathrm{O}_{3}, \mathrm{SiOC}$, and Teflon particles on stainless steel substrate and conducted boiling experiments. The authors found that the improved wettability increased the bubble departure diameter and reduced the bubble departure frequency simultaneously. However, with an increased drop contact angle, HTC decreased initially and then increased. The lowest HTC was at $40^{\circ}-50^{\circ}$ with respect to heat flux. Deferent from HTC, CHF firstly increased and then decreased with an increased drop contact angle. It reached its highest value at contact angle of $\sim 18^{\circ}$ according to Hendricks's observation. ${ }^{82}$ Forrest et al. ${ }^{79}$ conducted an investigation of the boiling enhancement using the layer-by-layer (LBL) technique (Figure 2-4 (e)) to deposit polymer/ $\mathrm{SiO}_{2}$ nanoparticle multilayers on Ni wire. They achieved 2 times enhancement in both HTC and CHF. Feng et al..$^{80}$ fabricated Pt wires coated with alumina nano coatings by atomic layer deposition (ALD), as shown in Figure 2-4(f). Compared to bare surface, the drop contact angle decreased from $68^{\circ}$ to $0^{\circ}$ with 20 nm thick deposited $\mathrm{Al}_{2} \mathrm{O}_{3}$ layer, resulting in 2 times CHF enhancement.

Table 2-3 summarizes the achievement in boiling heat transfer enhancement by nanorods and nanoparticles in the literature.

Table 2-3 Boiling enhancement by nanorods and nanoparticles

|  | Substrate | Liquid | HTC Enhancement | CHF Enhancement |
| :---: | :---: | :---: | :---: | :---: |
| Hsieh et al. ${ }^{72}$ | Copper | R-134a | 2.6 | N/A |
|  |  | R-407c | 2.5 |  |
| Chang et al. ${ }^{74,75}$ | Copper | FC-72 | N/A | 2 |
| Liter et al. ${ }^{76}$ | Copper | Pentane | N/A | 3 |
| Hwang et al. ${ }^{77}$ | Copper | Pentane | N/A | 1.8 |
| Li et al. ${ }^{78}$ | Copper | Water | 1.6 | 1.1 |
| Hendricks et al. ${ }^{82}$ | Aluminum | Water | N/A | 3.6 |
| Forrest et al. ${ }^{79}$ | Nickel | Water | $\sim 2$ | $\sim 2$ |
| Feng et al. ${ }^{80}$ | Platinum | Water | $\sim 1$ | $\sim 2$ |

### 2.2 Regular Structures

### 2.2.1 Fins, Pillars and Cavities

The fabrication of regular geometries such as fins, pillars, and cavities has also been done in literature. In 2002, Guglielmini et al. ${ }^{83}$ conducted boiling experiments on a millimeter scale square-fin-structured surface, as shown in Figure 2-5 (a). Fins were 3 or 6 mm long and 0.4 to 1.0 mm wide. The researchers found that before reaching CHF, with an increased heat flux, HTC increased first and then decreased. For the surface with fins with a height of 3 mm , width of 1 mm and pitch of $2-4 \mathrm{~mm}$, the peak value of HTC occurred in the heat flux range $2.5-5$ $\mathrm{W} / \mathrm{cm}^{2}$. The peak value is about twice as high as the value at heat flux in the range of $5.5-10$ W/cm². Rainey et al. ${ }^{84}$ achieved 4.1 times enhancement in CHF with 8 mm high fins. $\sim 4.3$ times Enhancement was obtained under lower pressure at 60 kPa . Honda et al. ${ }^{85,86}$ investigated the
effect of square-fins in a micrometer scale ( $50 \times 50 \times 60 \mu \mathrm{~m}^{3}$, width $\times$ pitch $\times$ height $)$ on boiling. The authors observed $\sim 2$ times enhancement in CHF with these fins and obtained $\sim 11 \%$ more enhancement with 32.4 nm high roughness. Wei et al. ${ }^{87}$ further investigated the effect of fin geometry on heat transfer enhancement. The authors fabricated fins with width varying from 30 to $50 \mu \mathrm{~m}$ and height varying from 60 to $270 \mu \mathrm{~m}$. The pitch was twice the fin width. They achieved $\sim 2$ times CHF enhancement for saturated liquid and $\sim 4$ times for 45 K subcooled liquid temperature with fins of $50 \mu \mathrm{~m}$ wide and $270 \mu \mathrm{~m}$ high.

Mori et al. ${ }^{88}$ used a commercial honeycomb porous plate (Figure 2-5 (d)) achieving 2.5 times and 1.7 times enhancement in CHF and HTC respectively. The authors attributed the enhancement to increased liquid supply due to capillary pumping, and a reduction of the flow resistance for vapor escape due to the separation of liquid and vapor flow paths.


Figure 2-5 Fins, pillars, and cavities in the literatures: (a) $)^{83}(b)^{85}(c)^{87}(d)^{88}(e)^{37}(f)^{89}(g)^{90}(h)^{91}$

Chu et al. ${ }^{37}$ studied pool boiling on the silicon surface with micropillars. The heights of the pillars were 10 and $20 \mu \mathrm{~m}$, the diameters were 5 and $10 \mu \mathrm{~m}$, and the spacing varied from 5 to 15 $\mu \mathrm{m}$, resulting in roughness variation between 1.79 and 5.94. Figure 2-5 (e) shows the surface with pillars of $10 \mu \mathrm{~m}$ in height, $10 \mu \mathrm{~m}$ in diameter and $15 \mu \mathrm{~m}$ in spacing. A maximum CHF of
about $200 \mathrm{~W} / \mathrm{cm}^{2}$ was obtained based on the projected area. Similar CHFs were observed with different pillar heights. The authors attributed the enhancement to elongated contact line length. More recently, Dong et al. ${ }^{89}$ attained 1.4 times and 2.6 times enhancement in CHF and HTC of boiling ethanol respectively by fabricating micro cavities, as shown in Figure 2-5 (f). The authors attributed the enhancement to increased nucleate site density, reduced bubble departure diameter, and increased bubble departure frequency.

Kim et al..$^{90}$ formed pillars with several length scales ( $5-40 \mu \mathrm{~m}$ ) on Si wafer by DRIE, which resulted in surface roughness ranging from 1 to 4.4, as shown in Figure 2-5 (g). The researchers achieved 3.5-fold and 3-fold enhancement in CHF and HTC respectively. They found a critical gap existed between pillars. A smaller gap size ( $10-20 \mu \mathrm{~m}$ ) improved the capillary wicking rate due to larger capillary pressure and an increased liquid inflow rate. However, the permeable liquid inflow was reduced due to narrow gaps, jeopardizing rewetting situations. With similar pillars (Figure 2-5(h)), Kim et al. ${ }^{91}$ proposed a new CHF triggering mechanism to explain CHF enhancement of micro structured surfaces. They observed that a number of small bubbles were generated and then merged into a large bubble. CHF was governed by a large coalesced bubble departure frequency. The microstructures on the surface changed the evaporative mass flow rate, and thereby affected coalesced bubble departure frequency. However, the microstructures increased the liquid flow resistance, which is responsible for the deterioration of CHF for the surface with high roughness, and was observed in their experiments.

Table 2-4 shows the summarization of work has been done to enhance boiling heat transfer by micro-scale fins, pillars, and cavities in the literature.

Table 2-4 Boiling enhancement by fins, pillars, and cavities

|  | Substrate | Liquid | HTC Enhancement | CHF Enhancement |
| :---: | :---: | :---: | :---: | :---: |
| Rainey et al. ${ }^{84}$ | Silicon Oxide | FC-72 | N/A | 4.1 |
| Honda et al. ${ }^{85,86}$ | Silicon | FC-72 | N/A | 2.2 |
| Wei et al. ${ }^{87}$ | Silicon | FC-72 | N/A | 4.2 |
| Mori et al. ${ }^{88}$ | Copper | Water | 1.7 | 2.5 |
| Chu et al. ${ }^{37}$ | Silicon Dioxide | Water | N/A | 2.6 |
| Dong et al. ${ }^{89}$ | Silicon | Ethanol | 2.6 | 1.4 |
| Kim et al. ${ }^{90}$ | Silicon | Water | 3 | 3.5 |
| Kim et al. ${ }^{91}$ | Silicon Dioxide | Water | N/A | 1.9 |

### 2.2.2 Channels/Ridges

Chien et al. ${ }^{92-94}$ obtained buried channels by soldering a 0.05 mm thick copper foil with 0.18 0.23 mm diameter holes on a test tube surface with channels with width of several hundred micrometers (Figure 2-6 (a)). The authors postulated that liquid meniscus formed at the corner of the buried channel affected the evaporation behavior in a single bubble and, in turn, the bubble departure diameter, frequency and nucleation site density. The changed bubble dynamics resulted in $\sim 2.7$ times enhancement in HTC of boiling methanol at the heat flux of $5.5 \mathrm{~W} / \mathrm{cm}^{2}$. Ramaswamy et al. ${ }^{95}$ investigated bubble dynamics on enhanced structures, as shown in Figure 2 - 6 (b). The structures have an array of rectangular channels cut on either side of the Si substrate and aligned at an angle of $90^{\circ}$ to each other. These interconnected channels also created pores with a diameter in the range $0.12-0.20 \mathrm{~mm}$ and pitch in $0.7-1.4 \mathrm{~mm}$. Although pore pitch sizes in this investigation did not affect bubble departure diameter (which depended on pore
diameter), it influenced the bubble coalescence phenomenon. Thereby the heat transfer enhancement can be controlled by different pore pitch sizes. With similar structures (Figure 2-6 (c)), Ghiu et al. ${ }^{96}$ achieved $\sim 5$ times enhancement in CHF of boiling PF 5060.


Figure 2-6 Channels and ridges in the literatures: $(a)^{93}(b)^{95}(c)^{96}(d)^{97}(e)^{98}(f)^{99}(g)^{100}$

Das et al. ${ }^{97}$ fabricated grooves with varying shape and tilted angle on copper surfaces (Figure 2 6 (d)) using the wire-electro discharge machining technique. The authors achieved 3.4 times enhancement in HTC at a low heat flux (less than $25 \mathrm{~W} / \mathrm{cm}^{2}$ ) of boiling water. They also found that more enhancement was attained with inclined channels compared to vertical channels.

Cooke et al. ${ }^{98}$ investigated the role of channels with dimensions in a few hundred microns (Figure 2-6 (e)) in boiling heat transfer enhancements. CHF increased with the increase of channel depth. They achieved $\sim 2.1$ times CHF enhancement with $275 \mu \mathrm{~m}$ channels on Si surface. However, CHFs for all samples based on the wetting area were close to or less than that of the flat surface. It was found that the bubbles were formed at the bottom of the channel and then moved to the top of the fins where they attached and grew. The channels remained flooded and helped the liquid rewet the surface by offering pathways for it; due to this, dry out of the surface did not occur. They further reported a heat flux of $244 \mathrm{~W} / \mathrm{cm}^{2}$ without reaching CHF on Cu
surface, on which CHF was $\sim 125 \mathrm{~W} / \mathrm{cm}^{2} .{ }^{101}$ They attributed the enhancement to two aspects: a) the microchannels offered three sides for heating, and the liquid pushed away by the bubble growth was heated by the surface and channel walls; b) the cooler liquid at the bulk temperature was pulled into the channel after the bubble departed, and delayed the occurrence of CHF. With deeper channels, Kandlikar ${ }^{102}$ achieved 2.4 times enhancement in CHF and 8.4 times enhancement in HTC of boiling water on the copper surface. With open channels, other researchers also attained 6-10 times enhancement in HTC (Chen ${ }^{99}$ ) and 1.5 times enhancement in CHF on $\mathrm{SiO}_{2}$ surface (Kim et al. ${ }^{100}$ ).

Table 2-5 summarizes the enhancement achieved by channels or ridges in literature.

Table 2-5 Boiling enhancement by channels and ridges

|  | Substrate | Liquid | HTC Enhancement | CHF Enhancement |
| :---: | :---: | :---: | :---: | :---: |
| Chien et al. ${ }^{92}$ | Copper | Methanol | $\sim 2.7$ | N/A |
| Ghiu et al. ${ }^{96}$ | Copper | PF 5060 | N/A | $\sim 5$ |
| Das et al. ${ }^{97}$ | Copper | Water | 3.4 | N/A |
| Cooke et al. ${ }^{98}$ | Silicon | Water | N/A | 2.1 |
| Kandlikar ${ }^{102}$ | Copper | Water | 8.4 | 2.4 |
| Chen ${ }^{99}$ | Copper | Water | $6-10$ | N/A |
| Kim et al. ${ }^{100}$ | Silicon Oxide | Water | N/A | 1.5 |

### 2.3 Hybrid Structures

Fabricating nanoscale structures, such as nanowires, CNTs, and nanorods, etc. on microscale structures, such as fins, channels, etc. is another way of surface modification to enhance boiling
heat transfer. Launay et al. ${ }^{103}$ fabricated microscale fins using standard surface micromachining techniques and grew CNTs following Wei et al.'s process, ${ }^{104}$ as shown in Figure 2-7 (a). It turned out that the combination of fins and CNTs deteriorated heat transfer. With fins only, the CHF was enhanced by $40 \%$, while it remained similar to plain surface with CNT coated fins. With coated CNT only, the enhancement of CHF was not observed, either. The authors postulated that the changed nature of surface-fluid interactions, induced by CNT, caused this deterioration.

Kim et al. ${ }^{105}$ formed microscale (M) nanoscale (N) and multiscale (NM) modified surfaces. M surface was obtained using wet etching of Si wafer with an tetramethyl ammonium hydroxide etchant, as shown in Figure 2-7 (b); N surface was covered by ZnO nanorods while NM used a combination of these two: nanorods covered microscale posts (Figure 2-7 (c)). The authors achieved 1.5, 1.8, and 2.1 times enhancement in CHF with $\mathrm{M}, \mathrm{N}$, and NM surface respectively; while HTC enhancement of 1.7 times was similar for these three types of surfaces. The enhancements were explained by the changes in the bubble nucleation behavior, augmentation in surface area, and the mechanism of bubble growth.

Yao et al. ${ }^{106,107}$ obtained silicon nanowires (SiNW) on the top, bottom, and side walls of channels, which were fabricated by using a deep reactive ion etching (DRIE) process, as shown in Figure 2-7 (d). The authors achieved 2.7 times enhancement in CHF and 4.1 times enhancement in HTC. Compared to channels without SiNW, the CHF enhancement was improved by $90 \%$. Similarly, Jaikumar et al. ${ }^{108}$ deposited nanoparticles with a mean size of 10 $20 \mu \mathrm{~m}$ on channel-structured surfaces, followed by $800^{\circ} \mathrm{C}$ sinter for two hours to ensure substrate bonding. This fabrication yielded a pore size between $5-20 \mu \mathrm{~m}$. Three types of surfaces were fabricated: sintered-throughout, sintered-fin-tops and sintered-channels. The researchers attained
a 2.4-fold enhancement in CHF and 6.5-fold enhancement in HTC. In these two studies, the researchers explained their enhancements with changed bubble dynamics induced by separated liquid vapor path.


Figure 2-7 Hybrid structures in the literatures: (a) ${ }^{103}$ (b)-(c) ${ }^{105}$ (d) side wall of the channel ${ }^{107}$ (d) ${ }^{109}(\mathrm{f})^{110}$

In 2014, Rahman et al. ${ }^{109}$ deposited tobacco mosaic virus (TMV) biotemplated (Figure 2-7 (e)) nanorods on Si surface fabricated with pillars and conducted boiling experiments of water. The authors achieved 3.4 times enhancement of CHF and they attributed the enhancement to the wicking effect: the space between structures works as a capillary pump to transport liquid to the evaporation interface.

Dhillon et al. ${ }^{110}$ fabricated nanograss on micropillars by DRIE on Si wafer, as shown in Figure 2 - 7 (f). The authors found that the dry spot heating timescale is of the same order as that of the dry spot rewetting timescale induced by gravity and liquid imbibition. This observation demonstrated that CHF could be enhanced if microstructures facilitated liquid to rewet the
heated surface. They observed gravity induced rewetting was dominant when gaps between pillars were larger than $200 \mu \mathrm{~m}$. CHF increased with decreased gap sizes because the wicking effect came into the picture to facilitate liquid flow. Viscous pressure would overwhelm capillary pressure when pillar spacing went down to $10-20 \mu \mathrm{~m}$ and CHF enhancement was jeopardized.

Table 2-6 shows the summarization of the reported heat transfer enhancement by hybrid structures.

Table 2-6 Boiling enhancement by hybrid structures

|  | Substrate | Liquid | HTC Enhancement | CHF Enhancement |
| :--- | :--- | :--- | :---: | :---: |
| Launay et al. ${ }^{\mathbf{1 0 3}}$ | Silicon | PF-5060 | $\sim 1$ | $\sim 1$ |
| Kim et al. ${ }^{\mathbf{1 0 5}}$ | Silicon | Water | 1.7 | 2.1 |
| Yao et al. ${ }^{\mathbf{1 0 7}}$ | Silicon | Water | 4.1 | 2.7 |
| Jaikumar et al. ${ }^{\mathbf{1 0 8}}$ | Copper | Water | 6.5 | 2.4 |
| Rahman et al. ${ }^{\mathbf{1 0 9}}$ | Silicon | Water | $\mathrm{N} / \mathrm{A}$ | 3.4 |
| Dhillon et al. ${ }^{\mathbf{1 0 0}}$ | Silicon | Water | $\mathrm{N} / \mathrm{A}$ | 1.8 |

### 2.4 Enhancement Mechanism

The CHF enhancements due to the presence of micro/nano structures have been widely attributed to the increased nucleation site density, ${ }^{69,70,78}$ improved wettability or wicking effect to facilitate liquid supply, ${ }^{66,90,91,100,109,111,112}$ providing separate pathways for liquid and vapor flow thus modifying bubble dynamics, ${ }^{98,101,102}$ and increased roughness. ${ }^{37,113}$

### 2.4.1 Increased Nucleation Site Density

Eq. (1-1) dictates that with a certain superheat, the size of active nucleation site must be in a desired range so that the evaporation at the bottom part of the bubble dominates over the condensation at the upper part of the bubble. More specifically, at the superheat of $15-20^{\circ} \mathrm{C}$, the range of active nucleation diameter is between $\sim 1 \mu \mathrm{~m}$ and $\sim 200 \mu \mathrm{~m},{ }^{78}$ which covers the size of most microscale structures, such as the pore diameter of the porous layer, the space between the particles, or nanorods, etc. A $30-40$ fold increased nucleation site density was observed experimentally with a pore size in the order of $10 \mu \mathrm{~m} .^{69,78}$

Boiling enhancement by increased nucleation site density is based on the fact that boiling is much more efficient than natural convection. During the boiling process, only a circular region with a diameter of twice the bubble departure diameter is affected by the boiling, while heat is transferred through natural convection in the surrounding region. Normally boiling heat flux represents the average heat flux through the whole surface, not only through the affected region. Thus, increasing the nucleation site density causes bubble formation to increase on the surface, thereby increasing the average heat flux on the whole surface.

### 2.4.2 Facilitated Liquid Supply

Both topological and chemical properties of the surfaces affect surface wettability. For the surfaces with hydrophilic structures, the contact angle decreases as the surface wettability is represented by Wenzel state. ${ }^{4}$ Many researchers observed that the drop contact angle decreased dramatically with micro/nano structures on the surface, or even reached $0^{\circ} .{ }^{66,100,109-111}$ Improved wettability decreases liquid viscous drag along its flow path, and thereby facilitates liquid flow to the heated region. The space between the structures, or the pores formed due to the structures, can provide a large capillary pumping force to bring liquid back to the heated surface. Chen et
$a l .{ }^{66}$ found agreement between their experimental results and the capillary limit model (Eq. (22)), which was proposed by Liter et al. ${ }^{76}$ and was based on the balance between the capillary pumping force and the liquid viscous drag.

$$
\begin{gather*}
\frac{q_{C H F, c}^{" \prime}}{0.53\left(\rho_{l} \sigma h_{l v} / \mu_{l}\right)\left(\left(K \phi_{S}\right)^{1 / 2} / D\right)}=1-\frac{C_{E}}{0.53} \sqrt{\sqrt{\phi_{s}}} \frac{q_{C H F, c}{ }^{2}}{\rho_{l} \sigma h_{l v}{ }^{2}}  \tag{2-2}\\
K=\frac{\phi_{s} d^{2}}{180\left(1-\phi_{s} 2^{2}\right.} ; C_{E}=\left(\frac{0.018}{\phi_{s}{ }^{3}}\right)^{1 / 2}
\end{gather*}
$$

In Eq. (2-2), it is difficult to identify porosity $\phi_{\mathrm{s}}$, liquid flow distance $D$, and characteristic length d. Rahman et al. ${ }^{109}$ introduced a dimensionless wicking number Wi, which can be determined by experiments to account for the wicking effect on CHF. Wi represents the ratio of the liquid mass flux wicked into the heated surface to the critical mass flux of vapor leaving the surface, which is calculated by classical hydrodynamic instability analysis, ${ }^{6}$ as shown in Eq. (2-3). The CHF limited by wicking effect can be predicted by Eq. (2-4), in which $q_{C H F, Z}^{\prime \prime}$ is Eq. (1-15).

$$
\begin{equation*}
W i=\frac{\rho_{\dot{V}} \dot{V}_{0}^{\prime \prime}}{\rho_{v}{ }^{1 / 2}\left[\sigma g\left(\rho_{l}-\rho_{v}\right)\right]^{1 / 4}} \tag{2-3}
\end{equation*}
$$

where $\dot{V}_{0}^{\prime \prime}=\left(\frac{D_{C}}{D_{W}}\right)^{2}\left(\frac{d H}{d t}\right)_{t=0}$, in which $D_{C}$ is the diameter of the capillary tube used to test wicking effect of the surface, and $D_{W}$ is the diameter of the wetting area on the surface.

$$
\begin{equation*}
q_{C H F, W}^{\prime \prime}=(1+W i) \cdot q_{C H F, Z}^{\prime \prime} \tag{2-4}
\end{equation*}
$$

Boiling enhancement by facilitated liquid supply is based on the idea that the CHF occurs when the liquid is not able to rewet the surface at the same rate as the generation of vapor. Improved wettability and the space between structures enable liquid flow by reducing drag and increasing capillary forces respectively. However, recent work ${ }^{90,91,110}$ shows that if the space between
structures is smaller than $10-20 \mu \mathrm{~m}$, the flow resistance increases and jeopardizes rewetting, which is responsible for the deterioration of CHF.

### 2.4.3 Separated Liquid/Vapor Pathways

Another proposed CHF enhancement mechanism is to control bubble motion by using evaporation momentum force. The changed bubble dynamics increases microconvection heat transfer and provides separate pathways for liquid and vapor flow. Evaporation at the liquidvapor interface of the bubble results in a force pulling the interface and contact line into the liquid. The bubble grows because this force exceeds the retaining force due to surface tension, and thus the bubble base expands in all directions due to symmetry, as shown in Figure 2-8 (a), in which the evaporation momentum forces act in the x-direction on its two sides. The momentum force $F_{m}$ per unit length over a bubble height $H_{b}$ can be given by Eq. (2-5).

$$
\begin{equation*}
F_{m}=\frac{q_{I}^{\prime \prime} \times H_{b} \cdot 1}{h_{l v}} \times \frac{q_{I}^{\prime \prime} \times H_{b} \cdot 1}{h_{l v}} \cdot \frac{1}{\rho_{v}} \cdot \frac{1}{H_{b} \cdot 1} \tag{2-5}
\end{equation*}
$$



Figure 2-8 Evaporation momentum forces acting on a growing bubble (a) on plain surface (b) at the corner of the fin base and resulted seperated liquid vapor flow pathways ${ }^{102}$

Figure 2-8 (b) shows how a bubble forms and grows at the corner of the channel or fin base.
Force $F_{m, 2, x}$ is absent due to the presence of the fin on the left side. The bubble trajectory is determined by the resultant of $F_{m, 1, x}$ and $F_{m, 1, y}$. The trajectory is designed to be $14.1^{\circ}$ to the horizontal line based on an assumption that a $50 \%$ lower evaporation rate from the top interface causes $F_{m, 1, y}$ to be one-fourth of $F_{m, 1, x}$. Thus, the bubble follows a path away from the fin surface
sweeping over the heated surface as depicted in Figure 2-8 (c). Bubble motion induces bulk liquid to flow over the fins toward nucleation site. In this way, the liquid and vapor flow pathways are separated, avoiding blocking the liquid pathway due to the escape of the vapor. This modified bubble motion due to fins/channels was observed experimentally in the literature. ${ }^{98,101,102}$

### 2.4.4 Increased Roughness

Boiling enhancement by increased roughness can be explained from three aspects: increased nucleation site density, increased liquid-solid contact area and the elongated contact line. Along with the roughness introduced by structures, there exist many cavities, holes, or bumps on the roughened surface. All of these formed structures provide more active nucleation sites to trigger boiling to occur at these locations. Also, compared to a plain surface, the fabricated structures enlarge solid surface area, and in turn increase solid-liquid contact area. Without considering the increased nucleation site density induced by roughness, the average heat flux maintains while the heat transfer area was enlarged. Heat flux is found to be improved if we use the projected area to calculate it.

In the contact line model (section 1.3.4), most heat transfer occurs through a triple phase contact line. Increased roughness elongates the contact line, which means the heat transfer is also enhanced. Based on this idea, Chu et al. ${ }^{37}$ modified Kandlikar’s model (Eq. (1-23)) to predict CHF on pillar-structured surface as Eq. (1-24).

### 2.4.5 Summary

Mechanisms behind boiling enhancements due to micro/nano structures are complicated. The mechanisms mentioned above are not independent most of the time. Two or more of them are
usually coupled to dominate the enhancement. Chen et al. ${ }^{114}$ found that even the fabrication process also affected working limits of boiling. The capillary limits of samples fabricated by milling are obviously larger than those fabricated by chemical etching. Thus, further investigation on enhancement mechanisms is necessary.

## 3. Critical Height of Micro/Nano Structures to Enhance CHF

### 3.1 Hypothesis

(a)

(b)

Bulk Meniscus
Region
Evaporating Non-evaporating Film Region


Figure 3-1 Schematic of the bubble base depicting the microlayer and its three regions

Microlayer evaporation is the one of most important heat transfer mechanisms of boiling. The microlayer is the thin liquid film underneath the bubble. As shown in Figure 3-1, it is widely accepted that the base of the bubble can be divided into three regions: the non-evaporating film region, the evaporating film region, and the bulk meniscus. Microlayer evaporation has been observed in experiments by many researchers. ${ }^{17,18,20-23}$ Figure 3-2 shows the typical microlayer profile underneath the bubble (blue dots) with a constant average heat flux. Compared to the outer region and center dryout region, the local heat flux is doubled and the local temperature is $\sim 5^{\circ} \mathrm{C}$ lower in the microlayer region due to evaporation. With constant wall temperature, Chen et $a l .{ }^{14}$ found that the heat flux decreased significantly during bubble growth due to the presence of a dry spot. Furthermore, Maroo et al. ${ }^{115-117}$ obtained a non-evaporating film in simulations of thin film evaporation due to the attraction between solid and liquid molecules. Although the pressure in this film can be reduced or even negative, no cavitation occurs because the film thickness is smaller than the critical cavitation radius. The authors further found that the film could be
ruptured and evaporated by the presence of nanoscale ridges, which increases heat flux from 350 $\mathrm{MW} / \mathrm{m}^{2}$ (smooth surface) to $600 \mathrm{MW} / \mathrm{m}^{2}$ (ridge-structured surface). ${ }^{118}$


Figure 3-2 Distribution of local temperature and heat flux in microlayer region ${ }^{23}$

Based on this knowledge, this chapter proposes the hypothesis that boiling heat transfer enhancement could be obtained by rupturing and evaporating the thin film underneath the bubble by using ridge-based geometry. Figure 3 - 3shows a bubble on a ridge-structured surface. If the ridge height is larger than the local film thickness, the film is disconnected from bulk liquid and is broken to independent water slabs between the ridges. To evaporate the film, the input energy must overcome two energy barriers: liquid-liquid molecular attraction and solid-liquid attraction. Compared to the complete film on a flat surface, an extra solid-liquid interface is created by the side wall of ridges to replace the original liquid-liquid contact, and makes the water slabs evaporate as the solid-liquid attraction is weaker than the liquid-liquid attraction (demonstrated by the non-zero contact of a drop of water on $\mathrm{SiO}_{2}$ surface). The evaporation of the thin film facilitates bubble growth, and thereby increases bubble departure frequency and boiling heat flux. However, if the ridge height is smaller than the thin film thickness, the film maintained
intact on the surface and is connected to the bulk liquid, similar to that on the plain surface. In this case, the film is not ruptured and the additional evaporation does not occur. Thus no enhancement is expected when the ridge height is smaller than the film thickness.


Figure 3-3 Hypothesis of thin film rupture and evaporation underneath the bubble on ridgestructured surface for pool boiling heat transfer enhancement

### 3.2 Experimental Methods

### 3.2.1 Sample Fabrication

Based on the hypothesis mentioned above, various samples with ridges were designed and fabricated. Figure 3-4 shows the sample design. It consists of ridges on the top and the heater on the bottom. The sample is diced into $2 \mathrm{~cm} \times 2 \mathrm{~cm}$ square. The ridges are obtained by etching a Si wafer. The heater is made of indium tin oxide (ITO), which is deposited on the whole back side of the wafer. The Cu layer $(1.25 \mathrm{~cm} \times 0.625 \mathrm{~cm} \times 500 \mathrm{~nm})$ is patterned and used as electrodes for connecting the ITO to electrical wires. The heating area is the region between two Cu electrodes, which is $1.25 \mathrm{~cm} \times 0.75 \mathrm{~cm}$. With a direct current (DC) power supply of $150 \mathrm{~V} \times$ 5 A , a heat flux as high as $375 \mathrm{~W} / \mathrm{cm}^{2}$ can be obtained.


Figure 3-4 Sample design (a) side view (b) top view (c) bottom view (sizes are not scaled)

The ridges were fabricated on the Si wafer. Figure 3-5 shows the fabrication procedure. It consists of photolithography, plasma etching, thermal growth of the oxidation layer, and film (ITO and Cu ) deposition.
(a) Wafer Cleaning. Before fabrication, the wafers were cleaned to make sure there was no dust or other contamination left on the wafer. The wafers were cleaned in a hot bath of Remover 1165 in two tanks, 10 minutes for each tank. The wafers were then washed in a DI water tank to remove any chemical residue. After that, the wafers were further cleaned in Glen 1000 oxygen plasma at a power of 400 W for 5 minutes to remove any possible polymer residue. After the oxygen plasma cleaning, the water drop contact angle was $0^{\circ}$ and recovered to between $30^{\circ}$ and $40^{\circ}$ in $\sim 3$ hours.
(b) Photoresist Deposition. A 60 nm thick layer of AR3 was used as anti-reflectant, and the photoresist was a 410 nm thick layer of UV210. After photoresist deposition, soft bake was done at $135{ }^{\circ} \mathrm{C}$ for 60 seconds.
(c) Exposure. In order to expose the photoresist to laser and get the patterns, ASML 300 was chosen as the stepper. The energy-controlled mode was used; the optimum energy was 12.5 $\mathrm{mJ} / \mathrm{cm}^{2}$ and optimum focus was $0 \mu \mathrm{~m}$. After the exposure, the exposed wafers were hard baked at $135{ }^{\circ} \mathrm{C}$ for 90 seconds.
(d) Development. To develop the patterns, the wafer was immersed in the solution of 760 MIF for 30 seconds and washed with DI water to remove chemical residue.
(e) Plasma Etching. After development, the wafers were etched to get ridges. Unaxis 770 deep silicon etcher was used; the etching rate was 100 nm per minute.
(f) Removal of Photoresist. To remove the remaining photoresist, step (a) was repeated and Si ridges were obtained by this step.
(g) Thermal Growth of $\mathrm{SiO}_{2}$ layer. In order to obtain $\mathrm{SiO}_{2}$ ridges, a 125 nm thick oxidation layer was thermally grown on Si ridges in a wet/dry oxide furnace at $900^{\circ} \mathrm{C}$ for an hour. For the fabrication of Si ridges, this step was skipped.
(h) ITO deposition. PVD 75 sputter was used for ITO deposition. The operation temperature was set as $200^{\circ} \mathrm{C}$ and the oxygen concentration was $2 \%$, by which the resistance of the heater was about $15 \Omega$ with thickness of 90 nm .
(i) Cu deposition. The CVC sputter was used for Cu deposition. The deposition rate was about 33 nm per minute. The deposition was processed for 15 minutes to get $\sim 500 \mathrm{~nm}$ thick Cu electrodes.


Figure 3-5 Fabrication procedure of Si and $\mathrm{SiO}_{2}$ ridges (not scaled)

Following the procedure mentioned above, Si and $\mathrm{SiO}_{2}$ ridges were fabricated with varying heights from $\sim 300 \mathrm{~nm}$ to $1.5 \mu \mathrm{~m}$. The ridge space was $\sim 5 \mu \mathrm{~m}$ and ridge width was $\sim 500 \mathrm{~nm}$
(Figure 3-6). The resulting roughness was from 1.11 to 1.55. The roughness of each sample was calculated as the ratio of wetted surface area (sum of projected area and additional surface area due to the ridges) to the projected area (Eq. (3-1)). Table 3-1 summarizes ridge geometries fabricated to investigate the effect of height on CHF enhancement.

$$
\begin{equation*}
r=1+\frac{2 H}{S+W} \tag{3-1}
\end{equation*}
$$

Table 3-1 Geometry of fabricated ridges

| Sample | Height H (nm) | Width W (nm) | Spacing S ( $\mu \mathrm{m}$ ) | Roughness $r$ |
| :--- | :--- | :--- | :--- | :--- |


| Si \#1 | 300 | 520 | 4.95 | 1.11 |
| :--- | :--- | :--- | :--- | :--- |
| Si \#2 | 585 | 460 | 5.00 | 1.21 |
| Si \#3 | 610 | 745 | 7.50 | 1.15 |
| $\mathrm{Si} \# 4$ | 1270 | 460 | 5.00 | 1.46 |


| $\mathrm{SiO}_{2} \# 1$ | 585 | 595 | 4.90 | 1.21 |
| :--- | :---: | :---: | :---: | :---: |
| $\mathrm{SiO}_{2} \# 2$ | 665 | 660 | 4.80 | 1.24 |
| $\mathrm{SiO}_{2} \# 3$ | 1060 | 595 | 4.90 | 1.39 |
| $\mathrm{SiO}_{2} \# 4$ | 1530 | 555 | 5.00 | 1.55 |



Figure 3-6 SEM images of side view of Si ridges with height (a) 300 nm , (b) 585 nm , and (c) $1.27 \mu \mathrm{~m} ; \mathrm{SiO}_{2}$ ridges with height (d) 585 nm , (e) $1.06 \mu \mathrm{~m}$, and (f) $1.53 \mu \mathrm{~m}$

### 3.2.2 Boiling Rig and Experiment Procedure

Figure 3-7 shows the schematic of the pool boiling setup. The setup consists of a liquid chamber, sample holder, bulk liquid heating loop, sample heating loop, and data acquisition. The chamber and sample holder are made of half-inch thick polycarbonate. A 1 cm diameter hole was drilled through the lid of the chamber to maintain the pressure as atmospheric pressure. The bulk liquid heating loop includes an immersion heater, a proportional-integral-derivative (PID) controller and a resistance temperature detector (RTD). With appropriate setting of PID controller, this loop maintains the bulk liquid at the saturation temperature (97~100 ${ }^{\circ} \mathrm{C}$ ). Sample heating loop includes a DC power supply, voltage and current measurement, and sample temperature measurement. The wires connecting the sample and power supply were soldered onto the Cu electrode and buried in epoxy, which was used to glue the sample on its holder. The epoxy was cured into a cylinder with diameter of 1.25 cm and thickness of 1.25 cm . The epoxy was also used as a thermal insulator as its thermal conductivity is $\sim 1.2 \mathrm{~W} / \mathrm{m} \cdot \mathrm{K}$. The sample temperature was measured by a T-type thermocouple, which was also buried in the epoxy. The data acquisition included Keithley digital multimeter to record voltage and National Instruments (NI) modules to record current, liquid temperature, and sample temperature.


1 chamber; 2 immersion heater; 3 PID controller; 4 RTD; 5 sample; 6 thermocouple; 7 DAQ; 8 power supply; 9 PC

## Figure 3-7 Boiling rig setup

The sample was cleaned by oxygen plasma immediately after fabrication. Before running experiments, it was cleaned again to make sure no contamination was left which can potentially affect its boiling performance. The sample was first wiped using cleanroom swab wetted with acetone, followed by an immersion in isopropanol and ethanol for 5 minutes respectively; finally, the sample was cleaned by ultrasonic cleaner for 3 minutes and dried by air.

Before heating up the sample to achieve boiling, the deionized (DI) water was degassed by boiling it for one hour and then maintained at saturation temperature. The boiling curve was obtained by incremental increase in the power supplied to the sample. The data were recorded after reaching the steady state, which was determined when the heater temperature change measured by the thermocouple was less than $0.5^{\circ} \mathrm{C}$ in a one minute period. Typically, the steady state was reached around ten minutes after increasing the power. CHF was identified when an incremental increase in the power supplied resulted in a sudden and dramatic increase of the sample temperature.

### 3.2.3 Uncertainty Analysis

The analysis of experimental uncertainty is based on propagation of uncertainties. ${ }^{119}$ From the experimental data, the general formula for heat flux calculation is Eq. (3-2). The uncertainty analysis expression becomes Eq. (3-3).

$$
\begin{gather*}
q^{\prime \prime}=\frac{U I}{A_{\text {boiling }}}=\frac{U I}{a \times b}  \tag{3-2}\\
E_{q^{\prime \prime}}=\sqrt{\left(\frac{\partial q^{\prime \prime}}{\partial U}\right)^{2} E_{U}^{2}+\left(\frac{\partial q^{\prime \prime}}{\partial I}\right)^{2} E_{I}^{2}+\left(\frac{\partial q^{\prime \prime}}{\partial a}\right)^{2} E_{a}^{2}+\left(\frac{\partial q^{\prime \prime}}{\partial b}\right)^{2} E_{b}^{2}} \tag{3-3}
\end{gather*}
$$

where $U$ and $I$ are voltage and current applied on the sample respectively. $a$ and $b$ are length and width of the rectangular heating area. $E_{q^{\prime \prime}}, E_{U}, E_{I}$, and $E_{b}$ are the uncertainties in $q$ ", $U, I, a$, and $b$ respectively.

The uncertainties of $U$ and $I$ are obtained from the standard deviation of the measurement for each point in boiling curve. The uncertainties of $a$ and $b$ are obtained from standard deviation of the measurement of heating area for each sample. The wall temperature is measured directly by burying a T-type thermocouple. The uncertainty of temperature is obtained by standard deviation of the measurement for each point. Accounting for all instrument errors, in current work, the maximum uncertainties of heat flux and wall temperature are $1.69 \mathrm{~W} / \mathrm{cm}^{2}$ and $1.24{ }^{\circ} \mathrm{C}$ respectively. The uncertainty in temperature includes an estimate of the contact resistance present between the thermocouple and the wafer bottom surface $\left(=0.3^{\circ} \mathrm{C}\right)$.

### 3.3 Experimental Results

### 3.3.1 Heat Loss from the Sample

As shown in Figure 3-8, in the steady state, the input energy to the sample was Joule heating which was calculated as $E_{\text {in }}=U I$, where $U$ and $I$ are measured voltage load and current across the ITO heater, respectively. There are three ways to dissipate this input energy: 1) boiling heat transfer $E_{b}=q_{b}^{\prime \prime} \times A_{1}$, where $A_{1}$ is the actual boiling area of the sample, 2) natural convection to air underneath the sample, $E_{a}=q_{a}^{"} \times A_{2}$, where $A_{2}$ is the area of the sample exposed to air, and 3) natural convection to water beyond the boiling area on the sample, $E_{w}=q_{w}^{\prime \prime} \times A_{3}$, where $\mathrm{A}_{3}$ is the area which equals the difference of total sample area and actual boiling area. From energy conservation in steady state, Eq. (3-4) was obtained.

$$
\begin{equation*}
U I=q_{b}^{\prime \prime} \times A_{1}+q_{a}^{\prime \prime} \times A_{2}+q_{w}^{\prime \prime} \times A_{3} \tag{3-4}
\end{equation*}
$$



Figure 3-8 Heat loss from the sample

In order to calculate $q_{a}^{\prime \prime}$ and $q_{w}^{\prime \prime}$, the heat transfer coefficient $h$ was obtained from $\overline{N u}_{L}=$ $3.092 R a_{L}^{0.272} .{ }^{120}$ This equation was used to calculate the heat transfer coefficient of natural
convection from top surface of heated sample, and thus, the heat loss from underneath the sample (in the range of 2 to $3 \mathrm{~W} / \mathrm{cm}^{2}$ ) was overestimated. Also, the temperature measured from thermocouple is that of the back side of the sample, which is not exactly the top surface temperature we need. The top surface temperature of the sample was determined as: $T_{w}=T_{R}-$ $\frac{q_{b}^{\prime \prime} \delta}{k}$, where $T_{w}$ is the wall temperature of the sample's top surface; $T_{R}$ is the temperature reading from thermocouple; $q_{b}^{\prime \prime}$ is the boiling heat flux.

### 3.3.2 Effect of Heat Conduction

As shown in Figure 3-9, the sample is heated by the ITO heater on the backside, while boiling occurs on the top side. The heat is not only conducted upward but also laterally due to heat conduction within the Si substrate; hence the actual boiling area is larger than the ITO heater area and it is necessary to calibrate the actual boiling area to achieve exact boiling heat flux.


Figure 3-9 Effect of heat conduction in the fabricated samples

Figure 3-10 shows that the boiling area expands to $(a+2 L) \mathrm{cm} \times(b+2 L) \mathrm{cm}$. The expanded area is $2 L[(a+b)+2 L] \mathrm{cm}^{2}$. The heat dissipated by boiling can be expressed as Eq. (3-5), in which wall superheat was measured in experiments.


Figure 3-10 Actual boiling area calibration

$$
\begin{equation*}
E_{b}=h \cdot a b \cdot \Delta T+h \cdot 2 L[(a+b)+2 L] \cdot \frac{\Delta T+\Delta T_{O S B}}{2} \tag{3-5}
\end{equation*}
$$

From the energy balance, the heat dissipated through the expanded area is from lateral conduction in Si substrate, as shown in Eq. (3-6).

$$
\begin{equation*}
h \cdot 2 L \cdot \frac{\Delta T+\Delta T_{O S B}}{2}=2 k \cdot \frac{\Delta T-\Delta T_{O S B}}{L} \cdot t \tag{3-6}
\end{equation*}
$$

where $k$ is thermal conductivity of $\mathrm{Si}(149 \mathrm{~W} / \mathrm{m} \cdot \mathrm{K})$, and $t$ is the thickness of the wafer $(500 \mu \mathrm{~m})$. Thus, Eq. (3-5) and Eq. (3-6) are iteratively solved to determine $L$ and the actual boiling area. We also investigated use of COMSOL simulations to estimate 2D heat conduction within the sample; however, the unknown values of two parameters ( $h$ and $L$ ) led to mismatch between simulation and experimental result of temperature (hence, a parametric sweep would have to be performed in COMSOL). Based on the orders of magnitude variation between thermal resistance of boiling (on the surface) and conduction (in the surface), we concluded that the 1D model is sufficient to estimate the actual boiling area.

### 3.3.3 Boiling Curves

In order to evaluate the boiling performance on ridge-structured surface, flat Si and $\mathrm{SiO}_{2}$ surfaces are used as the baseline case. CHFs measured are $88.97 \pm 2.02 \mathrm{~W} / \mathrm{cm}^{2}$ and $78.79 \pm 1.64$ $\mathrm{W} / \mathrm{cm}^{2}$ with the measured static contact angle of $44.5^{\circ}$ and $36.3^{\circ}$ for plain Si and $\mathrm{SiO}_{2}$ surfaces, respectively, which are in good agreement with the reported values in the literature. ${ }^{37,39,66,109}$ Figure 3-11 shows the boiling curves of Si ridges. The highest CHF attained is $158.8 \pm 3.26$ $\mathrm{W} / \mathrm{cm}^{2}$, which is obtained by the $\mathrm{Si} \# 4$ ridges with 1270 nm in height and 460 nm in width. Similar enhancements are also shown for Si \#2 $\left(151.4 \pm 2.06 \mathrm{~W} / \mathrm{cm}^{2}\right)$ and $\operatorname{Si} \# 3(147.8 \pm 1.96$ $\mathrm{W} / \mathrm{cm}^{2}$ ) ridges which are 585 nm and 610 nm in height, and 460 nm and 745 nm in width respectively. However, no obvious enhancement is observed for $\mathrm{Si} \# 1$ ridges ( $98.3 \pm 1.23$ $\mathrm{W} / \mathrm{cm}^{2}$ ) with 300 nm in height and 520 nm in width. In short, the height of ridges plays an important role in the enhancement of boiling. Thus, there exists a critical height below which no CHF enhancement is obtained, and above which similar enhancements are obtained irrespective of the ridge height. For Si surface, this critical height is in the range of 300 nm to 585 nm .


Figure 3-11 Boiling curves based on projected area for Si samples

Similarly, the same phenomenon is observed for $\mathrm{SiO}_{2}$ ridges, as shown in Figure 3-12. The maximum CHF is $177.2 \pm 3.29 \mathrm{~W} / \mathrm{cm}^{2}$ obtained by $\mathrm{SiO}_{2} \# 3$ ridges which is 1060 nm in height. Similar CHF, $173.4 \pm 3.22 \mathrm{~W} / \mathrm{cm}^{2}$, is observed by $\mathrm{SiO}_{2} \# 4$ ridges ( 1530 nm in height). Equivalent CHFs to plain surface are obtained by $\mathrm{SiO}_{2} \# 1\left(79.8 \pm 2.24 \mathrm{~W} / \mathrm{cm}^{2}\right)$ and $\# 2(74.8 \pm$ $0.94 \mathrm{~W} / \mathrm{cm}^{2}$ ) ridges with 585 nm and 665 nm in height respectively. Thus, for $\mathrm{SiO}_{2}$ surface, the critical height for enhancement is in the range from 665 nm to 1060 nm .


Figure 3-12 Boiling curves based on projected area for $\mathrm{SiO}_{2}$ samples

The CHFs mentioned above are based on the projected area. However, the presence of ridges increases the solid-liquid contact area (the wetting area), which will also lead to improvement in CHF. Figure 3-13 and Figure 3-14 show the boiling curves based on the wetting area for Si and $\mathrm{SiO}_{2}$ ridges. Maximum CHF is observed as $128.8 \pm 1.71 \mathrm{~W} / \mathrm{cm}^{2}$ (enhanced by $44.8 \%$ ) and $127.8 \pm 2.37 \mathrm{~W} / \mathrm{cm}^{2}$ (enhanced by $62.2 \%$ ) for Si and $\mathrm{SiO}_{2}$ ridges respectively. In other words, $\sim 125 \%$ CHF enhancement is obtained with just $\sim 40 \%$ increase in surface area.


Figure 3-13 Boiling curves based on the wetting area for Si samples


Figure 3-14 Boiling curves based on the wetting area for $\mathrm{SiO}_{2}$ samples

### 3.4 CHF Enhancement Mechanisms

In the literature, the enhancement of boiling heat transfer due to micro/nano structures are normally attributed to increased nucleation site density, ${ }^{69,70,78}$ improved wettability or wicking effect to facilitate liquid supply, ${ }^{66,90,91,100,109,111,112}$ provided separate pathways for liquid and vapor flow to modify bubble dynamics, ${ }^{98,101,102}$ and increased roughness. ${ }^{37,113}$

Firstly, the diameter of an active site is in the range from several microns to $\sim 200$ microns when the superheat is $10-20 \mathrm{~K} .{ }^{6,78}$ In current work, the ridges were fabricated on the entire surface. Although the width of the ridge space is $\sim 5 \mu \mathrm{~m}$, its length is in centimeter scale along the ridges. Thus, the space between ridges is not considered as an active nucleation site.

Secondly, the enhancement of CHF on open-channel-structured surfaces is attributed to the provided separate pathways for liquid and vapor flow and the resulted modified bubble dynamics. ${ }^{98,101,102}$ This mechanism is based on the fact that the bubble nucleation occurs at the corner of the ridge wall due to the temperature difference between the top of the channel wall and the bottom of the channel. However, in current work, the largest ridge height is $1.5 \mu \mathrm{~m}$. The temperature difference between the top and bottom surfaces can be obtained from Fourier's law (Eq. (3-7)).

$$
\begin{equation*}
\Delta T=\frac{q^{\prime \prime} \cdot H}{k_{s}} \tag{3-7}
\end{equation*}
$$

Considering the CHF as $200 \mathrm{~W} / \mathrm{cm}^{2}$, the thermal conductivity of Si as $105 \mathrm{~W} / \mathrm{m} \cdot \mathrm{K}$ at $120{ }^{\circ} \mathrm{C},{ }^{121}$ the temperature difference corresponding to a $1.5 \mu \mathrm{~m}$ high ridge is 0.03 K , which is $\sim 1 \%$ of the temperature difference ( 2.67 K ) in the literature. ${ }^{98,101,102}$

In the current section, the effects of possible enhancement mechanisms in the literature, such as improved wettability, facilitated liquid supply and increased roughness, are discussed first, and then a new enhancement mechanism, additional evaporation of thin film is proposed, as well as a corresponding analytical model.

### 3.4.1 Effect of Wettability

Surface wettability can be characterized by the contact angle which a liquid droplet makes on that surface. Compared to a plain surface, liquid droplets on nanostructured surfaces are in either of Wenzel or Cassie-Baxter states, ${ }^{4}$ as shown in Figure 3-15. In the Wenzel state, the liquid fills the space between the nanostructures and wets the entire solid surface. In this case, the actual solid-liquid contact area (wetting area) is larger than the projected area, and the contact angle can be expressed as Eq. (3-8).

$$
\begin{equation*}
\cos \theta_{w}=r \cdot \cos \theta \tag{3-8}
\end{equation*}
$$

where $r$ is roughness and $\theta$ is static contact angle on flat surface, which can be obtained by $\cos \theta=\left(\sigma_{s v}-\sigma_{s l}\right) / \sigma_{l v}$.

While in the Cassie-Baxter state, the space between nanostructures is filled with air and the wetting area is smaller than the projected area. The contact angle becomes Eq. (3-9).

$$
\begin{equation*}
\cos \theta_{C B}=1-\phi_{s}(\cos \theta-1) \tag{3-9}
\end{equation*}
$$



Figure 3-15 Liquid droplets on a structured surface in (a) Wenzel state and (b) Cassie-Baxter state

For ridge-structured surfaces in the present study, the droplet is stretched (based on side-view optical images; no top-view camera) along the ridges due to contact line pinning and capillary pressure, as shown in Figure 3-16, instead of forming a circular contact line on the surface. The
space between ridges acts as open capillary channels (explained in next section 3.4.2) to drive the liquid flow along the ridges for some distance, which stretches the droplet to a rectangularlike shape. Compared to the contact angle on a flat surface, the value is smaller in Y direction (along the ridges) and larger in X direction (across the ridges). Table 3-2 shows the contact angles of all samples in both X and Y directions.


Figure 3-16 Stretched droplet along ridges and different contact angles in two directions

Table 3-2 Contact angles in two directions for all samples

| Surfaces | X direction (deg) | Y direction (deg) |
| :---: | :---: | :---: |
| $\mathrm{Si} \# 1$ | 19.15 | 47.45 |
| $\mathrm{Si} \# 2$ | 13.9 | 58.3 |
| $\mathrm{Si} \# 3$ | 14.75 | 57.45 |
| $\mathrm{Si} \# 4$ | 19.15 | 42.75 |
| $\mathrm{SiO}_{2} \# 1$ | 16.9 | 64.63 |
| $\mathrm{SiO}_{2} \# 2$ | 23.75 | 54.1 |
| $\mathrm{SiO}_{2} \# 3$ | 21 | 62.15 |
| $\mathrm{SiO}_{2} \# 4$ | 15.95 | 66.65 |

To determine the effect of wettability on CHF in the current study, Dhir's model ${ }^{122}$ and Kandlikar's model ${ }^{34}$-which are widely used-are plotted with CHFs of all tested samples in Figure 3-17. Neither Dhir's nor Kandlikar’s model can predict the obtained enhancement, as the contact angles for all samples in either direction are similar to each other. Thus, for all samples, the wettability cannot differentiate the samples into ones which can enhance the CHF and the others which cannot. Also, as the contact angle changes due to geometry of ridges, the intrinsic contact angle (the contact angles measured on the flat surface) is used from here onwards.

$$
\begin{equation*}
q_{C H F}^{\prime \prime}=h_{l}\left(1-\alpha_{w}\right) \Delta T+h_{v} \alpha_{w} \Delta T \tag{3-10}
\end{equation*}
$$

where $h_{l}$ and $h_{v}$ are average heat transfer coefficients in wetted area and dry region respectively; $\alpha_{w}$ is fraction of dry region on the wall.
$h_{l}=\frac{k_{l} \sum_{n=1}^{\infty} \frac{2 \sin ^{2}\left(\lambda_{n} b\right)}{\lambda_{n} b+\sin \left(\lambda_{n} b\right) \cos \left(\lambda_{n} b\right)}}{b} ; h_{v}=0.37\left[\frac{k_{v}{ }^{3} \rho_{v}\left(\rho_{l}-\rho_{v}\right) g h_{l v}}{\mu \Delta T \sqrt{\sigma / g\left(\rho_{l}-\rho_{v}\right)}}\right]^{1 / 4}$; where $\lambda_{n}$ is eigenvalue, $b$ is width of thermal boundary layer; contact angle affects $\alpha_{w}$ and $b$.

$$
\begin{equation*}
q_{C H F}^{\prime \prime}=h_{l v} \rho_{v}^{1 / 2}\left(\frac{1+\cos \theta}{16}\right)\left[\frac{2}{\pi}+\frac{\pi}{4}(1+\cos \theta) \cos \phi\right]^{1 / 2}\left[\sigma g\left(\rho_{l}-\rho_{v}\right)\right]^{1 / 4} \tag{3-11}
\end{equation*}
$$



Figure 3-17 Comparison of CHF in current work to (a) Dhir's model ${ }^{122}$ and (b) Kandlikar's model ${ }^{34}$

### 3.4.2 Effect of Liquid Supply

Another CHF enhancement mechanism of micro/nano structures is improved liquid supply. The space between structures provides a large capillary pumping force to bring liquid back to the dry spot, rewetting the surface. The space between ridges can act as open capillary channels pulling liquid to the dry area. Compared to plain surfaces, the liquid is brought to the center of the bubble base for a certain distance $d$, as shown in Figure 3-18. Hence, the contact line moves toward the center of the bubble base in the space between ridges. The movement of the contact line reduces the dry area underneath the bubble; in other words, it increases the liquid-solid contact area, resulting in CHF enhancement.


Figure 3-18 Pumping effect of spacing between ridges

Distance $d$ is determined by both the evaporation rate and capillary pumping flow rate. In the equilibrium state, the local evaporation rate cancels the capillary flow rate. The capillary flow velocity $v$ in an open channel can be obtained by Eq. (3-12). ${ }^{123}$

$$
\begin{equation*}
v=\sqrt{\frac{\frac{2 \sigma H[2 \cos \theta-(1-\cos \theta) p]}{\mu} \frac{16}{p^{5}} \sum_{n \geq 0, \operatorname{nodd}} \frac{1}{\pi^{5}}\left[\frac{n \pi}{2} p-\tanh \left(\frac{n \pi}{2} p\right)\right]}{t}} \tag{3-12}
\end{equation*}
$$

where $p=S / H$ denotes the aspect ratio of the channel and n is odd integer.

The liquid flow distance can be expressed by Eq. (3-13) from mass balance between liquid supply rate and evaporation rate.

$$
\begin{equation*}
d=\frac{v \cdot S \cdot H h_{l v} \rho}{h(S+2 H) \Delta T} \tag{3-13}
\end{equation*}
$$

where $h$ is adopted from the literature ${ }^{124}$ as $57944 \mathrm{~W} / \mathrm{m}^{2} \mathrm{~K}$. As shown in Table $3-3, d$ is in the range from 6 to $60 \mu \mathrm{~m}$ depending on ridge heights. Thus, the majority of the area underneath the bubble would remain dry after the evaporation of the thin film when the contact line recedes, and the rewetting will only happen when the contact line advances during bubble departure. Based on the assumption ${ }^{34}$ that the influence area of a bubble is a circle with diameter $2 D_{b}$, the CHF enhancement contributed by capillary pumping $E_{c}$ is obtained by Eq. (3-14), which is the ratio of extra solid-liquid contact area due to capillary pumping to total bubble affected area.

$$
\begin{equation*}
E_{c}=\frac{d \sin \theta}{D_{b}} \cdot \frac{s}{S+W} \tag{3-14}
\end{equation*}
$$

Table 3-3 Effect of capillary pumping flow

| Surfaces | $\boldsymbol{v}(\mathbf{m} / \mathbf{s})$ | $\mathbf{d}(\boldsymbol{\mu m})$ | $\mathbf{E}_{\mathbf{c}} \mathbf{( \% )}$ |
| :---: | :---: | :---: | :---: |
| $\mathrm{Si} \# 2$ | 0.011 | 5.9 | 0.3 |
| $\mathrm{Si} \# 3$ | 0 | 0 | 0 |
| $\mathrm{Si} \# 4$ | 0.036 | 45.6 | 2.6 |
| $\mathrm{SiO}_{2} \# 3$ | 0.020 | 22.7 | 1.3 |
| $\mathrm{SiO}_{2} \# 4$ | 0.041 | 58.4 | 3.3 |

Table 3-3 shows the maximum contribution of capillary pumping flow to CHF enhancement is only $3.3 \%$, and is thus negligible.

The effect of the improved liquid supply is further investigated by measuring the wickability ${ }^{109}$ (wicked volume flux) for ridge-structured surface. A hydrophobic material coated capillary tube with a $500 \mu \mathrm{~m}$ inner diameter is filled up to a height of $\sim 1 \mathrm{~cm}$ with DI water. The tested surface is raised with a translation stage until it touches the pendant droplet at the end of the tube. Due to the wicking effect of the ridges, the liquid spreads on the surface and thus the liquid height in the tube decreases. A high speed camera was used to record the height change, from which the liquid flow rate is determined. With a measured wetted area, the wicked volume flux can be obtained and the wicking number (Eq. (2-3)) can be calculated. For the sample $\mathrm{SiO}_{2} \# 4$, the wicking number is in the order of $10^{-6}$. According to Eq. (2-4), the CHF enhancement is also in the order of $10^{-6}$, which is ignorable.

### 3.4.3 Effect of Roughness

The reason that increased roughness is one of the CHF enhancement mechanisms is that the solid-liquid contact area is augmented and the three-phase contact line is elongated. The effect of augmented area is eliminated by considering the CHF based on actual wetting area, as shown in Figure 3-13 and Figure 3-14 where 44.8\% and 62.2\% enhancements were obtained. This enhancement is not contributed by the augmented area.

The effect of the elongated contact line is predicted by Chu's model. ${ }^{37}$ As shown in Table 3-4 and Figure 3-19, the experimental results do not match the prediction, as the errors vary from $11.2 \%$ to $64.2 \%$. Thus, the CHF enhancement in current work cannot be explained by increased roughness.

Table 3-4 Comparison between experimental data and Chu's model ${ }^{37}$

| Surfaces | Experimental CHF (W/cm ${ }^{2}$ ) | Model (W/cm $\left.{ }^{\mathbf{2}}\right)$ | Error |
| :---: | :---: | :---: | :---: |
| $\mathrm{Si} \# 1$ | $98.3 \pm 1.23$ | 123.2 | $-20.3 \%$ |
| $\mathrm{Si} \# 2$ | $151.4 \pm 2.06$ | 98.7 | $53.4 \%$ |
| $\mathrm{Si} \# 3$ | $147.8 \pm 1.96$ | 95.6 | $54.6 \%$ |
| $\mathrm{Si} \# 4$ | $158.8 \pm 3.26$ | 142.8 | $11.2 \%$ |
| $\mathrm{SiO}_{2} \# 1$ | $79.8 \pm 2.24$ | 100.7 | $-20.8 \%$ |
| $\mathrm{SiO}_{2} \# 2$ | $74.8 \pm 0.94$ | 114.4 | $-34.6 \%$ |
| $\mathrm{SiO}_{2} \# 3$ | $177.2 \pm 3.29$ | 107.9 | $64.2 \%$ |
| $\mathrm{SiO}_{2} \# 4$ | $173.4 \pm 3.22$ | 142.4 | $21.8 \%$ |



Figure 3-19 Comparison between experimental data and Chu's model ${ }^{37}$

### 3.4.4 Additional Evaporation of the Thin Film

As discussed in section 3.1, a hypothesis was proposed where the CHF can be enhanced by the additional evaporation of the thin film present underneath the bubble. There are two cases
depending on ridge height. If the ridge height is larger than the film thickness, the film is disconnected from the bulk liquid and is broken into independent water slabs which evaporate. The additional evaporation occurs to facilitate bubble growth, and thereby the CHF. The enhancement that can be achieved depends on the film thickness. The thicker the film, the more liquid evaporates in additional evaporation and thus the bubble grows faster. If the ridge height is smaller than the thin film thickness, the film remained intact on the whole surface and is connected to the bulk liquid, as on the plain surface. The film is not ruptured and the additional evaporation does not occur, thereby providing no enhancement.

Based on this hypothesis, an analytical model is developed as follows. The boiling heat flux ( $q^{\prime \prime}$ ) is contributed by three mechanisms: (a) the latent heat of evaporation to form the bubble ( $q_{e}^{\prime \prime}$ ); (b) the heat required to form the thermal boundary layer after the bubble departure, namely the quenching heat flux $\left(q_{q}^{\prime \prime}\right)$; (c) the natural convection occurring outside the zone of influence of the bubble $\left(q_{c}^{\prime \prime}\right)$. From Gerardi and Buongiorno's work, ${ }^{15}$ quenching heat flux dominates the boiling heat flux for water and it can be given by Mikic's model (Eq. (3-15)). ${ }^{13}$

$$
\begin{equation*}
q_{q}^{\prime \prime}=\frac{2 \pi k_{l}\left(T_{w}-T_{s a t}\right)}{\sqrt{\pi \alpha_{l}}} \cdot N_{a} \cdot\left[D_{b}^{2}\left(\sqrt{f_{b}}\right)\right] \tag{3-15}
\end{equation*}
$$

where the active nucleation site density can be obtained from Eq. (3-16).

$$
\begin{equation*}
\sqrt{N_{a}}=25 \times 10^{-8}\left(\frac{h_{f g} \rho_{g} \Delta T}{T_{s} \sigma}\right)^{1.5} \tag{3-16}
\end{equation*}
$$

In order to predict the CHF on a ridge-structured surface, two constants were introduced to Mikic's model: $C_{f}$ and $f_{n e}$, as shown in Eq. (3-17).

$$
\begin{equation*}
q_{C H F}^{\prime \prime}=C_{f} \frac{2 \pi k_{l}\left(T_{w}-T_{s a t}\right)}{\sqrt{\pi \alpha_{l}}} \cdot N_{a} \cdot\left[D_{b}^{2}\left(\sqrt{f_{n e} f_{b}}\right)\right] \tag{3-17}
\end{equation*}
$$

$C_{f}$ accounts for the difference in the quenching heat flux (where nucleate boiling is still dominant) and CHF (where vapor slugs form). According to experimental data, ${ }^{15}$ the value of $C_{f}$ is taken to be 1.35. $f_{n e}$ is an additional evaporation factor, which represents the increased bubble departure frequency due to additional evaporation. It should be noted that the additional evaporation improves bubble departure frequency only. The bubble departure diameter depends on the forces exerted on the bubble. The main forces include buoyancy to lift the bubble, and surface tension holding the bubble on the surface. These two forces would not change due to the presence of ridges. Thus, the bubble departure diameter on the ridge-structured surface is assumed to be the same as that on the plain surface. The relation between bubble departure diameter and frequency on plain surface is described by Zuber's correlation (Eq. (3-18)), ${ }^{10}$ which is substituted to Eq. (3-15) to estimate the bubble departure diameter on the plain $\mathrm{Si} / \mathrm{SiO}_{2}$ surface; this turns out to be $\sim 1.6 \mathrm{~mm}$ for both. This bubble departure diameter matches the experimental data from the literature. ${ }^{125}$

$$
\begin{equation*}
f_{b} D_{b}=0.59\left[\frac{\sigma g\left(\rho_{l}-\rho_{v}\right)}{\rho_{l}^{2}}\right]^{1 / 4} \tag{3-18}
\end{equation*}
$$

To identify the value of additional evaporation factor $f_{n e}$, two cases are considered, as shown in Figure 3-3. If the ridge height is larger than the film thickness, the volume of liquid water stored in the thin film underneath a bubble is calculated as in Eq. (3-19).

$$
\begin{equation*}
V=\pi\left(r_{\text {dryout }}\right)^{2} \delta_{0} \tag{3-19}
\end{equation*}
$$

The contact line moves outward from the center as the bubble grows. The bubble volume contributed by the additional evaporation of this amount of water is obtained as Eq. (3-20).

$$
\begin{equation*}
V_{e, 1}=\frac{\rho_{l} \pi\left(r_{\text {dryout }}\right)^{2} \delta_{0}}{M_{H_{2}} \mathrm{O}} \cdot \frac{s}{S+W} \cdot \frac{R T}{P_{l}+\frac{2 \sigma}{r}} \tag{3-20}
\end{equation*}
$$

It should be noted that $r_{\text {dryout }}$ is the difference between $r_{b} \cdot \sin \theta$ (bubble base radius) and liquid flow distance $d$ (Eq. (3-13)) due to liquid spreading, not simply the same as bubble base radius. For all samples, the values of $r_{\text {dryout }}$ are about 0.5 mm , which also matches the experimental observation ${ }^{125}$ very well.

The contact line moves back to rewet the solid surface as the bubble departs from the surface, ${ }^{125,126}$ causing additional evaporation to occur again. Thus, during the complete bubble ebullition cycle, the total contribution of additional evaporation becomes Eq. (3-21).

$$
\begin{equation*}
V_{e}=\frac{2 \rho_{l} \pi\left(r_{\text {dryout }}\right)^{2} \delta_{0}}{M_{H_{2} O}} \cdot \frac{S}{S+W} \cdot \frac{R T}{P_{l}+\frac{2 \sigma}{r}} \tag{3-21}
\end{equation*}
$$

By assuming that the shape of the bubble which is starting to depart from surface is partial sphere (image of a bubble on ridge-structured surface will be shown in section 4.3.4), the volume of the bubble can be expressed as Eq. (3-22).

$$
\begin{equation*}
V_{b}=\frac{\pi}{6}(r+r \cos \theta)\left[3 r^{2} \sin ^{2} \theta+(r+r \cos \theta)^{2}\right] \tag{3-22}
\end{equation*}
$$

$f_{n e}$ represents the increased bubble departure frequency due to the additional evaporation. Thus, it can be expressed as the function of $V_{b}$ and $V_{n e}$ as Eq. (3-23).

$$
\begin{equation*}
f_{n e}=\frac{V_{b}}{V_{b}-V_{e}} \tag{3-23}
\end{equation*}
$$

By substituting Eq. (3-21) and Eq. (3-22) to Eq. (3-23), $f_{n e}$ can finally be obtained as Eq. (3-24).

$$
\begin{equation*}
f_{n e}=\frac{\frac{\pi}{6}(r+r \cos \theta)\left[3 r^{2} \sin ^{2} \theta+(r+r \cos \theta)^{2}\right]}{\frac{\pi}{6}(r+r \cos \theta)\left[3 r^{2} \sin ^{2} \theta+(r+r \cos \theta)^{2}\right]-\frac{2 \rho_{l} \pi\left(r_{d r y o u t}\right)^{2} \delta_{0}}{M_{H_{2}} O} \cdot \frac{S}{S+W^{2}} \cdot \frac{R T}{P_{l}+\frac{2 \gamma}{r}}} \tag{3-24}
\end{equation*}
$$

If the ridge height is smaller than the film thickness, the film remains intact on the entire surface and is connected to the bulk liquid. The additional evaporation does not occur and thus $V_{n e}=0$ and $f_{n e}=1$. From Eq. (3-17) and Eq. (3-24), the CHFs on the ridge-structured surface can be predicted by adjusting the average film thickness. Thus, this thickness serves as the critical height for micro/nano structures for pool boiling heat transfer enhancement. As shown in Figure 3-20, a good match between the experimental CHF results and those predicted by the analytical model (Eq. (3-17)) is achieved by estimating thin film thickness $\delta_{0}$ as 450 nm and 900 nm for Si and $\mathrm{SiO}_{2}$ surfaces, respectively. These values of the film thickness are further substantiated by the fact that samples with ridge height smaller than $\delta_{0}$ do not show CHF enhancements. The samples with ridge heights greater than $\delta_{0}$ have similar CHF enhancements irrespective of the ridge height since $V_{n e}$ remains constant.


Figure 3-20 Comparison of experimental CHFs with the analytical model

### 3.5 Summary

In this chapter, a fundamental study is conducted on pool boiling CHF enhancement by additional evaporation of the thin film underneath the bubble in contact line region. A new mechanism for enhancing pool boiling heat transfer is proposed. Significant enhancement in

CHF is attained: $\sim 120 \%$ enhancement is achieved with only $40 \%$ augmentation in surface area. CHF predictions from the proposed analytical model are in good agreement with the experimental results and validate the hypothesis. CHF enhancement occurs only when the ridge heights are greater than the thin film thickness, thus defining the film thickness as the critical height for micro/nano structures for pool boiling enhancement. For Si and $\mathrm{SiO}_{2}$ surfaces, this critical height is determined to be $\sim 450 \mathrm{~nm}$ and $\sim 900 \mathrm{~nm}$, respectively.

## 4. Early Evaporation of Microlayer to Enhance CHF

### 4.1 Hypothesis

Chapter 3 introduced the significant role ridge height plays in CHF enhancement. The film thickness serves as the critical height below which no enhancement can be obtained; while above that, similar enhancements can be achieved. However, the effect of ridge spacing was not considered.

The ridge spacing can possibly affect CHF enhancement in two ways. First, from the analytical model (Eq. (4-1)), the ratio of space to width $(S /(S+W))$ determines the amount of the liquid between ridges that can evaporate to facilitate bubble growth, and thereby the level of CHF enhancement that can be attained.

$$
\begin{equation*}
q_{C H F}^{\prime \prime}=C_{f} \frac{2 \pi k_{l}\left(T_{w}-T_{s a t}\right)}{\sqrt{\pi \alpha_{l}}} \cdot N_{a} \cdot\left[D_{b}^{2}\left(\sqrt{f_{n e} f_{b}}\right)\right] \tag{4-1}
\end{equation*}
$$

where $f_{n e}=\frac{\frac{\pi}{6}(r+r \cos \theta)\left[3 r^{2} \sin ^{2} \theta+(r+r \cos \theta)^{2}\right]}{\frac{\pi}{6}(r+r \cos \theta)\left[3 r^{2} \sin ^{2} \theta+(r+r \cos \theta)^{2}\right]-\frac{2 \rho_{l} \pi\left(r_{d r y o u t}\right)^{2} \delta_{0}}{M_{H_{2}} O} \cdot \frac{S}{S+W} \cdot \frac{R T}{P_{l}+\frac{2 \gamma}{r}}}$

On the other hand, as shown in Figure 4-1, although the right height is larger than the thin film thickness, the microlayer in region II still connects to bulk liquid due to its curvature. It is not broken into water slabs and thus additional evaporation would not occur in this region. CHF enhancement can probably deteriorate in such a case.


Figure 4-1 Microlayer connected to bulk liquid with large ridge space

Based on these two postulates, a hypothesis of early evaporation of microlayer is proposed, as shown in Figure 4-2. According to recent experimental observations from the literature, ${ }^{23}$ on the plain surface, the microlayer forms when the bubble nucleates $\left(t=t_{1}\right)$. As the bubble grows, the microlayer evaporates, becomes thinner $\left(t=t_{2}\right)$, and finally forming a dry spot $\left(t=t_{3}\right)$. With the presence of ridges, the disconnected microlayer can evaporate immediately to facilitate bubble growth (this will be discussed in section 4.3), and the microlayer evaporation occurs earlier compared to that on a plain surface. This early evaporation accelerates bubble growth and departure to enhance boiling heat transfer. In order to disconnect the microlayer from the bulk liquid, the required ridge height is expected to increase with the increased ridge space due to the microlayer curvature. By defining CHFs predicted from Eq. (4-1) as 'full enhancement', and CHF values between those on a plain surface and the full enhancement value as 'partial enhancement', ridges can be divided into four types (Figure 4-2).


Figure 4-2 Early evaporation and four types of ridges

For type I ridges, as with those in chapter 3 without any enhancement, the microlayer thickness is larger than ridge height. Water slabs do not form and early evaporation does not occur. Although a dry spot forms at $t=t_{3}$, there is no difference compared to the plain surface. No enhancements are expected.

For type II ridges, at the early stage of bubble growth, only a small part of the microlayer close to the center is lower than the ridge height, and it is disconnected from the bulk liquid. Thus,
early evaporation occurs in this region only at the early stage of the bubble growth ( $t=t_{1}$ ). The microlayer in the outer region evaporates and becomes thinner and thinner as the bubble grows. Once its thickness is less than the ridge height, the disconnected microlayer evaporates immediately and the dry spot forms. Compared to the plain surface, the dry spot forms earlier and it is larger on ridge-structured surfaces. This early evaporation promotes bubble growth and thereby bubble departure frequency, resulting in full enhancement of CHF.

In type III ridges, the ridge space increases and early evaporation occurs as type II ridges at the center at $t=t_{1}$. However, the microlayer in the outer region remains connected to the bulk liquid due to the increased thickness in radial direction. At $t=t_{3}$, a dry spots forms as on the plain surface. Compared to the plain surface, only a part of region dries out because of the presence of ridges (the red region); the other part (the green region) dries out due to the evaporation as it would on a plain surface (without the effect of ridges). In this case, the bubble growth rate will increase, but not as much as in the type II ridges, resulting in the partially enhanced CHF. However, with the same ridge space, if the height is increased to values large enough to disconnect the microlayer from bulk liquid, as depicted in type IV ridges, early evaporation would occur as in type II ridges resulting in a full enhancement of CHF.

Based on this hypothesis, increased ridge spacing can deteriorate CHF enhancement because the outer region of microlayer can still remain connected to the bulk liquid; however, increase in height at such increased spacing can lead to full CHF enhancement. Further, the shape of ridges is not expected to significantly affect CHF enhancement because the microlayer disconnection from the bulk liquid is the essential trigger mechanism which causes early evaporation.

### 4.2 Experimental Results

### 4.2.1 Sample Fabrication

To validate the hypothesis that the early evaporation of the microlayer enhances CHF, ridges with varied spacing and height were fabricated in the same way as described in section 3.2.1. Table 4-1 lists the dimensions of all samples, which can be divided into four categories: 5micron spacing, 9-micron spacing, 20-micron spacing, and 48-micron spacing ridges. The height varies from $1.2 \mu \mathrm{~m}$ to $4.4 \mu \mathrm{~m}$. There are two kinds of ridge shape: rectangle and trapezoid.

Figure 4-3 shows SEM images of the side view of ridges.


Figure 4-3 SEM images of fabricated ridges

Table 4-1 Geometry of fabricated ridges

|  | Height H ( $\boldsymbol{m m}$ ) | Width W $(\boldsymbol{\mu m})$ | Spacing $\mathbf{S}(\boldsymbol{\mu m})$ |
| :---: | :---: | :---: | :---: |
| S \#1 | 1.06 | 0.59 | 4.89 |
| S \#2 | 1.53 | 0.55 | 5.00 |
| S \#3 | 1.52 | 4.17 | 5.81 |
| S \#4 | 2.44 | 1.00 | 9.09 |
| S \#5 | 3.38 | 0.97 | Rectangle |
| S \#6 | 1.17 | 1.13 | 23.62 |
| S \#7 | 1.59 | 4.24 | 20.86 |
| S \#8 | 3.41 | 0.86 | 23.80 |
| S \#9 | 4.38 | 3.46 | 21.53 |
| S \#10 | 1.18 | 1.17 | 48.29 |
| S \#11 | 1.52 | 4.51 | Rectangle |
| S \#12 | 3.40 | 1.08 | 45.27 |
| S \#13 | 4.33 | 3.35 | 48.03 |

### 4.2.2 Boiling Curves

Figure 4-4, Figure 4-5, and Figure 4-6 show boiling curves for ridges with spacing of $5 \mu \mathrm{~m}, 9$ $\mu \mathrm{m}, 20 \mu \mathrm{~m}$, and $48 \mu \mathrm{~m}$ respectively. In the plots, the blue dotted line represents the prediction from Eq. (4-1) and the dark green dashed line represents the CHF value on the plain $\mathrm{SiO}_{2}$ surface, which is $80.9 \pm 0.39 \mathrm{~W} / \mathrm{cm}^{2}$. The highest CHF was achieved by $\mathrm{S} \# 1(\mathrm{~W}=0.6 \mu \mathrm{~m}, \mathrm{~S}=$ $4.89 \mu \mathrm{~m}, \mathrm{H}=1.1 \mu \mathrm{~m})$ as $177.8 \pm 0.90 \mathrm{~W} / \mathrm{cm}^{2}$ and $\mathrm{S} \# 13(\mathrm{~W}=3.4 \mu \mathrm{~m}, \mathrm{~S}=45.9 \mu \mathrm{~m}, \mathrm{H}=4.3 \mu \mathrm{~m})$ as $177.0 \pm 1.14 \mathrm{~W} / \mathrm{cm}^{2} .120 \%$ enhancement was achieved with only $40 \%$ and $18 \%$ increase in
surface area for S \#1 and S \#13 respectively. If considering the actual wetting area, 86\% enhancement was achieved by $\mathrm{S} \# 13$ as $150.5 \pm 0.98 \mathrm{~W} / \mathrm{cm}^{2}$. This enhancement is among the highest reported for structured surfaces in the literatures (Figure 4-7). ${ }^{21,37,83,84,87,88,96,98,101,102,127}$ On the other hand, partial enhancements were observed for ridges with spacing of $9 \mu \mathrm{~m}, 20 \mu \mathrm{~m}$, and $48 \mu \mathrm{~m}$, as expected from the hypothesis. In order to achieve full enhancement for the ridges with the spacing of $9 \mu \mathrm{~m}$, ridge height of $3.4 \mu \mathrm{~m}$ was required. The full enhancement height increased to $4.4 \mu \mathrm{~m}$ for ridges with spacing of $20 \mu \mathrm{~m}$ and $48 \mu \mathrm{~m}$.


Figure 4-4 Boiling curves of samples with the ridge spacing of $5 \mu \mathrm{~m}$ and $9 \mu \mathrm{~m}$


Figure 4-5 Boiling curves of samples with the ridge spacing of $20 \mu \mathrm{~m}$


Figure 4-6 Boiling curves of samples with the ridge spacing of $48 \mu \mathrm{~m}$


Figure 4-7 Comparison of CHF enhancements in current work with literatures ${ }^{21,35,81,82,85,86,94,96-}$ 98,124

### 4.2.3 Effect of Ridge Shape

Figure 4-4 shows the effect of the ridge shape on CHF enhancement. The ridge spacing is $5 \mu \mathrm{~m}$ and the heights are $1.5 \mu \mathrm{~m}$ for both S \#2 (rectangular ridge) and S \#3 (trapezoidal ridge).

Although CHF is much lower with the trapezoidal ridges ( $\mathrm{S} \# 3,109.1 \pm 1.14 \mathrm{~W} / \mathrm{cm}^{2}$ ), compared to rectangular ridges ( $\mathrm{S} \# 2,177.1 \pm 0.94 \mathrm{~W} / \mathrm{cm}^{2}$ ), it matches the prediction from Eq. (4-1) within $5 \%$ error. The CHF difference is due to the ratio of ridge space to width $(S /(S+W)$ ), which is
0.582 and 0.900 for trapezoidal and rectangular ridges respectively. Full enhancement can be reached regardless of the ridge shape. The irrelevance between CHF enhancement and ridge shape is a validation of the hypothesis that the disconnection of microlayer from the bulk liquid is essential to reach CHF enhancement.

### 4.2.4 Effect of Ridge Spacing

As shown in Figure 4-4, Figure 4-5, and Figure 4-6, CHF enhancement depends on the coupled effect of the ridge height and spacing. As expected, enhancements were obtained by ridges with heights larger than the critical height $\left(H_{c r}\right)$; the full enhancement height $\left(H_{f}\right)$ increased from $1.1 \mu \mathrm{~m}$ to $3.4 \mu \mathrm{~m}$ to $4.4 \mu \mathrm{~m}$ as the ridge space increased from $5 \mu \mathrm{~m}$ to $20 \mu \mathrm{~m}$ to $48 \mu \mathrm{~m}$. For those ridges with heights between $H_{c r}$ and $H_{f}$, only partial enhancements were obtained. The enhancements are divided into three regions depending on ridge height and spacing (Figure 4-8): region I as the full enhancement region $\left(H>H_{f}\right)$, region II as the partial enhancement region ( $H_{c r}<H<H_{f}$ ), and region III as the no enhancement region ( $H<H_{c r}$ ).


Figure 4-8 Three regions of CHF enhancement

In order to discuss the coupled effect of height and spacing, a dimensionless enhancement variable $\eta$ (Eq. (4-2)) is defined as the ratio of experimental CHF to predicted CHF from Eq. (41). Full enhancement is achieved when $\eta=1$, while $\eta<1$ indicates the partial enhancement and its value represents the fraction of the full enhancement that has been achieved.

$$
\begin{equation*}
\eta=\frac{\mathrm{CHF}_{\text {exp }}}{\mathrm{CHF}_{m p}} \tag{4-2}
\end{equation*}
$$

In region I, the CHF on the ridge-structured surface is similar to the plain surface. The ridge height is smaller than $H_{c r}$, which corresponds to type I ridge, thus the microlayer remains connected to the bulk liquid and covers the entire surface. The early evaporation of microlayer does not occur and thus no enhancement was obtained.

In region II, only partial enhancement was obtained by type III ridges. The CHF enhancement is affected by ridge height and spacing simultaneously. The ratio of the ridge height to $H_{f}$ determines the percentage of full enhancement that can be achieved, while ridge spacing determines $H_{f}$, which will be discussed later. Figure 4-9 shows that the dimensionless enhancement variable $\eta$ is proportional to the ratio of ridge height to full enhancement height. The relationship between $\eta$ and $H / H_{f}$ follows curve fitting Eq. (4-3) obtained from experimental results and the error is less than $10 \%$.

$$
\begin{equation*}
\eta=0.281 \frac{H}{H_{f}}+0.501 \tag{4-3}
\end{equation*}
$$



Figure 4-9 Relation between enhancement variable and $H / H_{f}$

In region III, fully enhanced CHF was achieved with type II and type IV ridges and can be predicted by Eq. (4-1). It is determined by the ratio of ridge spacing to width $(S /(S+W)$ ), which specifies the quantity of liquid between ridges for an equivalent projected surface area. As shown in Figure 4-10, the error between experimental results of the fully enhanced CHF and the prediction of the analytical model (Eq. (4-1)) is less than $10 \%$.


Figure 4-10 Relation between the full enhancement variable and the ratio of ridge spacing to width

Thus, full enhancement can be achieved with ridges with increasing height. Full enhancement height $H_{f}$ increases with increasing spacing. From current experimental results, $H_{f}$ can be predicted by curve fitting as Eq. (4-4).

$$
H_{f}= \begin{cases}1.1 & S=5  \tag{4-4}\\ 2.9(S-5)^{0.1055} & S>5\end{cases}
$$

The maximum $H_{f}$ is around $3.9 \mu \mathrm{~m}$, which is similar to the thickness of the outermost microlayer in the literature $(\sim 3.3 \mu \mathrm{~m})$ in which the ITO was used as heater surface. ${ }^{23}$ The interaction between water and ITO is weaker than $\mathrm{SiO}_{2}$ because the drop contact angle is $\sim 65^{\circ}$, which is larger than that on the $\mathrm{SiO}_{2}$ surface $\left(30^{\circ} \sim 40^{\circ}\right)$. Hence, the thicker microlayer is expected on $\mathrm{SiO}_{2}$ surfaces under the same conditions.

Thus, there exists a coupled effect of ridge spacing and height on CHF enhancement. The ratio of space to width $(S /(S+W)$ ) determines the full enhancement that can be reached by ridgestructured surface, while the ratio of ridge height to full enhancement height $\left(H / H_{f}\right)$ determines
the percentage of the full enhancement that can be achieved. Full enhancement height is determined by ridge spacing. Qualitatively speaking, larger spacing requires larger height to achieve full enhancement (Eq. (4-4)).

### 4.2.5 Enhancement Map

As mentioned earlier, there are three CHF enhancement regions based on the ridge dimensions. Eq. (4-5) shows the enhancement map in which the $x$ axis represents ridge spacing while the $y$ axis represents ridge height. For a certain ridge spacing, the three regions depending on ridge height are: no enhancement region ( $H<H_{c r}$ ), partial enhancement region ( $H_{c r} \leq H<H_{f}$ ), and full enhancement region ( $H \geq H_{f}$ ). CHF on ridge-structured surface can be predicted by Eq. (45).


Figure 4-11 CHF enhancement map

$$
q_{C H F}^{\prime \prime}= \begin{cases}C_{f} \frac{2 \pi k_{l}\left(T_{w}-T_{s a t}\right)}{\sqrt{\pi \alpha_{l}}} \cdot N_{a} \cdot\left[D_{b}^{2}\left(\sqrt{f_{n e} f_{b}}\right)\right] & H \geq H_{f}  \tag{4-5}\\ \left(0.281 \frac{H}{H_{f}}+0.501\right) \cdot C_{f} \frac{2 \pi k_{l}\left(T_{w}-T_{s a t}\right)}{\sqrt{\pi \alpha_{l}}} \cdot N_{a} \cdot\left[D_{b}^{2}\left(\sqrt{f_{n e} f_{b}}\right)\right] & H_{c r} \leq H<H_{f} \\ C_{f} \frac{2 \pi k_{l}\left(T_{w}-T_{s a t}\right)}{\sqrt{\pi \alpha_{l}}} \cdot N_{a} \cdot\left[D_{b}^{2}\left(\sqrt{f_{b}}\right)\right] & H<H_{c r}\end{cases}
$$

where

$$
\begin{gathered}
f_{n e}=\frac{V_{b}}{V_{b}-V_{e}} \\
V_{b}=\frac{\pi}{6}(r+r \cos \theta)\left[3 r^{2} \sin ^{2} \theta+(r+r \cos \theta)^{2}\right] ; V_{n e}=\frac{2 \rho_{l} \pi\left(r_{d r y o u t}\right)^{2} \delta_{0}}{M_{H_{2} O}} \cdot \frac{S}{S+W} \cdot \frac{R T}{P_{l}+\frac{2 \gamma}{r}} ; \\
H_{f}= \begin{cases}1.1 & S=5 \\
2.9(S-5)^{0.1055} & S>5\end{cases}
\end{gathered}
$$

The existence of three CHF enhancement regions validates the hypothesis that the CHF enhancement is achieved by the early evaporation of microlayer. It is essential that the ridge height is large enough to disconnect the microlayer from the bulk liquid and trigger its early evaporation. However, the microlayer is thicker in the outer region due to its curvature, which makes it possible that the larger ridge spacing leaves a region in which the microlayer remains connected to the bulk liquid (type III ridge in Figure 4-2).

### 4.3 Early Evaporation of Microlayer

CHF enhancement by disconnecting the microlayer from the bulk liquid is based on the assumption that the microlayer evaporates quickly once the separation is achieved. This assumption is validated from the literature data, ${ }^{23}$ where for an average boiling heat flux of 5.3 $\mathrm{W} / \mathrm{cm}^{2}$, the maximum microlayer thickness of water was found to be around $3 \mu \mathrm{~m}$ spreading over a region with a width of several hundred microns. The maximum wall heat flux underneath the microlayer was in the order of $100 \mathrm{~W} / \mathrm{cm}^{2}$. The microlayer will evaporate completely without liquid being replenished in $\sim 57 \mathrm{~ns}$ with a wall heat flux of $30 \mathrm{~W} / \mathrm{cm}^{2}$, which is the smallest value underneath the microlayer during a bubble ebullition cycle. Compared to a whole bubble ebullition cycle time scale ( 9.17 ms ) under the same average boiling heat flux, the time required for evaporating the microlayer completely is extremely short and it can completely evaporate before the bubble departs. Considering the water slabs between ridges, the outermost part of the
microlayer for a $48 \mu \mathrm{~m}$ ridge space, which is the thickest and widest water slab in current work, will evaporate, and the dry spot will form in $\sim 12 \mathrm{~ns}$. Thus, once the water slab forms and is disconnected from the bulk liquid, it will evaporate immediately.

The early evaporation of the microlayer is further validated by comparison of the growth rate of a laser-created bubble on a ridge-structured surface and a plain surface. The bubble was created by heating the surface using a femtosecond laser source. The bubble formation process was recorded by a high-speed camera and the bubble growth rate was analyzed.

### 4.3.1 Experimental Setup and Sample Fabrication

As shown in Figure 4-12, a Ti:Sapphire ultrafast laser was used to generate high power laser pulses with an average peak power of 2.7 W at 800 nm . The laser pulses were then passed through Second Harmonic Generation setup, which generated 400 nm pulses with an average peak power of 450 mW . The power of the pulses were controlled/attenuated using a mountable continuously variable neutral density (ND) filter, which was then directed into the inverted microscope. These laser pulses were reflected to the sample, through the objective, using a reflector module, a 30:70 beam splitter. A 100x objective lens was used to focus the laser beam to $\sim 10 \mu \mathrm{~m}$ beam spot size at the focus. The laser pulses are absorbed by the 40 nm gold thin-film deposited on silica glass slide, which creates a highly localized heating area corresponding to the beam size. A 6 cm glass tube had been mounted on the sample that holds the degassed DI water. When the heat flux was increased using the ND filter, a bubble was generated and reached the steady state after growing to a certain size at which equilibrium state was reached between evaporation at the bottom of the bubble and condensation at the upper part of the bubble. The length of the tube is sufficient to prevent the diffusion of gasses back into the degassed water to the sample bottom where the bubbles are generated. The bubble was imaged using the white light

Halogen lamp source or 632 nm HeNe laser placed at the top for illumination, through the same objective lens. The image of the bubble was transmitted to a high speed camera (Phantom V611), with which the frame rate can be as high as 1 M frames per second (fps). To prevent the 400 nm laser light (reflected by the sample) from disrupting the image, a 425 nm Long Pass Filter was placed after the beam splitter that allows a majority of white light to be transmitted through to camera while reflecting back the 400 nm light from the laser.


Figure 4-12 Schematic of the experiment setup for bubble growth rate comparison

Figure 4-13 shows the schematic of the samples used for performing the bubble growth rate experiments. The plain surface was fabricated by sandwiching a 40 nm thick Au layer (deposited by thermal evaporation) to absorb the laser between a glass slide and a 300 nm thick deposited $\mathrm{SiO}_{2}$ layer (deposited by sputtering). Between Au and $\mathrm{SiO}_{2}$, a 10 nm thick film of Cr (deposited by thermal evaporation) was used as an adhesion layer.
(a)

(b)


Figure 4-13 Schematic of the samples for bubble growth rate comparison (a) plain surface (b) ridge-structured surface

In order to fabricate the sample for the ridge-structured surface, a $3 \mu \mathrm{~m}$ thick $\mathrm{SiO}_{2}$ layer was deposited first on a silica wafer using plasma enhanced chemical vapor deposition (PECVD). The ridges ( $W=0.5 \mu \mathrm{~m}, S=4.8 \mu \mathrm{~m}, H=1.5 \mu \mathrm{~m}$ ) were then attained by following a similar procedure as described in section 3.2.1. After that, similar to the plain surface, a 40 nm thick Au layer was deposited on ridge-structured surface, and then was covered by a 300 nm SiO 2 layer by sputtering. A thermal evaporation deposited 10 nm thick Cr layer was used as the adhesion layer between Au and $\mathrm{SiO}_{2}$.

### 4.3.2 Experimental Procedure

After fabrication, the samples were cleaned with acetone, ethanol, and IPA successively. The chemical residue was washed away using DI water. Next, the sample was cleaned using oxygen plasma for 5 min . The sample was then washed and cleaned using DI water again before the
experiments. A 6 cm long and 1.4 cm inner diameter glass tube was bonded on the surface by epoxy. It was filled with DI water which was degassed by boiling it for an hour. The water was then cooled down to room temperature in a sealed bottle. In the tests, the laser was aligned to pass through the sample perpendicularly. Before filling the tube, the tested liquid was passed through a filter with the pore size of 220 nm to eliminate the particles suspended in the liquid. The laser was aligned to be normal to the surface. A bubble was created and reached steady state in a few seconds (evaporation occurring at the base of the bubble equaled condensation at the upper liquid-vapor interface of the bubble). A high-speed camera was then used to record the bubble formation process, and the growth rate was obtained from the analysis of the bubble volume.

### 4.3.3 Bubble Volume

Figure 4-14 (a) shows a schematic of the bubble image. The illumination (a white halogen lamp or a 632 nm HeNe laser) is from the top vertically downward and the camera is located under the sample. The images provide a bottom view of the bubble, which has a dark annulus region as light has to pass through multiple liquid-vapor interfaces in that region. The inner diameter represents bubble base diameter $D_{b b}$ while the outer diameter is bubble diameter $D_{b d}$. In Figure 4 - 14, (b1) and (b2) show a typical image of the bubble on the plain surface with white and red illumination respectively, (c1) and (c2) show the bubble on the ridge-structured surface with white and red illumination respectively. By assuming bubble shape as partial sphere, the bubble volume can be calculated from measured $D_{b b}$ and $D_{b d}$ by Eq. (4-6).

$$
\begin{equation*}
V=\frac{\pi}{6}\left(\frac{D_{b d}}{2}\right)^{3}-\frac{\pi}{6} c\left(3\left(\frac{D_{b b}}{2}\right)^{2}+c^{2}\right) \tag{4-6}
\end{equation*}
$$

where $c=\frac{D_{b d}}{2}-\sqrt{\left(\frac{D_{b d}}{2}\right)^{2}-\left(\frac{D_{b b}}{2}\right)^{2}}$


Figure 4-14 (a) schematic of bubble image; typical bubble image on plain surface (b1) white (b2) red illumination and on ridge-structured surface (c1) white (c2) red illumination

### 4.3.4 Validation of Early Evaporation of Microlayer

Video from the high-speed camera was used to capture 1000 frames per second, which allows for a 1 ms of temporal resolution. Figure 4-15 and Figure 4-16 show selected images of a growing bubble on plain surface and ridge-structured surface at time of $10 \mathrm{~ms}, 100 \mathrm{~ms}, 1000 \mathrm{~ms}, 2000$ ms , and 5000 ms , respectively. The bubble volume was calculated at each 50 ms during the early growth stage and the time step was increased to 500 ms after the bubble was found to grow linearly.


Figure 4-15 Bubble growth on plain surface with (a) white and (b) red illumination


Figure 4-16 Bubble growth on ridge-structured surface with (a) white and (b) red illumination

The bubble growth rate was obtained by plotting bubble volume versus time and from the slope of the linear regression curve, as shown in Figure 4-17. The growth rate was found to be (0.441 $\pm 0.017) \times 10^{5} \mu^{3} /$ s on the ridge-structured surface, 5.25 times as fast as on the plain surface $\left((0.084 \pm 0.008) \times 10^{5} \mathrm{\mu m}^{3} / \mathrm{s}\right)$. The bubble growth rate depends on liquid property and wall
temperature, ${ }^{8}$ which are the same in both cases. This growth rate difference originates from the early evaporation of the microlayer. Thus the microlayer profile, especially the thickness, determines the quantity of liquid water that can evaporate and enhance the bubble growth rate. From the literature, ${ }^{21,23}$ the thickness of the outermost microlayer is $\sim 3 \mu \mathrm{~m}$ over a wide range of heat flux ( $5.3 \mathrm{~W} / \mathrm{cm}^{2}$ to $20.4 \mathrm{~W} / \mathrm{cm}^{2}$ ), with the bulk temperature varying from $78.3^{\circ} \mathrm{C}$ to $97^{\circ} \mathrm{C}$; thus, the microlayer thickness is not expected to change significantly over various sub-cooling levels. Based on these experimental observations, the comparison of the growth rate of a lasercreated bubble is related to the CHF enhancement obtained in boiling with ridges.


Figure 4-17 Comparison of bubble growth rate on plain surface and ridge-structured surface

From Eq. (4-1), CHF is proportional to the square root of the bubble departure frequency, which is determined by bubble growth time and waiting period time. The waiting period is the time during which the fresh liquid rewets the surface and is superheated to form the thermal boundary layer before nucleation occurs. Thus, early evaporation will affect bubble growth rate after nucleation occurs. However, the waiting period time close to CHF (super heat is $30^{\circ} \mathrm{C}$ ) is $\sim 0.09$ ms, which is $\sim 10 \%$ of a total bubble ebullition time of $\sim 1 \mathrm{~ms}$. This calculation matches the experimental observation ${ }^{15}$ in which the waiting period occupies $15 \%$ of the complete bubble
ebullition cycle. Taking into account the waiting period time, the expected CHF on this ridgestructured surface can be calculated from Eq. (4-7) as 1.92 times that on the plain surface. As shown in Figure 4-18, CHF on the same dimension of the ridge-structured surface is enhanced to 2.19 times, which matches the above estimation based on increase in bubble growth rate within an error of $14 \%$.

$$
\begin{equation*}
\frac{q_{c H F-\text { ridges }}}{q^{\prime \prime}{ }_{C H F-\text { plain }}}=\frac{1}{\sqrt{\frac{t_{w}}{t_{w}+t_{g}} \times 1+\frac{t_{g} /\left(t_{w}+t_{g}\right)}{E_{b g}}}} \tag{4-7}
\end{equation*}
$$

where $t_{w}$ is the waiting time, $t_{g}$ is the bubble growth time and $E_{b g}$ is the increased bubble growth rate, which is 5.25 for this ridge-structured surface.


Figure 4-18 Comparison of CHF on plain surface and ridge-structured surface

## Figure 4-1

Thus, the hypothesis that CHF enhancement occurs on ridge-structured surfaces due to increased bubble growth rate is verified through independent experiments. This work has proposed and validated a new CHF enhancement mechanism based on the early evaporation of microlayer present at the base of the bubble.

### 4.4 Summary

This chapter introduced a fundamental study on pool boiling CHF enhancement by early evaporation of the microlayer, which is achieved by fabricating ridges with height and width of a few microns to disconnect the microlayer from the bulk liquid. A ~120\% enhancement was obtained with only $18 \%$ augmentation in surface area, which is among the highest reported value in literature. There exist three enhancement regions depending on ridge spacing and height: full enhancement region, partial enhancement region, and no enhancement region. Ridge spacing determined the full enhancement height $\left(H_{f}\right)$ : larger spacing requires a higher $H_{f}$. The ratio of space to width $(S /(S+W))$ determined the full enhancement that can be reached, while the ratio of height to full enhancement height $\left(H / H_{f}\right)$ determined the percentage of the full enhancement that can be achieved. An empirical model was proposed to predict the CHF based on the dimensions of ridge spacing, width, and height. Further, the hypothesis was independently verified by the comparison of growth rates of a laser created bubble on ridge-structured surface and plain surface.

## 5. Steady Vapor Bubble in Pool Boiling

### 5.1 Introduction

Contact line evaporation models, ${ }^{24,29}$ as well as transient conduction, ${ }^{13}$ microconvection, ${ }^{16}$ and microlayer evaporation, ${ }^{17,19}$ have been widely accepted as the basic heat-transfer mechanisms in boiling. The dynamics of contact line region and the microlayer dictate bubble growth and departure, and are of significant importance in understanding the fundamental behavior of the boiling phenomenon. ${ }^{4}$ Visualization of the boiling process and the contact line region has recently been pursued by researchers ${ }^{15,20-23,128}$ and has had a tremendous impact in providing a realistic depiction of the boiling process; however, the unsteady nature and short time-span of the bubble ebullition cycle ( $\sim 1 \mathrm{~ms}$ ) has made in-situ imaging of a single bubble very challenging, especially for a bubble in its early growth stage.

On the other hand, the contact line region is incorporated into predictive boiling models through contact angle values. ${ }^{34,122}$ The intricacies involving the shape of an interface and the behavior of the contact line are implicitly accounted for in the contact angle, thus making the bubble contact angle parameter of significant importance in boiling models. However, while static or advancing/receding contact angles of a liquid droplet on the surface at room temperature are often used for boiling models, ${ }^{34,37}$ it is difficult to relate the boiling process to the droplet wetting characteristics due to the highly transient conditions associated with liquid-vapor phase change. ${ }^{12,28,129}$

There are three types of techniques that have been commonly used to measure bubble contact angle: the captive-bubble technique, the flotometric method, and bubble imaging.
(a) Captive - Bubble Technique. It is widely used to measure the bubble contact angle, ${ }^{130-132}$ in which the solid sample is placed in a chamber filled with liquid, and an air bubble is made by using a microsyringe and attached underneath the surface. Drelich ${ }^{130,131}$ measured the bubble contact angle in air/water/methylated quartz system. The results showed that the advancing contact angle of the drop and the bubble are similar, while the receding contact angle of the bubble is around $10^{\circ}$ larger than that of drop. When using captive-bubble technique, the gravity and buoyancy play opposite roles compared to the boiling process. It is doubtful that the bubble contact angle values can be adopted in boiling process directly.
(b) The Flotometric Method. This technique is based on flotation. ${ }^{133-137}$ A tube was filled with a mixture of distilled water and solid particles. A bubble was introduced from the bottom of the tube. Some particles adhere to the bubble forming a particle-air aggregate which is lighter than water and travel upwards to the water surface. The particle size for which the recovery (percentage of floating particle) of flotation is equal to $50 \%$ is defined as maximum size of floating particles, which is a function of the bubble contact angle and liquid surface tension. The bubble contact angle can be determined because the liquid surface tension is easy to measure. However, the particle surface is not smooth in this measurement while the contact angle is highly dependent on surface topological properties, ${ }^{4}$ and the temperature effect is not included, neither.
(c) Bubble Imaging. Rapid evaporation affects the drop contact angle, ${ }^{138}$ which implies the measurement of the bubble contact angle must simulate the surrounding condition of a bubble in boiling, in order to use its values in boiling models. Some researchers have made their efforts to investigate bubble contact angle in boiling process. ${ }^{139-141}$ Serret et al. ${ }^{139}$ obtained the bubble contact angle of FC-72 on Al surface experimentally. In their setup, the cover and bottom of the boiling chamber were made of Al. The upper Al block was heated underneath which boiling
occurs and the lower one was used to maintain the bulk liquid at the desired sub-cooling level. The results showed that the bubble contact angle was independent from heat flux and subcooling but the comparison between the contact angles of the bubble and the drop were not provided. Van der Geld ${ }^{140}$ numerically obtained the dynamic contact angle histories of a truncated spherical bubble growing at the wall. To mimic the physics of actual vapor bubble growth, the expansion of the bubble was given as a function of initial radius R , which is not what actually happened during boiling and is believed to affect the contact angle. The results showed that the bubble contact angle was constant during bubble growth in the case of constant content of air, while in the case of constant bubble pressure, it kept decreasing to zero due to the imposing of the shape of the truncated sphere. Ramanujapu ${ }^{141}$ obtained the bubble contact angle during boiling on a silicon surface using high speed photography of the side view of the bubble. Compared to drop contact angle (54 ${ }^{\circ}$ ), the bubble contact angles were $\sim 5^{\circ}$ less in bubble growth but $\sim 7^{\circ}$ more in bubble departure. The overall average in a whole life cycle is $55^{\circ}$, similar to the drop contact angle.

Thus, the contact angle of a vapor bubble in pool boiling has yet to be directly measured due to the dynamic nature of the bubble ebullition cycle; making it all the more necessary to image the contact line region to advance the understanding of the boiling process and enhance boiling heat transfer efficiency.

Here, a quasi-steady bubble is created by heating the surface, submerged in a pool of sub-cooled water, using a laser source. Using a constant laser power, the bubble reaches its steady state as evaporation rate in the microlayer present at the base of the bubble equals condensation rate on the cooler liquid-vapor interface. The transient bubble growth process is thus "frozen in time"
making it possible to do in-situ measurement of contact angle and investigate the heat transfer characteristics of a bubble in its early growth stage.

### 5.2 Experimental Methods

### 5.2.1 Sample Fabrication

Figure 5-1 shows the schematic of the sample used in experiments. Both hydrophilic $\left(\mathrm{SiO}_{2}\right)$ and hydrophobic (tridecafluoro-1,1,2,2-tetrahydroogctyl-trichlorosilane (FOTS)) surfaces are tested. To absorb the laser power to heat the sample, a 40 nm thick Au layer was sandwiched between the glass slide and a 300 nm thick deposited $\mathrm{SiO}_{2}$ layer. An adhesion layer of 10 nm thick Cr was used between the Au and $\mathrm{SiO}_{2}$. The fabrication process consists of slide cleaning and a series of thin film deposition, such as thermal evaporation, sputtering, and molecular vapor deposition.


Figure 5-1 Description of fabricated sample for (a) $\mathrm{SiO}_{2}$ surface (b) FOTS surface (not scaled)
(a) Slide Cleaning. Before film deposition, the slides were cleaned to make sure there was no dust or other contamination present. The slides were cleaned in a hot bath of Remover 1165 in two tanks, 10 minutes for each tank. The slides were then washed using DI water tank and were dried by blowing compressed nitrogen. After that, the wafers were further cleaned in Glen 1000 oxygen plasma at a power of 400 W for 5 minutes to remove any possible polymer residue.
(b) Cr Deposition. The first adhesion layer of a 10 nm thick Cr was deposited by thermal evaporation. A crystal sensor was used to monitor the thickness.
(c) Au Deposition. The laser absorption layer was 40 nm thick Au film. Similar to Cr deposition, it was deposited by thermal evaporation for $\sim 30 \mathrm{~min}$. The thickness was monitored using a crystal sensor.
(d) Cr Deposition. The second adhesion layer was deposited as in step (b).
(e) $\mathrm{SiO}_{2}$ deposition. The hydrophilic surface on which the bubble will be generated was a 400 nm thick $\mathrm{SiO}_{2}$ layer. It was deposited by RF sputtering at a power of 1.75 kW for 200 min .
(f) FOTS deposition. The hydrophobic surface was obtained by depositing a monolayer of FOTS on $\mathrm{SiO}_{2}$. It was deposited using molecular vapor deposition (MVD). The thickness of this monolayer is expected to be around 1.3 nm , resulting in a drop contact angle of $105^{\circ}$.

Table 5-1 Sample surfaces and liquids used for experiments

| Sample Surface | Drop Contact | Liquid Tested | Experimental |
| :--- | :---: | :---: | :---: |
|  | Angle | Image of Drop |  |
| Hydrophilic $\mathrm{SiO}_{2}$ | $0^{\circ}$ | regular DI water |  |
| Normal $\mathrm{SiO}_{2}$ | $33.4^{\circ} \pm 2.7^{\circ}$ | regular \& degassed DI water |  |
| Trichlorosilane (FOTS) | $109.8^{\circ} \pm 2.9^{\circ}$ | degassed DI water |  |

Experiments were performed in both regular deionized (DI) water with dissolved air and degassed DI water on three types of surfaces: superhydrophilic $\mathrm{SiO}_{2}$, normal $\mathrm{SiO}_{2}$, and FOTS surfaces. The experiments on superhydrophilic $\mathrm{SiO}_{2}$ surface were conducted immediately after a 5-min oxygen plasma cleaning of a normal $\mathrm{SiO}_{2}$ sample. Table 5-1 lists the drop contact angle on these surfaces and the tested liquid on each.

### 5.2.2 Experimental Setup and Sample Preparation

The experimental setup is similar to that described in section 4.3.1 (Figure $4-12$ ). A 5x/50x objective lens was then used to focus the laser beam to a $170 \mu \mathrm{~m} / 20 \mu \mathrm{~m}$ circular spot. Different z-planes of the sample can be focused with the resolution of 10 nm using the motorized control for z-position of the objective. Thus the bubble base and maximum bubble size was precisely imaged (with error of 100 nm ). The difference between the two z-planes was also measured to determine the bubble contact angle.

After the fabrication, the sample was cleaned with acetone, ethanol, and IPA successively, and the chemical residual was washed away by DI water. After this solvent cleaning, the hydrophilic sample was cleaned by the oxygen plasma for 5 min. The sample was washed and cleaned by DI water again before the experiments. In the experiments, the laser was aligned perpendicularly to the sample. The water was degassed by boiling it for an hour using a hot plate and then cooled to room temperature in a sealed bottle. The tested liquid (regular or degassed water) was passed through a filter with pore sizes of 220 nm to eliminate the particles suspended in the liquid. A pool of water was formed in a 6 cm long 1.4 cm inner diameter glass tube, which was bonded on the $\mathrm{SiO}_{2}$ or FOTS surface to achieve boiling. The laser power was increased incrementally until the bubble formed. The length of the tube is sufficient to prevent the diffusion of gases back into
the degassed water to the surface where the bubbles are generated. The diffusion of air can be simplified as a 1-D problem (Eq. (5-1)).

$$
\begin{equation*}
\frac{\partial C}{\partial t}=D \frac{\partial^{2} C}{\partial x^{2}} \tag{5-1}
\end{equation*}
$$

Initial condition: $C(x, 0)=0$; Boundary condition: $C(0, t)=C_{0}$, where $C_{0}$ is the saturation concentration of air in water

The solution of Eq. (5-1) is Eq. (5-2) and shows the concentration profile developed with time.

$$
\begin{equation*}
C(x, t)=C_{0} \operatorname{erfc}\left(\frac{x}{\sqrt{4 D t}}\right) \tag{5-2}
\end{equation*}
$$



Figure 5-2 Diffusion profile of air in degassed water with time

Thus, it would take more than 24 hours for the air to diffuse to the bottom of the 6 cm long tube whereas each experimental measurement lasted for less than 2 hours. Convection currents due to bubble formation can increase diffusion of gases in water; however, experimental observations show that water remained degassed near the surface as the vapor bubble condensed and disappeared when the laser was turned off.

### 5.3 Bubble Contact Angle

### 5.3.1 Bubble Contact Angle Measurement

In order to measure the bubble contact angle, the laser power was increased incrementally until the bubble was formed. By placing a white light Halogen lamp source at the top for illumination, the bubble was imaged and transmitted to a digital camera. Figure 5-3 shows a typical bubble image and the schematic of calculation of bubble contact angle.


Figure 5-3 (a) Typical bubble image. Bubble shape and contact angle estimation on (b) hydrophilic $\mathrm{SiO}_{2}$ and (c) hydrophobic FOTS surface

After a bubble is formed and reaches steady state on the $\mathrm{SiO}_{2}$ surface, the bubble base diameter, $d_{b b}$, bubble diameter, $d_{b d}$, were read from the images. While the first reading of $z$ position was taken by focusing on the surface, the second reading of $z$ position was taken by focusing on the bubble middle plain. $z_{1}$ was the difference between these two $z$ position. The laser power was then increased by 20 mW per reading and the measurements were repeated. The experiment was stopped immediately after the surface was burned by the laser which happened at an average power $\approx 240 \mathrm{~mW}$. As shown in Figure 5-3 (b), the bubble contact angle was calculated by Eq. (5-3).

$$
\begin{equation*}
\theta=\arctan \left(\frac{d_{b b}}{2 z_{1}}\right) \tag{5-3}
\end{equation*}
$$

For the measurements on FOTS surface, the first reading of z position was the same as on $\mathrm{SiO}_{2}$ surface. The second reading of z position was taken by focusing on the top of the bubble. $z_{2}$ is the difference between these two readings. The increments of laser power were fixed as 20 mW and the measurements were only taken before the surface was damaged by the laser. The bubble contact angle can be calculated by the first-order derivative of the parabolic curve of the interface as Eq. (5-4).

$$
\begin{equation*}
\theta=\pi+\arctan \left(\frac{-4 z_{2}}{d_{b b}}\right) \tag{5-4}
\end{equation*}
$$

The measurements for the bubble contact angles are repeated five times for each laser power on each surface and in each tested liquid. The bubble base diameter, bubble diameter, and z positions are average values of five readings.

### 5.3.2 Uncertainty Analysis

The analysis of experimental uncertainty is based on the propagation of uncertainties. ${ }^{119}$ The uncertainty analysis expression is Eq. (5-5).

$$
\begin{equation*}
E_{\theta}=\sqrt{\left(\frac{\partial \theta}{\partial d_{b b}}\right)^{2} E_{d_{b b}}{ }^{2}+\left(\frac{\partial \theta}{\partial z}\right)^{2} E_{z}{ }^{2}} \tag{5-5}
\end{equation*}
$$

where $E_{d_{b b}}$ and $E_{z}$ are the uncertainties $d_{b b}$ and $z$ in respectively.

The uncertainties of $E_{d_{b b}}$ and $E_{z}$ are obtained from the standard deviation of five readings. Accounting for all instrument errors, in current work, the maximum uncertainties of bubble base diameter, bubble diameter, and z position are $10 \mu \mathrm{~m}, 30 \mu \mathrm{~m}$, and $3 \mu \mathrm{~m}$ in regular water and are $13 \mu \mathrm{~m}, 23 \mu \mathrm{~m}$, and $9 \mu \mathrm{~m}$ in degassed water respectively, translating to a maximum uncertainty of $2.4^{\circ}$ (out of $\sim 33^{\circ}$ ) and $5.2^{\circ}$ (out of $\sim 73^{\circ}$ ) in regular and degassed water respectively.

### 5.3.3 Experimental Results

Figure 5-4, Figure 5-5, and Figure 5-6 show the bottom view, obtained using an inverted optical microscope, of a single bubble formed on hydrophilic $\mathrm{SiO}_{2}$ in regular water, on normal $\mathrm{SiO}_{2}$ in degassed water and on FOTS in degassed water, respectively, with increasing laser heating power. The vapor bubble achieves steady-state in degassed DI water in a few seconds as the heat transfer from the surface leads to continuous evaporation of water in the microlayer which is balanced by the continuous condensation of vapor at the liquid-vapor interface away from the surface due to the sub-cooled pool of water (temperature of water was $\approx 75^{\circ} \mathrm{C}$ lower than the saturation temperature $\approx 100^{\circ} \mathrm{C}$ ).


Figure 5-4 Images of a bubble on normal $\mathrm{SiO}_{2}$ in regular water at different laser power (a) 120 mW (b) 140 mW (c) 160 mW (d) 180 mW (e) 200 mW


Figure 5 - 5 Images of a bubble on normal SiO2 in degassed water at different laser power (a) 120 mW (b) 140 mW (c) 160 mW (d) 180 mW (e) 200 mW


Figure 5-6 Images of a bubble on FOTS in degassed water at different laser power (a) 120 mW (b) 140 mW (c) 160 mW (d) 180 mW (e) 200 mW

Figure 5-7 shows the variation in the bubble base/bubble diameter with increasing laser power for the various cases studied. The bubble sizes were consistently smaller in degassed DI (D) water when compared to regular $\mathrm{DI}(\mathrm{R})$ water due to the contribution of dissolved air in the bubble growth phenomenon in regular water. This effect was further confirmed by turning the laser off; the bubble in degassed DI water disappeared quickly (due to condensation of vapor) while the bubble in regular DI water decreased in diameter slightly but stayed on the surface for days. It is also consistent with recent investigations ${ }^{142-146}$ where air nanobubbles were found to be stable for days due to the slow-rate of dissolution of air into an already saturated surrounding liquid.


Figure 5-7 Bubble base diameter and bubble diameter

Figure 5-8 and Figure 5-9 show the results of the bubble contact angle on various surfaces in regular water and degassed water respectively. For the normal $\mathrm{SiO}_{2}$ surface with degassed water, the bubble contact angle decreased with increasing laser power (from $73.6^{\circ} \pm 3.9^{\circ}$ at 120 mW to $45.3^{\circ} \pm 5.2^{\circ}$ at 200 mW$)$. In all the other cases, the bubble contact angle was found to be independent of the laser power studied. The average bubble contact angle in regular water was determined to be $31.9^{\circ} \pm 0.5^{\circ}$ on normal $\mathrm{SiO}_{2}$ surface, which is similar to the drop contact angle (Table 5-1), and consistent ${ }^{37}$ with the drop receding contact angle after boiling experiments $\left(32.3^{\circ} \pm 0.4^{\circ}\right)$. The average contact angle was $29.3^{\circ} \pm 0.4^{\circ}$ on the hydrophilic $\mathrm{SiO}_{2}$ surface which is slightly smaller than the bubble contact angle on the normal $\mathrm{SiO}_{2}$ surface. The contact angle of the bubble on the FOTS surface was $96.8^{\circ} \pm 0.2^{\circ}$ which is also similar to the measured drop contact angle. These variations in contact angles, especially between degassed and regular water on the same surface, depend on the dynamics of the microlayer and contact line region as studied and explained in section 5.4.3.


Figure 5-8 Bubble contact angles on the hydrophilic surface

Figure 5-1


Figure 5-9 Bubble contact angle on the hydrophobic surface

### 5.4 Microlayer underneath the Steady Bubble

### 5.4.1 Fringe Patterns

A stable bubble enables in-situ imaging of the contact line region present at the base of the bubble. The bubble was formed using a femtosecond laser illumination through a $50 \times$ microscope objective. When a coherent light source (such as laser) goes through a wedged thin liquid layer, as shown in Figure 5-10, interference patterns (alternate bright and dark rings) would appear due the refraction and reflection at the upper surface of the liquid layer, which is the microlayer in this case.


Figure 5-10 Optical paths for laser interferometry

Under coherent HeNe laser illumination, two sets of fringes were observed in the images that are a result of thin-film interference associated with the interaction between regions of different refractive index. The first set of fringes, F-1 (dark thick partial rings), have fringe-gaps decreasing in the outward radial direction and are associated with interference resulting from the top curved interface of the bubble (and not due to the contact line region). The second set of fringes, F-2, are relatively closely packed and the fringe-gap for these set of fringes increase in the outward radial direction. These fringes are the result of thin-film interference of incident light with the partially reflected light within the thin liquid microlayer, which is present at the base of the bubble. ${ }^{21}$ The increase in fringe-gap was attributed to the increase in radius-of-curvature of the microlayer in the outward radial direction.


Figure 5-11 Typical fringe patterns

### 5.4.2 Microlayer Profile

To obtain in-situ images of the contact line region, bubbles were formed on a normal $\mathrm{SiO}_{2}$
(Figure 5-12 (a)) surface with regular water, a normal $\mathrm{SiO}_{2}$ surface with degassed water (Figure 5-12 (b)), and a FOTS surface with degassed water (Figure 5-12 (c)). The contact line region is imaged (Figure 5-12) using the inverted optical microscope under illumination from both a white halogen lamp source (Figure 5-12 (a1), (b1), and (c1)) and a 632 nm HeNe laser (Figure 5-12 (a2), (b2), and (c2)). The microlayer shapes obtained for a bubble on the normal $\mathrm{SiO}_{2}$ in regular water and degassed water, and on FOTS surface in degassed water is plotted in Figure 5 12 (a3), (b3), and (c3) respectively. As the interference of the monochromatic light source generates dark and bright fringes corresponding to constructive and destructive interference respectively, these fringes are separated by an optical path difference equal to the effective half wavelength, $n \lambda_{0} / 2$, where $n$ is the refractive of the medium, $\lambda_{0}$ is the free-space wavelength of light. The position of these fringes is used to construct the shape of the microlayer, where the
difference in local thickness at the adjacent bright/dark fringe location $t_{m+1}$ and $t_{m}$ is given by
Eq. (5-6) for the light refracted at angle $\theta$ into the microlayer.

$$
\begin{equation*}
t_{m+1}-t_{m}=\frac{\lambda_{0}}{2 n \cos (\theta)} \tag{5-6}
\end{equation*}
$$



Figure 5-12 Optical images of the bubble with $50 \times$ magnification under white-light and HeNe laser illumination and microlayer profile (a) bubble on normal $\mathrm{SiO}_{2}$ surface in regular water (b) bubble on normal $\mathrm{SiO}_{2}$ surface in degassed water and (c) FOTS surface in degassed water

The second set of fringes is clearly evident in degassed DI water (Figure 5-12 (b2) and (c2)) showing the presence of a liquid microlayer over the entire bubble base. However, in regular DI water (Figure 5-12 (a2)), the fringes are absent from the center of the bubble base and are only
present in the equivalent bright regions of Figure 5-12 (a1). This observation implies the presence of a dry-spot region at the center of the bubble base and the formation of the threephase contact line region (liquid-vapor-solid) interfacing with the $\mathrm{SiO}_{2}$ surface, with a significantly reduced microlayer.

The bubble formation in regular water was recorded by a high speed camera. Figure 5-13 shows the dynamic process of evolution of the microlayer. When the bubble is small, the microlayer covers the entire bubble base (Figure 5-13 (a) and (b)). As the bubble increases in size, the microlayer decreases in thickness until a central dry spot and three-phase contact line form
(Figure 5-13(c)).


Figure 5-13 Evolution of the microlayer with bubble growth

### 5.4.3 Effect of Microlayer on Bubble Contact Angle

The fringes observed in the contact line region are also used to explain the experimentally measured contact angle values. In the regular DI water on the normal $\mathrm{SiO}_{2}$ surface, the larger size of the bubble (due to contribution of dissolved air) at low laser power creates a dry spot at the center causing the creation of a three-phase contact line; hence, the bubble contact angle is similar to the drop contact angle (where a similar three-phase contact line is present). However,
with degassed DI water on the normal $\mathrm{SiO}_{2}$ surface, the microlayer covers the entire bubble base preventing the formation of the three-phase contact line, and the contact angle is governed by the microlayer curvature relative to the bubble curvature. Hence, the contact angle decreases with increasing laser power as the radius of the curvature of the microlayer increases significantly faster compared to the radius of curvature of the bubble. Similarly, in FOTS, the larger radius of the curvature microlayer along with the parabolic bubble shape, results in large contact angle values. The parabolic shape of bubble is attributed to the larger bubble base diameter as the reduced wettability of the hydrophobic surface requires a larger microlayer to remove the same amount of heat from the surface. However, for degassed DI water on both normal $\mathrm{SiO}_{2}$ and FOTS surfaces, it is expected that after a critical bubble size is reached, - the microlayer would reduce in thickness and form the three-phase contact line; the bubble contact angle would also be expected to converge to that of the drop contact angle.

### 5.4.4 Steady Bubble with Completely Wetted Base

Two kinds of bubbles were observed with laser heating. As shown in Figure 5-14, the microlayer covers the entire bubble base area initially. Increasing heating temperature and bubble size forms a three-phase contact line with the reduced microlayer, showing the nonevaporating region (R3), the evaporating film region (R2), the bulk meniscus region (R1) and the dry spot (R4); the microlayer comprises regions R1, R2 and R3. Further, bubbles with the microlayer wetting the entire bubble base will not depart the surface as the capillary suction force (due to reduced liquid pressure in microlayer) is orders of magnitude larger than the buoyancy force. From Figure 5-12 (b2), the vapor bubble volume is estimated to be $3.30 \times 10^{-13}$ $\mathrm{m}^{3}$, resulting in a buoyancy force of $3.23 \times 10^{-9} \mathrm{~N}$. The curvature of the microlayer can be approximated to be $0.02 \mu^{-1}$ from Figure 5-12 (b3), resulting in a reduction in microlayer
liquid pressure of 2880 Pa . Estimating the bubble base radius to be $40 \mu \mathrm{~m}$, the capillary suction force equals $3.62 \times 10^{-6} \mathrm{~N}$. Disjoining pressure will also further reduce the liquid pressure of the microlayer, thus enhancing this effect.


Figure 5-14 Two types of bubble (a) a bubble with a microlayer wetting the entire bubble base (b) a bubble with three-phase contact line: non-evaporating region (R3), evaporating film region (R2), bulk meniscus region (R1) and the dry spot (R4)

### 5.5 Heat Transfer Characteristics in Evaporating Region

### 5.5.1 Bubble Growth Rate in Regular Water

When forming a bubble in regular DI water on the normal $\mathrm{SiO}_{2}$ surface, it was found that the bubble grew gradually with a constant laser power. In order to obtain the bubble volumetric rate, it is divided into two parts (Figure 5-15): top part I is a hemisphere; the curve of lower part II is a partial parabolic curve, the equation of which can be found by bubble base diameter $d_{b b}$ and corresponding height $z$ of bubble middle plane as Eq. (5-7).

$$
\begin{equation*}
y=\frac{1}{4 z} x^{2}-\frac{d_{b b}^{2}}{16 z}, x \in\left(-\frac{d_{b d}}{2},-\frac{d_{b b}}{2}\right) \cup\left(\frac{d_{b b}}{2}, \frac{d_{b d}}{2}\right) \tag{5-7}
\end{equation*}
$$



Figure 5-15 Calculation of bubble volume

The volume of top part I is Eq. (5-8).

$$
\begin{equation*}
V_{I}=\frac{1}{12} \pi d_{b d}{ }^{3} \tag{5-8}
\end{equation*}
$$

For an infinite element in lower part II, the volume is $\pi x^{2} \cdot d y$. Thus, the volume of part II is Eq. (5-9).

$$
\begin{equation*}
V_{I I}=\int_{0}^{z} \pi\left(4 z y+\frac{d_{b b}^{2}}{4}\right) d y=\pi z\left(2 z^{2}+\frac{d_{b b^{2}}}{4}\right) \tag{5-9}
\end{equation*}
$$

Finally, the bubble volume is the sum of part I and part II as Eq. (5-10).

$$
\begin{equation*}
V=\frac{1}{12} \pi d_{b d}{ }^{3}+\pi z\left(2 z^{2}+\frac{d_{b b}^{2}}{4}\right) \tag{5-10}
\end{equation*}
$$

The volumetric rate was obtained by plotting the bubble volume verses time and is adopted from the linear regression. The bubble grew steadily at a volumetric rate of $(5.60 \pm 0.06) \times 10^{-3}$ $\mathrm{mm}^{3} / \mathrm{min}$ (Figure 5-16) and the contact line region at the bubble base grew radially outward at a speed of $(1.9 \pm 0.1) \mu \mathrm{m} / \mathrm{min}$ during the initial 40 min , but stopped after it reached a diameter of $\approx$ $270 \mu \mathrm{~m}$ (Figure 5-17); this limiting diameter approximately corresponds to the measured laser beam diameter ( $\approx 170 \mu \mathrm{~m}$ ) with additional radial heat conduction in the Au layer. The uncertainty in the measurements of the bubble growth rate and bubble base is standard deviation of the fit parameter. The contact angle of the bubble (Figure 5-18) decreased with time as the
bubble base remained nearly constant while the bubble diameter grew uninhibited. Similar to Figure 5-12 (a1), the central dry spot diameter was identified from in-situ imaging of the contact line region.


Figure 5-16 Bubble volume growth with constant laser power

Figure 5-2


Figure 5-17 Bubble diameter and base growth with constant laser power


Figure 5-18 Contact angle evolution with constant laser power

### 5.5.2 Heat Transfer Coefficient in Evaporating Region

Maximum heat flux occurs in the thin evaporating region ${ }^{19}$ and is of critical importance in bubble growth dynamics; however, knowledge of the heat transfer coefficient and corresponding width of this region is currently lacking in the literature. By using experimental data from in-situ imaging of the contact line region, finite-element-method based numerical simulations were conducted to characterize the evaporating region in the microlayer.

Based on these experimental data, the heat transfer rate $q$ in the evaporating region can be obtained from the air-water solubility mass balance calculation as Eq. (5-11).

$$
\begin{equation*}
q=\dot{m}_{w a t e r} h_{l v}=\left(\frac{\dot{m}_{w a t e r}}{s_{a}}\right) h_{l v} \tag{5-11}
\end{equation*}
$$

where $\dot{m}_{\text {water }}$ is the vaporization rate of water in the evaporating region, $\dot{m}_{\text {air }}$ is the mass flow rate of air into the vapor bubble from the evaporating region, and $S_{a}$ is the solubility of air in water, which is $0.023 \mathrm{~g} / \mathrm{kg}$ at room temperature. ${ }^{147}$

On the other hand, the heat transfer rate in the evaporating region $q$ is also dependent on the overall heat transfer coefficient $h$ and the area of the evaporating region through Eq. (5-12).

$$
\begin{equation*}
q=h\left(\pi d_{b b} w\right) \Delta T \tag{5-12}
\end{equation*}
$$

where $w$ is the width of the evaporating region, and $\Delta T$ is the temperature difference between the surface and the bulk fluid. Unknown parameters $h$ and $w$ characterize the evaporating region and finite-element-method based simulations were performed to determine the range of $h$ and $w$ for which the simulated release rate of air from the evaporating region agreed with that obtained through measured bubble geometry in the experiments (Figure 5-16). An axi-symmetric domain (Figure 5-19) was considered that included the glass substrate, 40 nm Au layer and 400 nm $\mathrm{SiO}_{2}$ layer. A parametric study was then performed where $h$ and $w$ were varied from $5000 \mathrm{Wm}^{-}$ ${ }^{2} \mathrm{~K}^{-1}$ to $200,000 \mathrm{Wm}^{-2} \mathrm{~K}^{-1}$, and from $0.5 \mu \mathrm{~m}$ to $19.5 \mu \mathrm{~m}$, respectively for a total of 3500 simulation cases.

## Evaporation Region

$$
h: 5-100 \mathrm{~kW} / \mathrm{m}^{2} \mathrm{~K}
$$



Figure 5-19 Simulation domain

Figure 5-20 shows the range of $h$ and $w$ for which simulation results were in good agreement with experiments within a standard uncertainty of $4.5 \%$.


Figure 5-20 Approximation of heat transfer coefficient and width of evaporating region The temperature profile of the surface is plotted for this range (Figure 5-21). Interestingly, the surface temperature at $r \approx 135 \mu \mathrm{~m}$ was $\approx 39^{\circ} \mathrm{C}$, which is the critical temperature when Marangoni flow inhibits fluid flow towards the contact line, ${ }^{148}$ thus equilibrating the incoming mass flow to the evaporation rate and causing the contact line to become stable at the bubble base diameter of $\approx 270 \mu \mathrm{~m}$. The temperature at the center of the bubble is calculated to be $\approx 82$ ${ }^{\circ} \mathrm{C}$, which is also in good agreement with experiments, ${ }^{149}$ where it has been shown that the formation of an air bubble in pool boiling in sub-cooled water at room temperature occurs at $\approx$ $84^{\circ} \mathrm{C}$.


Figure 5-21 Surface temperature profile

### 5.6 Summary

In summary, a steady-state vapor bubble was created in a pool of sub-cooled water by femtosecond laser heating which allows for in-situ imaging of the microlayer and the contact line regions. The bubble can remain stable for hours as the evaporation of water at the surface is balanced by the condensation of vapor at the liquid-vapor interface inside the bubble. Experiments were conducted on hydrophilic $\left(\mathrm{SiO}_{2}\right)$ and hydrophobic (FOTS) surfaces in regular (with dissolved air) and degassed DI water. The contact angle of the vapor bubble was measured for various cases, and the microlayer and contact line region were imaged with white light and a coherent laser source. For the laser powers studied, it was found that the three-phase contact line readily forms in regular DI water, while the microlayer covers the entire bubble base in degassed DI water. The contact angle for the bubble was found to resemble the drop contact angle on the same surface if the three-phase contact line forms, otherwise the contact angle is dependent on the curvature of the microlayer and the bubble, and decreases with increasing laser power. The evaporating region in the contact line region was characterized by numerical simulations and
experimental results, and permissible values of the heat transfer coefficient and corresponding width were calculated, thus providing an estimate to the upper limit of the heat transfer coefficient attainable in nucleate boiling as well as thin-film evaporation. The work in this chapter will advance the design of nanostructures to enhance heat transfer by optimizing the width of microlayer, and improve the understanding of the boiling phenomenon in outer-space where the lack of gravity causes the bubbles to stay stationary on a heated surface. In-situ imaging of the microlayer and contact line region in a steady state bubble is a powerful technique for understanding the physical dynamics of the bubble growth process.

## 6. Contact Line Behavior of a Vapor Bubble

### 6.1 Introduction

The fundamental behavior of the three-phase contact line is essential for understanding the boiling heat transfer mechanism, CHF triggering mechanism, ${ }^{150,151}$ and for prediction of CHF. ${ }^{152,153}$ The thermodynamic and hydrodynamic interactions in the contact line region have been investigated. ${ }^{154}$ However, most of the investigations were based on the application of meniscus evaporation in heat pipes. ${ }^{155-158}$ The handful of studies focused on the three-phase contact line region in pool boiling were conducted by both numerical and experimental methods. Son et al. ${ }^{159}$ obtained the dynamics and heat transfer associated with a single bubble in nucleate boiling by implementing three-phase contact line model ${ }^{29}$ into a level-set framework.

Kunkelmann et al. ${ }^{160,161}$ simulated pool boiling using a numerical volume-of-fluid method. They found that the local heat transfer rate in the contact line region was strongly affected by the direction of contact line movement (receding or advancing) and the speed of this movement. The influence of contact line on heat transfer was also observed experimentally, ${ }^{28,162}$ where boiling was conducted in microgravity condition and the bubble base grew to $\sim 300 \mu \mathrm{~m}$ in the first 5 ms of nucleation. Further, during a complete bubble ebullition cycle, the liquid flows constantly from the bulk meniscus region to the evaporating region. The liquid flow rate depends on the gradients of the capillary pressure and the disjoining pressure in the evaporating region, both of them governed by the film thickness profile. ${ }^{163,164}$ However, the knowledge on contact line behavior (including contact line motion and the evolution of the film profile) during bubble formation and movement is still lacking, especially for a bubble in its early growth stage.

In this chapter, a vapor bubble was created using the laser heating method introduced in section 5.2.2. The bubble and three-phase contact line movement was achieved by moving the laser beam to change the heating location on the sample. The contact line motion and the evolution of the thin film profile were recorded by a high speed camera. The effect of surface wettability on contact line motion was investigated by conducting experiments on hydrophilic surface ( $\mathrm{SiO}_{2}$ with the drop contact angle of $33.4^{\circ} \pm 2.7^{\circ}$ ) and hydrophobic surface (FOTS with the drop contact angle of $109.8^{\circ} \pm 2.9^{\circ}$ ) respectively.

### 6.2 Experimental Methods

The sample fabrication follows the procedure explained in the section 5.2.1. The experimental setup and sample preparation are exactly the same as described in the section 5.2.2. A $50 \times$ microscope objective was used to focus the laser beam on the sample to form the bubble. The same objective was also used for imaging the bubble to observe the bubble contact line behavior and evolution of the microlayer during bubble growth and movement. All experiments were performed in the regular DI water with dissolved air as the entire bubble base would be covered by the microlayer and the contact line would not form in degassed water (due to the small bubble size).

### 6.3 Contact Line Behavior in Bubble Formation and Growth

Figure 6-1 shows the process of bubble formation and growth with laser heating. In the figures, the yellow dotted line represents the laser beam, which is a circle with the diameter of $\sim 11 \mu \mathrm{~m}$; the white dotted line is the contact line. The fringe pattern shows the microlayer. The first bubble image captured by the high speed camera ( 0.25 ms ) has a bubble base with the diameter of $\sim 11$ $\mu \mathrm{m}$, the same as the laser beam. The fringe patterns show up 3 ms after the nucleation,
representing the formation of the microlayer. It covers the entire bubble base initially. Both the bubble base and bubble diameter expand and the microlayer grows (Figure 6-1 (a-b)). A dark region shows up at $\sim 500 \mathrm{~ms}$ and the region keeps growing as bubble grows. The fringe pattern still appears in this region but fades out gradually (Figure 6-1 (c-d)). It disappears completely at the center of the bubble base at $\sim 2000 \mathrm{~ms}$ when the bubble diameter grows to $\sim 60 \mu \mathrm{~m}$, which depicts the formation of a dry region at the center of the bubble base, and thus the formation of the three-phase contact line. The contact line expands outward at an average speed of 0.004 $\mu \mathrm{m} / \mathrm{ms}$ between 3000 ms and 5000 ms (Figure 6-1 (e-f)).


Figure 6-1 Contact line behavior during bubble formation and growth

### 6.4 Contact Line Behavior in Bubble Movement

The surface wettability strongly influences behavior and movement of the contact line. On the hydrophobic FOTS surface, as the laser beam is moved close to contact line region, the microlayer in that region evaporates and the dry spot expands (the shape of contact line changes). As the laser beam is moved continuously, the contact line sticks on the surface, leading the bubble to stay on its original location. While on the hydrophilic $\mathrm{SiO}_{2}$ surface, the contact line as well as the entire microlayer moves forward with laser beam (the shape of contact line remains the same), leading to the bubble following the laser beam movement. The effect of surface wettability on contact line behavior is elaborated in the following sections with images recorded from the high speed camera.

### 6.4.1 Bubble Movement on Hydrophobic surface

Figure 6-2 and Figure 6-3 show the contact line behavior on FOTS surface with illumination of white and red light respectively. In the figures, the white dotted line shows the contact line of the bubble; the yellow dotted line illustrates the laser beam, which is a circle with diameter of $\sim 11 \mu \mathrm{~m}$; the white dash-dot line is a reference line to identify the location of the bubble during laser beam movement. Initially, a steady bubble was created and the laser beam is located at the center of the dry region (Figure 6-2 (a) and Figure 6-3 (a)). The laser beam is then moved to the left. Point $a$ is defined as the leftmost point of the contact line (in the direction of laser beam movement), while points $b, c$, and $d$ are rightmost, top, and bottom position of the contact line, respectively. As the laser beam approaches the contact line region (Figure 6-2 (b) and Figure 6 - 3 (b)), one fringe disappears showing decrease in the microlayer thickness. Since the surface is hydrophobic and prevents liquid spreading, fresh liquid replenishment in the microlayer becomes difficult. Once the local evaporation overwhelms the supply of the water, the microlayer
thickness decreases, and eventually evaporates completely. Thus, the dry region expands in the direction of the laser beam movement as point $a$ moves to the left while points $b, c$, and $d$ stay at the original positions. As the laser beam continues to move to the left (Figure 6-2 (c) and Figure 6-3 (c)), the microlayer in the region of points $a$ and $b$ evaporates completely and disappears; while it remains at the region near points $c$ and $d$. The shape of contact line becomes elliptical due to this uneven expansion. After the local microlayer evaporates completely, point $a$ is pushed with laser as the laser beam moves closer, forming an extra triangular dry region (Figure 6-2 (de) and Figure 6-3(d-e)). Point $a$ cannot be pushed further once the laser beam reaches the contact line region and is "pinned" on the surface, similar to points $b, c$, and $d$ (Figure 6-2 (e-g) and Figure 6-3(e-g)). As the laser beam moves out of the dry region, the bubble suddenly shifts to right and the contact line recovers to a circular shape (due to energy minimization) as the laser beam cannot influence the bubble (Figure 6-2 (h) and Figure 6-3 (h)).

Thus, on the FOTS surface, the microlayer evaporates and the contact line is pushed locally in the direction of the laser beam movement, while the rest of the contact line is pinned on the surface. The local movement of the contact line forms an extra triangular dry region. The bubble shifts to right once the laser beam moves out of the extra dry region to minimize the line tension circumference. In other words, the bubble as a whole "refuses" to follow the laser beam movement as expected due to the hydrophobicity of the surface.


Figure 6-2 Contact line behavior on FOTS surface with white light


Figure 6-3 Contact line behavior on FOTS surface with red light

The reason why the bubble does not follow the laser movement can be explained by surface tension forces exerted on the bubble base, especially at the points $a$ and $b$. Figure 6-4 shows the change of direction of the surface tension force at the point $a$. The bubble is not in parabolic shape as shown in Figure 5-3 because the 50X objective was used to create the bubble and image the microlayer. The laser beam size is around $\sim 11 \mu \mathrm{~m}$, smaller than bubble base diameter ( $\sim 50 \mu \mathrm{~m}$ ); while in bubble contact angle measurement, 5 X objective was used and the laser beam size is $\sim 170 \mu \mathrm{~m}$, which is larger than bubble base diameter ( $86-150 \mu \mathrm{~m}$ for the laser power studied). As shown in Figure 6-4 (a), before the laser moves, the bubble is in the equilibrium state. The force balance in horizontal direction can be expressed as Eq. (6-1).

$$
\begin{equation*}
\sigma_{s v}=\sigma_{s l}+\sigma_{l v} \cos \left(\theta_{1}\right) \tag{6-1}
\end{equation*}
$$

As the laser beam approaches the contact line region, shown in Figure 6-4 (b), the local microlayer evaporates completely and the contact line gets pushed forward to form the extra dry region. The contact angle changes from $\theta_{1}$ to $\theta_{2}$. The direction of the liquid-vapor surface tension force changes as it is the tangential of the interface. This change disrupts the previous force balance, resulting in a net force $F$ in horizontal direction (taking the direction of the laser beam movement as positive), as in Eq. (6-2).

$$
\begin{equation*}
F=\sigma_{s l}+\sigma_{l v} \cos \left(\theta_{2}\right)-\sigma_{s v} \tag{6-2}
\end{equation*}
$$

By substituting Eq. (6-1) to Eq. (6-2), the net force can be expressed as a function of liquid-vapor surface tension and contact angles $\theta_{1}$ and $\theta_{2}$ (Eq. (6-3)).

$$
\begin{equation*}
F=\sigma_{l v} \cos \left(\theta_{2}\right)-\sigma_{l v} \cos \left(\theta_{1}\right) \tag{6-3}
\end{equation*}
$$

Because $\theta_{2}>90^{\circ}$ and $\theta_{1}<90^{\circ}$, the net force $F$ in Eq. (6-3) is always negative, implying that there is a force exerted on the point $a$ to inhibit the contact line to move with the laser.


Figure 6-4 Change of direction of surface tension at point $a$ on FOTS surface

Thus, on hydrophobic FOTS surface, the net force exerted on points $a$ is negative, hindering the bubble to move with the laser. However, the evaporation momentum force acts on the bubble base, pushing the contact line to move with the laser. Thus, the bubble stays in its original position due to the balance between the pushing force (evaporation momentum force) and holding force (net force due to the direction change of liquid-vapor surface tension). After the laser moves outside the contact line region, these forces disappear and the balance is interrupted. Energy minimization of the line tension energy causes the bubble base to recover to its original circular shape (Figure 6-2 (h) and Figure 6-3(h)) and the bubble reaches the equilibrium state again.

### 6.4.2 Bubble Movement on Hydrophilic Surface

Figure 6-5 and Figure 6-6 show the contact line behavior on $\mathrm{SiO}_{2}$ surface with laser movement under illumination of white and red light respectively. In the figures, the white dotted line represents the contact line of the bubble; the yellow dotted line illustrates a $\sim 11 \mu \mathrm{~m}$ laser beam; the white dash-dot line is a reference line to show the location of the bubble during laser beam movement. Initially, a steady bubble stays on the surface with the laser beam located at the center of dry region. Adjacent to the dry region, the microlayer was observed as a bright annulus under white illumination and circlar fringes under red illumination (Figure 6-5 (a) and Figure 6

- 6 (a)). The laser beam is moved to left. $a, b, c$, and $d$ are the leftmost, the rightmost, the top, and the bottom points of the contact line respectively. As shown in Figure 6-5 (b) and Figure 6-6 (b), when the laser beam approaches to the point $a$, one fringe disappears in that region and the contact line is pushed forward. Different from contact line behavior on FOTS surface where only a small local part of contact line is pushed forward forming an extra triangular dry region, the left half ( $\sim 50 \%$ ) of the contact line is pushed forward. However, the right half stays at its original location. The entire contact line expands to a ellipse-like shape. As the laser continues to move left, the number of fringes at region $a$ maintains the same, implying the equibrilium state between the evaporation and supply of fresh liquid. On the other hand, at the point $b$, the liquid rewet the surface and the contact line moves forward. The entire contact line is elliptical as it is streatched in the direction of laser beam movement. Thus, as the laser beam moves, the contact line at point $a$ is pushed forward due to evaporation, while the point $b$ also moves as the liquid rewets the surface. The entire bubble follows the laser and moves smoothly on the surface (Figure 6-5 (c-d) and Figure 6-6 (c-d)).


Figure 6-5 Contact line behavior on $\mathrm{SiO}_{2}$ surface with white light


Figure 6-6 Contact line behavior on $\mathrm{SiO}_{2}$ surface with red light

Figure 6-7 shows the evolution of microlayer profile at point $a$ during the laser movement. The x -axis is the radial distance, which is defined as zero at the center of the bubble base; the y -axis is the local microlayer thickness. The four time steps shown in the Figure 6-7 are corresponding to the four snapshots in the Figure 6-6. The evaporation in microlayer dominates over the supply of the liquid as the laser beam approaches. Hence, the microlayer thickness decreases (Figure 6-6 (b-c)). After the bubble starts to follow the laser and moves at constant speed (Figure 6-6(d)), the microlayer at the point $a$ recovers to the steady state (Figure 6-6(a)), at which point the laser is static at the center of bubble base.


Figure 6-7 Microlayer profile at point $a$ during laser movement

The bubble following the laser and moving smoothly on $\mathrm{SiO}_{2}$ surface can be explained by the change of the direction of surface tension exerted on the bubble base, especially at point $a$. Figure 6-8 (a) shows a bubble in the equilibrium state before the laser starts to move. The contact angle is $\theta_{1}$. The force balance in the horizontal direction follows Eq. (6-1). When the laser beam approaches to the contact line, as illustrated in Figure 6-8 (b), the microlayer
evaporates and the liquid-vapor interface lowers down. The contact angle decreases to $\theta_{2}$. This decrease of contact angle induces the change of liquid-vapor surface tension direction, resulted in a net force $F$ as expressed in Eq. (6-3). Because $0^{\circ}<\theta_{2}<\theta_{1}<90^{\circ}$, the net force $F$ is always positive. Its direction is the same as the laser beam movement, making the contact line move forward and causing the bubble to follow the laser. Thus, the bubble moves smoothly on the hydrophilic $\mathrm{SiO}_{2}$ surface along with the laser beam.


Figure 6-8 Change of direction of surface tension at point $a$ on $\mathrm{SiO}_{2}$ surface

### 6.5 Summary

In summary, this chapter introduces the investigation of the contact line behavior during the bubble formation, growth, and movement. The bubble was created by laser heating and its movement was achieved by moving the laser beam. It was found that the microlayer covered the entire bubble base at the early stage of the bubble base. The microlayer became thinner as the bubble grew in size and eventually disappeared at the center of the bubble base, thus forming the three-phase contact line. The surface wettability strongly influenced the contact line behavior. On hydrophobic FOTS surface, the contact line does not follow the laser. The contact line
stretched into an elliptical shape, but regained the original circular shape when the laser moved outside the bubble base region. On hydrophilic $\mathrm{SiO}_{2}$ surface, the bubble followed the laser and moved smoothly on the surface. This difference behavior can be explained by the change of the direction of the liquid-vapor surface tension force exerted at the three-phase contact line. This change caused a negative net force $F$ on FOTS surface, hindering the bubble to follow the laser, while it caused a positive net force $F$ on SiO 2 surface, making the bubble follow the laser and move smoothly on the surface.

## 7. Conclusions and Future Work

### 7.1 Conclusions

### 7.1.1 Critical Height of Microstructures to Enhance CHF

A hypothesis of CHF enhancement by additional evaporation of the thin film was proposed and validated based on the use of ridge-shaped microstructures. Significant enhancement in CHF was attained with 500 nm high ridges on Si surface and $1.2 \mu \mathrm{~m}$ high ridges on $\mathrm{SiO}_{2}$ surface. A critical height was found to exist below which no enhancement was observed while above which similar enhancements were achieved, irrelevant to the ridge height. An analytical model incorporating the additional evaporation of the thin-film to predict CHF was developed. By adjusting the average thin film thickness as 450 nm on Si and 900 nm on $\mathrm{SiO}_{2}$, the predictions from the model were in good agreement with the experimental results. Thus, CHF enhancement occurs only when the ridge heights are greater than the thin film thickness, thus defining the film thickness as the critical height for micro/nano structures to achieve pool boiling enhancement.

### 7.1.2 Early Evaporation of Microlayer to Enhance CHF

The effect of ridge spacing on CHF enhancement was investigated. A $\sim 120 \%$ enhancement was obtained with only $\sim 18 \%$ augmentation in surface area, which is among the highest reported in the literature. A new CHF enhancement mechanism, based on the early evaporation of microlayer by disconnecting it from bulk liquid, was proposed. The coupled effect of ridge height and spacing on CHF enhancement was also studied and analyzed. Three enhancement regions depending on ridge space and height were outlined: full enhancement region, partial enhancement region, and no enhancement region. Ridge spacing determined the full enhancement height $\left(H_{f}\right)$ such that larger spacing requires higher $H_{f}$. The ratio of space to width
$(S /(S+W))$ determined the full enhancement that can be reached; the ratio of height to full enhancement height $\left(H / H_{f}\right)$ determined the fraction of full enhancement that can be achieved. With dimensions of ridge spacing, width, and height, the CHF can be predicted by the proposed model. Further, the mechanism of early evaporation of microlayer was verified by comparison of growth rate of a laser created bubble on a ridge-structured surface and on a plain surface. The bubble grew 5.25 times faster on the ridge surface as on plain surface causing the CHF to be enhanced by 2.19 times (square root of the ratio of bubble growth rate) and in excellent agreement with pool boiling data.

### 7.1.3 Steady Vapor Bubble in Pool Boiling

In order to determine the heat transfer characteristics of the evaporating region in the microlayer, a steady-state vapor bubble was created in a pool of sub-cooled water by femtosecond laser heating which allowed for in-situ imaging of the microlayer and the contact line regions. The bubble remained stable for hours as the evaporation of water at the surface was balanced by condensation of vapor at the liquid-vapor interface inside the bubble. Experiments were conducted on hydrophilic ( $\mathrm{SiO}_{2}$ ) and hydrophobic (FOTS) surfaces in regular (with dissolved air) and degassed DI water. The contact angle of the vapor bubble was measured for various cases, and the microlayer and contact line region were imaged under white light and red laser sources. The contact angle for the bubble was found to resemble the drop contact angle on the same surface if the three-phase contact line formed; otherwise the contact angle was dependent on the curvature of the microlayer and the bubble, and decreased with the increasing laser power. For the laser powers studied, the three-phase contact line readily formed in regular DI water, while the microlayer covered the entire bubble base in degassed DI water. The evaporating region was characterized by numerical simulations and experimental results, and permissible
values of overall heat transfer coefficient and corresponding width of the evaporating region were calculated.

### 7.1.4 Contact Line Behavior of a Vapor Bubble

The contact line behavior of a vapor bubble during bubble formation, growth, and movement was studied. The bubble was created by laser heating and its movement was achieved by moving the laser beam on the sample. It was found that the microlayer covered the entire bubble base at the early stage of the bubble base. The microlayer became thinner as the bubble grew larger and eventually disappeared at the center of the bubble base forming the three-phase contact line. The surface wettability strongly influenced the contact line motion. On hydrophobic FOTS surface, the bubble stuck on the surface and resisted to follow the laser movement. The contact line was elongated when the laser was near it but regained its original shape when the laser moved outside the bubble base region. On hydrophilic $\mathrm{SiO}_{2}$ surface, the bubble moved smoothly on the surface following the laser. This difference in behavior was explained by the change of the direction of the liquid-vapor surface tension forces exerted on the bubble base resulting in a negative net force $F$ on FOTS surface, hindering the bubble to follow the laser, while it resulted in a positive net force $F$ on SiO 2 surface, allowing the bubble to move smoothly with the laser.

### 7.2 Future Work

### 7.2.1 Early Evaporation Induced by Hydrophobic Patterns

In chapter 4, the early evaporation of microlayer was achieved by disconnecting it from bulk liquid using ridges. Another possibility is using hydrophobic patterns (triangular/square/hexagonal/circular dots, long lines, etc.) on a hydrophilic surface. The spacing of these patterns should be in micrometer scale to ensure enough patterns are present underneath
the bubble. The attraction between water and hydrophobic surface is weak that the no-slip boundary condition at wall will not be valid. The hydrophobic patterns on hydrophilic surface will tend to push the liquid to flow to the hydrophilic regions. Thus, the rewetting will be relatively difficult on these patterns. In other words, after the dry spot forms, the liquid cannot rewet the hydrophobic patterns. If these patterns isolate the hydrophilic regions with proper design, the microlayer underneath the bubble can become disconnected from bulk liquid. Early evaporation could possibly be triggered and CHF enhancement can be achieved. In addition to the new patterns to achieve early evaporation, the boiling on these modified surfaces can be visualized by the high speed camera. With proper optical setup, the effect of these patterns on the nucleation site density, bubble dynamics (bubble growth rate, bubble departure size and frequency), bubble contact angles and dry region evolution underneath the bubble can be characterized.

### 7.2.2 Boiling Heat Transfer Mechanisms

There are four kinds of mechanisms that are widely accepted as mechanisms of bubble growth in boiling heat transfer: transient conduction, microconvection, microlayer evaporation, and contact line evaporation. During boiling, the actual dominant mechanisms are normally a combination of two or more of these. For example, during bubble growth, microconvection, microlayer evaporation, and contact line evaporation contribute to the bubble growth; while during bubble departure, transient conduction and contact line evaporation affect the heat transfer rate. However, the contribution for these mechanisms is still unclear. The random, unstable nature of boiling, and the short time span of the bubble ebullition cycle make it challenging to study these mechanisms in boiling. The in-situ imaging of the microlayer and contact line region underneath a steady vapor bubble is a powerful technique (introduced in chapter 5) having large potential to
study the contributions for each mechanism during bubble growth. From the evolution of the microlayer profile as bubble grows, the liquid pressure distribution can be determined, as thus liquid flow in this region. In this way, the contribution of microconvection can be featured. With measured temperature profile, the overall heat transfer rate in microlayer region can be obtained numerically from energy conservation. Thus, the individual contribution of microconvection, microlayer evaporation, and contact line evaporation can be determined.

### 7.2.3 "Controlling" the Bubbles Behavior in Boiling

The contact line motion influences heat transfer rate. It has been shown that surface wettability strongly affects contact line behavior in chapter 6. Thus, understanding how anisotropic structures (ridges, channels, nanorods, and nano particles, etc.) and isotropic structures (uniform pillars, cavities, etc.) affect contact line behavior during bubble growth and departure will be extremely insightful. Further, contact line behavior on a surface with hybrid wettability, such as hydrophilic surface with hydrophobic structures, and vice versa, will prove to be a fundamental study to predict heat transfer performance on such surfaces. Generally speaking, hydrophobic surfaces facilitate nucleation of vapor bubbles, resulting in a higher heat transfer coefficient but lower CHF. Hydrophilic surfaces allow the liquid to rewet dry region easily and can thus delay the CHF occurrence, but have lower heat transfer coefficient. Thus, the surface with hybrid wettability (hydrophobic structures on hydrophilic substrate or hydrophilic structures on hydrophobic substrate) is a promising technique to enhance heat transfer coefficient and CHF simultaneously. Briefly, CHF occurs when the vapor release blocks the liquid flow path to prevent it from rewetting the surface. Thus, with proper design of the patterns (shape, dimension), the bubble can be possibly guided to move on the surface in a certain direction, while the liquid can flow to rewet the surface in the other direction. In this way, the bubble
behavior is "controlled" so that the vapor release pathway and liquid rewetting pathway are separated, and thus can potentially delay CHF.
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