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ABSTRACT

Traditionally, network protocols are designed based ora8simptions that network is powered
by small batteries with scarce energy supply. However, gimgrenergy replenishment technologies
such as ambient energy harvesting, wireless energy traingfeetc., provide alternatives to address
the energy constraint problem but also introduce new ahngdle (e.g., energy heterogeneity). Been
the core to achieve network sustainability, novel netwarkqrols shall be designed to better exploit
energy availabilities and tackle new challenges or issupssed by emerging energy replenishment
technologies. In this dissertation, we study how to buildaaigrsustainable sensor network via network
protocol innovation. Specifically, the study is conductefbur directions. First of all, we study how to
improve energy utilization efficiency on individual sensodes as a foundation to improve the network
sustainability. Secondly, we study how to prolong the nekitetime as a whole through dynamically
and collaboratively tuning MAC layer operational parameteetween neighboring nodes. Thirdly,
we study the cross-layer design technique and propose stibabuting and MAC protocol to further
prolong the network lifetime. Fourthly, with given sensiogverage constraints, we jointly optimize

the routing and sensing behaviors to further improve theoit sustainability.



CHAPTER 1. INTRODUCTION

1.1 Sustainable Sensor Networks

When a sensor network is deployed for long-term monitorinig, desired and critical to improve
the network sustainability such that the network can opeaatlong as possible to collect valuable
sensory dataNetwork lifetime which is defined as the first time when certain applicatioecsjzd
requirements cannot be satisfied, is a key measurementwdbrikesustainability.

As sensor nodes are usually powered by small batteries antheaepleted after several days
of operations, such an energy depletion problem has becom®fothe most important reasons that
could render the network nonfunctional and limit the netngustainability. A lot of research has been
conducted to address this problem. For example, as showigumg=1.1, it has been proposed that a
sensor node’s energy may be replenished after deploymmenigth various methods, such as harvesting
solar energy and wirelessly charging energy from mobilegdra to sensor nodes.

Though these energy replenishment technologies can grewita energy supplies to the network,
the amount of supplied energy may be restrained by weathmelitaan, geographical accessibility, etc.
In addition, these technologies alone cannot effectivelyesbut may even worsen the problem of het-
erogeneous energy distribution, which can lead to inefita@mergy utilization in the network and may
not really extend the network lifetime. Therefore, besidegloring and enhancing energy replenish-
ment technologies, protocol innovation is also imperativinprove the network sustainability.

To cope with the heterogeneity in energy supply and consomptmong sensor nodes, a major
hurdle in sustaining network lifetime, new protocols sliblé developed for sensor nodes to collabo-
rate in dynamically adjusting operational parameters depto prolong network lifetime. Particularly,
sensor nodes whose energy can be replenished efficiently tecause they are deployed in open

space exposed under sunshine or in locales closer to varetteggers’ moving tracks) may take more
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Figure 1.1 Overview.

workloads, to help saving the energy consumption of otheeaavho are disadvantageous in energy
replenishment. To facilitate such workload adjustmernis desired to have a MAC protocol that can
dynamically adjust nodal behaviors based on nodes’ difteakenergy status and nodal lifetimes. It
is also desired to have sophisticated cross-layer pratdbak can jointly coordinate sensing, routing,
and MAC behaviors, based on nodes’ differential energyisiat utilize nodal energy more effectively

and efficiently and thus maximize the network lifetime.

1.2 Challenges and Opportunities

As discussed above, protocol innovation is of critical imaoce to build a more sustainable sensor

network. When developing new protocols, the following @&ages should be taken into account:

» Network resource heterogeneityy many sensor networks, heterogeneity is inevitable.hasws
in Figure 1.1, the heterogeneity can be caused by diversgyespplies (wireless charging, solar
energy harvesting, or traditional batteries), device bditias, geographical locations, etc. New

protocols shall be designed with awareness of the existafrtteterogeneity in network.



» Energy efficiency and energy fairnegss prolonging the network lifetime is essential to achieve
the network sustainability, energy utilization efficieranyd fairness must be considered in proto-
col design. On one hand, an individual node should not rubeimergy much earlier than other
nodes, which may render network disconnected and jeomaddita fidelity; on the other hand,
when aiming at energy fairness, energy efficiency shouldbeateglected given that the total
usable energy in the network may be limited. How to deal whig tradeoffs between energy

efficiency and fairness is critical for prolonging the netlwtifetime.

» Application Quality of Service requirementé/hen building a sustainable sensor network, dif-
ferent Quality of Service (QoS) requirements, such as erehtl data delivery delay and sensing
coverage may be demanded by users. These requirementsidiffesent constraints in proto-
col design. In addition, for different applications, thdéwerk traffics may vary over time; hence,

a generic protocol design needs to be adaptive to these ehafigciently.

» Coordination and collaboration among protocols in diffetenetwork layers Though protocol
innovation for a specific network layer can improve systemigomance, there are limitations
that cannot be conquered by a single-layer design. Crgses-tdesign could be a promising
solution to overcome the limitations and further prolong tietwork lifetime. However, a cross-
layer design may increase design complexity and systemheadr Moreover, a cross-layer
protocol without calibration may even result in a performeitower than that could be achieved

by each single-layer protocol alone.

1.3 Research Themes

In this dissertation, we study how to design protocols fdfedint network layers to build a sus-
tainable sensor network. We aim at designing novel andipea&ichemes that can be implemented in
commonly used sensor nodes and can offer better perforniraterens of network lifetime, end-to-end

packet delay, network power consumption, etc. The follgwisearch topics are included:

» Delay-bounded MAC protocol design to improve nodal enetgization efficiency We first

study the problem of how to improve the nodal energy utiiaraefficiency, such that lifetime of



individual nodes can be improved and network lifetime camptmonged accordingly. We pro-
pose the CyMAC protocol, which plans the rendezvous sclesdogtween neighboring nodes
carefully, and adjusts the sensor nodes’ radio duty cygleamiically to the varying traffic con-
dition, and therefore reduces idle listening time of a semsale and prolongs nodal lifetime
significantly. CyMAC can also guarantee the desired redatiglay bound for data delivery ser-

vices.

Collaborative MAC protocol design to prolong network lifee By viewing the network as a
whole, we study the problem of how to prolong the networktilife rather than an individual
node and propose a collaborative MAC protocol, called LB®ARifferent from MAC protocols
that focus on reducing energy consumption and extendietytie of individual sensor nodes, the
collaborative MAC protocol aims at prolonging the netwdf&time through balancing the nodal
lifetime between neighboring sensors. This way, the mimmmodal lifetime in the network can

be prolonged; as a result, the network lifetime can be pgddrgradually.

Joint routing and MAC protocol design to prolong networletilme Besides tuning the MAC
layer parameters only, we also propose a novel holistigdesalled ¥C, which is composed of
two network lifetime improvement modules: the Intra-RoGeordination and the Inter-Route
Coordination modules. As a cross-layer protocé tan leverage the advantages of both the
lifetime prolonging schemes in MAC and routing layers witbogphisticated design that empha-
sizes the awareness and collaboration between the two sshamder different end-to-end delay

constraints.

Joint routing and sensing protocol design to prolong netwldetime We conduct further study
on how to prolong the network lifetime given the requiremehsensing coverage, existence
of node redundancy and partitioned monitoring areas in dteark. In this work, we propose
J-R0S - a distributed and low-cost scheme, which can schedulting and sensing activities
between neighboring nodes collaboratively. Instead dbpeting lifetime balancing in network,
J-RoS schedules routing and sensing activities to consumerg)\e of sensing non-critical nodes

on purpose, even at the cost of losing these nodes. This iagniergy of sensing critical nodes



can be saved, and the network sustainability can be imprbyedinning in desired sensing

coverage for a longer period of time.

The rest of the dissertation is organized as follows. Wepiessent the CyMAC design in Chapter 2,
the lifetime-balancing MAC protocol, LB-MAC, is then preded in Chapter 3. Details of the two
cross-layer protocols?C and J-RoS, are presented in Chapters 4 and 5, respeckiméyjty, Chapter 6
concludes this dissertation with a summary of the main dmrtions and discusses the future research

topics.



CHAPTER 2. DELAY-BOUNDED MAC WITH MINIMAL IDLE LISTENING FO R
SENSOR NETWORKS

2.1 Introduction

Wireless sensor networks should be energy efficient in daleperate for a long time. When a
sensor node has its radio turned on, it operates at a sinmeempconsumption level regardless whether
it is transmitting, receiving or idle listening [1]. Henagymerous MAC protocols have been proposed
to reduce the idle listening time of a sensor node, which as liound to contribute substantially to a

sensor node’s total energy consumption [2, 3].

2.1.1 Related Work

Most of the existing MAC protocols are either synchronoussynchronous. Representative syn-
chronous protocols such as S-MAC [1], T-MAC [4], RMAC [5] abdW-MAC [6] require neighbor
nodes to be time-synchronized. They align the active anepsietervals of neighbor nodes, which
wake up only during the common active time intervals to ergeapackets. Since the active intervals
usually are short, substantial energy can be saved. Howaxietly synchronizing the clocks of neigh-
bor nodes imposes high overhead, and the aligned and shiget itervals can cause congestion when
multiple flows cross the same node.

Asynchronous protocols such as B-MAC [7], WiseMAC [8], X-MA9] and RI-MAC [10] decou-
ple the duty cycle schedules of different nodes and thusirdita the overhead for synchronization.
B-MAC, WiseMAC and X-MAC are sender-initiated preambleséd protocols which employ the low
power listening technique. Particularly, B-MAC requireseader to transmit a preamble longer than the
sleep interval of its receiver to signal the receiver. Wig€lshortens the preamble length by requiring

a sender to learn the duty cycle schedule of its receiver @mntlespreamble shortly before the receiver



wakes up. X-MAC improves B-MAC by replacing the long preaebith a sequence of short, strobed
preambles. Nevertheless, these protocols are optimizédyniar light traffic conditions. In the sce-
narios of bursty or high traffic load, which can be caused byweggecast [11], correlated events [12]
and data aggregation [13], the preambles may congest theehand block data transmissions. Hybrid
protocol such as SCP [14] combines a synchronous protodblasiynchronous low power listening
but suffers the same clock synchronization overhead assymous protocols.

To work under a wider range of traffic conditions, RI-MAC [JJopts a receiver-initiated beacon-
based strategy. Each node periodically wakes up and sendsshiort beacon to explicitly notify its
neighbors that it is ready to receive data. When a node hagalétansmit, it wakes up and waits for
a beacon from its receiver. Once such a beacon is receivethris sending the data. Compared to
the sender-initiated preamble-based protocols, RI-MA€sshorter and less frequent beacons which
consume less bandwidth, and its receiver-initiated natlloevs more efficient collision resolution.
However, RI-MAC has the following limitations. A sender deeo remain awake after a data packet
arrives, till the receiver wakes up to receive the packeemtally wastes a lot of time on idle listening.
Also, a receiver sends out beacons at a fixed time intervalerage and does not adapt to changes of

traffic pattern.

2.1.2 Motivations and Contributions

To further reduce idle listening and improve the energy iefficy of sensor networks, we propose
a new MAC protocol calle€yMAC Similar to RI-MAC, CyMAC is a receiver-initiated beacoaded
protocol. The difference is that CyMAC reduces the idleelishg time significantly through establish-
ing rendezvous times between sender and receiver. In additndezvous schedules are adaptive to
the changes of traffic condition so that sender and receareoperate with minimal duty cycles while
a certain desired delay bound for data delivery servicesstiirbe guaranteed. More importantly,
CyMAC achieves the above goals without requiring clock syany between sensors. It functions
properly as long as the desired delay bound is less striigantthe degree of clock asynchrony.

CyMAC targets to provideelative delay bound15] guarantee for sensor data delivery services,

which is defined as the ratio of the data delivery delay to Wteeage data arrival interval. For example,



if data packets arrive every 100 seconds and the deliveigydsfi a data packet is 10 seconds, the
relative delay is 10%. This is in contrast to the absoluteydé&lound that usually is provided with a
fixed beacon interval (e.g., in RI-MAC) so that the deliveplay of a data packet can be guaranteed
less than the beacon interval. For sensor network apmitgtia relative delay bound could be more
meaningful and important than an absolute delay bound. kample, the same delivery delay of
one second may have different effects on two different senstwork applications: one with a data
arrival interval of one second and the other with a data ariivterval of 100 seconds. The former
situation could be far worse than the latter, since by the timmen a data packet is delivered, it has
become obsolete because a newer data packet has arrivativé&reéélay bound may help sensor nodes
conserve energy too. For example, if a 10% relative delaythasi acceptable, when the data arrival
interval increases from 10 to 100 seconds, the number ofobsasent by the receiver and hence the
energy consumed by the receiver can be reduced by an ordexgrfitunde.

The contributions of this work are summarized as follows:

» We propose a new receiver-initiated MAC protocol, calledidC, for sensor networks. Cy-
MAC attempts to minimize idle listening and hence duty cgad sensor nodes via establish-
ing rendezvous times between neighbors. It is adaptiveaalianges in traffic condition, and
can guarantee desired relative delay bound for sensor diany services under various traffic
conditions. Different from existing synchronous MAC proats, CyMAC does not require clock

synchrony between sensor nodes.

» We have implemented CyMAC in TinyOS and evaluated it withtalracale experiments. We

have also implemented it in the ns-2 simulator for evaluatiolarge-scale networks.

» Extensive experiments and simulations have demonstthegdCyMAC can always guarantee
the desired delay bound, and has a lower duty cycle than REMAmMost cases except when
the required delay bound is very tight. In this case, CyMAG@ sall provide the delay bound
guarantee at the cost of having a slightly higher duty cywda tRI-MAC.



2.2 CyMAC Design

In the following, we give an overview of the proposed CyMA®{arcol for sensor networks.

1) CyMAC is a receiver-initiated MAC protocol but with mirdhidle listening time at the sender
side. Similar to RI-MAC, the data exchange between CyMAC senderraceiver is initiated by the
receiver with a beacon. However, different from RI-MAC whiequires the sender to remain awake
(upon a data packet arrival) and listen idly till the beacoivas, CyMAC only requires the sender to
wake up at pre-scheduled rendezvous times to communicthetiva receiver, thus reducing the idle
listening time significantly.

2) CyMAC provides delay-bounded data delivery servigasnique feature of CyMAC is its ability
to adjust the duty cycles and rendezvous schedules of seades to provide the desired relative delay
bound to data delivery services.

3) CyMAC adjusts the sensor nodes’ duty cycles dynamiaalliyet varying traffic conditionAn-
other unique feature of CyMAC is dynamic duty cycling. Whea traffic is light, CYMAC nodes sleep
more and send fewer beacons to conserve more energy, whele tlvl traffic is heavy, CyMAC nodes
wake up more often to interact with each other so as to praeeesired delay bound.

4) CyMAC does not require clock synchrony between sensarsndifferent from existing syn-
chronous MAC protocols, CyMAC does not require clock synolgrbetween sensor nodes nor syn-
chronization protocols executed on sensor nodes. CyMAGCtikms properly as long as the desired de-
lay bound is less stringent than the degree of clock asynghsetween neighbor nodes. Section 2.2.3
discusses in detail how CyMAC handles clock asynchronyessu

Next, we describe the design of CyMAC in detail. Table 2.fslibe variables maintained at each

CyMAC node.

2.2.1 Receiver's Behavior

The operation flowchart of a CyMAC receiver is shown in Fig@rgé. In CyMAC, the receiver
wakes up at the scheduled beacon tifagacon; to interact with sendei by sending a beacon and

then waiting for a short dwell tirfe As shown in the flowchart, if a new packet is received sudatigs

1This short dwell time is platform dependent. In our impletagion of CyMAC on MicaZ motes, it is set to7.5ms.
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Table 2.1 Variables maintained at each CyMAC node

Variable | Meaning

TLAST,i arrival time of the last received data packet from serider
latest time to serve sendétby sending a beacon) in orde
to satisfy the delay bound

TeeacoN = min; (TBEAcON,i) scheduled next beacon time

=

For each sender TBEACON,:

Tusten,; | scheduled next listen time for receiver
the set of packets that (i) have failed all transmissjon
attempts (i) arrive after the last successfully-deligere
packet; the last successfully-delivered packet is alsg
cluded in set DONE

For each receivef | DONE;

n-

WAIT ; the set of packets waiting to be transmitted
Tarrv(T) arrival time of packet:
For each packet D(z) delay betweefl s (x) and whene is transmitted
in WAIT ; 0(x) updated estimate of mean of packet arrival interval
or DONE; 0(x) updated estimate of variance of packet arrival interval

the receiver records the packet information, updates iiates of the data traffic, and schedules the
next beacon time using thigoy, information piggybacked in the packet by the sender (whedls the
receiver when the next beacon should be sent); otherwisehé@dules the next beacon time for sender
i based on (i{fgeacon;; (ii) TiasT; — the arrival time of the last received data packet from setide
and (iii) u — the desired relative delay bound over a single hop. Note sivece a receiver may serve
multiple senders, it performs the above routine for all eeadnd informs every one of its very next
scheduled beacon tim@geacon = min;(Tgeacon;). This way, a sender may be able to forward a
packet that arrives earlier than expected to the receiveortynistically at an earlier beacon time that

was scheduled for other senders, thus reducing the delikday further.

2.2.1.1 Online Traffic Estimation

Upon arrival of a data packet the receiver updates its estimate of the mean of data binteaval

as:

0(z) = a(x)0(z") + (1 — a(x))bnew(), (2.1)
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At time Tgeacon, receiver turns on radio

!

For each sender i, |f TBEACON == TBEACON,i;

L

then Taeacon,i = Teeacon,i + IJ(TBEACON,FTLAST,i)

;

Sends Beacon and waits for 5 ms

A
x = the data packet received < Turns off the radio >
j = the next-hop node of x

Sets Tarm(X) = Tgeacon and D(x) =0

Calculates 6(x) and 8(x)
Adds x to WAIT; : WAIT; = WAIT; U x

!

v = the sender of x

Tgeacon = Min; (TBEACON,i)

TLAST,v = Tgeacon
Taeacon,y = Trasty + lalow Carried in x

;

Taeacon = Min; (Teeacon,i)

!

L Sends ACK(Tgeacon) to sender v

Figure 2.1 Operation flowchart of a CyMAC receiver.

wherez’ is the last successfully-received data packet priar tind has the same next-hop node as
packetr. Onew(r) = Tarv(z) — Tarv(z') is the new sample mean andz) is the smoothing factor:
alz) = 2713%&(? -0.9. The reason for choosing such a smoothing factor for estigndéhe mean of
data arrival interval is that, a largépew(z) value implies that the previously estimated me&fx:())

has become more obsolete, and hence a larger weight shogideneto the new sample. For example,
if Orew() = 10 - 6(2’), meaning that packet arrives much later after the previous packef10 times

the mean arrival interval), then a larger weightt6 = 1 — «(x)) is given to the new sample.

The receiver also updates its estimate of the variance ef aatval interval, but with a fixed
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smoothing factor:

6(x) = Bo(x") + (1 — B)dnew(x), (2.2)

wherednew(z) = |fnew(z) — 8(2')| is the new sample variance afd= 0.9. This is because a late
arriving packet (i.e., a largeh,en(z) value) may skew the calculation &fen(z); hence we opt to not

give a larger weight to the new sample in the estimation todasndesired complication.

2.2.1.2 Relative Delay Bound Guarantee

One of the key design goals of CyMAC is to provide delay-bathdata delivery services, meaning
that if all packets (beacon, data and ACK) are transmittertesssfully, the delivery delay of a data

packetx over a single hop is

D(z) < pmax{0(x), Tam(z) — Tam(z')}, (2.3)

wherex’ is the last successfully-received data packet priar tind has the same next-hop node as
packetz. p is the desired relative delay bound over a single hop. Intjpgca sensor network ap-
plication often specifies its desired delay bound in termeraf-to-end delayi{2¢). Let ¢ denote the
hop-count diameter of the sensor network, we conservgtivahslate the application-specified end-to-

end delay bounge,cto the hop-by-hop relative delay boupdas follows:

To illustrate how CyMAC guarantees Equation (2.3), we presefew example scenarios in Fig-
ure 2.2. Here, we assume that a CyMAC receiver only has ortesé&endef) to receive data packets
from. As shown in the figure, after packet is delivered successfully from sendeto the receiver at

time 7T asT;, the receiver schedules its next beacon time to

Teeacon,i = TiasT,i + Lallow(p1), (2.5)
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Scenario lll — N /, \Scenarlol

Tarrv(pl) '/Tarrv(pz)\\/Tarrv(pZ)\\ $: Data not receiVEd
|

i: Data received

o | | |
(p1) i 0(py) \\ \:/l\\ i/

v AR

. ya /
Sender i i N_7 N A f: Beacon not received

|

: T: Beacon received

|

I

latiow(P1) | Time ?: Beacon and ACK received
Receiver 4 ! ’ \_ J
TLAST,i TBEACON,i

(a) Scenario I: packet, arrives betweefl,(p1) + 6(p1) andTseacon;- Scenario Ill: packep,

arrives beforél yn(p1) + 0(p1).

Tarrv(pl) | Tarrv(pz)
D(ps) |
<A

A A
A
A

|
i D(p,)

Yo

Sender i

Y
P

latow(P1) W(Teeacon,i~Teast,i)
A A

Receiver Time

J
TLAST,i TBEACON,i T BEACON,i

(b) Scenario II: packet, arrives afteflggacon,i-

Figure 2.2 Example scenarios to illustrate how the desietalycbound is satisfied
with CyMAC.

where Iyi0w(p1) is the information piggybacked in packet and set by sender For a relative delay

bound ofy, let us setlgiow(p1) to

Laiow(p1) = (1 4+ w)0(p1) — D(p1)- (2.6)

Then, depending on the arrival time of the next data pagkehere are three possible scenarios:

* Scenario ITa(p1) + 0(p1) < Tanv(p2) < Teeacon,. In this case, packet, arrives before

the scheduled beacon tirfigeacon,; but afterZTa(p1) + 6(p1), as shown in Figure 2.2(a). The
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delivery delay for packep- is then:

D(p2) = Teeacon,; — Tarv(p2)
= Tiast,i + (1 + p)0(p1) — D(p1) — Tam(p2)
= Tarm(p1) + (1 + p)0(p1) — Tam(p2) (2.7)
< Tam(p1) + (1 + 1)0(p1) — (Tar(p1) + 0(p1))

= pb(p1) < pmax{0(p2), Tarrv(p2) — Tarmv(p1)}-
Therefore, the desired delay bound is guaranteed.

* Scenario Il:Tam(p2) > Teeacon,- In this case, packet, arrives after the scheduled beacon

time, as shown in Figure 2.2(b). As a result, the receiveedales the next beacon time to

Teeacon: = Teeacon + 1(Teeacon,: — TLAsT,q)- (2.8)

If packetp, arrives beforél i, its delivery delay is bounded under the limit:

D(p2) = Tgeacon,; — Tamv(p2) < Tgeacon, — TBEACON.
= Teeacon,; + 1(TBeacon,: — TiasT,i) — TBEACON, 2.9)
= (Teeacon, — TiasT,i) < t(Tarrv(p2) — Tamv(p1))

= pmax{0(p2), Tarv(p2) — Tarv(p1)}-

If packetp, arrives afterTgeacon, @ Similar analysis can be applied to show that the desired

delay bound is always satisfied.

 Scenario :Thv(p2) < Tanv(p1) +6(p1)- Inthis case, since packet arrives beforé g (p1) +
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6(p1), as shown in Figure 2.2(a), its delivery delay would be

D(p2) = TeeacoNi — Tamv(p2)

= Tamv(p1) + (1 4+ w)0(p1) — Tamv(p2)
(2.10)

> Tamv(p1) + (1 + N)e(pl) - (Tarrv(pl) +0(p1))

= pb(p1) > pmax{0(p2), Tarv(p2) — Tamv(p1)}-

This means that, for any packet that arrives within the esiith mean packet arrival interval,
the delivery delay cannot be bounded under the desired. lixgta result, we may not be able
to bound the average delivery delay (over all packets) uoeeain packet arrival distributions.
One way to deal with this potential issue is to employ a moreseovative approach by replacing

6 with (6 — md) in Equation (2.6):

Liiow(p1) = (1 + w)(0(p1) — md(p1)) — D(p1), (2.11)

wherem > 1 and largerm values may be used for more stringent delay requirementss Th
way, fewer packets would experience higher delay, and theisgverage delivery delay may be

bounded under the limit.

2.2.2 Sender’s Behavior

The operation flowchart of a CyMAC sender is shown in FiguBe by CyMAC, the sender actsin a
leading role. It schedules the rendezvous times with eamiver by calculating yiow and piggybacks
such information in the packet transmissions to the recelver receiver;j, the sender maintains two
sets of packets (as listed in Table 2.1): (i) DONEthe set of packets that have failed all transmission
attempts and arrive after the last successfully-delivgatket, which itself is also included in the set;
and (ii) WAIT; — the set of packets waiting to be transmitted. It also maisté sten,; — the next
listen time for beacons from receivgr At T sten,j, the sender forwards all the packets in WAIS

receiverj with Iy information piggybacked in each packet.



‘ At time Tysren,j, transmitter checks WAIT; ‘

WAIT; == ¢ ?

Turns on the radio ‘

v

Waits for Beacon ‘

“Case II”:

- For each packet y € DONE;,
if Tusten, == Tscrn(Y), Tscroly) =
Tscro(y) + (Tusten-Tarm(y)-D(y))

¥

X =arg min y ¢ wam Tarm(Y) ‘

‘ Tusten = Miny < ponej Tscro(Y) ‘

!

|

retry_count =0
D(x) = Tusten = Tarrv(X)
Calculates lajow(X)

I

‘ Sends x with l0w(X) piggybacked

Turns off the radio

“Case I”:

- Tscnn(X) = Taeacon carried in the ACK

I

WAIT, = WAIT, — {x}

“Case lII”:

- Tscho(X) = Tusten,j + latiow(X)

- For each packet y € DONE;,
if Tusten,; == Tscrn(Y), Tscro(y) =
Tscro(y) + (Tusten-Tarm(y)-D(y))

DONE; = DONE; U {x}

Tusten = Miny ¢ ponej Tscro(Y) ‘

Turns off the radio

Figure 2.3 Operation flowchart of a CyMAC sender with respececeiver;.

2.2.2.1 Rendezvous between Sender and Receiver

As shown in Figure 2.3, there are three different cases wiersénder schedules its next listen

time differently. CyMAC is able to guarantee rendezvousmMeen sender and receiver in all three

cases, which will be explained with the help of example sdesaiven in Figure 2.4.

» Case I: after a successful data packet delivdrythis case, the sender sets the next listen time

to Teeacon that is carried in the ACK. This case is illustrated in Fig@ré(a) where we assume

that there is only one sender (sendexnd one receiver (receivgy. We can see that, after packet
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Tarn(P1) Tscho(P1) ( h
| 1 $: Data not received
D(py) | 1
Sender i Ju i: Data received
1
: Zr: Beacon not received
1
L T: Beacon received
to h Time
Receiver j X .
Tuasrs Teeacon, % Beacon received but no ACK
(a) At time t,, packet p; is delivered successfully *1 Beacon and ACK received
from sender i to receiver | : Scheduled handshake time
|-
2 J
Tarru(P1) Tscro(p1) T'scho(pa)
| 1 ]
Dipy) | 1{tTarn(p)-D(p1) |
<=
Sender i o =
|
|
|
I
ntrTusy) 1
. . ty |
Receiver j "
Tiasti Teeacon,i T seacon,i Time

(b) At time t;, sender i and receiver j wake up together but there is no information
exchange between them since there are no data packets to be transmitted.

Tarru(P1) Tscuo(P1) TarP2) T'scro(P1) T”scuolP1) Tscro(P2)

| I | 1 |

| | | | |

D(pi) 1 | D(p2) 1 BtrTam(pd)-Dlps)) 1 1

. | > > |
Sender i =}
P 1
|
|
1tz Tusr) 1

o t, | Time
Receiver j " —&
Tuasti Theacon,i Tgeacon,i T geaconi

(c) Packet p; arrives at sender i before time t,. However, sender i fails to deliver p, to
receiver j due to loss of p,.

Tarn(P1) Tscio(P1) Tarv(P2) T'sco(P1) T”scrolP1) Tscro(P2)
1 I I | ]
1 I | I I
D(pi) I I D(p2) 1 w(trTamlpa)-Dlps)) 1 I
. | = > |
Sender i & &
latiow(P2) g
|
|
atiow(P2) |
t, 71 Time
Receiver j o
TLAST,\ T BEACON,i

(d) Same scenario as (c) except that the failure was due to loss of ACK.

Figure 2.4 Example scenarios to illustrate how CyMAC gueges rendezvous
between sender and receiver.

p1 Is delivered successfully at tintg, both sender and receiver schedule to wake up together at

Tschp(p1) = Teeacon; = t1.

» Case II: when there are no data packets to be transmitieespite that there is no information
exchange between sender and receiver in this case, CyMAGtilaguarantee that sender and
receiver wake up together at future time instances. FigutébPshows an example scenario

when there are no data packets to be transmitted at#im8ender; schedules the next listen
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time to (according to Case Il in Figure 2.3 Flowchart)

TéCHD(pl) =t + N(tl - Tarrv(pl) - D(p1)), (2-12)

and receivey schedules the next beacon time to (according to Box | in Eigut Flowchart)

Tgeacon; = t1 + p(ts — TiasT,)- (2.13)

These two time instances are indeed the same, meaning tigdrsand receiver will wake up

together allgcyp(p1) = Tgeacon 2 ty.

Case llI: after a failed data packet deliveryn the design, the sender assumes the data packet
delivery is failed after retrying fot times ¢ is a configurable system parameter as the retry count
threshold) without receiving an ACK from the receiver. Tisishe most complicated case as the
sender is unsure whether the failure was due to loss of datepar loss of ACK, when the
receiver behaves differently. These two scenarios argtiited in Figs. 2.4(c) and (d), where at
time ¢, the receiver schedules the next beacon time to (loss of @ateepy Box | in Figure 2.1

Flowchart)

Tgeacon = t2 + p(ta — TiasT,), (2.14)

and (loss of ACK; Box Il in Figure 2.1 Flowchart)

Teeacon = t2 + Taow(p2), (2.15)

respectively. In order to guarantee rendezvous betweetesemd receiver, CyMAC requires
the sender to wake up at both time instances. To do so, theisepdated scp for all packets

in set DONE and listen at all the updaté&g-Hp time instances. In the example scenarios shown
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in Figs. 2.4(c) and (d), since sendemow has DONE = {p;, p2}, it will listen at both

Té/CHD(pl) =ty + p(tz — Tarrv(Pl) — D(p1)) (2.16)

and

Tschp(p2) = t2 + Tatow(p2), (2.17)
which matchl e pcon ; @aNATEEacon i+ FESPectively.

2.2.2.2 Minimal Idle Listening Time

A major difference between CyMAC and RI-MAC is how a sendenawes upon a data packet
arrival. In RI-MAC, a sender turns on the radio immediatdigraa data packet arrives, idly listening
till it receives a beacon from the receiver. In compariso@y&MAC sender only turns on the radio at
scheduled listen times for possible interactions with ikers. So if a data packet arrives before the
next scheduled listen time, the packet will be inserted ssbWAIT but the radio won't be turned on

till the scheduled listen time. This way, the idle listeniimge is reduced drastically.

2.2.2.3 Dynamic Duty Cycling

Another unique feature of CyMAC is that sensor nodes adpest tuty cycles dynamically to the
varying traffic condition. When the traffic is light, sensades sleep more and send less beacons to
conserve more energy, while when the traffic is heavy, semgdes wake up more often to interact
with each other so as to provide the desired delay bound.

Figure 2.5 shows the behavior of CyMAC nodes when the netwaonrhs idle (i.e., no more new
data packets) after a packet is delivered successfullygfr. As shown in the figure, the-th (¢ > 1)
rendezvous time aftefi ast Will be scheduled affi ast + (1 + 1)~ !¢, according to Case Il in the
sender flowchart and Box | in the receiver flowchart. For eXamp7i ast = 0 secondg = 1 second
andy = 50%, the future rendezvous times will be at approximatélyl.5, 2.3, 3.4,5.1, 7.6, 11.4, 17.1,

.-+ } seconds. This procedure goes on till new data packets avhieh will direct CYMAC nodes to
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reset their duty cycles based on their updated estimatdseaddta traffic. This shows that CyMAC

nodes are able to adjust quickly to the varying traffic coaditand operate in ultra-low duty cycles

when the traffic is light.

Sender —4
A

ud

u(1+p)d

(1)’

B(1+p)
u(1+)

T‘

(k)
T seacon® — i ————— 8-~

Receiver

Time

Tiast
BeAcoND — F —— = —— H- -

(0)

T seacont —
(1)

T 'Beacond —
(2)

T 'geacond —
3

T )BEACONEJ -

i)

Figure 2.5 Dynamic duty cycling with CyMAC.

2.2.3 Effects of Time Asynchrony

In a practical sensor network, sender and receiver nodemewiably asynchronous. Typically,
clocks of sensor nodes differ for two reasonkck skewthat is simply the initial difference between
clocks, andclock drift that refers to different clocks counting time at slightlyfelient rates, which

results in varying clock skews over time. In general, closkreehrony between sender and receiver

nodes can be described with the following equation:

tr=axts+0b, (2.18)

wheret; is the time instance at the sendgrjs the corresponding time instance at the receiver,cand
andb represent the clock drift and the clock skew, respectivigiythis section, we analyze the effects

of clock asynchrony on CyMAC performance, and discuss howemance CyMAC to deal with these

issues.
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2231 a<1

In this case, the sender clock counts time at a faster ratetti@receiver clock, as shown in
Figure 2.6(a). After the sender delivers a pagkesuccessfully to the receiver, both sender and re-
ceiver know thaffsen{p1) on the sender clock correspondsTigst on the receiver clock, and sched-
ule the next rendezvous time fgow(p1) time later. Since the sender clock counts faster, when the
sender wakes up &8ischp(p1) to listen for beacon from the receiver, the receiver won’kevap till

Ia||ow(p1)(% — 1) time later. As a result, an extra delay is introduced to tHeely of packetp,:

D(p2) = Iallow(pl)é + D(p1) - (Tarrv(pQ) - Tarrv(pl))- (2.19)

When the system stabilizeB)(p;) = D(p2) 2 D andTam(p2) — Tam(p1) = 0(p1) = 6. Plugging in
Equation (2.6), we have

D:((1+M)H—D)%+D—9 220

= D= (p+1-a)l.

This means that an extra delay(af— «)6# has been added to the packet delivery delay.

2232 a>1

In this case, the sender clock counts time at a slower rate tthe receiver clock, as shown in
Figure 2.6(b). After the sender delivers a pagketuccessfully to the receiver, both sender and receiver
schedule the next rendezvous timejgw(p1) time later. Since the sender clock counts slower, when
the sender wakes up @tcHp(p1) to listen for a beacon from the receiver, the receiver hasadir
finished its beacon transmission. As a result, the sendetchemmain awake to wait for the next

beacon. We have:

D(p2) =1+ /L)Iallow(pl)% + D(p1) — (Tarv(p2) — Tamv(p1))- (2.21)
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(b) When the sender clock counts time slower than the recelgek (i.e.,a > 1).

Figure 2.6 Effects of time asynchrony on CyMAC performance.

When the system stabilizeB)(p;) = D(p2) = D andTam(p2) — Tamv(p1) = 0(p1) = 6. Plugging in

Equation (2.6), we have

D:(l—l—,u)((l—l—,u)e—D)é-l-D—Q

a
— D=|(p+1———)0.
(M 1+u>

(2.22)

This means that an extra delay (af— ﬁ)e has been added to the packet delivery delay.

To ameliorate the effects of time asynchrony, we have enggldlye following schemes in CyMAC:

» To guarantee a relative delay bound;fCyMAC does it more conservatively by replacipg
with u* = p— |1 — a| as the target delay bound in sensor nodes’ operations, whetée upper
limit of clock drift between sensor nodes. Whgn— a| < u, CyMAC works fine. However, if

u < |1—al, CyMAC won't be able to provide the desired delay bound. truately, this situation



23

rarely occurs in practice as it makes little sense to ask soseretwork to provide a delay bound

that is even tighter than the degree of clock asynchrony étveensor nodes.

* In CyMAC, the sender wakes up a bit earlier prior to the sahetilisten time to wait for beacons.
Specifically, if the time between the previous listen time #me next listen time ig) seconds,

the sender will wake up e(tz+2 ) prior to the next listen time.

With these two enhancements, time asynchrony can be dehlettéctively and the original rela-

tive delay bound of: can be satisfied. The proof is as follows.
proof: 1 Asy* = pu—|1 —al, we haveu* = p— 1+ awhena < 1, andy* = p+ 1 — a whena > 1.

» Case l:a < 1. By simply replacing: with p* in Equation (2.20), we hav® = 6, meaning that
the desired delay bound is achieved. This indicates thahwliesender clock counts time faster
than the receiver clock (as shown in Figure 2.6(a)), using@aservativeu, would guarantee the

target delay bound.

. 2(1 . * 2(1 2(1 *
e Casell:a > (2T+:) Sincey* = u+1—a < pu, we haves > (2;7) > gfﬁ‘) Then, by

replacingu with ©* in Equation (2.22), we have

a
D= (p"+1- 0
(M 1+u*>

,u+2—a— a4 >9

14 p*
2(1+p%)
20+ %) T (2.23)
24 p* 1+ p*
_( 21 +p7) 2 >9
2+ p* 2+ p*
= pb.

Thus the desired delay bound is achieved.

2(1+u)

e Caselll:ll<acx< Since the sender clock counts time slower than the recelvek, the
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scheduled listen time for the sender is(at— 1) « after the beacon arrival time, where

1 2+ p o
<1_5>w<<1_2+2u>¢_2+2u' (2.24)

Therefore, if the sender wakes up@%) prior to the scheduled listen time, we can guarantee
that the sender receives the first beacon frame from theweceAs a result, the packet delay

must be smaller than the originally planned delay bound.

Till now, we have proved that, with the proposed two enhaecesn CyMAC can deal with time

asynchrony effectively to guarantee the original relatiaay bound of:.

2.3 Performance Evaluation

Testbed-based experiment and ns-2 based simulation adected to evaluate the performance of

CyMAC and compare it with RI-MAC, in terms of relative end¢ad delay and duty cycle.

2.3.1 Testbed Evaluation

We set up a testbed system composed of 9 MicaZ motes, formlimgp &r a star topology as
illustrated in Figure 2.7. For each topology, CYMAC or RI-I&As run respectively in the experiment.
The average beacon interval in RI-MAC is set to one secone: drfty parameter for CyMAC ig,
the desired relative delay bound for a single hop. Dependinthe desired end-to-end relative delay
boundpieze 1 is set to(1 + ue29)1/§ — 1 where( is the hop-count diameter of the network, following

the definition in Section 2.2.1.2.

@ @
@ G
O—0—0—06—0—0C—@—0—&
Q @
Q@ @

Figure 2.7 The line and star topologies of the testbed system
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2.3.1.1 Line Topology

In each experiment, there is a single data packet flow sgaftom node 1, 2, 4 or 8 to sink node
0 with flow length of 1, 2, 4 or 8 hops, respectively. The parfances of CYMAC and RI-MAC are

compared with varying flow length, data packet generatiterial - and pe2e

8 4512 —@— RI-MAC |
. 7 < 40 | Y CyMAC pgpe=0.2
X 6 < 35 oo CYMAG Pgpe=0.5
~ 5 —@— RI-MAC %\
Q ---g=-=r CYMAC Hgoe=0.2 = 30
) e2e [}
S 4 oo CYMAG Pgpe=0.5 °S 25
S 3 o 20+
> > << 7
5 5 2 8. e
° o 10
1 = 5
0 0 ‘ ‘ ‘ ‘ : :
1 2 3 4 5 6 7 8
flow length flow length
(a) duty cycle (b) relative delay

Figure 2.8 Comparison of CyMAC and RI-MAC with the line topgy as the
flow length and the end-to-end relative delay bouyngd. vary. For
each flow, data packets are generated at the source nodesrage
interval of 7 = 10s with 10% variance.jie2¢is 0.2 or 0.5.

With varying flow length andu.o., the duty cycles of CyMAC and RI-MAC are compared in
Figure 2.8(a). In RI-MAC, as each node sends a beacon everyserond regardless of the traffic
condition, and each sender needs to idly listen for 0.5 skcéon average) to send a packet, a lot of
energy is consumed. In contrast, CYMAC establishes remisziimes between neighbors adaptively
to the packet arrival interval; hence, it saves much idketigsig and has significantly lower duty cycle
than RI-MAC. Figure 2.8(b) shows the relative delay with CA&®and RI-MAC. CyMAC provides
the desired delay bound as expected, while the end-to-day ileRI-MAC increases linearly with the
flow length. When the flow length is large, RI-MAC cannot pd®/ithe desired delay bound even with
a higher duty cycle than CyMAC.

CyMAC and RI-MAC are compared in Figure 2.9 with varyingoe andr. As ue2eincreases, the
relative delay achieved by CyMAC increases accordingly taedaverage duty cycle of sensor nodes

decreases. This is because CyMAC attempts to schedulentiezneous times between neighbor nodes
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Figure 2.9 Comparison of CyMAC and RI-MAC with the line topgy as the
desired end-to-end relative delay boumgbe and the average packet
generation intervat vary. The flow length is fixed at 8 hops.

in the way that the duty cycle of the nodes is as low as pospifieided that the desired delay bound
is guaranteed. However, RI-MAC does not change its beadenval asue2e changes, and therefore
keeps the same duty cycle and relative delay. Similar toghsans explained for Figure 2.8, RI-MAC
has higher duty cycle and relative delay than CyMAC.

Figure 2.10 demonstrates a trace of instantaneous chamgkgyi cycle and relative delay as
varies over time. Each delay or duty cycle point in the figwepresents the measurement during a
20s period ending at the corresponding time instance. As wesean CyMAC always guarantees
the desired end-to-end delay bound except for a short darathenr drops suddenly fron20s to
10s around time2500s. In this case, some packets (with= 10s) are queued and their end-to-end
delay may exceed the desired bound. The instantaneous ytigsdn this duration also increase
because packets need to be exchanged in a higher frequeamyeinto reach new rendezvous times.
Nevertheless, CyMAC can adapt to the traffic changes anthlghzge the system quickly. Comparing
with CyMAC, RI-MAC does not adapt to the traffic changes and higher duty cycle and relative

delay during most of the time.



27

’_L”: 20 A AR
g 15
E 10 - B
s 5
©
T 0 : : : : ‘ :

0 500 1000 1500 2000 2500 3000 3500
<
:% 60 | w CYMAGC Hgpe=0.2 |
3 404
2 20 L
S R : y
? 0 ‘

0 500 1000 1500 2000 2500 3000 3500
;\8 20 woeeneons CYMAC Hgpe=0.2
o Wiy e RI-MAC 1
%’, 10
2 97 i

0 500 1000 1500 2000 2500 3000 3500

Time(s)

Figure 2.10 A trace demonstrates the instantaneous chamghkdy cycle and
relative delay as the packet generation intemvalaries over time.
The flow length is fixed at 4 hopgiezeis fixed t00.2.

2.3.1.2 Star Topology

We deploy the testbed network in a star topology, as illtstran Figure 2.7, where node 0 is
the sink and other nodes can be data sources. We vary the nafndeurce nodes and the packet
generation intervat in the experiment.

Results are shown in Figure 2.11. As a receiver in CyMAC sendseacons at the scheduled
beacon times to each of its senders, the time spent on sebdawpns increases with the number of
senders and with. A receiver in RI-MAC, on the other hand, sends out beacorss ainstant rate
regardless of the number of sendersrorAlso considering that a receiver in CyMAC and RI-MAC
spends similar time for packet reception, the overall dytslec of a receiver in CyMAC has higher
duty cycle than its counterpart in RI-MAC when the number efders is large and/or is small, as
illustrated in Figure 2.11(a). In this case, however, a semd CyMAC has a much lower duty cycle
than its counterpart in RI-MAC, as illustrated in Figure BH), because CyMAC can significantly

reduce the idle listening time for senders through settipgandezvous times between sender and
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Figure 2.11 Comparison of CyMAC and RI-MAC with the star ttogy as the
number of source nodes and the packet generation interagkach
source node varyiezeis 0.1.

receiver.

Figure 2.11(c) demonstrates that CyMAC always achievesi¢is@ed relative delay, regardless of
the number of source nodes or RI-MAC limits the average absolute delay to half of the lmeac
interval, and thus the relative delay increases decreases. Therefore, the relative delay in RI-MAC

is not affected much by the number of source nodes but by

2.3.2 Simulation Evaluation

CyMAC is evaluated in large-scale networks with the ns-2sator. Two scenarios are considered:
a grid sensor network where one node is the sink and every otite is a data source; a random mesh

network with multiple data flows.

2.3.2.1 Grid Topology

A total of 49 sensor nodes are deployed to forrk& grid where nearby nodes are 70 meters apart.
The node at the center is the sink while every other node iscestairce. CyMAC and RI-MAC are run
respectively in the network to compare their performancese packet generation intervalat each
source node varies from 5 seconds to 80 seconds, and thedlerul-to-end relative delay boupghe
is set t00.2 or 0.4.

As showed in Figure 2.12, CyMAC always has lower duty cycentRI-MAC. When the network
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Figure 2.12 Comparison of CyMAC and RI-MAC with the grid tépgy as the
packet generation intervalat each source node and the desired end—
to-end relative delay boung,e vary.

traffic is heavy (e.g.r = 5s), a node in CyMAC may spend more time sending beacons taldgign
senders than its counterpart in RI-MAC, but it spends musé tiene on idle listening for each packet
that it sends; as the result of these two factors, CyMAC hagidaluty cycle than RI-MAC, which

is demonstrated by the simulation results. When the netwaffic is light (e.g.,m = 80s), CyMAC
also has lower duty cycle than RI-MAC because a node in CyMA£lbss beacons to send due to the
largerr, but a node in RI-MAC still needs to send beacons at the saraeegardless of the change in
traffic condition.

Figure 2.12(b) depicts the changes of the end-to-endveldtlay as varies. RI-MAC’s absolute
end-to-end delay is not affected much-bbecause it is mainly determined by the beacon interval and
the network hop-count diameter. Hence,radecreases, its relative delay, which is the ratio of the
absolute delay te, increases accordingly. On the other hand, CyMAC can atiepeindezvous times

between nodes to the changeradnd maintain a stable relative delay below the desired hound

2.3.2.2 Mesh Topology with Multiple Flows

A total of 49 nodes form a mesh topology with five data flows pasthrough 25 nodes, as shown

in Figure 2.13. In this scenario, different flows have difar sources, destinations, flow lengths and
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data generation intervals. They co-exist in the networkaffett each other, which represents a more

realistic situation than the line, star or grid topology.

O
e, O O
i O
éD4,5
Flow1 — FARN O
o A 67 oo
Flow4-----» . . .
ngs ------- - D3O

Figure 2.13 Mesh topology with multiple flows. A total of 49dws are in the
network and five flows pass 25 nodes. The numbers of nodes sm the
flows are 4, 7, 8, 5 and 6, respectively. The data generatienvels
of the flows are 20s, 10s, 30s, 50s and 40s, respectively.

Figure 2.14 shows that CyMAC has lower duty cycle than RI-MdCnodes on every flow and all
flows can achieve the desired delay bound. As the flow lengttifesent in each flow and the per-hop
delay bound is conservatively selected based on the netwagricount diameter, shorter flows achieve
lower delay than longer ones. For example, flow 1 has a relalay of 0.072, flow 3 has a relative

delay of 0.207, and their flow lengths are 4 and 8 respectively

2.4 Conclusions

In this chapter, we propose a new receiver-initiated selggC protocol called CyMAC, and im-
plement itin both TinyOS and the ns-2 simulator. Theorétoalysis and in-depth experiments/simulations
demonstrate that CyMAC guarantees the desired delay baurdifa delivery services under various
traffic conditions. It yields a lower duty cycle than RI-MAG most cases except when the required
delay bound is very tight. In this case, CyMAC can still pawithe delay bound guarantee at the cost
of having a slightly higher duty cycle than RI-MAC. In additi CyMAC can tolerate time asynchrony

between sensor nodes.
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Figure 2.14 Comparison of CyMAC and RI-MAC with the mesh togg. The
desired end-to-end relative delay boungiise = 0.2.
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CHAPTER 3. LB-MAC: A LIFETIME-BALANCED MAC PROTOCOL FOR
SENSOR NETWORKS

3.1 Introduction

Energy conservation is perhaps the most important issuatterlg-operated sensor networks. It is
always desirable to extend the operational lifetime of asenetwork as much as possible. For many
sensor network applications [16—19], thetwork lifetimas often defined as the minimal nodal lifetime
among all sensor nodes in the network. This is because, fileti® of battery energy of bottleneck
sensor nodes, such as the nodes close to the root in a trdegpp®twork, may cause network dis-
connection and render the sensor network nonfunctionahofibh energy saving techniques such as
energy-aware routing can be used to reduce the workloadxdadcdethe lifetime of bottleneck sensor
nodes, they may still consume more energy than other nodbe metwork and thus bound the network
lifetime. Besides, sensor nodes with a similar level of imekl may have different nodal lifetime due
to environmental [20, 21] or system reasons. For exampleswith poorer-quality batteries or solar-
rechargeable nodes deployed at shady locales may haverslifeiime than their peers. Therefore, to
maximize the network lifetime, it is important to extend sieortest nodal lifetime among all sensor
nodes.

Despite the need for a holistic approach to address theynengervation challenge and to prolong
the network lifetime, most of the current research on MAQgeol design has focused on reducing the
energy consumption and extending the operational lifetfiadividual sensor nodes. For example,
as shown in Figure 3.1, when sensor nodes run X-MAC [9] or RI&M10], which are two state-of-
the-art MAC protocols for sensor networks, they experiesmeare imbalance in residual nodal energy
after 1.4 hours of network operation. As a result, the netvibetime is limited due to such energy

bottleneck effect.
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(a) A tree topology where nodes 5,  (b) Initial and residual nodal energy after the network haerated for 1.4 hours with

6, 7, 8 are source nodes. X-MAC and RI-MAC, respectively. Note that, nodes 1 and 2 asttleneck nodes in
the network.

Figure 3.1 The energy bottleneck effect with two statebhaf-art MAC protocols.
The data generation rate is 2 packets/second and the wakkuypai
is one second for all protocols in the experiment.

To remedy this deficiency, we investigate the MAC protocdigie from the perspective of net-
work lifetime maximization and propose a new solution, eglLB-MAC (Lifetime-Balancing MAC),
to achieve this goal via balancing the nodal lifetime betwaeighboring sensor nodes. We have
implemented LB-MAC in TinyOS and experiment results shoat thB-MAC outperforms the state-
of-the-art MAC protocols in terms of network lifetime whiteaintaining comparable levels of data
delivery ratio, average nodal power consumption, and erehtl data delivery delay.

LB-MAC emphasizes collaboration between sensor nodestefti¢he network as a whole, even at
the expense of a single node. The key idea is that neighboddgs adjust their MAC-layer behaviors
together (only when there are data communications betwean)tvia the following tunable parame-
ters:wakeup intervabndchannel checking periodt the receiver side, ardhta retry intervalandidle
listening periodat the sender side. These parameters are tuned carefullyeiicén manner so that (i)
the rendezvous between sender and receiver can always taatpea; (i) the incurred communication
overhead (for rendezvous maintenance) can be shifted bettiem; and (iii) the packet delivery delay
between neighboring nodes shall be preserved. This wagahe with a shorter expected lifetime than

its communicating neighbor can extend its lifetime by shgftmore communication overhead to the
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neighbor. As a result, the network lifetime can be prolonged

In brief, the behavior of LB-MAC can be generalized as fokkow

 Shifting communication overhead from a sender to a receivelilf a receiver finds itself with a
longer expected lifetime than sender, it may decrease thewgeinterval or increase the channel
checking period, which allows the sender to choose a longtx ktry interval (to reduce its
communication energy consumption) while the rendezvotiwdmn the sender and the receiver

can still be guaranteed.

 Shifting communication overhead from a receiver to a senderOn the other hand, to save
energy at the receiver side, the sender may attempt dagntrssions more frequently (with a
shorter data retry interval) so that the receiver can irsgd¢he wakeup interval or shorten the
channel checking period to reduce its communication eneagpsumption. The sender may
even choose to keep listening idly upon a data arrival; tlag, weceiver can reduce the channel
checking period to minimal, and the rendezvous betweenaghdes and the receiver is triggered

solely by the receiver’s periodic beacons.

3.2 Related Work

3.2.1 Fixed Duty Cycle MAC Protocols

For many duty cycle MAC protocols, the MAC operational pastens are predetermined before
deployment for simplicity of usage and implementation, gr@parameter settings are usually the same
on all nodes in the network.

Among these protocols, B-MAC [7] and X-MAC [9] are represdivie sender-initiated asyn-
chronous MAC protocols. In B-MAC, the rendezvous betweeprraler and a receiver is established
through long preambles initiated by the sender. X-MAC invpover B-MAC by replacing the long
preamble with a sequence of short, strobed preambles. Amodeng X-MAC may stop sending short
preambles upon receiving an EarlyACK from its target reseithus saving more energy than B-MAC.

As B-MAC and X-MAC are optimized mainly for light traffic corttbns, the preambles may con-

gest the channel and block data transmissions in the sosnafrbursty or high traffic load. To work
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under a wider range of traffic conditions, RI-MAC [10] and AA@ [22] adopt a receiver-initiated
beacon-based strategy. Each node wakes up periodicallgert out a short beacon to explicitly
notify its neighbors that it is ready to receive data. Whemdenhas data to transmit, it wakes up and
waits for a beacon from the target receiver. Once such a baageceived, it starts sending the data.
Compared to the sender-initiated preamble-based pratoaakceiver-initiated protocol only requires
a receiver to keep radio on for a short period after sendingazdn (i.e., tx-rx turnaround time) and
therefore saves the receiving energy cost. Additiondilyreceiver-initiated nature allows efficient col-
lision resolution which can effectively save the transmissnergy cost when the channel contention
is severe. However, it is worth noting that under very lightfftc, the receiver-initiated protocols may
incur higher energy cost than the sender-initiated prdsodoe to the overhead of sending receiver's

beacons and waiting for incoming traffics.

3.2.2 Dynamic Duty Cycle MAC Protocols

Different from the above fix duty cycle MAC protocols, MAC paneter tuning in duty cycle sensor
networks has also been studied in [8,23-31].

Particularly, SEESAW [23] was proposed to balance the gneogisumption between a sender
and a receiver through adapting the data retry interval etstmder side and the channel checking
period at the receiver side. Though SEESAW yields a longexvar& lifetime than B-MAC and S-
MAC, the effectiveness of SEESAW is limited by several fastoFirstly, as a sender-initiated only
protocol, SEESAW mandates a minimum channel checking geaiahe receiver side, which may
incur unnecessary energy consumptions. Secondly, theigmlised in SEESAW for balancing nodal
lifetime are empirical and not adaptive to varying netwookditions. Thirdly, MAC parameters such
as the wakeup interval and the idle listening period are fiReBEESAW, which, if tuned properly,
could prolong the network lifetime further.

Both DDCC [27] and CyMAC [28] target at improving individualbdal energy efficiency. In
DDCC [27], a controller is implemented on individual sensodes to dynamically adjust the radio
duty cycle based on the network traffic condition. CyMAC [2&]s proposed to reduce radio duty

cycle by scheduling rendezvous between neighboring nodssdoon the relative end-to-end delay
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requirement and the network traffic condition. Though thestgemes may reduce individual nodal
energy consumption, they may not effectively improve thevoek lifetime due to the lack of collab-
oration between nodes. MaxMAC [32] is a MAC protocol that ealapt between X-MAC and pure
CSMA mode of operations given different network traffic cibioths to deal with the tradeoff between
energy-efficiency and throughput/delay. More recentlyD&H33] is proposed to dynamically adjust
the radio CCA threshold to improve network reliability angtylcycle based on application-specified
bounds. Although these protocols can improve nodal eneffigiency, deal with the exposed through-
put or latency drawbacks of duty cycle MAC protocols, thegraa significantly improve the network
lifetime as a whole.

ZeroCal [26] is a MAC layer protocol which adaptively tund® twakeup intervals between a
sender and a receiver to balance their energy consumptovever, the proposed scheme may cause
increased end-to-end packet delivery delays as the wakéenal may be extended indefinitely to save
nodal energy. Additionally, ZeroCal does not consider ttie@stment of other MAC parameters such
as channel checking period and data retry interval, whfdiapnied properly, could further prolong the
network lifetime. GDSIC [29] is another work targeting atgroving the fairness of energy utilization
in duty cycle sensor networks. It proposes a similar idea @groCal by dynamically tuning the nodal
wakeup interval. Different from ZeroCal, GDSIC decidesitiwividual nodal wakeup interval through
solving distributed convex optimization problems. Thoulga network lifetime can be prolonged in
GDSIC, the side effect of increased data delivery delay nsylae observed.

pTunes [30] is a recent work that adjusts the MAC parametgnamically for low-power sensor
networks. It formalizes three optimization problems, icleaf which the network lifetime, the end-
to-end reliability, or the end-to-end latency is the op#ation objective while the other two are the
optimization constraints, and the MAC-layer parametectuiting radio-on duration, radio-off dura-
tion, and the number of retransmission attempts are thaibuEurthermore, pTunes is a centralized
solution that requires periodic network state collectiod parameter dissemination. Hence, it may not

be feasible in practice.
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3.2.3 Uniqueness of Proposed LB-MAC Protocol

Different from existing works, our proposed LB-MAC protd@ms to improve the network life-
time while satisfying a certain delay preservation requieat. It achieves this goal with a unique
approach that adjusts nodal radio duty cycles (i) collalaty between neighbors, and (ii) systemat-
ically via a comprehensive set of tunable operational patara at the MAC layer. It is a distributed,
lightweight, and scalable solution as the control infoliorais only exchanged locally between neigh-

bors.

3.2.4 Techniques Beyond MAC Layer

Multiple energy-aware routing protocols [18, 34, 35] hawe proposed to prolong sensor net-
works’ lifetime. Recently, the authors in [16,36,37] prepd specially-designed energy-aware routing
schemes for duty cycle sensor networks. In all these wolnksirtain idea is to route packets through
nodes with a higher residual energy or a longer nodal lifetsuch that nodes with a lower energy or
a shorter lifetime can participate less in data transmisamdivities. As a result, the minimum nodal
lifetime in the network may be extended and the networkififetmay be prolonged. In addition, ap-
proaches to prolonging the network lifetime through cras®r design are proposed in [38—42]. In
these works, [38] attempts to maximize the network lifetiviee joint routing and MAC design, [42]
solves the problem via joint routing and congestion conaand [39] tackles the problem through joint
optimal design of physical, MAC, and routing layers in tinetted networks.

Complementarily, LB-MAC can be integrated with the abovieesnes to further improve the net-

work lifetime.

3.3 Analysis

In this section, we define a generic model for duty cycle MAGt@cols in sensor networks. Based
on this model, an analytical study is conducted to provideeartetical foundation for the design of our

proposed LB-MAC protocol.



38

3.3.1 Duty Cycle MAC Protocols: A Generic Model

Figure 3.2 illustrates the behaviors of sensor nodes in argeduty cycle MAC protocol, which

are explained below. Table 3.1 lists the parameters to cteaize a MAC protocol.

Data Arrival . Idle_
. Listening
N
Sender
Beacon P>{ _
S . Checking
i Channel
Receiver
&
Tr
Radio-on Beacon Data ACK

Figure 3.2 A generic model for duty cycle MAC protocols.

Table 3.1 Duty cycle MAC protocol parameters

T, || sender’s data retry interval
sender’s idle listening period
Boolean value: 1 - sender sends a probe; 0 - np

p

Ms

T, || receiver's wakeup interval

¢ || receiver's channel checking period
n- || Boolean value: 1 - receiver sends a beacon; 0 ; no

| 7 || duration of a probe/beacon transmission

As a receiver, a sensor node wakes up evEnynterval to interact with potential senders. At
the beginning of each wakeup, the sensor node may send owcarbenessage to waiting senders
(the transmission duration of the beacon messags,i®r silently wait for its senders to transmit
packets. During the wakeup period, the sensor node cheekh#mnel activity for time for incoming

messages. If a data packet is received withirme, it replies with an ACK; otherwise, it goes back to
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sleep.

On the other hand, when a sensor node has a data packet totseakks up every; interval to
interact with the target receiver. At the beginning of eackeup, the sensor node may transmit the
data packétimmediately or wait silently for the target receiver’'s beado start the data transmission.
During the idle listening periog, if an ACK is received, the procedure ends as the data paeleet h
been delivered successfully; if a beacon is received idstéaetransmits the data packet; if neither
ACK nor beacon is received, it goes back to sleep and wakesthp aextT; interval and to repeat the
above procedure.

Note that, a sensor node may participate in the networkigctg a sender, a receiver, or both at
the same time.

The above model can be instantiated to a specific MAC protogalssigning proper values to the
parameters. For example, as shown in Table 3.2, the X-MA®{&focol can be obtained by setting
n, = 0 (i.e., receiver does not send any beacen)= 1, T, = ¢ (which is the sum ofr andtx-rx
turnaround timg, p = T, — s - 7, and¢ = 20ms. RI-MAC [10] can be obtained by setting = 1,
ns = 0 (i.e., sender waits silently for receiver's beacon witheehding a data packet];, = oo,
p=Ts —ns- 7= o (i.e., sender keeps listening idly as long as it has packeterid), an® = 7Tms

(a platform dependent value).

3.3.2 Analysis of Rendezvous Condition and Packet Deliveyelay

Though the rendezvous condition for existing MAC protodws been analyzed in related works as
discussed in Section 3.2, for the sake of completeness, agepirthe analysis of rendezvous condition
based on the generic model given in Section 3.3.1.

To ensure that sender and receiver meet withitime to deliver a data packet, the MAC protocol

parameters shall satisfy the following condition, calledrendezvous condition

(M -7+ @) + (s - T+ p) > min{T, T, }, (3.1)

1As the data packet transmission time is usually small andbeaim the same fold as a probe in many sensor network
applications, the LPL scheme in TinyOS 2.1 [43] uses datkgiado replace the preambles. Similarly, in our design and
analysis, we also let senders send data packets insteaobafspr
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Table 3.2 MAC protocol settings

E Y |7 [nl¢ |
RI-MAC 00 0 | © fixed 1 | 7ms
A-MAC 00 0 | x© fixed 1 | 128us
X-MAC € 1 |e—7 fixed 0 | 20ms
SEESAW || ¢/1.2 1 |e—7 fixed 0 | dynamic
ZeroCal € 1 |e—7 dynamic| 0 | fixed
GDSIC 00 0 | dynamic| 1 | fixed
AutoSync || € 1 |e—7 dynamic| 0 | fixed
MaxMAC || € 1 |e—7 dynamic| 0 | fixed
LB-MAC || dynamic| 1 | dynamic|| dynamic| 1 | dynamic

which can be summarized from the following cases:

» Case .0 < Ty < T,. In this case, as shown in Figure 3.3.2, if a sender failssiffiiist trans-
mission attempt of a data packet (because the target receiasleep), it goes back to sleep
and wakes up later. To ensure that sender and receiver ntbért ®j time, one of the sender’s
future awake durations should overlap with the receivegiy next awake duration. That is, the

following condition shall be satisfied:

-7+ @) >Ts — (s T+ p), (3.2)

which also means

(-7 +¢) + (ns - 7+ p) > Ts = min{T;, T;.}. (3:3)

e Case II:T; > T,. In this case, sender’s data retry interval is longer thaeiver's wakeup
interval (e.g., in RI-MAC and A-MACT; = oo as sender simply waits silently for receiver's
beacon to start the data transmission). In order to delivdata packet withir?,. time, sender
needs to keep listening the channel till the receiver’s viemt beacon is received, as illustrated

in Figure 3.3.2. Therefore, the following condition shadl atisfied:

(ns-7+p)>T — (- T+ ), (3.4)
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Figure 3.3 Rendezvous between sender and receiver in datg sgnsor net-
works.

which also means

(777“ - T+ ¢) + (778 - T+ p) > TT’ = min{T87Tr}’ (35)

It is easy to verify that rendezvous condition (3.1) holdsdih existing MAC protocols, including
sender-initiated protocols such as X-MAC and SEESAW, acdiver-initiated protocols such as RI-
MAC and A-MAC. When designing LB-MAC, we also require the ddion to hold. In fact, we require

a slightly more stringent rendezvous condition:

¢+ p > min{Ts,T,}, (3.6)

which simplifies the design and analysis of the protocol byttimg the small value of-.
When rendezvous condition is satisfied, the maximum oneglacjet delivery delay from node

to nodey under a perfect channel condition is:

Dy =T (y) — 0(y). (3.7)
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3.3.3 Analysis of Nodal Lifetime

Based on the above analysis, the expected lifetime of sended receivery, denoted ad s(z)

andL,(y) respectively, can be estimated as follows:

Li(x) = (o) (3.8)

and

(y)
Lo(y) = ¢ , (3.9)
—f(f’;) P +g(y)

where (i)e(z) ande(y) are the amount of residual energy at sender and receivpeateely, (ii) R(x)
is the sender’s outgoing data rate, (iif)is the amount of energy consumed when a node’s radio is on
for one unit of time (transmission and reception power asem@med to be the same [10,44,45]), and (iv)
g(x) andg(y) are the energy consumption rates of sender and receivpeatdgely, for other causes.

In the above estimation, the sender’s outgoing data ratesisnaed to be low so that there is no

gueueing at the sensor nodes, which is typical in low dutjecsensor network applications [36,46,47].

Therefore, to send a data packet, sendeeeds to wait foD,,_,, time with a radio duty cycle o%
As aresult, it consumeb,,_,, - 1[“):—(12) -R(z)- P power for data transmissions. For receiyeit wakes up

for ¢(y) time everyT,.(y) interval. Hence, its energy consumption rate for receiviag be estimated
oY) .
as7 P.
As a sensor node may act as both sender and receiver in therkeiis expected lifetime shall be
estimated by considering its power consumption for comeatmg with each of its senders and each
of its receivers by combining Equations (3.8) and (3.9).nfrthe equations, we can see that the nodal

lifetime of sender and receiver can be balanced througinguthieir MAC layer parameters (i.€5, p,

T, andg) collaboratively.
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3.3.4 Analysis of Cross Traffic Delay

Based on Equation (3.7), the cross-traffic delay [48] ovatenofor patha’ — = — y under a

perfect channel condition, can be defined as

D:c’—)x—)y =Dy o + D:v—>y (310)

Equation (3.10) illustrates that, if the changelof._,, or D,_,, is within a certain range, such
that the cross-traffic delay incurred after the change is ncerthan the value before the change, the
original delay value can be preserved. This way, the erghtbpacket delivery delay may be preserved
if the cross-traffic delay for all nodes from leaf to sink cangreserved.

Similar to the analysis in Sections 3.3.2 and 3.3.3 that tW&Nayer parameters can affect ren-
dezvous, one-hop packet delivery delay and nodal lifetiime cross-traffic delay can also be affected.

In particular,

* If a receiver nodey increases its one-hop delay due to lifetime balancing deerease and/or
increasel,.), then a sender node may need to decrease its one-hop dedajnf{reases and/or

decreasd’})) in order to preservé),s_,,_,,.

* If a receiver nodey decreases its one-hop delay due to lifetime balancing, ahsender node
x can increase its one-hop delay without increasing_,,_,,. However, due to the existing
rendezvous settings between nadand its own senders, nhodemay not be allowed to increase
its one-hop delay to avoid possible rendezvous conditiofations. In this case, nodgmay
save this decreased delay value and use it to compensate figiay increases. In the following

analysis and design, we refer to this delay savings at avecedde ad).,cq;:-

3.3.5 Problem Statement and Design Principle

To effectively prolong the sensor network lifetime, idgalll sensor nodes shall work together to
maximize the minimum nodal lifetime in the entire networknfbrtunately, it is impractical to solve
this optimization problem in a realistic sensor networlcaese it requires each node to know the fol-

lowing information of every other node in the network: thsideial nodal energy, the energy consump-
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tion rate, and the data arrival rate. Acquiring these infairon could incur very high communication
overhead because of the potentially large network scaldétendynamic nature of the information. So
instead, we design LB-MAC as a distributed, localized, amngtost solution to approach the problem,
such that for each node only needs to solve a localized proble

Formally, the problem can be described as follows:

Objective: When communication happens between two nodes on any hnki,
» maxmin{L(7), L(j)}, whereL(i) andL(j) arei’s and;j’s nodal lifetime.
Subject to:

* Rendezvous Condition:

o(i,5) + p(4, 1) = min{Ts(j,7), T, (1, ) }-

» Delay Preservation Requirement:

Dgi"vj_}i < DijsitDeredit (3)+ Deredit (), WhereDgin_}i is the cross-traffic delay according

to the new MAC parameter settings.
Output:
» For nodei,
— its T;.(4,5) and¢(i, j) parameters to communicate with its sender npde
» For nodej,

— its T4(j,4) andp(j, i) parameters to communicate with its receiver node

— its T,.(j, k) and¢(j, k) parameters to communicate with its sender nbde

This way, each node only coordinates locally with its nemiriy nodes to balance their lifetime,

and the coordination occurs only when there are data conuations between them.

* If a node as a receiver finds itself with a longer expecteddifife than its sender, it shall attempt

to shift more communication overhead from the sender. Atingrto Equations (3.8) and (3.9),
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this can be done by increasiggand/or decreasing,. at the receiver side, accompanied with in-
creasindl’; and/or decreasingat the sender side, as long as both delay preservation eaugrirt

and rendezvous condition are satisfied.

» On the other hand, if a receiver finds itself with a shortgrezxed lifetime than its sender, it shall
attempt to shift more communication overhead to the sendetlecreasing> and/or increasing

T, at the receiver side, and decreasifigand/or increasing at the sender side.

As a result, the minimal nodal lifetime between communiwatieighbors can be extended, and the

network lifetime may be prolonged.

3.4 LB-MAC Design

In LB-MAC, whenever there are data communications betwepaitaof sensor nodes, they adapt
their MAC-layer behaviors together in a collaborative mammia piggybacking information in the
data/ACK exchanged between them. For example, based omftirenation piggybacked in a data
packet from a sender, the receiver decidesljtsaand ¢ values and embeds them in an ACK to the
sender. Upon reception of the ACK, the sender adjusts;itsxdp values accordingly to ensure that the
rendezvous condition is satisfied. In LB-MAC, the receiadets a leading role to coordinate the MAC
behaviors of itself and each sender. This way, senders derd to exchange information between
themselves to adjust their behaviors, thus saving moregggn&eceiver's and sender’s behaviors are
elaborated in Sections 3.4.1 and 3.4.2, respectively, evveruse flonr’ — = — y as an illustrative

example to explain the behavioral details.

3.4.1 Receiver's Behavior

The operational flowchart of an LB-MAC node as a receiver mwshin Figure 3.4. Every.
interval (i.e., when the wakeup timer is fired), receiyeurns on radio, sends a beacon, and monitors
the channel for time. During the monitoring period, if a data packet is reedifrom sender, the

following information will be extracted from the data patke’s estimated nodal lifetimeone-hop
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communication delay from’'s previous-hop node’ to = — denoted as),_,,, andz’s tuning credit —
denoted ad ;g ().

As analyzed in Section 3.3.4, nodés tuning creditrefers to the cumulative delay savings (for
one-hop communication from’ to x) generated byr's previous adjustments df;, and ¢ values.
For example, ifx as a receiver increases itsor decreases it%,. for 100ms, the tuning credit of
will be increased by 100ms; and if keeps increasing or decreasind/;., the tuning credit can be
accumulatively increased over period. Initial value of theing credit is zero. In Section 3.4.2, we

give examples in Figure 3.6 on how the tuning credit may Hizetl by either a receiver or a sender.

Wakeup Timer is fired

Turn on radio;
Send a beacon;
Monitor the channel

bmin = Pmin/2
Pmin = max(pmin, 10ms)

Turn off radio Reach max backof
?
TX_lifetime = Data(llfetlme)
TX_Dpre-hop = Data(Dpre-hop);
TX_Dcredit = Data(Dcredit); Gmin = Pmin*2

— lifetime? v
—Tifetime < TX_lifetime?
Y N

o; ‘ ‘d) = Tr*¢/(Tr+¢) H Tr Tr ‘ ‘ T = Tr ‘ ‘ T = Tr
+¢ Tr ¢'= ¢ ¢ = mln(Tr"d)/(Tr ), Tr)
[ |

& < Pmin?

%

‘ &
Tr =

ey

v 0< AD < TX_Dpre-hop N
+ TX_Dcredit + Dcredit?
v N lY @ N
Dcredlt Dcredlt AD; AD = AD - Dcredit; Dcredit = Dcredw AD;
=0; Dcredit = 0; AD =
Tr= Tr =9

‘ AD=0 ‘
Tr=Tr’;‘¢=¢’; Tr= Tr‘d) [0 ‘

l

Send ACK with
ACK(d) = b; ACK(Tr) =Tr;
ACK(AD) = AD;

Figure 3.4 Receiver’'s behavior in LB-MAC.

When a receiver adjusts its operational parameters, troes@&eeds to adjust its own operational
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parameters accordingly to ensure that the rendezvoustomndi satisfied. As a result, the nodal life-
time of both sender and receiver, as well as the one-hop cocation delay between them, may be
affected, which have been analyzed in Section 3.3. Thexgfeceiver, is allowed to adjust its oper-
ational parameterd|. and¢) only if the parameter adjustment does not violate the dptagervation

requirement. This can be guaranteed as long as the folloggindition is satisfied:

ADI_}?J < DSL"—HL‘ + Dcredit(l') + DCTEdit(Z/)y (311)

whereD.,.q4it(x) andD.,.qi: (y) represent the tuning credits of nodeandy respectively, and\D,._,,
is the increased one-hop communication delay froto y as a result ofy’s parameter adjustment.
AD,_,, can be calculated as:

AD, =D — D, ,,, (3.12)

Ty

where D7) is the new one-hop delay afté}(y) and/or¢(y) has been changed.

Condition (3.11) implies that the maximum increment allowe D, _,, (without violating the
delay preservation requirement)isix AD = Dy, + Dereqit () + Dereait(y). As shown in Equa-
tion (3.13) below, the maximum increment can be accommaddiaye(i) askingx to adjust its oper-
ational parameters to redude, _,, to D™ = 0, and (i) using up all the tuning credits saved for

communication hops’ — x andxz — .

new
D:c’—)x—)y
_ new new
- D:v’—>m + Dm—)y

=0+ [D:v—>y -+ max AD:B—>Z/] (3 13)

=0+ [D:v—>y + Dx’—):c + Dcredit(‘r) + Dcredit(y)]

- [D:(:’—>:(: + Dcredit(w)] + [D:c—>y + Dcredit(y)]

. Dcurrentlyallowed
— Talsx—y

As shown in the middle of Figure 3.4, receivgrattempts to adjusi;, and ¢ according to the
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following rules, and the adjustment takes effect only whem tesultingAD,._,, satisfies the delay

preservation requirement (3.11).

* When the receiver has a longer expected lifetime than thdeseit decreases, gradually in
steps ofp till T, reaches a default minimal value then it starts to incremeﬂf—j(ﬁ - ¢ iteratively

till ¢ =T,.

Ty
Tr+¢

* When the receiver has a shorter expected lifetime, it dse®p to - ¢ iteratively till

reachinggniy; then it starts to increasgk. in steps of¢. Here,¢n;, IS an online parameter that
we use to indicate the severity of the current channel ctiotera largerg,,;, value corresponds
to more severe channel contention. In Section 3.4.3.3, Weiatuss in more detail how channel

contention is handled in LB-MAC.

The reason for choosing such adjustment stepd’fand¢ is to ensure thaf,. is always an integer
multiple of ¢, which simplifies the design, analysis, and implementatibbhB-MAC.

After adjusting7;. and ¢, y updatesAD,_,, and D.,.q4i:(y), and the updated\ D, _,, value is
embedded together with the néiv and¢ parameters in the ACK to the sender.

Upon receiving the ACK from receivey, senderz adjusts its operational parameters to ensure
that both rendezvous condition (3.6) and delay presemvaidquirement (3.11) are satisfied, which we

discuss next.

3.4.2 Sender’'s Behavior

The operational flowchart of an LB-MAC node as a sender is showigure 3.5. Every; interval
(i.e., when the data retry timer is fired), senddurns on radio, sends a data packet, and monitors the
channel forp time. Within p time, if a beacon is received, noderetransmits the data packet; on the
other hand, if an ACK is received from receivgrz extracts the following information from the ACK:
T:(y), ¢(y), andAD,_,,, based on which to adjust its operational parameters asvsl|

Step 1: As shown in the middle of the flowchart, to satisfy rendezvoasdition (3.6),x sets
p(x) to tx-rx turnaround time and7s(z) to ¢(y), except whenp(y) is less thanp,i,. In the latter

situation, x remains awake and keeps listening idly for beacon or ACK freoeivery by setting



49

| New data arrive | | Data Retry Timer is fired

N

v
Gut datainto buffeD ‘ S_It'art periodic Data Retry

Y. Data Retry Timel
is running?

imer (with interval Ts)

Turn on radio

Send Data with:
Data(lifetime) = Lifetime;

Data(Dcredit) = Deredit;
Data(Dpre-hop) =Tr— ¢

s an ACK or Beacon be
ceived within p time?

Y

Y
v
RX_Tr = ACK(Tr); RX_d = ACK(d);
RX_AD = ACK{AD);

iiVN‘#

Ts=RX_¢; sender keeps idle listening:
p = tx-rx turnaround time Ts=p=oo

Adjust Tr and ¢ to
satisfy Inequality (3.14);
Deredit =0

Y. Deredit > RX_AD? N
Deredit = Deredit - RX_AD

. Cancel Data
—»(Turn off rad|o><—{ Retry Timer }«Y s buffer empty? N

Figure 3.5 Sender’s behavior in LB-MAC.

Ts(x) = p(x) = oo (similar to how RI-MAC operates), instead of retransmdtifata every shokb(y)

Step 2: As shown in the bottom right of the flowchart, ;.4 (x) < AD,_,,, this means that
the saved tuning credit won't be able to pay off the remaimialqy increment that receiverdemands.
In this situation,x needs to adjust its owih,. and ¢ parameters (used to communicate with its own
senderz’) to satisfy delay preservation requirement (3.11). Speadifi,  will first decreaserl;. and

then increas®, if needed, till it finds the first pair df;. and¢ that satisfy the following inequality:

AD.CB’—)IE = ADx—)y - Dcredit(w)y

— new
ADx’—):c = Dy yp — Dx/—)x'



Figure 3.6 gives two examples on how the sender adjustsriésneers under different scenarios.
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node x bata: —36n nodey node x Data: ~s6n nodey
Lifetime(x) = 36h Deredit(x) = 0.35 Lifetime(y) = 28h Lifetime(x) = 36h Deredit(x) = 0s Lifetime(y) = 28h
B Dpre-hop(x) = 1.15 - - Dpre-hop(x) = 1.1s -
Trpq = 12s | 100 =028 Trly)=1.2s Tsly) = 1s i =125 | 1002 Trly)=1.2s Tsly) =1s
plx) = 0.02s ply) =0.02s plx) = 0.025 ply) =0.02s
O(x)=0.1s e oly)=0.25 0 O(x)=0.1s - oly)=0.25 0
Deredit(x) = 0.3 Dereditly) = Os Deredit(x) = 0s Dereditly) = Os
) )
Parameter Parameter
ACK Adjustment AcK: Adjustment
Trly) =12 Trly) =125
Lifetime(x) = 34h Oy)=0.1s Lifetil ) = 34h Lifetir ) = 34h Dly)=0.1s Lifetime(x) = 34h
- AD(y) = 0.1 - - AD(y) = 0.15 -
T =125 | TM=01s Trly) =1.2s Ts(y) = 1s T =125 | TM=01s Try)=1.2s Ts(y) = 1s
oM =01s | PX =002 oly)=01s | PV)=002% o) =025 | PX)=002 oy)=01s | PV)=002
% | Deredit(x) = 0.25 Dereditly) = Os Deredit(x) = 0s Dereditly) = Os
[Pt | T

(@) As receivery has a shorter expected life-
time than sendet, it decreases which results

in an increase in one-hop communication delay:
ADgy oy = (1.2 -01) — (1.2 - 02) =
0.1s. SinceDgyegit(x) > ADgz_y, senderz
simply pays offAD_,, using the saved credit:
Deyegit(t) = 0.3 — 0.1 = 0.2s.

(b) Similar to (a), receivey decreases which re-

sults in an increase d@f.1s in one-hop communi-
cation delay and\ D, is updated td.1s. This
time, however, since.;cqit(z) < ADg_y,
senderz has to adjust its owrp value so that
D, _,, is decreased to offséd.,..4;: (y) and the
end-to-end delay remains the same.

Figure 3.6 Parameter tuning examples in LB-MAC. Tuned patars are shown
in italic bold font.

Note that the above adjustment may only increasend/or decreasé;.; hence, the rendezvous

condition remains valid after the adjustment.

3.4.3 Robustness of the LB-MAC Design

In order for LB-MAC to be practically useful, it is criticabtensure that LB-MAC functions prop-
erly in the presence of failed data packet transmissionge thanges, and multiple concurrent senders,

all of which occur often in practical environments.

3.4.3.1 Failed Data Packet Transmission

A failed data packet transmission may be due to loss of datieepétself or loss of ACK, either of
which can occur due to imperfect channel conditions in jiract

The loss of data packet has no effects on rendezvous betweeedersand receiver in LB-MAC;
the loss of ACK may cause sender and receiver to lose syrighatimm of their MAC-layer behaviors,
because the important decision on MAC behavior adaptatiay e piggybacked in the ACK. For

example, a receiver may decide to reddcend carry this decision in an ACK. Unfortunately, due to
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loss of ACK, the sender never gets notified of the change antnees to operate with &; value
that is larger than the new. As a result, rendezvous condition (3.6) given in SectichZmay be
violated. The loss of data packet or ACK may increase thetmmedelivery delay and violates the
delay preservation requirement.

LB-MAC deals with these situations as follows.

» For each data packet transmission, a sender node maysmitghe packet up to a certain retry
limit (i.e., 3 times in LB-MAC implementation); for each bamn packet transmission, a receiver
node may retransmit the packet when the channel is not cClde.retries may help to tolerate

imperfect channel conditions.

» A sender transmits the data packet with the previouslgedjiupon MAC-layer operational pa-
rameters till either the packet is delivered successfullwlen the packet has been retried for

(T, — ¢) time.

« If a data packet cannot be delivered to the receiver &ffer— ¢) period, the sender node asks
the routing layer to make a decision to either retransmitiscaid the packet in MAC layer.
For future packets sent to the same receiver, sender vidhliglly till the receiver’s beacon is
received to reestablish the rendezvous. Notice that, thénglayer may decide to retransmit
the data packet, which would increase the actual packetengldelay; however, this does not

violate the delay preservation requirement at the MAC layer

3.4.3.2 Handling of Multiple Senders or Receivers

In LB-MAC, as the parameter tuning is made between a pair wdeseand receiver, a node who
serves as a common receiver to multiple senders may decteasencreasel’,. for one sender and
then lose the rendezvous with other senders. To addregwrtiikem, a receiver records the the tuning
credit and the scheduléfl. and¢ values with each sender, and chooses the smdlless its wakeup
interval and the largest as its channel checking period. This way, the rendezvousallisenders can

be guaranteed.
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LB-MAC can also work in mesh topology networks where eachenmay have multiple receivers
rather than a single receiver node within every certainogeoi time. A sender nodes simply needs to
transmit the data packet according to each receiver’'s prraettings, such that the rendezvous with

the target receiver can be guaranteed.

3.4.3.3 Handling of Channel Contention

Under the circumstances where the receiver has a shortectexblifetime than all its senders, it
will keep decreasing the value. However, when becomes too small, data packets will be transmitted
frequently everyl’; = ¢ time, which may cause severe contention to the channel aaidy@ humber
of packet collisions. As a result, senders may waste lotsi@fgy contending for the channel.

To deal with this situation, LB-MAC maintains an online paeter ¢.,;, as an indicator of the
severity of the channel contention. A larggr;, corresponds to more severe channel contention. As
shown at the top of Figure 3.4, is doubled/halved when the receiver senses the channegidiasy
after it sends a beacon. The minimum value dqr,, is set to 10ms. Then, when the intended new
¢ value is smaller tham,,;,, the receiver will notify the sender to sé&t andp to co. This way, the
sender will listen idly for the receiver’'s beacon to starasadransmission, instead of attempting a data
transmission every,; = ¢ time; hence, channel contention can be reduced and enandyecsaved at

both sender and receiver.

3.5 LB-MAC Implementation

We have implemented LB-MAC in TinyOS 2.1.0 [43]. Figure 3hpws its composition within the

UPMA framework [49, 50], where the shaded parts are the maimponents of LB-MAC.:

» LBMACScheduleis the core scheduling component. It resides atop the raule layer and
handles all operations of message processing and parataeieg, based on the flow charts

shown in Figures 3.4 and 3.5.

* LBMAC Adaption Codef the radio core layer provides a variety of low-level supgdor the
LBMACScheduler component. Particularly, it monitors chahnafter sending each beacon and

estimates channel contention status based on it.
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In the following, we first present the message formats use@HMAC and then discuss some imple-

mentation issues.

| 4
AsyncSend i
Y! MacControIC AsyncReceive
I
AsyncSend MaCControl AsyncReceive

LBMACScheduler

Radio Power
Control

MacC

AsyncReceive AsyncSend

[ LBMAC Adaption Code ]

Radio Core

Figure 3.7 LB-MAC architecture.

3.5.1 Message Formats

Figure 3.8 shows the message formats used in LB-MAC, wheresttaded fields are the ones

added/modified for LB-MAC.

Original TinyOS

Message ‘ Type | Dst ‘ Message Payload | FCS ‘
LB-MAC Beacon [ pst ] FCS
LB-MAC
Data Message ‘ Type ‘ Dst | Data Payload FCS

Figure 3.8 Message formats used in LB-MAC (shaded fields @dedmodified
in LB-MAC).

» The beacon message is used by a receiver either as a nwmiffisaht upon its wakeup or as a

software ACK to acknowledge the reception of a data packet.
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» Similar to RI-MAC, LB-MAC reuses thaypefield in the beacon message to carry the backoff
window size that will be used by the sender to select its bfastatue. Different from RI-MAC

and A-MAC, LB-MAC adds 6-byte fields to each beacon messagany ¢, 7, and A D values.

» The sender piggybacks the following information in eactadscket: the estimated nodal life-
time, the communication delay of the previous hop, and thimgucredit. These information will

be used by the receiver to tune the MAC-layer parameterdsess$ed in Section 3.4.1.

3.5.2 Residual Energy Estimation

In order for sensor nodes to make proper decisions on tuhieig MAC-layer parameters, it is
critical that they can measure/estimate the nodal residoafgy and the nodal lifetime. We have
designed and fabricated a TelosB power meter kit as showngurd-3.9 for this purpose. This kit
measures the nodal power consumption rate, based on whiodeagan calculate the total energy
consumed so far. The nodal residual energy is the differbet®een the battery energy capacity and

the consumed energy.

Figure 3.9 TelosB power meter kit used in LB-MAC. The workipgwer con-
sumption of this kit is 2.4W which is small compared to radio power
consumption.

3.6 Performance Evaluation

Experiments have been conducted to evaluate the perfomudnd-MAC and compare it with X-

MAC, RI-MAC, and SEESAW, in terms afietwork lifetime data delivery ratig average nodal power
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consumptionandend-to-end data delivery delay

3.6.1 Experiment Setup

In the experiments, the testbed is composed of 37 TelosBsniotevhich nodé is connected to a
computer, and its radio is kept on all the time to serve asitite €TP (Collection Tree Protocol) [51]
is used to find the routes for data packet forwarding, and dteark topology may vary over time in
the experiments; the initial topology established by thding protocol is shown in Figure 3.10. The

end-to-end delay requirement.,. is 6 seconds in all experiments.

Figure 3.10 The initial network topology of the testbed deieed by CTP. Sen-
sors in black circles, gray circles and double circles fdmrne¢ differ-
ent sensing areas.

For X-MAC, and RI-MAC, the¢, p, and T parameters are set according to Table 3.2, which
reflects the settings in [9] and [10]. The valueBf for X-MAC and RI-MAC are selected based
on empirical results to achieve better network lifetimef@enances without violating the end-to-end
delay requirement. Particularly, in each experiment, X®#&nd RI-MAC are evaluated with, value
set at 0.4, 0.6, 0.8 and 1 second, and the measurementsassdogith the best network lifetime
performances are plotted for X-MAC and RI-MAC in the followi figures.

For SEESAW, the initial value o is set to30ms andT} is set tog/1.2 = 25ms [23]. To be

comparable with SEESAW, the initial values of batlandT; in LB-MAC are set to 30ms. For both
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SEESAW and LB-MAC, the initiall;, is calculated af;, = oot 3f———, which is based on
the end-to-end delay requirement and network diameter.D4As is 6 seconds, and the monitored
maximum network diameter is 6, the initi@} value for both SEESAW and LB-MAC is 1 second.

In the following sections, experiment results are plottathva 95% confidence interval, except

snapshots and traces.

3.6.1.1 Lifetime Measurement

During the experiments, we notice that it may take weeks topdetely drain fully-charged bat-
teries of sensor nodes. In order to complete all the expatsneithin a reasonable amount of time
while demonstrating the features and performances of ateduprotocols, we study how fast a sen-
sor node consumes a designated small amount of energy, ahdivits nodal lifetime as the time
period during which this designated amount of energy is woresf. This also allows us to start the
experiments with nodes at different initial energy levelkjch simplifies and speeds up the evaluation

process significantly.

3.6.2 Static Network Settings

We first compare LB-MAC with other protocols under the scanaf static network settings, in
which the sensing event detection pattern, network topgolagd packet loss ratio are all fixed. Partic-

ularly, the setup is as follows:

« Static routing pathsthat is, the network topology is setup by CTP at the begmpirexperiments

and not changed thereafter (by disabling routing updat€sTin).

« Static sensing eventthat is, sensing events are assumed to be detected bys8ds@e, 27, 34,
35, and 36 only. These sensors (i.e., source nodes) gemtaipackets at a certain fixed rate

and forward them hop by hop to the sink.

 Static packet loss ratidhat is, the channel is under the regular lab condition atkrsoftware

will not drop any packets on purpose; as we measured, theeplds ratio is negligible.

2Based on the ratio between the full nodal energy capacitythisddesignated amount of nodal energy, the measured
nodal lifetime can be scaled up to obtain the actual nodstiife. Specifically, if the full nodal energy is., the designated
nodal energy i€, and the measured nodal lifetime using the designated erefgihe actual nodal lifetime is = ¢ g—n
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3.6.2.1 Uniform Initial Nodal Energy

When the initial nodal energy is uniform, the designated amhof energy available at each sensor
node is 400 Joules.

Figures 3.11 and 3.12 compare the performances of evalpabtatols with uniform initial nodal
energy. As shown in Figure 3.11(a), LB-MAC yields a longemwuek lifetime than RI-MAC, X-MAC,
and SEESAW under various data generation intervals: wheddta generation interval is 2.5 seconds,
LB-MAC extends the network lifetime by about 60% more thaAMRAC and X-MAC, and 30% more
than SEESAW. When the data generation interval is 20 secedyg low traffic in the network), the
improvement of the network lifetime is about 100% over RI-@lAand X-MAC. This is due mainly to
the following reasons. As RI-MAC and X-MAC fix the MAC-layeperational parameters, bottleneck
nodes (such as node 9) have the heaviest workloads and cemsare energy than others; thus, they

yield a shorter nodal lifetime, which constrains the netwdetime as shown in Figure 3.12(a).

1

100 V*/f—— B
95 ¢ 0.8
0.6
g 9 '-8L /
= 04 ¢
85 —o— X-MAC ——— X-MAC
80 . 02y SEFRA
° LB-MAC g LB-MAC
75 0
. 25 5 10 20 0 1 2 3 4 5 6
data interval (s) data interval (s) data interval (s) E2E delay (s)
(a) Network lifetime. (b) Average nodal power (c) Data delivery ratio. (d) CDF of end-to-end
consumption. delay.

Figure 3.11 Performance comparison with uniform initiatlabenergy. At data
intervals 2.5s, 5s, 10s, and 20s, the best network lifetienfopmance
for X-MAC is achieved undef’, values of 0.6, 0.8, 1, and 1 second,
respectively; the best network lifetime for RI-MAC is obitad under
T, values of 0.8, 0.8, 1, and 1 second, respectively.

In comparison, LB-MAC dynamically adjusts the MAC-layeraaeters to shift communication
overhead away from the bottleneck nodes, thus increasegetwork lifetime significantly. SEESAW
also attempts to balance nodal lifetime by adjusting sontheMAC-layer parameters. However, the

parameter adjustment in SEESAW is less effective than thaB-MAC because SEESAW simply
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(a) Residual energy of nodes 3, 9, 17, 25, 30, and 34 after &shafunetwork operation. (b) The studied route from
Data generation interval at source nodes is 5 seconds. node 34 to the sink node 0.

Figure 3.12 Snapshots of residual energy with uniformahiiodal energy.

adopts a set of fixed policies that are not adaptive to changestwork conditions. Besides, SEESAW
always relies on senders to initiate communications angeitormance is degraded in the presence of
channel contention; in contrast, when the channel comiersi high, LB-MAC switches from sender-
initiated to receiver-initiated rendezvous so that chanoatention can be alleviated and more energy
can be saved.

Figure 3.11(b) demonstrates that the longer networktifetyielded by LB-MAC is achieved with-
out increasing the overall energy consumption in the ndiwimdeed, LB-MAC maintains similar av-
erage nodal power consumption as RI-MAC, X-MAC, and SEESRMures 3.11(c) and (d) show that

LB-MAC satisfies the end-to-end delay requirement and &ekia high data delivery ratio.

3.6.2.2 Non-uniform Initial Nodal Energy

As the initial nodal energy may be different in practice, isoaevaluate LB-MAC undenon-
uniform initial nodal energy In this case, the designated amount of energy availablacit sensor
node varies between 200 and 400 Joules. Results plottedjime=8.13 show that LB-MAC is able to

balance the energy consumption effectively and yield adomgtwork lifetime.
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Figure 3.13 Performance comparison with non-uniform ahitiodal energy. At
data intervals 2.5s, 5s, 10s, and 20s, the best networkrideper-
formances for X-MAC are achieved undé&r values of 0.6, 0.8, 1,
and 1 second, respectively; the best network lifetime perémces
for RI-MAC are obtained undé€f,. values of 0.8, 1, 1, and 1 second,
respectively.

3.6.2.3 A Trace Study

To further illustrate how LB-MAC adaptively tunes the MA@yker operational parameters to bal-
ance the nodal lifetime between neighboring sensor nodegxamine the experiment that we used to
plot the residual energy snapshots in Figure 3.14 in moraldand plot in Figure 3.15 the changing
traces of the operational parameters of the nodes alongth&p — 30 — 25: T}, T;., and¢ of node

30, andg of node 25. We have the following observations:

 During the time period [0, 0.25h], as shown in Figure 3.)15tade 30 has a shorter lifetime than
both nodes 25 and 34. To balance the nodal lifetime betwesm,thode 25 increases itsto
shift communication overhead from node 30 to itself. Cqroeslingly, node 30 increases ifs
to save energy on transmission and maintain the rendezemastion. Meanwhile, node 30 also
attempts to shift communication overhead to node 34 by fastehsing itg and then increasing

its T,

» Atthe time instance of 0.25h, nodes 25 and 30 have reachadlarsnodal lifetime. However, as
node 30 still has a shorter lifetime than node 34, it consneshift communication overhead to

node 34. As a result, its lifetime continues to increasayltiag in a lifetime imbalance between
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(a) Residual energy of nodes 3, 9, 17, 25, 30, and 34 after &shafunetwork operation. (b) The studied route from
Data generation interval at source nodes is 5 seconds. node 34 to the sink node 0.

Figure 3.14 Snapshots of residual energy with non-unifaritrel nodal energy.

itself and node 25. This is the reason why node 25 gradualtyedses itg during the time
period [0.25h, 0.6h].

* Finally, during the time period [0.6h, 2h], as all three asdhave a similar nodal lifetime, both
¢ of node 25 andl’; of node 30 stabilize (to fluctuate within a small range arogfchs) to

maintain the lifetime balance between them.

3.6.3 Dynamic Network Settings

In contract to static network settings, we also change tlark& environments to evaluate LB-
MAC under more dynamic and time-varying conditions.

Specifically, the dynamic network environment settingsaaréollows:

» Dynamic routing pathsthat is, the network topology is maintained by CTP protpewild the

topology may vary as experiments continue.

» Dynamic sensing eventthat is, sensing events are assumed to be detected by sémsmre
of three sensing areas as illustrated in Figure 3.10. Eventaio period, a sensing area will be
active and a sensor in that area will generate data packdtfoamard them hop by hop to the

sink.
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» Dynamic packet loss ratipghat is, the node software will randomly drop data packéta a
certain ratio; this way, we emulate the effect of time-vagypacket loss ratios caused by different

channel conditions.

3.6.3.1 Time-varying Data Generation Rates

Figure 3.16 shows the comparison results when the dataag@rerates change over time and the
packet loss ratio is not arbitrarily adjusted. In this scena.B-MAC also produces a significantly
longer network lifetime than the state-of-the-art MAC piatls while maintaining similar end-to-end
packet delivery delay, delivery ratio, and average nodalggaconsumption. The results well demon-
strate the robustness and effectiveness of LB-MAC in prac8cenarios where (i) the routing paths
and traffic patterns are time-varying, and (ii) the data sesiiare temporally and spatially dynamic. In
particular, the superiority of LB-MAC over SEESAW can berseaore clearly from the experiments
as SEESAW's fixed and empirical policies (for MAC-layer paggder tuning) do not work well with

dynamic events while LB-MAC adapts to network dynamics.

3.6.3.2 Time-varying Packet Loss Ratios

We also evaluate the performance of LB-MAC under time-vayypacket loss ratios by letting each
sensor node drop packets with certain arbitrary ratios;wlay, we emulate the changes of communica-
tion conditions in a lab environment. The data generatiterials are 10 seconds in these experiments.

As shown in Figure 3.17(a), when the packet loss ratio is@®ed, the performance of all evaluated
protocols degraded. However, LB-MAC can still yield notibée lifetime improvement over other

protocols.

3.7 Conclusions

In this chapter, we present a new sensor network MAC protoedied LB-MAC (Lifetime-Balancing
MAC), which is designed from the perspective of networktiifee maximization. LB-MAC empha-
sizes collaboration between sensor nodes to benefit theorietg a whole, even at the expense of a

single node. The key idea is that communicating neighbdtssaitheir MAC-layer behaviors together
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in a collaborative manner to shift the communication ovachkbetween them. As a result, nodal life-
time can be balanced between neighbors and network lifetenebe extended. The effectiveness of

the proposed scheme is demonstrated via in-depth expdehresults.
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Figure 3.16 Performance comparison with non-uniform ahitiodal energy and
dynamic sensing events. Data interval “2.5-20” means thiat pack-
ets are generated at an interval uniformly distributed iBg220s].
Data intervals “2.5” and “20” mean that data packets are gdad
at an interval uniformly distributed with means 2.5s and, 28spec-
tively; and the deviations are 0.25s and 2s, respectively.
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Figure 3.17 Performance comparison with non-uniform ahitiodal energy and
dynamic packet loss ratios. Packet loss ratio interval 3M@”
means that packets are dropped at a ratio uniformly disétibin
[0.05, 0.2]. Packet loss ratios “0.05” and “0.2” mean thatkeds
are dropped at ratios uniformly distributed with means @08 0.2,
respectively; and the deviations are 0.005 and 0.02, régplc
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CHAPTER 4. 12C: A HOLISTIC APPROACH TO PROLONG SENSOR NETWORK
LIFETIME

4.1 Introduction

When applying sensor networks for long-term applicatiarshsas continuous monitoring, how to
prolong the network lifetime is of critical importance. Rbese applicationgietwork lifetimes often
defined as the minimal nodal lifetime among all nodes in thevokk [16—18]. In addition to operating
sensor nodes at a low duty cycle to conserve energy, manysviarke been proposed to approach this

goal via balancing the distribution of nodal lifetime in thetwork.

4.1.1 Motivations

Energy-aware routingand intra-route coordinationare two nodal lifetime balancing techniques
commonly used in sensor networks to prolong the networtidife. The energy-aware routing schemes [34,
35] attempt to balance the nodal lifetime through distiifgiimore communication workload to routes
that contain nodes with longer nodal lifetime and/or higlesidual energy. However, as these schemes
balance the nodal lifetime through re-routing only, botlek nodes such as the nodes close to the sink
may still consume more energy than others in the network lamslhound the network lifetime.

Different from energy-aware routing, the intra-route aboation schemes [23, 29, 52] attempt to
balance the nodal lifetime of nodes along the same routitigech that the communication workload
at the bottleneck nodes can be shifted to other nodes onitie reaute but with a higher nodal lifetime.
Though intra-route coordination can overcome the bottkmdfects efficiently, it may not fully utilize
the network energy resources, as it only attempts to balaadal lifetime within a route but cannot
balance the nodal lifetime of nodes belonging to differentes.

Therefore, it is necessary and beneficial to have an inedjistheme which can take advantage of
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both energy-aware routing and intra-route coordinatioth ra@anwhile avoid their limitations. How-
ever, without careful analysis and design, simply opegaéristing energy-aware routing and intra-
route coordination schemes together may not provide anesftisolution. For example, as shown
in Figure 4.1, the network lifetime achieved by a simple coraton of energy-aware routing and

intra-route coordination is comparable to that achievedhbg-route coordination alone.

number of nodeg| laC | EA+laC| I°C |

25 47.1h 43h 60.2h
100 16.5h| 18.5h | 25.6h

Figure 4.1 Network lifetime comparison between intra-eoabordination only
(denoted as laC), a simple combination of energy-awarengand
laC (denoted as EA+laC), and our proposé8 kchemes. The data
generation interval is 40 seconds and the number of nodd®indt-
work varies from 25 to 100. These results are extracted from o
ns2-based simulation results in Section 4.5.

4.1.2 Contributions

To remedy the deficiencies of either energy-aware routingtoei-route coordination, or a simple
combination of the two, we propose a novel holistic apprpaelied PC (Intra-route and Inter-route
Coordinatior), which leverages the two lifetime balancing techniques.

The proposed?C scheme is composed of two core modules: Intra-Route Quatidh and Inter-
Route Coordination, which are designed to work togetherdollaborative manner. For example, with
1C, the new parent node of a sensor node may not simply be theitm¢he highest nodal lifetime
(among all potential parent nodes). Rather, it is the oné e maximal potential to increase the
minimal nodal lifetime among the node’s neighborhoddC ccomplishes this by predicting the nodal
lifetimes after the potential route switch, via close dotieation between the two modules. Due to such
a sophisticated desigr?Q is able to prolong the network lifetime more effectivelydaafficiently, as

shown in Figure 4.1. The contributions of this work are suminea below.

« To the best of our knowledg€e?Q is the first holistic approach which leverages both interte

(i.e., energy-aware routing) and intra-route lifetimedaing techniques for duty cycle sensor
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networks.

« 1°C is a distributed and lightweight solution. It works thrbuimited control information ex-

change locally between neighbor nodes.

« 12C has been implemented and evaluated, and it achieves sigifmprovement on network

lifetime over the state-of-the-art solutions.

4.2 Related Work

Among the techniques to prolong the network lifetime, npldtienergy-aware routing protocols
have been proposed for ad hoc and sensor networks and [135]3dre representative ones among
them. Recently, authors in [16, 36, 37] proposed specidlyigned energy-aware routing schemes for
duty cycle sensor networks. In all these works, the main id¢a route packets through nodes with
a higher residual energy or a longer nodal lifetime such tlogkes with a lower energy or a shorter
lifetime can participate less in data transmission aéisitAs a result, the minimum nodal lifetime in
the network may be extended and the network lifetime may bl®pged.

Intra-route lifetime balancing, as another approach téopigpthe network lifetime, has also been
studied in [23, 26, 29, 30, 52]. Particularly, SEESAW [23]snzroposed to balance the energy con-
sumption between sender and receiver through adaptingtbeetry interval at the sender side and the
channel checking period at the receiver side. ZeroCal [@@jets at improving the fairness of energy
utilization in duty cycle sensor networks by dynamicallyitg the nodal wakeup interval. Different
from ZeroCal, GDSIC [29] decides the individual nodal wakeunterval through solving distributed
convex optimization problems. Though the network lifetioca® be prolonged by these schemes, they
do not guarantee the end-to-end delay bound. pTunes [30feicemtly proposed centralized solution
which adjusts the MAC parameters dynamically for low-posensor networks. It formalizes a multi-
objective optimization problem, in which prolonging netkdifetime and guaranteeing the end-to-end
delay can be solved together.

In addition to the inter-route and intra-route lifetime doating schemes, approaches to prolong

the network lifetime through cross layer design are propasd38—-42, 53, 54]. In these works, [38]
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attempts to maximize the network lifetime via joint routiagd MAC design, [42] solves the problem
via joint routing and congestion control, and [39] tacklbs problem through joint optimal design
of physical, MAC, and routing layers in time slotted netwarklhough these works can prolong the
network lifetime, they either impose high overhead to th&teay or are not designed in a collaborative

manner. More importantly, most of these works are not slgtidy duty cycle sensor networks.

4.3 System Model and Design Overview

4.3.1 System Model

We study the problem of prolonging the network lifetime ofemsor network that is configured
for long-term monitoring applications. Each node in thenmek generates and reports sensory data
periodically and all nodes form a data collection tree rdadé the sink. The data collection tree is
maintained and updated through periodic routing updatsages exchanged between neighbor nodes.
We do not assume data aggregation in this work.

At the MAC layer, the design principle of our proposed scheloes not require a particular MAC
protocol underneath the routing layer. In fact, it works fimiéh other duty cycle MAC protocols as
well, as long as the node’s MAC behavior and duty cycle arasadple [10, 23, 52]. In this work, to
simplify the presentation, we assume that each node run$-BAR [10] like protocol as follows. As
shown in Figure 4.2, in order to receive a data packet, a nalesvup eveny,. interval to interact
with potential senders. Upon wakeup, it sends out a beacdrihem checks the channel activity for
¢ time for incoming data packets. If a data packet is receivigdinvg time, it replies with an ACK;
otherwise, it goes back to sleep. On the other hand, if a nada fpacket to send, it remains awake and
waits idly for the target receiver’'s beacon to start the di@asmission (with a duration af). Different
from the RI-MAC protocol which has a fixél., we assume that, is a tunable MAC layer parameter

in this work.
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Figure 4.2 An RI-MAC like protocol but with a tunablg. parameter.

4.3.2 Nodal Lifetime

With the MAC protocol described in the previous section, tluelal lifetime of node; can be
estimated as follows:

L(i) = () (4.1)

wheree(i) is the residual energy andi) is the energy consumption rate:

i) = jgﬁ:@ £, 4) <T + TT(”> P+ kezfl:(i) Fk,i)TP + %P (4.2)
Here,Q(:) is the set of’s neighbor nodesf (4, j) is the traffic rate from to j, and P is the amount of
energy consumed when the node’s radio is on for one unit @&f.tim

In the above estimation, the short beacon and ACK transomssire omitted. Therefore, to send a
data packet tg, i needs to wait fonT*T(j) time on average, and the data transmission durationAs a
result, it consumesz' fi,9) (r + TT(J)) P power on average for data transmissions. Similarly, the
second term in Ecijgt(ilc))n (4.2) represents the average ponsumed for data receptions, and the third
term is the average power consumed for monitoring the chautigity for ¢ time everyT’. interval.

From Equations (4.1) and (4.2), it is interesting to see tioakal lifetime of node is affected by

two factors: (i) the routing behaviors of sensor nodes wihiebide the outgoing and incoming data

rates ta, i.e., f (¢, j) and f(k,); and (ii) theT, values ofi and its receivers, i.e., their MAC behaviors.
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4.3.3 End-to-End Delivery Delay

With the MAC protocol described in Section 4.3.1, the warase one-hop packet delivery delay
from i to 5 is simply

Disj = T:(j)- (4.3)

Subsequently, the worst-case end-to-end packet delivay drom a source node to the sink node is

Dsre—ssink = Z Dz‘—>j- (4.4)

all hops fromsource to sink

From Equation (4.4), we can see that, similar to nodal iifetithe end-to-end packet delivery delay
is also affected by two factors: (i) the routing behaviorsefhsor nodes which decide the route from

source to sink; and (ii) the MAC behaviors of sensor nodeswtecide thd,. values.

4.3.4 Problem Statement

From the above analysis, it is clear that, in order to effetyi prolong the network lifetime of a
sensor network under the end-to-end packet delivery dedagtaint, it is critical to have a holistic
approach that adjusts both routing and MAC behaviors ofgemsdes together, which is precisely the
goal of this work. Formally, it can be described as follows:

Given:

* For each node, its residual energy(i), data generation rat&(i), and set of neighbor nodes

Q7).

Objective:
» max min L(z), whereL(7) is the nodal lifetime of and can be calculated using Equation (4.1).

Subject to:

» Network Flow Constraintfor each sensor node > f(k,i) + (i) = > f(i,7).
keQ(q) 7€)
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Figure 4.3 Overview of the’C scheme.

» End-to-End Delay RequiremerBg ¢, sink < Dezefor all source nodes, whetR,,cis an application-
specified delay bount.
* Vi, j, f(i,7) = 0.
. Vi, T,(i) > 0.
Output:

» For each nodé in the network, its MAC behavior, i.eZ,(:), and its routing behavior, i.e.,

fi,5), Vi € Q).

4.3.5 Design Overview

Directly solving the above optimization problem by indivad nodes is impractical because it re-
guires each node to collect the following information frowery other node in the network: residual
nodal energy, data generation rate, and network topologyquiing these information could incur
very high communication overhead because of potentiaftyelametwork scale and dynamic nature of
the information. So instead, we propose a distributed, liwed, and low-cost solution, called@

(Intra-route and Inter-route Coordination).

1This value can be determined before deployment, or dyndiigedated after deployment. In the latter case, the update
can be disseminated through sink-to-node communicaté®$p] or piggybacked in a packet and disseminated hop by hop



72

In I2C, coordinations only take place between neighbor nodeshnichange lightweight control
information and adjust their routing and MAC behaviors tbgein a collaborative manner. As shown
in Figure 4.3, when a parent node receives a data packet feoohild node, it extracts the control
information (e.g., the expected nodal lifetime) embeddethé data packet and feeds them into the
Intra-Route Coordinatiormodule, which decides how the node shall adjust its MAC biengv.e.,
T,). It also decides how the child node shall adjustilitsand piggybacks the decision into the ACK
packet to the child node, based on which the child node adjtsMAC behavior accordingly. This
way, the shorter nodal lifetime between parent and chilcesamhn be extended (at the expense of the
other one).

Moreover, a child node may also decide (via theer-Route Coordinationmodule) to adjust its
routing behavior by selecting a different parent node fdaure communications. With such inter-
route coordination, the network lifetime may be extendathir as the overall network resource may
be utilized more efficiently. For example, the minimal notitdtime between the child node, the
current parent node, and the new parent node may be extermted @t the expense of the other two).
Both coordination modules operate under the conditionttif@end-to-end delay requirement shall be

satisfied. Details of the modules will be elaborated in ®&st4.4.1 and 4.4.2.

4.4 The PC Scheme

In this section, we describe the details of the two core mexlaf the proposedC schemeintra-

Route CoordinatiormndInter-Route Coordination

4.4.1 Intra-Route Coordination

The Intra-Route Coordination module coordinates betwesghior nodes on the same route of
the current data collection tree. More specifically, it ahoates the MAC behaviors of a pair of parent-
child nodes, and adjusts their MAC parameters (il&),in a collaborative manner whenever there
are data communications between thedC &chieves this goal by piggybacking lightweight control

information in the data/ACK exchanged between parentianides.
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ment of 20 seconds

[ child nodei with T-(i) = 1s ||

parent nodg with 75-(5) = 1s

T, adjustment

L(i) = 20h | Dieat; = 10s || L(j) = 30h | maxyca(j)—; Pleatsz = 105 | Djsik = 9s || T7°"(1) = 1.02s | T7°Y(j) = 0.98s
L(i) = 30h | Dieatss = 10s || L(j) = 20h | max,cp(j)—; Dieatse =85 | Djssink =9s || T7%(i) = 0.98s [ T;°Y(j) = 1.02s
L(i) = 30h | Dieai—s; = 8s L(j) = 20h maxXzeq(j)—i Pleatse = 105 | Dj_ssink = 9s TNeY(E) = 1s TW(j) = 1s

4.4.1.1 Parent Node's Behavior

Every T, interval, a parent nodg¢ in the data collection tree turns on radio, sends a beacah, an

monitors the channel fap time. During the monitoring period, if a data packet is reedifrom a child

nodei, the following information will be extracted from the datagket:

» L(i) —i's estimated nodal lifetime;
 T,(i) —i's MAC parameter;

* Dieatsi — the maximal delivery delay from the leaf nodes on the ddtaamn subtree rooted at

node: to node;.

By comparingL (i) with its own nodal lifetimeL(j), node; attempts to adjust it, differently in
the two cases discussed below, and then embeds the updateenoted ag;"*") in the ACK to node
i. Note that, according to Equations (4.1) and (4.4), thesdjant of7,. not only affects the nodal
lifetime of both parent and child nodes, but the end-to-eslid/ery delay as well. Thereforg,needs
to make sure that the following conditions are satisfied dffte’7;. adjustment:

max Dieatsi + T""(j) + Dj—sink < Deze
i€®(j)

TPeW(§) > 0.

(4.5)

Here,®(j) is the set ofj’s children nodes, an®;_,sink is the delivery delay fronj to the sink, which
is maintained locally by and also embedded in the ACK 0
Case 1. L(j) > L(i). In this case, decreased(j) by a small amousst Correspondingly;

will increaseT, (i) by the same small amount. This procedure repeats every timee & data packet

2In our implementation, we adjugt. by 20 ms each time. The reason for choosing a small adjuststemis to avoid the
potential thrashing effect that may be caused by the foligvfactors: (i) the nodal lifetime estimation may be inaeter (ii)
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is received, till7,.(j) reaches a default minimal value (which is used to prevenessice beacon
transmissions that may cause severe channel contentitng.why, according to Equation (4.1), the
time thati waits before transmitting a data packetjtés reduced. As a resuli,reduces its energy
consumption and consequently increases its nodal lifetivhéch is at the expense of nogespending
more time on periodic channel checking. Note that78%"(j) < T,(j) andT,"*¥(i) > T.,.(i), both
conditions in Equation (4.5) are satisfied after Theadjustment.

Case 2: L(j) < L(i). In this casej may increasé’,.(j) to reduce its energy consumption for idle
listening and increase its nodal lifetime, as long as thalitimms in Equation (4.5) are satisfied. This

can be guaranteed1f"®"(j) satisfies:

Dj_ssink + ") + max Dieat sy < Deze
yeel) (4.6)

Dj—>sink+ Trnew(j) + max fDIeaf—m < Deze
ze®(j)—1

This is because suchi’"(;) can always be accommodated by decreaging) to:

T7%"(i) = Deze— Djssink — T;°"(j) — max Dieat sy, 4.7)
ye® (i)

since we havd"®¥(i) > 0 by plugging the first condition in Equation (4.6) into Eqoati(4.7), and

Dlr(]e%\,fvﬁi + Trnew(j) + Dj—>sink

= rélq?(x) Dleaf—>y + Tpew(i) + Tpew(j) + Dj—>sink (4-8)
Y i

= DeZe

Combining Equation (4.8) with the second condition in Eqraf4.6), we can see that the end-to-end
delivery delay requirement is guaranteed afterfhadjustment.

Table 4.1 gives three examples to illustrate the parent’adddavior, where the first example cor-
responds to Case 1, and the second and third examples andespCase 2. Take the third example

for instance. The parent nogentends to increase it6, by 20ms sinceL(j) = 20h < 30h = L(7).

multiple nodes may adjust. simultaneously; and (iii) the data collection tree varigsrdime as nodes may join and leave
at any time.
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Table 4.2 Decision making of the inter-route coordinationdele

Case

Description

Ty adjustmentf ¢ switches to new parempt

- Reason
T (4) | T (p)

L(p) < min(L(z), L(5)) Node: shall not switch to new paremt

Switching top would add more
workload top, thus reducingL(p)
andLmin-

L(p) > min(L(3), L(5))

IncreasingT’- () would reduce en-
L(i) < L(p) | T/®™(1) = T (i) + AD no change ergy consumed by for channel
AD >0 checking, which may increask(:)
and Lin.

The end-to-end delay requiremen
preventsT:.(p) from increasing.
Sincep has a longer lifetime, it sac
L(i) < L(p) no change TM®(p) = T (p) + AD || rifices its lifetime to satisfy the end-
to-end delay requirement by redug-
ing T (p).

Since: has a longer lifetime, it sac
L(i) > L(p) | TM®Y:) = T (i) + AD no change rifices its lifetime to satisfy the end-
to-end delay requirement by redug-
ing T+ (p).

=3

L(i) = L(p) | TM®Y(:) = T (i) + AD no change

AD <0

However, Equation (4.6) (more specifically, the second itmmdin Equation (4.6)) is not satisfied,
meaning that the intended incrementZin(j) would result in a violation of the end-to-end delay re-
quirement o20s. Therefore,j instead sticks with the currefdi. till the arrival of the next data packet,

which leaves the nodal lifetimes between itself and itscchdde: temporarily unbalanced.

4.4.1.2 Child Node’s Behavior

When a child node has a data packet to send, it turns on radio and waits idlyt$grarent node
j's beacon to start the data transmission. After an ACK isivedefor the data packet, it extracts the

T"*"(4) information carried in the ACK and simply adjusts its o@nto:

T"*"(i) = Deze— Djssink — I;7°"(§) — nax Dicai—sy- (4.9)

4.4.2 Inter-Route Coordination

Complementary to the Intra-Route Coordination module Jnter-Route Coordination module at-
tempts to extend the network lifetime via dynamic adjusthodrihe data collection tree. Specifically,
based on the control information carried in the routing upaaessages, each sensor node periodically
selects the best neighbor as its parent node towards thenghinth maximizes the minimal nodal life-

time between the node, its current parent, and the new parkis, essentially, decides how the node’s
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communication workload shall be distributed among neighbdifferent distributions of workload
may result in different energy consumption rates and heiffsgeht nodal lifetimes among neighbors.
As such adjustment is conducted by every node in the netvtioeknodal lifetimes may be balanced
gradually across the entire network.

The goal of inter-route coordination can be formally ddsedi as follows. Consider nodein
the network. Letj denote its current parent. Let,--- ,p, denote the set ofs communication
neighbors (excluding). We denote the lifetimes of these noded 4s), L(j), andL(p1),- - , L(pn),

respectively. The goal is to find' € {p1,--- , p,} such that

min(L'(i), L'(j), L' (p*)) > min(L(i), L(j), L(p")), (4.10)

and

min(L'(i), L' (5), L' (p*))

= max min(L'(i),L(5),L (p)),
pe{pl7 7pn}

(4.11)

whereL' (i), L'(j), and L'(p) are the predicted nodal lifetimes of j, andp, assuming that (i) node

i selectsp as its new parent, and (ii) after the route switch, nadasdp along the new route behave
according to the intra-route coordination principle, whare summarized in Table 4.2 and details are
discussed below. If such* can be found; switches top* as its new parent; else, it sticks with the
current parenj till the next round of routing update.

To aid the inter-route coordination, each nhode embeds tleaviag control information in the rout-
ing update messagenndal residual energye], nodal energy consumption rate)( 7. of node itself
and its parent nodeanddelivery delay from the node to the sifR{qe_sink). Based on these informa-
tion, ¢ can predict the nodal lifetime for each of its potential neawgmt node® € {p1,--- ,pn}. AS
listed in Table 4.2, there are five possible cases.

Case1: L(p) < min(L(7), L(j)). Node: shall not choose any neighbor node that belongs to this

case. This is because,iibwitches top, more workload would be added towhich will decrease the
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nodal lifetime ofp. Therefore,

min(L' (i), L' (j), L' (p)) < L'(p) < L(p)

= min(L(i), L(j), L(p)),

(4.12)

meaning that Condition (4.10) is not satisfied.

Case 2: L(p) > L(i) (which impliesL(p) > min(L(), L(j))) and ADjeat—i—p—ssink = 0, where
ADieatsi—sp—sink = Deze — Dieat—i — 1r(p) — Dpsink- In this case, ifi would selectp as its new
parent, its future data packets would be relayed towardsitileby p instead ofj. Thus, j's nodal

lifetime would be increased to:

'(j ()
e 6 i ’ (4.13)
j c(j) = (i, ) (27 4 w> b

andp’s nodal lifetime would be decreased to:

e(p) '
e(p) + (i, j) (27 + Teesperen) p

L'(p) = (4.14)
On the other hand, a positiv&D means that would reach the sink via with a smaller delay than the
required delay bound. This would allow eitheor p to increase itg;. (by AD) and consequently the
nodal lifetime. Asi has a shorter lifetime thgm the intra-route coordination principle would allocate

ADto T,(i). Therefore, we have

L'(i) = (i) . (4.15)
. . NTr(p)—T-(j AD-
c(i) + (f(m) B 20 T,-(z')-(TT(i()z)-l—AD)) P

An example is given in Figures 4.4(a) and 4.4(b). In this egamthe minimal nodal lifetime be-
tweens, j, andp is increased from 20h to 21h after the route switch. Howewegeneral, ad/’(p)

and L' (:) depend on many factors, there is no definitive relation betwein(L(7), L(j), L(p)) and
min(L/(), L' (j), L' (p)) whenL(p) > min(L(i), L(j)) (i.e., Cases 2, 3, 4, and 5). Nodleould have

to plug in the control information carried in the routing @pel messages from each potential parent,

and check whether Condition (4.10) is satisfied.
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switch.
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Figure 4.4 Examples of inter-route coordination3g|

Case3: L(i) > L(p) > L(j) (which impliesL(p) > min(L(3), L(j))) and ADjeat—si—p—ssink = 0.
In this case, ideallyp would increasel,.(p) and extend its nodal lifetime. However, asnay have
other children nodes, an increas€/ir{p) may result in a violation of the end-to-end delay requiremen
on other branches of the subtree rooteg.af\s a result, we keefd, (p) unchanged, and allocat®D
to 7. (i) instead. The calculations of the predicated nodal lifesime the same as in Case 2.

Case 4: L(p) > L(i) and ADjeat—i—p—ssink < 0. A negativeAD means that the new route via
p towards the sink would incur a higher delay than the desieddydbound. In order to reduce the
end-to-end delay to be under the boud) has to be absorbed by eithisor p. In this case, ag has a
longer nodal lifetime, it would sacrifice its nodal lifetinb@ accommodate the extra delay by reducing

T, (p). The calculation ofl/(j) is the same as in Case 2, whilé(i) and L' (p) may be estimated as
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follows:

L e(i)
L'() = o(i)+ /(i) AP0 p

L'(p) = _e(p)
(S (2r+ ISR ) - e ) P

(4.16)

An example is given in Figures 4.4(c) and 4.4(d), whAr® = —0.4s is accommodated by through
reducing”;.(p) from 0.9s to 0.5s. As a result, the minimal nodal lifetime betwegr, andp is actually
decreased after the route switch. Therefoshall not change its parent node in this example.
Case5: L(i) > L(p) > L(j) and ADjeati—pssink < 0. In this case, ashas a longer nodal life-
time, it will sacrifice its nodal lifetime to accommodate #dra delay by reducin@;.(i). The calcula-
tions of the predicted nodal lifetimes are the same as in Casa example is given in Figures 4.4(f)
and 4.4(g). In this example, afas a relatively long nodal lifetime, it successfully acooouates the
extra delay incurred by the new route, and improves the nahmodal lifetime between, j, andp

from 20h to 21h.

4.4.3 Design Discussion
4.4.3.1 Handling of Packet Losses

When the channel condition deteriorates, data or ACK pachkety get lost, and the sensor node
may need to retransmit multiple times before the data pa®be delivered successfully. As a result,
the end-to-end delivery delay may exceed the delay bounis. i3$ue can be dealt with by extending
the PC scheme by including ET, j) — the expected number of transmission attempts to delivataa d
packet successfully fromto j — in the design and analysis of the scheme. For example, thtoeend

delivery delay in Equation (4.4) would become

Deresink = Z T, (]) : ETX(i7 ]) (4-17)

all hops fromsource to sink

This way, a deteriorated channel condition with an incréds&€X can be accommodated by reduc-
ing the corresponding’.. Similarly, the lifetime estimation in Equations (4.1) afd2) can also be
modified to include the ETX information. The value of EfiXj) can be estimated based on the peri-

odical exchanges of beacons between neighbors for thengoptirpose, as has been implemented in
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the CTP [51] protocol.

4.4.3.2 Handling of Routing Loops

The Inter-Route Coordination module of th&Cl scheme handles the routing loops as follows.
Firstly, when a node chooses a routing parent, any node tinggrily uses the node as its parent will
not be considered. Secondly, when a node detects that thefdelay from itself to the sink and
delay from leaf to itself is larger than the end-to-end dddaynd, while these reported delay values
keep increasing but with a fixeél. at its parent node, it considers that a routing loop has betattbd,;
subsequently, the node’s current parent node will be hiktekl for several rounds of data transmissions,

and a new parent node is selected instead.

4.4.3.3 Handling of Child Leaving and Joining

After a child node has switched to a different parent nodgiigvious parent node may keep using
the old T, value that was selected to work with this child node. If thisvalue is small, the parent
node wastes energy due to unnecessary short wake up istafvhis value is large, it may take longer
time for a newly joined child node to transmit data packetd?C, each node checks its children nodes
periodically to evict stale ones from its children set. Whemde becomes a leaf node, it will reset its

T, to the default value.

4.5 Performance Evaluation

NS-2 based simulations and TinyOS based testbed expesgrhame been conducted to evaluate
the performance of the proposetClscheme terms afetwork lifetime network power consumption
and end-to-end delivery delayHere, network power consumption is defined as the total amaoiu
energy consumed by the entire network of sensor nodes divige¢he network lifetime. We compare
the performance of?C with the following representative combinations of eneagyare routing and

intra-route coordination schemes.

» CTP + RI-MAC (denoted as “Baseline” in figuresYhe routing protocol is a customized CTP

(Collection Tree Protocol) [51] which is modified to work imtgt cycle networks and is able
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Figure 4.5 Performance comparison under different datargéion intervals with
uniform initial nodal energy distribution. The e2e delagugement is
30 seconds and the total number of nodes in the network is 50.

to satisfy the end-to-end delay requirement when selectinting paths. The underlying MAC
protocol is RI-MAC [10], and in the evaluatiof; is 2 seconds angd is 25 ms. This combination

serves as the baseline scheme in the evaluation.

CTP + Intra-route Coordination (denoted as “laC” in figures)The routing protocol is the
same modified CTP as in the baseline scheme. Intra-routélioation refers to the Intra-Route
Coordination module presented in Section 4.4.1 where th&CNdArameter;. is adjusted to
balance nodal lifetime between neighbor nodes. This coatioim evaluates the effectiveness of

intra-route coordination only.

Energy-Aware Routing + RI-MAC (denoted as “EA” in figure#):this combination, the energy-
aware routing is adopted in the routing layer where each selits the parent node that has the
longest nodal lifetime from its neighbor set. In addition)yothe routing paths that satisfy the
end-to-end delay requirement may be selected. This cortntninevaluates the effectiveness of

energy-aware routing only.

Energy-Aware Routing + Intra-route Coordination (denotesl“EA+IaC” in figures): This is a
simple combination of energy-aware routing and the IntoatR® Coordination module presented

in Section 4.4.1. Different from our proposed holistiCIscheme, energy-aware routing and
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intra-route coordination simply co-exist in this combioatwithout collaborating with or even

being aware of each other.

» Upper Bound (denoted as “Upper” in figuresXhis is the upper bound solution obtained from

an NLP solver [56] of the formulation in Section 4.3.4.

4.5.1 Simulation Experiments

In the simulation, source nodes are randomly deployed ien5®00m area and the sink is located
at the center of the area. The evaluation results are awkraggr results obtained in ten different
random topologies.

We vary the data generation interval, the end-to-end dadguyirement and the network density
under different initial energy distributions. When thetieli energy distribution is uniform, the initial
nodal energy is full at 1000 Joules; when the distributionads-uniform, the initial nhodal energy is
between 500 Joules and 1000 Joules at random. The maximahwoication range is 70 meters and
the power consumption is 69 mW when radio is on. In both sitiaria and testbed experiments, the
default value off. is 2 seconds, the minimal value ®f is 500 ms, and the routing update interval

adopts the default setting in CTP.

45.1.1 Performance under Different Data Generation Intevals

Figures 4.5 and 4.6 compare the performances of all the &eallschemes when the data genera-
tion interval at source nodes varies from 10 to 160 seconds.

As shown in Figure 4.5(a)2C always yields a longer network lifetime than other schenfes-
ticularly, when the data generation interval is 10 seconds heavy workload scenariofG extends
the network lifetime by about 20% longer than the EA+laC soheand 90% longer than the base-
line scheme. When the data generation interval is 160 secfired, light workload scenario), the
improvement on the network lifetime is about 40% over the B&+scheme. The reasons behind the
phenomena are explained as follows. The energy-awaragpaliows nodes to choose routes of higher
level of residual energy, but it may not be able to reduce waxk for the bottleneck nodes on selected

routes (for example, due to certain topology constraint) thierefore the network lifetime is bounded
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Figure 4.6 Performance comparison with different data gaiua intervals under
non-uniform initial nodal energy distribution. The e2ealetequire-
ment is 30 seconds and the total number of nodes in the net&ork

50.

by these nodes. The intra-route coordination, on the otaedhcan reduce the workload on the bot-
tleneck nodes through shifting the workload to other nodethe same route that have a longer nodal
lifetime; however, it cannot coordinate the usage of nodesss routes, which constrains its capability
in network lifetime prolonging. The above phenomena makeiident the necessity of integrating the
two approaches.

A simple combination of the two approaches (i.e., EA+la@\éver, is shown to yield even a
lower network lifetime than laC under certain scenariosisTi because, without the awareness of
intra-route coordination, the energy-aware routing protaimply directs a sensor node to switch to a
new parent node with a higher nodal lifetime. This may reisu#t lower network lifetime after intra-
route coordination takes effect between the sensor nodigsamelv parent node. Figure 4.4(c) and (d) in
Section 4.4.2 show an example of such scenarios, and exiplacan be found in Section 4.4.2, Case 4.
On the contrary, the intra-route coordination module %@ Works with an inter-route coordination
module that is well aware of intra-route coordination. Agsult, EC inherits the advantages of both
approaches and meanwhile mitigates their drawbacks, amdftie is shown to yield a significantly

longer network lifetime than other schemes.
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Figures 4.5(b) and 4.5(c) demonstrate ti& tloes not compromise its performance in other as-
pects, such as the end-to-end delay and the network powsuntion. Due to space limitation, we
omit the results of the end-to-end delay for other evalmasicenarios, where all the evaluated schemes
satisfy the delay requirement — similar to what has been showigure 4.5(c). Moreover, Figure 4.6

show that C also performs consistently better than other schemeg timel@on-uniform initial nodal

energy distribution as well.

4.5.1.2 Performance under Different Network Densities

The performance when the network density varies is denmetestin Figures 4.7 and 4.8. As we
can see from these figures, when the network density varesttie number of nodes in the network
changes from 25 to 100)°C always yields a significantly longer network lifetime thather schemes

while maintaining a similar level of network power consurapt

1200
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800 1
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400 ¢
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120

‘©-- Baseline

(h)

(mW)

25 50 75 100
numer of nodes numer of nodes

(a) Network lifetime. (b) Network power consumption.

Figure 4.7 Performance comparison with different netwaekdities under uni-
form initial nodal energy distribution. The e2e delay regment is 30
seconds and the data generation interval is 40 seconds.
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Figure 4.8 Performance comparison with different netwahksities under non-u-
niform initial nodal energy distribution. The e2e delayui#gment is
30 seconds and the data generation interval is 40 seconds.

4.5.1.3 Performance under Different e2e Delay Requiremest

We also evaluate the performance & lwhen both the data generation interval and the end-to-end
delay requirement vary.

From Figure 4.9 we can see that, when the data generatiawahte short (i.e., 20 seconds), the
achieved network lifetime does not change much as the detpyirement increases. This is because,
when the network workload is heavy, the energy consumptiodaida transmissions, rather than the
cost on periodic wakeup for data receptions, dominates adalrenergy consumption. In this case, a
node can only increase its wakeup inter¥alto a certain value, as too largdavalue may cause con-
siderably more energy consumption for its children nodesiting to the analysis in Equations (4.1)
and (4.2) in Section 4.3.2. Consequently, even with a relaxel-to-end delay requirement, the change
of T, remains small; that is, the opportunity for nodal lifetimadncing brought by the relaxation of
delay requirement may not be fully utilized.

On the other hand, when the data generation interval is lagg 160 seconds), the attained network
lifetime increases when the end-to-end delay requirenseetaxed. This is because, when the network

workload is light, the periodic wakeup and channel checlaatyvities (i.e.,% in Equation (4.2))
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becomes the dominant factor in nodal energy consumptiorerefbre, a node can adjust if$ in a
larger range without causing much overhead on its childefes’ energy cost for data transmissions.

This way, the lifetime balancing between parent and childredes can be conducted more efficiently.
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(a) Network lifetime under uniform initial energy distri- (b) Network lifetime under non-uniform initial energy
bution. distribution.

Figure 4.9 Performance comparison with different e2e dedgyirements. The
total number of nodes in the network is 50. Different curvese-
spond to different data generation intervals.

To summarize, ns-2 simulation results clearly demonstheteonsistent performance improvement
of 1°C over the state-of-the-art solutions on prolonging thevnet lifetime under various network

conditions.

4.5.2 Testbed Experiments
4.5.2.1 Implementation

We have implementedC in TinyOS 2.1.0. In our implementation, we modify the foliag sensor
network messages to embed the needed control informatipiEa¢h data messagearries a node’s
lifetime and the longest delivery delay from its leaf nodeghte node itself. (ii) Eaclh\CK message
carries a node’d’. value and the delivery delay from the node to the sink. (iagEperiodic routing

update messaggrries a node’s residual energy and energy consumptientha’’. values of the node
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itself and its parent node, as well as the delivery delay ftoenode to the sink.

4.5.2.2 Testbed Setup and Evaluation Results

We set up a testbed network of 37 TelosB motes to evaluate @ffermance of the proposed
scheme. In the testbed network, 36 nodes are placed;bayfid topology where the distance between
two adjacent nodes is about 2 meters. All these nodes areesoodes and produce sensory data
periodically. An extra node is placed near the upper lefiepof the grid; it is connected to a PC and
keeps its radio on all the time to serve as the sink. In theraxeats, we compare the performance of
I2C with the the Baseline and EA schemes. The end-to-end delieday requirement is 30 seconds.

In order to complete the experiments within a reasonableuamof time, we study how fast a
node consumes a small designated amount of energy, andevakinodal lifetime as the time period
during which the designated amount of energy is consumede network lifetime is the minimal
nodal lifetime among all sensor nodes. At the beginning cheaxperiment, the initial nodal energy
distribution is uniform or non-uniform. When the distrifn is uniform, the initial available energy at
an individual node is designated to 400 Joules; when it isurdform, the initial available energy at
an individual node is designated to a random value betwe@rd@%les and 400 Joules.

As can be seen from Figures 4.10 and 4.11, in the testbed rigtthie performance improvement
achieved by the EA scheme over the Baseline scheme is limlitedo the bottleneck effect. However,
12C still yields a significant longer network lifetime than hdA and Baseline schemes under different

network traffic loads and initial energy distributions.

4.6 Conclusions

In this chapter, we presert@ — a new holistic approach to prolong the sensor networkirtife
I2C is composed of two collaborative modules: intra-routerdimation and inter-route coordination
modules. Different from most of the existing works which doat either intra-route or inter-route
lifetime balancing alone?C leverages and integrates the advantages of both appsoacti¢herefore
can prolong the network lifetime more efficiently. In adiitj I°C can also meet the end-to-end delay

requirement specified by the applications. Extensive satian and testbed experiments have been
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Figure 4.10 Experiment results with different data genenantervals under uni-
form initial nodal energy distribution. Data interval “®3means
that data packets are generated at an interval uniformtyitwiged in
[5s, 30s].

conducted, and the evaluation results show th@atdan significantly prolong the network lifetime than

the state-of-the-art solutions.
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CHAPTER 5. J-ROS: A JOINT ROUTING AND SENSING SCHEME TO
PROLONG SENSOR NETWORK LIFETIME

5.1 Introduction

When a wireless sensor network is deployed for long-terntimoous monitoring, it is essential to
keep its lifetime as long as possible. Hence, extending oritiifetime has been an important research
topic.

There have been various definitions of network lifetime psmal in the literature [57—-62]. Defin-
ing it as the earliest time when any one node of the network [&i¢, 58] is simple but widely adopted.
However, the definition is not realistic because sensor sade usually deployed with high level of
redundancy in practice. Therefore, a network lifetime emnly when the death of sensor nodes can-
not guarantee a certain level of application-required isgnsoverage or the connectivity of all nodes
assigned with sensing duties [61, 62].

A large number of schemes [23, 26, 29, 34, 35, 40-42, 63, 648 baen proposed to extend the
network lifetime in terms of the above simple definition. &ating nodal residual energy, lifetime,
or energy consumption rates are the common techniqueseatibgtthese schemes. However, very
few works have been reported on how to effectively extenchitevork lifetime in terms of the more
practical definition. This study aims to fill this blank.

Specifically, we first formulate the problem and develop aredimed solution to find the upper
bound of network lifetime. As a centralized scheme is infdagor large-scale sensor networks, we
further develop a distributed scheme, called J-RoS, tdljogthedule both routing and sensing activ-
ities in the network. In a nutshell, the distributed schenweks as follows. Initially, a routing tree
is constructed to connect all nodes for sensory data cmltecand nodes are assigned with sensing

duties to meet sensing coverage requirements. The tre&wctitn and sensing duty assignment are
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conducted in an energy-aware manner to make nodes withrieleds of residual energy to take more
communication and sensing workloads than other nodesr thidnitialization completes, the sensing
duty assignment and the routing tree are continuously sajus a local and gradual manner during
the rest of the network lifetime. The purpose of the adjustisés to dynamically adapt the sensing
and routing activities to the changes in system conditieng. ( distribution of nodal residual energy
and lifetime), so as to maintain as long network lifetime asgible. Also, the locality nature of adjust-
ments introduces only low communication overhead. Theod@&ral adjustments of sensing duties and
collection tree structure are based the following hewsstFirst, nodes that are not critical to meet the
sensing and connectivity requirements should be schedaltke more sensing and communication
duties even at the cost of depleting their energy suppliéskiyuin order to reduce the workloads of
nodes that are critical to meet the sensing and connectedyirements. Second, nodal lifetime should
be balanced among the critical nodes to avoid the scenatiesevthe network lifetime ends because
of the death of a small number of critical nodes while othércal nodes still have plenty of residual
energy.

Extensive simulations have been conducted to evaluateetiiermance of the proposed distributed
scheme, and compare it with that of the ideal upper boundisn|wa nodal lifetime-balancing scheme
and a naive scheme. The results show that, our scheme céficaigty outperform the balancing and

naive schemes, and it achieves a performance close to tlee bnppnd.

5.2 Related Work

With different definitions of network lifetime, there hasdmea large variety of different techniques
proposed to prolong network lifetime. In this section, wetfsummarize the related works on network

lifetime definitions and then those on lifetime extensicrhtaques.

Definitions of network lifetime Among the definitions comprehensively discussed in [65, th
most widely used one is “the time until the first sensor isrdiof its energy” [57, 58], which as-
sumes all nodes in the network to be equally critical. Taldagsing coverage as the major criterion,

network lifetime can be defined as the first time when a momitdarget or area cannot be sensed with
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a certain required fidelity, such &scoverage [59] and--coverage [60]. Taking also network connec-
tivity into consideration, network lifetime [61] can be dedd as the first time when either the network
connectivity or the coverage ratio drops below a certaiaghold. Similarly, the network lifetime def-
inition adopted by J-RoS is also based on the requiremeriistofnetwork connectivity and “quality

of monitoring” [62].

Techniques to prolonging network lifetime Numerous schemes have been proposed to prolong
the lifetime of sensor networks. Among them, energy-awatgimg protocols [16, 18, 34—-37] route
packets through nodes with higher residual energy or longdal lifetimes such that nodes with lower
residual energy or shorter nodal lifetimes can live longemphrticipating less in data transmission.
MAC layer techniques [23, 26, 29, 30, 52] dynamically tuneapaeters such as channel checking pe-
riod, data retransmission interval, etc., under appbeasipecified constraints, to adjust the distribution
of communication overhead over different nodes with th@pse of prolonging the whole network life-
time. Besides routing or MAC layer protocols, cross-lay@usons [38—-42, 53, 54, 63, 64] have also
been proposed. For example, [38—40] attempt to maximizedhsork lifetime via joint routing and
MAC, joint routing and congestion control, and joint optindasign of physical, MAC and routing, re-
spectively. Recently, Peng et al. [63, 64] propose new depgr protocols, namely?C - joint routing
and MAC protocol and JAM - joint data aggregation and MAC poal, enabling neighboring nodes
to collaborate locally to extend the lifetime of duty cycensor networks.

All the afore-discussed schemes are proposed for networidich all nodes are evenly critical
and network lifetime is defined as the first time a node diesacdgebalancing nodal residual energy,
lifetime, or energy consumption rate is one of the essetd@iniques of all these works. Differently,
J-R0S is unique in that it is designed with the awareness dé medundancy in network and with
the more general network lifetime definition as the first timeequired level of sensing coverage or

connectivity fails. Therefore, novel techniques diffarsom balancing have been developed.
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5.3 Analysis

5.3.1 System Model

We consider a sensor network of one sink @ahdensor nodes. The network is deployed to monitor
M non-overlapped areas, where therergreensor nodes within each are@d = 1,--- , M), and each
node is assumed to know the area it is deployed to. Requiradbytain application, each areshould

be a;-covered; that is,

ZS]' 2 (7% (51)
7=1

whereS; (0 < S; < 1) is the sensing duty cycle assigned to a npdé areai (Note: Here we assume
nodesl, 2, ---, n; are in area without loss of generality.), and it means that ngd#hould be active
in sensing for time period; every time unit. In order to deliver sensory data to the satkany time,
all the alive nodes in network shall form a tree rooted at thi ® pass sensory data upwards from
leafs to the root. Hence, threetwork lifetime is defined as the earliest time when theisgr®verage
requirement cannot be satisfied in any individual area, oy s@nsor nodg with S; > 0 does not have
a path to forward its sensory data to the sink

Notations used in this chapter are summarized in Table 5.1.

5.3.2 Problem Statement

Formally, the problem studied in this chapter can be preskinta time-discrete manner as follows.

Objective:
* max{7'}
Given:
* Ory, 04, 05, €, andg
* For each area& «;
» For each nodé: e, C;, andPy,

Subject to:
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Table 5.1 Notation summary

notation || meaning

Si sensing duty cycle of node

% sensing coverage requirement of afea

I6] number of sensing samples generated per time unit by a nalel@% sensing
duty cycle

Orz energy consumed to receive one sensing sample

Oty energy consumed to transmit one sensing sample

0s energy consumed to collect one sensing sample

€ energy consumed per time unit when a node is alive withodbpamg sensing or
communication duties

Jisj number of sensing samples transmitted from nottenode;

C; set of possible child nodes of node

Pi set of parent candidate nodes of nade

T: subtree rooted at node

€; current residual energy of node

& current energy consumption rate of nade

L; current lifetime of nodé

L; the lowest nodal lifetime in nodés subtree

L; the lowest nodal lifetime on the path frointo sink

Wi estimated energy waste in subtree rooted at iode

Ri ratio of wasted energy out of total consumed energy in salvyeted at node

& current residual energy in the subtree rooted at riode

i current energy consumption rate in the subtree rooted & nod

» Sensing Coverage Constraint:

> 8;(t) = o, for each area, t € {0,..., T}
j=1

1> 8;(t)>0,te{0,...,T}

* Network Flow Constraint:

D fimi() =D frsit) +Si(t) - Bt € {0,..., T}

JEP;

keC;

» Connectivity Constraint:

ei(t) = Si(t) - B-0s+ Y fisj(t) - O+ D> frmi(t) - Opa + 6,

JjEP; keC;
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te{0,...,T}
Outputs:
» For each node,

— S;(t): its sensing dutyt € {0,...,T}

— fi—;(t): its outgoing traffic rate to any parent nogef € {0,...,7T'}

Directly solving the above problem is difficult, as a largeaf@nformation about each child that might
change dynamically needs to be collected. In addition, strilute the solution to individual nodes
throughout the network will impose a high communicationtcétence, we analyze the upper bound

performance of the problem and design a distributed héugsheme to solve the problem.

5.3.3 Upper Bound Performance Analysis

If €isignored in the connectivity constraint, it can be related

ei(t) ( B 9 + Z fl—)j Htx + Z fk—>z : rxa

JEP; keC;

and the upper bound value @f can be calculated using an Non-Linear Problem solver. Hewev
because the number of variables and constraints might bédisantly large as the increase dfand
the number of nodes or links in network, an NLP solver [56] Imigot be able to obtain a solution
within a reasonable period of time.

i i : S |— Li—o Si(t) ) Sil Tiso S ®
To further reduce the size of variable and constraint sets, |= fz_” =0 )

_ T—-1 X . . . .
andf,_,; = M we can get an amortized version of the problem without cimgnidne given
inputs as follows:

Objective:
* max{T'}

Subject to:

n;
® Zgﬂ 20[1',1233'
Jj=1

WV
o
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¢ Z?z’—)j: Z?k—)z""gzﬁ

JjEP; kec;
€

gi : 5 : 93 + zjepi 7i—>j : Ht:v + Zkeci ?k—n‘ ' Qr:v

o T <
Output:
» For each node,

— S, its average sensing duty cycle

- THj(t): its average outgoing traffic rate to any parent ngde

Till now, we have reduced the variable and constraint setisciianged the problem from time-
discrete to time-continuous formulation, and the problen be solved using an NLP solver easily.

This upper bound value is used for comparison when evalydtiRoS in Section 5.5.

5.4 J-RoS Design

In this section, we present J-RoS (Joint Routing and Sepsindistributed and low-cost solution

to jointly schedule routing and sensing activities in semstworks.

5.4.1 Design Overview

J-RoS is designed to prolong the network lifetime, whicheafirkd as the earliest time when the
sensing coverage requirement cannot be satisfied in an aeaale assigned with sensing duty is
disconnected from the network and cannot forward its sgrdata to the sink. In general, the scheme

works as follows:

« Initially, a routing tree rooted at the sink is constructedconnect all nodes for sensory data
collection, and nodes are assigned with sensing duties & se@sing coverage requirements in
every monitoring area. Here, the tree can be constructed) @i energy-aware routing proto-
col [18,34], such that nodes with higher residual energg takre communication workload than
those with lower residual energy. The assignment of sertkitigs also follows an energy-aware

approach to make nodes with higher residual energy to take samsing duties than others.
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 After the initialization completes, the sensing duty gesient and the routing tree should be
continuously adjusted in a local and gradual manner dufiegrést of the network lifetime.
The purpose of the adjustments is to dynamically adapt theirsg and routing activities to the
changes in system conditions (e.g., distribution of nodaldual energy and lifetime), so as to
maintain as long network lifetime as possible. Also, thalibg nature of adjustments introduces

only low communication overhead.

The key ideas of the dynamic adjustments are further exgydiiim the following.

5.4.1.1 Dynamic Adjustment of Sensing Duties

Every time when communication occurs between a pair of paraitd nodes, the parent needs to
check whether there is an adjustment of the sensing dutsgnasl to its children and itself that can
help extend the network lifetime. If such an opportunitydarid, the adjustment is carried out.

More specifically, the checking starts with identifyiogtical nodes which are defined as the nodes

whose death or disconnection from the current routing tegecause:
« violation of sensing coverage requirement in an area, or
« disconnection of nodes needing to perform sensing duiies the routing tree.

In other words, the network lifetime terminates as oneaaitnode dies or gets disconnected. As shown
in Figure 5.1, nodes 1, 2, 5, 8, 9 and 17 are critical nod@ssiénsing coverage is required for every

area. Then, the opportunity is sought to adjust the sensihgadsignment to:
« prolong the minimal nodal lifetime of critical nodes, or
» improve energy utilization efficiency of non-critical resd

Note that, prolonging the minimal nodal lifetime of criticeodes can be accomplished through shifting
workload from critical nodes to non-critical nodes or fronmimal-lifetime critical nodes to longer-
lifetime critical nodes. Improving the energy utilizati@fficiency of non-critical nodes may not im-

mediately extend the network lifetime (as the minimal ndidatime of critical nodes is not extended
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Sink

Sensing
i/ Area

Current Optional
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Routing Path Routing Path

Critical Node ’ Non-Critical Q
Node

Figure 5.1 A network with critical nodes. #-sensing coverage is required for
every area, nodes 1, 2, 5, 8,9 and 17 are critical. Partlguthe death
of node 1 or 2 can either violate the 2-sensing coverage iarhe or
fail the forwarding of sensory data from other nodes of thaesarea;
nodes 5, 8 and 9 are critical because depletion of any of tteaniadl
the forwarding of sensory data generated in the area of riyd 11,
12, 15 and 16.

immediately), but it can extend the overall lifetime of adimcritical nodes and therefore has the poten-

tial to delay the moment when the non-critical nodes die ata their workload has to be completely

shifted to critical nodes.

5.4.1.2 Periodical Update of Routing Tree

Every certain time interval, each alive node also needs ¢clciwhether its change of parent node
can help extend the network lifetime; if such an opporturstiound, the routing adjustment is carried
out. Similar to the adjustment of sensing duties, routingdisisted only if the adjustment can prolong
the minimal nodal lifetime of critical nodes or improve emertilization efficiency of non-critical

nodes.
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In the rest of this section, we will elaborate the updatingerising schedules and routing, respec-

tively.

5.4.2 Dynamic Updating of Sensing Duties

After the system initialization has completed, each nodetams the assigned sensing duties of
itself and all its child nodes. These sensing schedules rmahhnged when the node receives a data

packet from its child node, as detailed in the following.

5.4.2.1 Parent Node Behavior

Upon receiving a packet from its child node, the receives &eised on its collected information
about all its child nodes that are in the same area as itsalticBlarly, the following information is
extracted from each data packet received from each child 10d) total residual energy in nodés
subtree (denoted &%), (2) total energy consumption rates in nadesubtree (denoted as), (3) the
shortest nodal lifetime in nodés subtree (denoted a(?:“,) (4) the estimated amount of energy that will
be wasted in nodés subtree (denoted a4);), and (5) nodé’s lifetime L;.

Here, supposing nodgis the shortest-lifetime node in the subtree rooted BY; refers to the total
residual energy in the subtree rootedjathen; dies. For example, in Figure 5.2(b), node 9 has the
shortest lifetime in node 8's subtree; therefor is computed as the amount of residual energy when

node 8 has used up its energy. Formally, if nedethe shortest-lifetime node in its subtree:

L;=1L; (5.2)
and
Wi=&—Li N (5.3)
otherwise,
L; =min{L;},j€T; (5.4)
and

Wi = Wy, (5.5)
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(a) Node 8's lifetime is the shoftest in the (b) Node 9 is the lowest lifetime nodg in node 8's

subtree rooted at it. E8 = e8+e9+el10+ell+el2 = subtree: E9 = e9+e19+e11+e12 = 380j, }\9*:

480j, A8 = c8+cO+c10+c11+c12 = 9j/s, W = g —  COFCLO*CLL+c12=7i/s, and W9 = E9 ~L9™A9 =

L8*A8 = 300}, and R8 = W8/(L8*\8) = 1.667. 205j. Node 8's lifetime is not the shortest. inits
subtree: E8 = e8+e9+e10+ell+el2 = 480j, A8 =
c8+c9+c10+c11+c12 = 8j/s, W8 = W9 = 205j, R =

W8/(L9*A8) = 1.025.

e10 = 100j
c10 = 1j/s @
L10 = 100s

Figure 5.2 Examples of how andR are computed.

wherex = argmin{L;}.
gjeﬂ-{ 2
L£; andW; are used to compute the ratio of wasted energy over totalicoes energy (denoted as

‘R), which serves as an indicator of energy utilization efficiefor nodes in nodés subtree to perform

sensing duties:
Wi
LN

(5.6)

)

Figure 5.2 uses two examples to show how a node computks &adR.
Knowing R;, lifetime L; and criticality of each child nodé parent node can thus re-schedule

sensing duties as follows:
» Select two nodes;; andng, out of the parent node itself and all child nodes in its area.

* Move sensing duties from source nadgto destination node.

More specifically, Table 5.2 shows how nodesandn, should be selected.

» Case 1: All nodes are critical. In this case, all child nodes equally important for sensing
coverage. Therefore, J-RoS employs the lifetime balansiregegy by moving sensing duties
from the node who has the shortest lifetime to the one withhilghest lifetime. This way,
the shortest nodal lifetime can be improved and the sensingrage period can be maintained

longer.
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Table 5.2 Selection table in sensing scheduling

Case || Condition Selection

1 All nodes are critical ns andngy are the shortest-lifetime and the longept-
lifetime ones among all the nodes, respectively

2 All nodes are non-critical ns andng are nodes who have the highest and the
lowest values ofk, respectively

3 There exist both critical angl n, is the critical node who has the shortest lifetime

non-critical nodes andng is the non-critical node who has the lowest

valueR

» Case 2: All nodes are non-critical. In this case, it is umssary to protect some node from
depletion, as the sensing coverage won't be affected exsamrie node runs out of energy earlier
than others. According to the design principles, how to maprenergy utilization efficiency
becomes the top priority of sensing activity scheduling.efEifore, sensing duties are moved
from the node who has the highest valuefofi.e., lowest efficiency) to the node who has the

lowest value ofR (i.e., highest efficiency).

» Case 3: There exist both critical and non-critical nodeasthis case, sensing duties of those
critical nodes should be reduced and some non-critical noahe have increased sensing duties
as a result. Similar to case 2, J-RoS first selects the ntinatmhode who has the lowest value
of R, and then moves sensing duties from the shortest-lifetintiead node to this non-critical
node. After performing this change, the sensing coveragegean be prolonged and the energy

utilization efficiency can be improved at the same time.

Note that, in both cases 2 and 3, if there are more than one witdéhe same lowest valug,
sensing duties should be shifted to the one with the shantaal lifetime to let the shortest-lifetime
node die earlier and hence consumes less fixed energy cgstefs.3 uses two examples to show how
a parent node adjusts sensing duties between itself ardiraiules.

After updating sensing duties for each child in its area, ghent node will update the sensing
schedules that it maintains for each child, and an updatesirge schedule will be embedded into the

ACK sent to a child node when the parent node communicatésthét child next time.
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L9 = 60s
R9=3
$9=0.2

L9 =70s
R9=3
§9=0.1

L10 = 50s L10 = 50s
R10=2

$10=0.4

L11 =50s L12 =50s L11 =50s L12 = 40s
R11=1 R12=0 R11=1 R12=0
S11=0.4 S$12=0.6 S11=0.4 $12=0.7
before after

(a) a=2, nodes 10, 11, and 12 are non-critical, and node 9 is critical. Sensing duty
is moved from node 9 to node 12 (lowest R value).

L5 = 60s

R7=1 R7=2
S7=0.5 $7=0.6
before after

(b) a=2, nodes 6 and7 are non-critical and nodes 5 and 8 are critical. Sensing
duty is moved from node 8 (critical with shortest-lifetime) to node 7 (non-critical
with lowest R value).

Figure 5.3 Examples of sensing duty adjustment betweempane child nodes.

5.4.2.2 Child Node Behavior

To facilitate a parent node’s scheduling behavior, eachl ectide: needs to compute the value of

Ei, \i, Wi andﬁi before sending a data packet. In particufarand \; are computed as:

E=> E+te (5.7)
JeC;
and
A=Y A+a (5.8)
JeC;

wheree; is the current residual energy of nodandc; is the node’s current energy consumption rate.
W; and£; are computed as in Equations (5.2) to (5.5).

After receiving an ACK from parent, a child node needs to sidiis own and/or subtree’s sensing
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duties according to the sensing requirement informatiobeztded in ACK. The adjustment steps are

as follows:
A child node first updates its sensing duty to the value $igeicin ACK if possible.

* If its sensing duty cannot be changed anymore (reach 1 ohi8)child node will propagate the
value of difference between its current sensing duty anddhairement in ACK to the child
node selected using Table 5.2.

5.4.3 Periodical Updating of Routing Tree

The routing tree updating scheme in J-RoS is designed wéthattareness of sensing schedules,
such that the effort made by the sensing duty updating sclocamée further boosted or at least not be
jeopardized. Particularly, the route updating schemevdithe same principle adopted by the sensing
duty updating scheme, through directing more traffics to-crical nodes who are working in energy
efficient way and meanwhile directing less traffics to catinodes to prolong their nodal lifetime.
Periodically, the route updating scheme runs in two stegermation collection and route updating.

5.4.3.1 Information Collection

Every certain period of time - routing update interval, eachle (as a parent candidate for its

neighboring nodes) broadcasts a routing beacon messatgniog the following information:
« lifetime of the bottleneck node£ - on the path from itself to the sink,
« valueR of the bottleneck node, and
« criticality of the bottleneck node.

Figure 5.4 shows how to estimate the above information wkadiag a routing beacon message.

5.4.3.2 Route Updating

With the information ofﬁ', R and criticality of each parent candidate’s bottleneck na@daode

selects its parent from the parent candidates as follows.
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(1) ShortestUp; (2) R; (3) Criticality

( Send Routing Beacon >

Figure 5.4 Procedure to send a routing beacon message.

« If all parent candidates contain critical bottleneck roda their paths to sink (if each of the
candidates is chosen as the parent of the node under caigid@rselect the candidate with the

shortest-lifetime bottleneck node.

» Otherwise, among the parent candidates with non-cribotleneck nodes, select the one with
the lowest value ofR as parent to reduce the waste; if there is a tie, select thamithethe

shortest-lifetime bottleneck node.

Note that, the route updating scheme in J-R0S is not enaat@yrbed routing. Instead, J-RoS may
direct traffic to a node who has lower lifetime if this node @nrcritical or has smaller value @&,
which is similar to the behavior of scheduling sensing dutie
5.4.4 Other J-RoS Design Issues

5.4.4.1 Identification of Areas

The partitioning of monitoring areas in the network is detigred by application. However, if the

partition changes in runtime, the sink node will broadcastessage with “Area ID” and “Sensing
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Coverage Requirement” to nodes in the affected areas. Asreaie knows the area it belongs to, it
compares the IDs of its own and parent node’s area: if the tevdiferent, a node would identify itself

as root of an area and use its node ID as the area ID; othenvisses its parent’s area ID. The area
ID information is embedded into routing beacon messagekeaoh node knows the area it belongs to

when it selects the parent node.

5.4.4.2 I|dentification of Critical Node

In order to determine whether a node is critical for sensimgerage, following information needs
to be collected and available for each node: (i) the sensiwgrage requirement for the area a node
belongs to; (ii) the total number of nodes in the area a nottsbe to; and (iii) the number of nodes in
a node’s subtree that are in the same area as the node itgelimétion (i) and (ii) can be embedded
into notification messages broadcasted when a monitorieg elmanges; and (iii) can be obtained by
letting each node embed its area ID in data packet, and nmdghiginformation when transmitting data
packets. With these information, a node knows whether itiiscal for its own area with a minimal

overhead.

5.4.4.3 Handling of Disconnection

As a node might be disconnected from its current parent deadogy depletion or route changes,
it is important to monitor the total sensing duties in eacmaand take proper handing when sensing
coverage of an area is violated. In J-R0S, a sink node sendtéfigattion message to the root nodes of
each sub-area where the sensing coverage violation istéeéia®/hen a node receives the notification
message, it adjusts its own and/or subtree’s sensing dagi¢lse same as receiving an ACK from a

parent node.

5.5 Performance Evaluation

We have evaluated the performance of J-RoS in terms of nktvietime through ns-2 simulations,

and J-RoS is compared to the following solutions:
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» Upper: the upper bound solution obtained from an NLP sd&6} of the formulation in Sec-

tion 5.3.3.

» Balance: a combination of energy-aware routing and sgrstheduling scheme, in which the
routing scheme directs more traffic to nodes with highedtesienergy and the sensing schedul-
ing scheme also allocates more sensing duties to such nimdesgximize the minimal nodal

lifetime in the network.

» Even: a combination of energy-aware routing and a naiveisgrscheduling scheme which

allocates equal sensing duties to all nodes in the same area.

5.5.1 Simulation Setup

In the simulations, RI-MAC [10] is employed as the undenrtyiMAC protocol, where nodal
wakeup interval is 1 second and channel checking period is,7both being default setting of RI-
MAC [10]. When the radio is on, the power consumption per ngdg® mW [44]. The power con-
sumption for an actively sensing node is 2 mW when the node 0% sensing duty cycle. The
power consumption of an idle node (i.e., not sensing ormgron radio), denoted asis 80uW. Every
20 seconds, a node sends out a routing beacon message andthpeduting update if necessary.

J-R0S is evaluated in networks with line, star and randonoltgpes, respectively. Figure 5.5
shows an example of random topology network with nine meinitpareas, which has been used in the

simulations.

5.5.2 Simulation Results
5.5.2.1 Network Lifetime in Networks with Line Topology

With line topology, each node only has one parent node ancchité node, and hence routing
schemes do not affect the performance.

Figures 5.6 and 5.7 show the performance when nodes haveubéa@ different levels of initial
nodal energy. As we can see, the “even” sensing scheduliemseyields the shortest network lifetime,

and the performances of both J-RoS and the “balance” sieatage close to the upper bound. This is
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Figure 5.5 Example of a random topology network with 9 araad,the sink node
is at the center. The gray nodes are used for trace study.

a result of bottleneck effect caused by nodes which are ¢tosek and may consume more energy
on communication (i.e., forwarding). The “even” strate@gigns higher but fixed sensing duties to
bottleneck nodes; however, both J-RoS and the “balancegnselcan reduce the bottleneck nodes’
sensing duties and therefore can extend the network ligetiiithen the bottleneck effects are severe
(i.e., there are more nodes on a line), the performance wegrby J-RoS over the “balance” scheme
is only about 5% to 10%. However, as demonstrated in Figur@s$10, J-RoS outperforms the

“balance” strategy with a ratio up to 40% when there are migitbranches in the network and the

bottleneck effects are diminished (i.e., there are lesesod a line).

5.5.2.2 Network Lifetime in Networks with Star Topology

With star topology, all nodes are only one hop away from th& sand hence routing schemes do
not affect the performance as the sink node would alwayslbeted as the only parent. The “balance”
and “even” schemes obtained similar performance as thegad# similar levels of sensing duties to
each node. The results are shown in Figures 5.8 and 5.9.

Compared to the performance achieved in networks with éipelbgy, J-RoS achieves a significant

improvement over the “balance” strategy in networks witrtstopology. In addition, as the number
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Figure 5.6 Network lifetime achieved in networks with lirapblogy, where all
nodes have the same initial energy 1000 J. There is one artba in
network.

of nodes increases, the performance of J-RoS is furtherowegr, particularly, the improvement ratio
is about 40% when there are 16 nodes in network. This is beci#0S can schedule more sens-
ing duties to non-critical nodes for sensing coverage. Assalt, these non-critical nodes can work
energy-efficiently by consuming more energy on sensing anthwunication. This behavior delays the
moment when critical nodes need to perform a high level ofisgrduty to satisfy the sensing coverage
requirement. Differently, the “balance” strategy woulagebalancing nodal lifetime during the whole
network lifetime, which may cause all nodes to work with loveaergy efficiency and therefor may

lower the network lifetime.

5.5.2.3 Network Lifetime in Multi-area Networks with Random Topology

We also evaluate the performance of J-RoS in networks wittiama topology, where all nodes are
deployed to a 500 nx 500 m field randomly. The field is divided into grid areas, dmelsink node is
located at the center. The maximal communication rangeaif rade is 100 meters. Figure 5.5 shows
an example of the network topology in the simulation.

Figures 5.10(a) and 5.10(b) show the performance when rulesthe equal and different initial
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Figure 5.7 Network lifetime achieved in networks with lireg@ology, where ini-
tial nodal energy is uniformly distributed between 500 J 4660 J.
There is one area in each network.

energy, respectively. The results are averaged over tlooserf different random topologies.

In networks of random topology, the improvement ratios Bfok over “balance” and “even” strate-
gies are about 20-30% and 80-100%, respectively. This iribated by the the routing scheme in
J-R0S, which has the following two major differences frora #mergy-aware routing scheme used by
the other two strategies. First, the routing scheme in J-tEets more traffic to non-critical nodes
which have lower ratio of wasted energy or critical-nodescivinave longer lifetime. This way, sensing
coverage can be maintained for a longer period of time. Sk¢ba J-RoS routing scheme works in the
similar way as the sensing scheme, which can further pralbagetwork lifetime through overcom-
ing the limitations of the sensing scheme, for example, émsisig scheme cannot schedule workload
across areas.

Figure 5.11 shows some shapshots of the sensing duty cyidles gray nodes in Figure 5.5 taken
in one of the simulations. At the beginning, all the nodesassigned with the same sensing duty
cycle which is a result of default sensing duty assignmerg.th® system runs, node 11 which is a
non-critical leaf node, is assigned with the highest sendurty after 20 hours, and most of other nodes

have none or lower sensing duties. After about 60 hourshalhbdes are depleted in the branch where
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Figure 5.8 Network lifetime achieved in networks with stapdlogy, where all
nodes have the same initial energy 1000 J. There is one artba in
network.

nodes 1, 4, 7, 8 and 11 belong to, and all sensing duties ditedstd nodes 2 and 10 due to their
non-criticality and high energy utilization efficiency. ti® 10 uses up its energy much sooner because
of increased sensing duties after the change and only noded 3 are alive after 80 hours. These
snapshots illustrate the feature of how J-RoS utilizes tiexgy in the network: non-critical nodes
(e.g., leaf nodes) are assigned with more sensing dutigke thle energy of critical nodes is saved for

as long as possible.

5.6 Conclusions

In this chapter, we proposed a distributed and low-cost jmating and sensing scheme, called J-
RoS, to prolong the lifetime of a sensor network under cegansing coverage requirements. Different
from lifetime-balancing schemes, J-RoS is unique in thetltedules less sensing and communication
duties to nodes that are critical for sensing coverage, lonéno non-critical nodes even at the cost of
losing these nodes quickly. As the sensing and connectiejuirements can be satisfied for a longer
period of time, the network lifetime can be prolonged. THealveness and advantages of J-RoS have

been proved via extensive ns-2 simulations.



111

2400 \ \
-------- A UDPEr e UDPEN
2000 | - J-RoS -7 J-RoS
---4--- palance ---4--- palance
1600 -een 4 1600t ©-even 1

S S 1
e , |
400 ¢ o
0 : ‘ 0 : : *
2 4 8 16 0.4 0.8 1.6 3.2
number of nodes sensing requirement
(@) is 0.2, 0.4, 0.8 and 1.6 when the number of nodes is (b) Number of nodes is 8.

2,4, 8 and 16, respectively.

Figure 5.9 Network lifetime achieved in networks with stapadlogy, where the
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Figure 5.10 Network lifetime achieved in networks with randtopology, where
there are multiple monitoring areas.is 1 for each area, and number
of nodes is 100.
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CHAPTER 6. CONCLUSIONS AND FUTURE WORKS

6.1 Research Contributions

In this dissertation, we have proposed several practidatisns to build a more sustainable sensor
networks. We have demonstrated their effectiveness vensite experimental and simulation studies.

The main contributions of our work are:

» Delay-bounded MAC protocol
In Chapter 2, we study how to reduce nodal idle listening timder a relative delay bound
requirement. We propose a practical receiver-initiatedOQvgotocol, called CyMAC aiming
at prolonging individual nodal lifetime. Different from isting schemes, CyMAC's design is
based on the relative end-to-end delay requirement. We ingpemented CyMAC on micaZ
sensor motes and the effectiveness of CyMAC is demonstmatgifferent network settings via

experiments and simulations.

* Lifetime-Balanced MAC protocol
In Chapter 3, we study how to prolong the network lifetime. peesent LB-MAC, a distributed
and lightweight lifetime-balanced MAC protocol, which iggigned from the perspective of
network lifetime maximization. The key idea of LB-MAC is theommunicating neighbors
adjust their MAC-layer behaviors together in a collabeatnanner to shift the communication
overhead between them. As a result, nodal lifetime can benbat between neighbors and
network lifetime can be extended. The effectiveness of LBEMs demonstrated via in-depth

experimental results.

« Joint MAC and routing protocol

In Chapter 4, we presert@ — a new holistic approach to prolong the sensor networtirfife
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I°C leverages and integrates the advantages of both intta-amd inter-route coordinations and
therefore can prolong the network lifetime more efficiently addition, C can also meet the
end-to-end delay requirement specified by the applicatidigensive simulation and testbed
experiments have been conducted, and the evaluation seshdtv that 4C can significantly

prolong the network lifetime than the state-of-the-arugiohs.

« Joint routing and sensing protocol
In Chapter 5, we propose a practical and efficient joint rguand sensing scheduling scheme,
called J-R0S, to maximize the network lifetime while ensgrsensing coverage requirement.
We present the design of J-RoS scheme and show its effeeisen prolonging network via

ns-2 simulations, under various configurations.

6.2 Future Research Topics

The past research experiences greatly help us understamdohdesign effective and practical
protocols to increase the network sustainability. In teisti®n, we share some of our opinions on these
problems and discuss several potential research topitsatbaessential for future research towards

building sustainable sensor networks.

* First of all, how to support broadcast or multicast datasises in sustainable networks is of
particular interesting. For sensor networks in which boaatl or multicast takes the majority
of communications, network protocols shall be designedh Wit consideration of the unique

communication patterns to prolong the network lifetime.

» Secondly, more cross-layer design shall be further inya&d. Besides joint MAC and routing
design, or joint routing and sensing design, lifetime eldian techniques in middle layer or
application layer such as data aggregation, congestioinatpetc., may also be jointly designed
with MAC or routing layer protocols. This way, the energyédreggeneity problem may be better

handled and network lifetime may be further prolonged.

 Finally, the network protocols shall be designed jointlithaenergy replenishment techniques

such as solar energy harvesting and wireless charging. &iiqting how energy replenishment
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would happen or explicitly control the way energy is delaeto individual nodes, more sophis-

ticated network protocols can be designed.
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