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ABSTRACT

The complexity and richness of geospatial data createfisg@@blems in heterogeneous
data integration. To deal with this type of data integrationpmepose a spatial mediator
embedded in a large distributed mobile environment (GeoGrid). Thrlspadiator
takes a user request from a field application and uses the régsestct the appropriate
data sources, constructs subqueries for the selected data souroes, tthef process of
combining the results from the subqueries, and develop an integratipintisaticontrols
the integration process in order to respond to the request. The spatator uses
ontologies to support search for both geographic location based on symbolic teretls as
as providing a term-based index to spatial data sources basedrelatib@al model. In
our approach, application designers only need to be aware afimum amount about
the queries needed to supply users with the required data. Thmakeyf this research
has been the development of the spatial mediator that can dyhwamespond to
requests within the GeoGrid environment for geographic maps anddre&tgional
spatial data.



CHAPTER 1. INTRODUCTION

Every local system designer tends to develop the database that can meet

his/her organization’s specific needs. It results in huge diversity intghaul

heterogeneous data sources environment. In this environment, a variety of sources and

applications use different data models, representations and interfaces. System

designers need to develop integrated systems that allow users to acceasage m

information from multiple heterogeneous data sources. One reason for such need has

been that environments for data access have changed from centralizedteata sy

into multiple, distributed data sources. Another more recent cause for theoattenti

integration technologies is the emergence of e-commerce and its neadsessing

data repositories, application and legacy source that located across the toganiza

intranet or on the Internet (Hammer & Pluempitiwiriyawej, 2001). Whilecthes

more varied and complicated data available to users the integration of hetetusgene

data becomes more challenging (Ram, Park & Lee, 1999). How to provide this

capability has become an important and active research area in the irdargyatem

community.

There are two major tasks that an integration system needs to accomplish in

order to solve the problem. First, a set of suitable data sources containingtdata tha

correspond to the response needed to answer a user’s query shiocktdsk Second,



after data sources have been found, the system not only needs to bring together all

data required it also needs to resolve the heterogeneity among these data.

The primary problem that an integration system faces is to resolve

heterogeneity among data sources which include conflicts of namitiggsca

formatting, computational, and granularity among multiple data sources.

Identification inconsistencies and constraint mismatches also are inciutlasl i

problem. The heterogeneity can be classified into two types, namely geamht

syntactic heterogeneity (Kim & Seo, 1991), (Wache, et al. 2001). The latter is

sometimes referred as structural heterogeneity (Wache, et al. 2@fyctural

heterogeneity means that different information sources use diffenectusé to store

their data while the semantic heterogeneity refers to the diffesen the meaning of

the data that is interchanged between data sources (Wache et al. 2001).

A number of researchers have worked in the area of integrating heterogeneous

data (Tuchinda et al. 2004, Thakkar et al. 2007, Park & Ram 2004, Ghulam 2010,

Hribernik et al. 2010, Weiderhold 1992). Several data integration architectures have

been designed by projects like TSIMMIS (Chawathe et al. 1994), COIN (Moulton et

al. 2002), MOMIS (Bergamaschi et al. 1999). One approach to building an integration

system is the data warehouse approach (Fan & Poulovassilis 2003, Golfaredfi& Ri

1998, Wu et al. 2001) which pre-fetches, merges and resolves existing discrepancies



between sources and then stores integrated information in the central repository t

answer users’ queries.  Another approach is referred to as mediatignovidies

users with an integrated view of the underlying source. Data remaing ataheir

local sites. Users can query the mediator, which locates relevanbdetassand

integrates each individual result into a format that can satisfy userssteque

(Wiederold, 1992, Athanasiadis & Janssen 2008, Michalowski, et al. 2004, Thakkar et

al. 2003).

The problem is even more interesting when one considers the integration of

spatial data. Not only are there the typical problems of heterogeneity, dddition

the data types available in spatial data repositories represent very adi.

Even a cursory glance at spatial data sources indicates the need of combining

everything from maps to general data that includes some type of location. F

example, crime data typically includes the location where a crimeredcur

Another difference between integration of traditional relational data and

geographic data is that more human participation is needed in the integration of

geographic data. In some cases, experts of the geographic domaiedae toe

participate in the integration process. For example, a specialist cgléaratician is

used to refer to professionals who gather, process and deliver geographic data to use

by using a CASE tool of a integration system (Coimbra 2009).



Many approaches to provide solutions for integration of spatial data have been

put forward (Park & Ram 2004, Goodchild et al. 2007, Visser et al.2002, Vidal et al.

2009). In addition there is research that utilizes ontologies to solve the semantic

heterogeneity among multiple data sources (Vidal et al. 2009, Janowic2@&L®@)

and others employ scheme query mapping mechanism to resolve the heterogeneity

problem (Park & Ram 2004, Ghulam 2010), there are few approaches that provide a

comprehensive approach for generating geographic maps and relateddspatiala

mobile environment built on exploiting data quality. Our work aims to develop a

spatial mediator system that can provide this need.

The work that our research group has done with the Census Bureau has led us

to believe that the most critical need is the development of an environment that makes

integrated spatial data available in the field. Most of the agencicafpmhs that

involve spatial data are used in the field.

To this end, our research group has proposed and implemented the GeoGrid

infrastructure for providing spatial data to users in a mobile environment. odie f

of this thesis is on the spatial mediator that takes a user request frach a fie

application and develops a script that defines the process of how the available dat

sources are used to respond to the request. It should be noted that while this remains



a significant problem, the mobile environment proposed does provide some

restrictions that make it more manageable than the general problem.

We propose a spatial mediator model that utilizes ontologies to help user

application designers to use domain terms to access data from multipbgbeétmus

spatial data sources. In our approach, application designers only need to be aware of

a minimum amount about the queries needed to supply users with the required data.

The application designers along with the data and tool suppliers provide the

basic information about their applications, data sources, and/or tools, resgectivel

The spatial mediator uses this information along with the user request in order to

place the major burden of dealing with the system heterogeneity on tlaé spat

mediator.

The main contribution of our work has been the development of

comprehensive approach to generating spatial data results for a vemoldaim — an

infrastructure for supporting dynamic access to heterogeneous spatial dahobile

environment. The key part of this research has been the development of the spatia

mediator that can dynamically respond to requests for geographic magtaaed r

relational spatial data.

Secondary contributions have been made while building the tools necessary to

implement the spatial mediator. Our weighted ontology (Tsai et al. 200 ktEda



2003) is an example of our contribution is this area. Our approach of combining the
weighted ontology with the semantic data model is another example (TE&G@Q3).

The remainder of this thesis is organized as follows. In Chapter 2, we review
the background material for the concepts required by the spatial medi@twapter 3
looks at our ontology model and its application to our spatial mediator. The spatial
mediator model is defined in Chapter 4 and evaluated in Chapter 5. Chapter 6
provides a conclusion and some thoughts for future work on these topics.

Supplementary material is given in the appendices.



CHAPTER 2. LITERATURE REVIEW

An overview of literature related to spatial mediation of geographic data is
presented in this chapter. We collect and categorize relevant reseattindatareas:
ontology supported data integration, mediator-based data integration and spatial da
quality. We discuss current literature in these areas and also look into soee relat
issues.

In Section 2.1, we review related work in the field of ontology supported data
integration. We also look at some ontology based geographic degeaitnbn systems.
Several mediator based data integration systems are reviewedion 2e2t
Literature related to spatial data quality is discussed Section 2.3.

2.1 Ontology-based data integration

An ontology is built as an explicit representation of semantics of each data
source. An excellent discussion of ontologies, regarding the actual range of
knowledge that an ontology can successfully represent, can be found in (B&wste
O’Hara 2004). A detailed discussion of evaluating ontology tools and ontology
contents can be found in (Guraino et al. 2009).

In (Weng et al. 2006), the authors develop an automated technology of
ontology construction by using the theory of formal concept analysis to sehe as t

groundwork in assembling the different levels of ontological concepts. et@ui



(2009) developed top-down and bottom-up construction methods. The bottom-up

approach makes use of formal concept analysis methods and the Wikipedia is used as

the corpus for the acquisition.

Methods have been developed for building geospatial ontologies. Baglioni et

al. (2007) define new relations in geospatial terms that express gpapalties. A

geospatial ontology can be extracted from these relations. The ontology casleldbe

as the basis for an advanced user query system.

2.1.1 Ontology support for heterogeneous data integration

In dealing with multi-database systems, ontologies can be used effetbively

organize keywords as well as database concepts by capturing the semantic

relationships among keywords or among tables and fields in a relationalsgatBipa

using these relationships, a network of concepts can be created to provide users with

an abstract view of an information space for their domain of interest. Wegliscus

several ontology-based integration systems in the following paragraphs.

Seng & Kong (2009) introduced an ontology-aided integration approach that

allows a query over multiple intelligent information sources. Their ontologyers tas

enhance both structural and semantic interoperability

Project OBSERVER (Mena et al.1998) considers the metadata description and

ontologies for each different information source and provides knowledge on the



vocabulary used in the source. The information source is viewed by using its

relevant semantic concept which can be chosen from pre-existing domain specific

ontologies.

In the Web domain, a global ontology can be used as a modeling tool and

serve as a base of integration.

SOBA, an ontology-based information extraction and integration system,

focuses on processing structured data, text and image caption (Buitela2068).

It is capable of acquiring factual knowledge for a certain domain based wvena gi

ontology.

HELIOS, an ontology-based knowledge sharing system in the P2P area,

employees peer ontologies to allow information search and knowledge sharing

(Castano et al. 2003). The peer ontology is the ontology inside each peer that

describes knowledge about itself.

There are several differences between our ontology search model and the

projects mentioned above. First of all, we define multiple relations betweaa to

present different relationship between terms. The relations in thesensyate

simpler. Secondly, the ontology model serves as a search module in our approach.

We define and use weights between terms inside the ontology to aid the search. Th

existing ontology systems don’t consider the weights between terms inside the
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ontology, their focus are on the mapping between schemas of data sources. Third,

the semantic network model connected to our ontology model is used to resolve the

semantic heterogeneity between data sources. These systems usaldy dself

to handle the semantic differences between data sources.

2.1.2 Ontology supported geospatial information integration

Geospatial data is very diverse and dynamic. The geospatial information may

be unstructured or semi-structured, and usually there is no regular schemailbe descr

them. As the amount of geospatial data grows, a problem of interoperabilityehetwe

multiple geospatial data sources has gained a growing attention. Many apptoaches

provide solutions have been developed. Using ontologies to support the

interoperability is one of them.

The use of formal ontologies for geographical information integration is

introduced in (Cruz & Calnan 2002, Stuckenschmidt et al. 2002, Wache et al. 2001,

Visser et al. 2002). They propose an intelligent architecture for senbastd

information retrieval. This architecture uses underlying ontologiesiamaference

engine that has the ability to derive new knowledge.

The paper proposed by O’Brien and Gahegan (O’Brien 2005) presents a

framework for representing, manipulating and reasoning with geographamgesn

They use ontologies to describe methods, data and human experts inside their
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environment. Among them an entity’s ontology describes users, inputs, outputs, and
semantic changes. Our work uses an entity ontology to describe spatial saficept
the real world.

In Vidal et al. (2009), they propose an approach that rewrites a query based on a
domain ontology into sub-queries submitted over multiple data sources and combines
data resulting from those sub-queries. In particular, their approach taledagk of
DL (Description Logics) reasoning to remove sub-queries that are nostamsi

The difference between their work and our approach is that they focus on
using ontologies with formal semantics to support the translation proces&betwe
data sources and our approach is to use ontology as a search model to locate data
sources for the response to a user’s query. Multiple ontologies are usedrtoecthiea
semantic integration process (Peachavanish & Karimi 2007). In our ontology model,
we introduce the function ontology to enrich our terms in the ontology model and thus

to enhance our search.

2.2 Mediator to support the interoperability among multiple data
sources

The mediator concept was introduced by (Wiederhold 1992). A mediator is

designed to provide a uniform interface to a number of heterogeneous data. sources

Given a user guery against the global schema, the mediator decomposes it into
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multiple local sub-queries and sends them to the appropriate data sources, lmerges t

partial results and reports the final answer to the user. We discuss several

mediator-based integration systems in the following paragraphs.

In Athanasiadis & Janssen (2008), a mediator based knowledge manager

component is presented. The component exploits ontologies and semantic modeling

to support the data exchange between heterogeneous data sources.

The Mediator Prometheus (Michalowski et al. 2004, Thakkar et al. 2003) is a

mediator system that uses planning techniques to expand a given query into a set of

operations. These operations specify how to access the appropriate data sources,

including web services, web sources and databases. It utilizes a “localwés_vie

approach to map between the relations in the mediated schema (domain relations) a

the source relations. A technique called tuple-level filtering was introduced

Prometheus. The filtering technique can reduce the number of web servicésreques

thus optimizes the execution of the composed web services.

Artemis, a query formulation and planning system, provides the ability of

integrating scientific data on the grid (Tuchinda et al. 2004). It enablestasssily

guery metadata catalogs on the grid. It has an ontology-based query formulation

system that exploits semantic web tools to model metadata attributepldlyees a



13

guery mediator based on planning techniques that can dynamically updatesaits dom

model.

Several prototype mediator architectures have been designed by projects like

TSIMMIS (Chawathe et al. 1994), COIN (Moulton et al. 2002), MOMIS

(Bergamaschi et al. 1999).

TSIMMIS focuses on the automatic generation of wrappers and mediators

which conducts mapping the information in an Object-Exchange Model (OEM) to the

underlying structured or unstructured data. OEM is used to represent a pietze of da

Fields inside the OEM of each object describe semantic of the data. The pfocess

integration inside TSIMMIS requires human patrticipation. In some casegtatibn

may be automated by a mediator under the guidance of end uSersapproach is

different from it is that we use semantic network model and ontology to spreeify

semantic of the data and the automatic generation of wrappers and mediadors is

our focus.

A context interchange (COIN) mediator is an automated reasoning engine

which helps users resolve semantic conflicts between their own context and obntex

data sources (Moulton et al. 2002). They define “context” as the implicit

understanding of the relationship between data elements and structures and the real

world that data represents. Each data source and receivers decide howrtetcons
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abstract conceptualization and how that is represented in data and programs. They

argue that their context interchange approach is a well suited solution ge-stale

interoperable database system of a dynamic environment.

The MOMIS (Mediator environment for Multiple Information Sources) can be

considered as a hybrid method of mediator and query language approach

((Bergamaschi et al. 1999).). It aims to integrate and query both a stdudaiee

source (i.e. relational database) and a semi-structured data saurobjéct-oriented

data source). While all of these are interesting approaches to providirgtiorethat

supports unstructured or semistructured data, they are not usable for spatakdata

to the rich complex structure of geographic data.

2.2.1 Mediation systems for geographic data

With the growing use of geographic information systems much haskoeen

conducted in regards to the research topic of the geographic degeatrin. The

nature of geographic data creates more challenges for suppmt@ngperability

between multiple geographic data sources. Geographic data Wasediand

dynamic characteristics and may be unstructured or semitsegdctand usually there

IS no regular schema to describe them. Reviews of geographimtzoperability

and integration efforts are provided in (Park & Ram 2004, Goodchild. &08ar,

Visser et al. 2002).
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Many mediator based integration systems have been proposed in a variety of

domains. (Smart et al. 2010) propose a mediation framework to retrieve and

integrate distributed gazetteer resources. Researches in Miska&ival. (2004),

Park et al. (2004) and Zaslavsky (2004) propose mediation systems to support

interoperability within the geographic data domain.

In Park and Ram (2004), they identified semantic conflict amoteystairces

and stored associated knowledge in the ontology called SemanticcCReEolution

Ontdogy (SCROL). A semantic mediation service layer servesnasof the core

components of the SCROL system. Several semantic mediatoempleyed inside

the mediation service layer. Each has its own specific respatysibilThey showed

the model works well in the domain of geographic data. A semdat& model

called Unifying Semantic Model Star (USM*) is proposed for modgetiata in GIS

databases (Ram et al. 1999). The USM* is used in their SCR&&nsyo manage

federated and local schema.

MIX (Mediation of Information using XML) is a mediation-based ayguh

for integrating information in the GIS domain (Gupta et al. 1999, 200¥)avsky et

al. 2003). Each data source exports a model of information it coiraims form of

an XML definition. This XML model is used as a structural deson of the data

exchanged by the components inside the mediator architecture. &ade $s
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gueried with an XML-based query language, XMAS (Ludascher et1299).

XMAS allows object fusion and pattern matching on the input XML data.

With the growing numbers of GIS data and resources over the Intdraee is

an increasing demand for geospatial information services to suppoopiertation of

massive repositories of heterogeneous geospatial data. VikGE mediation

platform that utilizes an ontology and provides an integrated viewanfrgghic data

(Essid et al. 2006). Its data is constructed as an ontology ibg gemmon

Semantic Web techniques. The mediator in VirGIS provides a glatbadl view

that allows local data sources to be accessed as one integrated source.

A WFS-based mediation system that addresses the integratid® afat and

tools is proposed in (Boucelma & Colonna 2004). It focuses on the axpress

power of query language and provides an approach of the integcdtignery

capability available at the source.

One major difference between our approach and these works thdlgadon’t

handle map type geographic data and they don’t consider the quadityeafgraphic

data. More important it is common in these systems that predejuertes are used

and the solutions are known so the task is to execute the solution. ddwefaea

truly dynamic solution that can generate solutions on the flycdtieal in the

GeoGrid environment.
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2.3 Quality driven geospatial data integration

Data quality and metadata are crucial for the developmer@eafgraphic
Information Systems. Lassoued et al. (2007) proposes a quahigyrdmediation
approach and system that allow a community of users to shareofagbnomous,
heterogeneous and distributed geospatial data sources with rdiffgueality
information. A common vision of the data that is defined by a glsbla¢ma and a
metadata schema is shared by users. Devillers et al. (2009 maveesign of a tool
that can manage heterogeneous data quality information and providerfanict
support expert users in the assessment of the fitness for use of a given data sourc

In Hariharan et al. (2005), they develop approximate algorithms&wexing
gueries based on the local analysis of the query region. Theygohlanswers
improves progressively as the local analysis goes deepeta sDarces are ranked
by a weighted score function that is based on two criterigiabpsoverage and
information content which base captures how much of the query-spdatfyacbrds
are present in a data source.

The QGM (Quality-driven Geospatial Mediator) supports efficiemd
accurate integration of geospatial data from a large numbeuofes (Thakkar et al.
2007). It features an ability to automatically estimate théitgud data provided by

a source by using the information from another source of known quality.
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There are several differences between our works and theiirst ofall, we

use quality of geographic data to rank and select data sources tef dynamically

generate integration script. Secondly, we identify severalrgpbig attributes of a

geographic data to represent the quality of a geographic dalérd, We allow the

user/applications designer to specify their perspectives of thaéyqaalgeographic

data.
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CHAPTER 3. ONTOLOGY MODEL

Integration of data continues to be a problem. The number of databases

available to users continues to grow and it is difficult for users to get &k afdta

they need from a single data source. It is clear that such a user willataed d

integration software to make use of multiple data sources.

In dealing with multi-database systems (Hribernik et al. 2010, Ghulam 2010),

ontologies can be used very effectively to organize keywords as well as databas

concepts by capturing the semantic relationships among keywords or amosg table

and fields in a relational database (Seng & Kong 2009, Vidal et al. 2009, Bu#elaar

al. 2008, Baglioni et al. 2007). By using these relationships, a network structure can

be created to provide users with an abstract view of an information space for their

domain of interest. Ontologies are well suited for knowledge sharing in a distribut

environment where, if necessary, various ontologies can be integrated to formla globa

ontology.

Database owners find ontologies useful because ontologies can be used to form

a basis for integrating individual databases by using identification aflogi

connections or constraints between the information pieces. Ontologies can provide a

simple conversational interface to existing databases and support extodction

information from them. Because of the distinctions made within an ontological
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structure, they are used to support database cleaning, semantic databasemtegrat
consistency-checking, and data mining (Brewster & O’Hara 2004).

In this chapter we look at our ontology model (Tsai et al. 2001, Tsai et al. 2003)
to set the role of ontologies in our approach to data integration, i.e. the spatial
mediator. There are two major components in the spatial mediator that utilize our
ontology model, namely the Geographic Symbolic Ontol@&f§) and the Semantic
Network Ontology NO). These two components are both based on the ontology
models presented in this chapter.

We present the definition and examples of our ontology model in Section 3.1.
The search algorithm of the ontology is presented in Section 3.2. The ontology
model has been expanded to incorporate a function ontology to allow users to include
tools into the query process. The definition of our function ontology model is

introduced in Section 3.3 and we present the semantic netwSBN®n Section 3.4.

3.1 Ontology model

From an artificial intelligence viewpoint, an ontology is a model of some
portion of the world and is described by defining a set of representational terms
(Neches et al. 1991). In an ontology, definitions associate the names of entities in a

universe of discourse (e.g., classes, relations, functions, or other objects) with
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human-readable text describing what the names mean, and formal axioms that

constrain the interpretation and well-formed use of these terms (Gruber 1993).

The main motivation behind ontologies is that they allow for sharing and reuse

of knowledge bodies in computational form. In the Knowledge Sharing Effort (KSE)

project (Neches et al. 1991), ontologies are put forward as methods to share

knowledge bases between various knowledge-based systems. The basic idea was to

develop a library of reusable ontologies in an uniform formalism that each system

developer was supposed to adopt. Originally, the term ontology comes from where it

is employed to describe the existence of beings in the world. Artificelliggnce

(Al) deals with reasoning about models of the world. Therefore, it is not strange that

Al researchers adopted the term ontology to describe what can be (computationally

represented of the world in a program.

Many definitions of ontologies have been put forward (Guarino et al. 300&

2001). One that seems to best characterize our view of the essence of an ontology

(Gruber 1993, p199): “An ontology is a formal, explicit specification of a shared

conceptualization"Conceptualizatiomefers to an abstract model of some phenomena

in the world by having identified the relevant concepts of those phenoBrgpleit

means that the type of concepts used, and the constraints on their use arkyexplicit

defined. For example, in medical domains, the concepts are disgas®gnptoms, the
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relations between them are causal, and a constraint is that sedisesot cause itself.
Formalrefers to the fact that the ontology should be machine readabld, exuludes
natural language Sharedreflects the notion that an ontology captures consensual
knowledge, that is, it is not private to some individual, but accepted by a group.
Since the various definitions of ontologies have varied, the next subsection
looks at the formal definition of ontologies that we introduced in (Tsai et al. 2001,

Tsai et al. 2003).

3.1.1 Ontology model definition

Definition 3.1:
An ontologyis defined a® = <T, R, S> where

T ={t|i = 1..n} is a set of terms, where each term refers to afset
real-world objects,
Rc TxT={ri|i=1.m}is a set of relations between terms,
defined aRR = {(t,t)[t1, t2 €T}, and
S is a set of operations needed to create, maintain and search the
ontology structure defined biy,R

To make our ontology model sufficiently rich to handle the needs of the spatial

mediator, several types of relation types have been defined betemes 5-a,

has-instance, part-of, contains, is-closely-related, synonym, anjonynOur
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implementation is based on viewing the ontology structure as detirgcaph T, R)
where each node €T represents a term and is labeled with the term. Thesealg
the directed graph represent the relation between terms andbaied with the

relation type. Some terms used in examples below are adapted from Cote (2006).

Definition 3.2;

The relation typejtis-at; is a relation between &nd % such thattis a

subtype of &

A simple example ofs-a is “caris-a vehicle”. The graph structure of the

relation type is shown in Figure 3.1a and the example is given in Figure 3.1b.

is-a
2] » 1

Figure 3.1a: Thes-arelation betweety and §.

is-a .
car —» vehicle

Figure 3.1b: Thés-arelation betweerar and vehicle.

Definition 3.3:
The relation typejthas-instance; is a relation between &and % such
that t is a super type of.t

A simple example is “vehiclbas-instancecar”. The graph structure of the

relation type is given in Figure 3.2a and the example is given in Figure 3.2b.
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has-instanct
2] » B

Figure 3.2a: Théas-instanceelation betweety and §.

) has-instanct
vehicle » cal

Figure 3.2b: Théas-instanceelation betweerehicle and car.

Note that the two relation types point in different directionshin directed

graph. Figure 3.3 shows this relationship for car and vehicle.

vehicle

has-instance is-a

car

Figure 3.3: Thes-a andhas-instanceelations between car and vehicle.

Definition 3.4:

The relation typeitis-part-oft, is a relation between and ¢ such that

presence of; implies the presence tf, but the occurrence ¢f doesn't

imply the presence df.

A simple example ofis-part-of is “sea flooris-part-of sea”. The graph

structure of the relation type is shown in Figure 3.4a and thea@gais given in

Figure 3.4b.
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is-part of

Figure 3.4a: Thes-part-ofrelation betweel, and .

is-part of
Sea floor -----------commoo- » Se:
Figure 3.4b: Thés-part-ofrelation betweesea floor and sea.

Definition 3.5:

The relation type;tcontainst; is a relation between &and § such that

presence of, implies the presence tf, but the occurrence ¢f doesn'’t

imply the presence d.

A simple example ofcontainsis “sea contains sea floor”. The graph

structure of the relation type is shown in Figure 3.5a ancexiaenple is given in

Figure 3.5b.

contain

tl S —»> t2

Figure 3.5a: Theontainsrelation betweek and §.

contain

Sea =~~~ === Seifloor

Figure 3.5b: Theontainsrelation betweesea floor and sea.
Definition 3.6:

The relation typestsynonynt; is a relation between and ¢ such thatt

and t are not identical but have same meanings.



26

This relation is symmetric. A simple example is “brogknonymcreek”.

The graph structure of the relation type is given in Figure &hthe example is

given in Figure 3.6b.

synonyr
1 to

Figure 3.6a: Theynonynrelation between tand §.

synonyr

brook creel

Figure 3.6b: Thesynonynrelation betweebrook and creek.

Definition 3.7:

The relation type;tantonymt; is a relation between and ¢ such thatqt

and t have opposite meanings.

This relation is symmetric. A simple example is “femal@onymmale”.

The graph structure of the relation type is given in Figure &nththe example is

given in Figure 3.7b.

antonyn

Figure 3.7a: Thantonymrelation between tand §.

antonyn
female — — — —.—.—. male

Figure 3.7b: Thantonymrelation betweefemaleandmale.
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Definition 3.8:

The relation typetis-closely-relatedt, is a relation between tand %

such thatitand t are not considered as synonyms but are generally used

together.

A simple example ofs-closely-relateds “automobileis-closely-relatedcar”.

The graph structure of the relation type is shown in Figure 3.8ahanexample is

given in Figure 3.8b.

is-closely-relatec

Figure 3.8a: Theés-closely-relatedelation betweety andt;,

. is-closely-relatec
automobik ----------————-— cal

Figure 3.8b: Thés-closely-relatedelation between automobile and car.



28

is-closely-relate —————
SYNOMY s
antonym---------

issa ———»
has-instanc——

is-part-  --------- >

contains_

Environmentl feature

; . has-instanct
V iS_aHI has-mstanc«v\
has-instance IS-a

. as-instanct
is-a , has-instanc _ has-instanc
' is-a is-a - is-a is-a
has-instanc: as-instanci
Wetlanc Landmas ..... Seg Marine ree ———- Marine
is-a has-instance . i ;
/ Is-a\ is-part-of : icontalns
as-instanci i 4
Marsh ............................ SWam[ Sea ﬂoor

Figure 3.9: A fragment of a sample ontology represented by a graph.

In Figure 3.9, a fragment of an ontology is represented by a directed acyclic
graph (dag) with more general terms higher in the dag and more speanifscloever
in the dag. Thés-aandpart-ofare directed. Relatiorsynonymsndantonymand
is-closely-relatedare not directed edges. “Marine featuisea “Environmental
feature” and “Seais-a “Marine feature”. “Sea floorfs-part-of“Sea” indicates
wherever there is a “Sea floor” there must be a “Sea” and a t®a#ins‘Sea
floor”. Both “Marsh” and “Swamp’is-a “Wetland” and these two terms agnonyms

“Sea” and “Landmass” a@ntonyms“Marine reef” and “Marine habitat” are
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connected by &-closely-relatedelation since “Marine reef” is an example of a good
“Marine habitat” and they are most likely referred together in the sitidharine
habitation.

The set of operations given in the definition of the ontology need to be able to
create, maintain and search the directed graph used to store the ontology structure.
The most interesting operation is the search operation. Before looking at ttte sear
algorithm we examine an extension of our basic ontology structure in the next

subsection.

3.1.2 The weighted ontology

To enhance the search operation, we add the notion of edge weigtgateoa
weighted ontology.
Definition 3.9:
A weighted ontology is defined 8s= <T,R,W,S, where
T ={tj| i = 1..n} is a set of terms such that each term refersst&i af
real world objects,
Rc TXT={ri=1.m}is a set of relations between terms,

defined as {(, tz)l t, b €T},
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W is a set of weights {Wi = 1..m}, where each weight; v assigned to

a relation rto indicate the value of following the relation in a search,
and

S is a set of operations needed to create, maintain, and search the
ontology structure defined by, R, W

The weighted ontology supports the same relation types as theogyntol
defined in the previous section. In the remainder of this thesisilvese the term
ontology to mean weighted ontology.

To more clearly describe what we mean by a weighted ontohsgywill
examine the concept in the directed graph representation. We wileisgrm “edge”
instead of “directed edge” in the remainder of the chapter. Weuggl “term node”
and “term” interchangeably and also “relation” and “edge’ll vile used as
interchangeable words in the remainder of the chapter. We ugdirécéed graph
notationp = (n,€) to represent the ontology structure whens the set of terms used
to represent the domain a@das the set of edges connecting the nodes representing the
terms. Leto be the set of weights such thagt! o is the weight for the E . We
use the weights to prune the search of the ontology. Epb¥ the set of thes-a,
has-instancepart-of, containsandis-closely-relatedelations in the ontology. For E

e 1(§), the weights are used to estimate the relative closenes®df when { relation
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t, defines an edge in the graph. Going through a term like “Geographic featwrig’ w

in general not produce good search results. To block the search, tinsvegigan

edge (like ans-a edge) are set to larger values if the relationship is more abstract. The

weights on an edge range from zero to infinity. The only requimefoe the weight

values is that they provide the type of search requirements that the userlwant

Current implementation they are static, but we have considemsdradl users

to have their own weighting scheme based on the type of sdwickthéy want to

conduct. An example of a weighting scheme that has worked wethumn

implementation of the ontologies with static weights used in th@aspnediator is

shown in Table 3.1.

Table 3.1 A sample set of weights by edge (relation)

Edge Type Weight
is-a 200
has-instance 50
is-part-of 100
contains 100
is-closely-related 0to 10
synonym Oto 10
antonym Oto 10
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The idea behind the weights shown in Table 3.1 is that we want toictirer

search. Thas-a weight of 200 means that we are trying to minimize (block) the

search task of going from a specific concept like car nwoee abstract concept like

vehicle. The reason being that a move in that direction weakersearch. On the

other hand, we have found it to be more useful to go from abstrapetific, so we

use a smaller weight (50) to make that a more probable seaechiati. The two

edge types that are the most interesting on a positive searishctysely-relatecand

synonym Assuming that edges are only used for concepts that are cltetalyd

and those that have the same meaning, these weights should be Satilhg these

weights to a value in the range 0 -10 (depending on how close thengnégnineans

that these edges will be exploited early in the search wiegnare available. The

antonymedge plays the search role in the canicept search.

Theis-part-of andcontainsedges have not proved as useful and we have used

the weights (100) to reduce the likelihood of the search using thoss @uddghe

mediator ontology searches.

A future consideration for using the weighted ontology in the spagdiator

will be to add questions to the registration process about the natilve why a user

application will use concepts. That way, the weights will lble & reflect the user

needs more closely than our current static model can.
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The Figure 3.10 shows a fragment of a weighted ontology whelwais-a
edges with different weights. Compare “Underground river” to the t&eographic
feature”, the term “Wetland” is more general, so the weigbt@ated with “Wetland”

is set 200 which is greater than 50, the weight associated with “Undergrourid river

Geographic feature

20 0
is- 50 20C has-instance
has-instance i

is-a
Underground river Wetland

Figure 3.10: A fragment of a weighted ontology with two different weigisted
andhas-instancedge.

values associated wittlynonymedge. The meaning of term “Quagmire” is more
similar with “Marsh” than the term “Swamp”, so the weidhit the former pair is set

to 9 and is greater than the latter which has a value: 8.

Wetland
5C .
50 has-instane
?OC has-instane 20
- IS-a is-a
has-instance
T ¢ = S 8 .................. Swam
Marsh = [ I Quagm"e p
synonym synonym

Figure 3.11: A fragment of a weighted ontology with two different weighted
synonymedges.

Figure 3.12 shows a fragment of a weighted ontology with differenght

values associated witis-closely-relatededge. For the term “Marine reef”, “Sea
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grass bed” is more closely related than the term “Marinetdtgbso the weight for

the former pair is set to 8 and is greater than the latter which has a5:alue:

Marine feature Habitat

5C
200 has-instane
has instance is-a
ha<-|nstan(e is-a

Seagrasshed — — — —— — —_ Marinereef ———————" Marine habitat

|s-closeh-related is-closely-related

Figure 3.12: A fragment of a weighted ontology with two different weighted
is-closely-relatecedges

The method of generation of the weights depends on the builder of the
ontology. The weights can be assigned by hand or can be gdnautdenatically.

We have generated the weights by hand in the implementations that we have used.

3.2 Search

The basic premise of our ontology search is to use search terms from the users
request and proceed from the search terms to “near by” datirass. Weights can
be combined with user interaction and define what is meant by ‘m¢a The
thresholds used to block the search are provided by users when trstgr regth
integration system.

For synonym antonymand is-closely-relatededges, we use 0 to represent

identical and larger weight values for terms that are not as close.
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To look at the search, we provide a set of basic rules used in the search.

1. When the user generates a request he/she is asked for a setloftsens

inside the request. For a map request, the search terms miglthbme

for the map and/or the symbolic terms referring geographicidomcdtor a

relation request, the requesting attributes are the search tsed to map

to existing database terms. For the merged request, the thenoe and/

symbolic terms referring geographic location and requestingutts are

used to search the ontology.

2. Weights are used to block paths that are unlikely to provide usefiliistes

For example, ans-a edge from a specific term to an abstract term is

unlikely to yield a useful “near by” term.

3. For a typical positive search, the algorithm first locategytrexy node by

using the search terms in the request and then starts from tlyengaler

by looking for synonymedges. If one is found the weight is tested

against thesynonymthreshold. If the weight is larger, the search moves

to the next node and continues. Whether more edges are followed from

the individual nodes depends on whether we are looking for all “near by”

terms or one. This can be decided by the nature of the reapeesthat is

known about the application (more details on what is known about an
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application will be described in Chapter 4). If sygnonymedge exists,

then theis-closely-relatecedges are used and if rclosely-relatecedge

is found therhas-instancgis-part-of andcontainsedges are used. If none

of the edges mentioned above exists thenish@ edges are used as

indicated in rule 2.

5. For a NOT search, the algorithm starts from the query node in the ontology

and looks for amantonymedge associated with the term node. If one

exists, its weight is tested against tl@tonym threshold. If an

appropriateantonymedge is found, the search moves to the new term node

and a positive search (rule 3) is initiated from that point.

6. In all cases if no “near by’ term is found for a query tethre user

application is notified of the request failure.

7. When all query terms have been processed, the search algoritinns ret

set of references to data sources. For the relational requéésherged

request, not only the references to data sources is returned baitsafisof

references to the attributes that can be used to generateqthieede

guery(ies) are returned by the search algorithm.
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3.3 Extended function ontology

Our ontology model has been extended to include an ontology of domain
functions. The major purpose of this extension is to increaseidheess of data
available in the ontology model. A good ontology model should contain thetriches
information in the least space. Adding the function ontology hagelihwost, while
the information it contains is much richer. We will call the yeadded ontology,
function ontologyand the weighted ontologgntologyin the remainder of this thesis.

The structure of the function ontology is similar to the weightatology
structure except that the term nodes of the function ontology are teferring to
classes of functions or specific functions in the real world. Inpoevious works
(Tsai et al. 2001, Tsai et al. 2003), we see the "leaves" btiology as being the

set of implemented domain functions.
Definition 3.10:

A function ontologys defined as the tuple= <0, T, F, Ry, R, S>, where
0 is a weighted ontology,
T is a set of terms used as internal nodes,
F is a set of functions used as leaf nodes,
Ris a set of relations that can be of the formelation % or t relation f,

wheret, {,t, eTandf eF.
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Ry is a relation that connects a term frénto either a term €T or a
function f eF. The relations in Rsupport the typesapplies-toand
define-as

S is a set of operations needed to create, maintain, and search the

ontology structure defined By, F, R, .

Definition 3.11:

The relation typejthast; is a relation between &and $ such thattis super

type of t.

A simple example ohasis “mergehasvecOnRaster”. The graph structure

of the relation type is shown in Figure 3.13a and the example is given in Figure 3.13b.

has
t]_ —> t2

Figure 3.13a: Thlasrelation betweety and §.

has
merge » vecOnRaste

Figure 3.13b: Théasrelation betweemerge and vecOnRaster.

Definition 3.12;

The relation typestevolved; is a relation between &nd t such that#is

newer version of function of.t

A simple example ofevolvesis “versionl evolvesversion2”. The graph
structure of the relation type is shown in Figure 3.14a and theptgamgiven in

Figure 3.14b.
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ty evolve t,

»

Figure 3.14a: Thevolveselation betweety and §.

versionl evolve » version:

Figure 3.14b: Thevolvegelation betweerersionl and version2.

Definition 3.13:

The relation typeimplementd is a relation between &nd fsuch that f is

an implemented function of.t

A simple example ofmplementsis “vecOnRasteimplementsvecRas-v1”.
The graph structure of the relation type is shown in Figure 3i&%dh& example is

given in Figure 3.15b.
t _ _implement

vecOnRaste — ——t="=="=.— » vecRa-vl

Figure 3.15b: Themplementselation betweenecOnRaster and vecRas-v1

Definition 3.14:

The relation type defines-ag between t and f such that t defines f where t

isaterm T and fis a function] F

A simple example oftefines-asis “fusion defines-asmerge”. The graph
structure of the relation type is shown in Figure 3.16a and thepdgamgiven in

Figure 3.16b.
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t, -.defineras

Figure 3.16a: Thdefines-agelation betweety and §.

. ine-as
fUSIOF __deilnga_ ..... > merg(

Figure 3.16b: Theefines-agelation between fusion and merge

Definition 3.15:

The relation type fapplies-tot between f and t such that f can be

applied to t where tis aterm T and f is a functione F

A simple example oépplies-tois “mergeapplies-toroadMap”. The graph
structure of the relation type is shown in Figure 3.17a and theptxamagiven in

Figure 3.17b. .
ty applies«-to > 1

Figure 3.17a: Thapplies-torelation betweety and §.

applie«to >

merge roedMar

Figure 3.17b: Thapplies-torelation betweemerge and roadMap

Figure 3.18 shows fragments of ontology and function ontology. The term

“fusion” has relationdefines-aswith a term “merge” in the function ontology while

“merge” has relatiompplies-towith the term “roadmap” in the ontology.
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has-instanct

roadMap *: e s

v
vecRas-v1

Ontology Function Ontology

Figure 3.18: Fragments of ontology and function ontology.

The current version of our function ontology handles software vergipns

using a term to indicate the version number. Figure 3.19 shows a simple example

conversion
hai/ \1315
objectToRelation relationToObject
has ~~implement
‘A
. relToObj_v1
versionl
evolve " N - implement
¥ Sa
ver3|/on2 objToRel_v1
. /
implement,
¥
objToRel_v2

Figure 3.19: Fragment of the function portion of the function ontology
showing how versions are maintained in the model.
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3.3.1 Function search

To look at the search of function portion of the function ontology, we provide

a set of basic rules used in the search.

1. The search inside the function ontology starts with a search term from the

uers’ request. Note that the search always starts in the weighted

ontology by applying the search algorithm described in Section 3.2.

2. If the search follows defines-agdges that point into the function portion

of the ontology then search inside the function portion of the function

ontology then starts.

3. The search follows eith@volvesedges that lead to a newer version of the

function orhasedges to a term in the function portion of function

ontology with more specific meaning.

4. The search continues downwards to the terms in the lower level, the

search followsmplement®dges and then halts a function at the leaf level

is reached.

3.4 Semantic network model

In the spatial mediator, the Semantic Network Ontolog)d) is used to

search the data sources that can answer users’ relationalsquéfie first briefly
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introduce what a RLIV is here in order to describe the semarntiorie A formal

definition of RLIV is presented in Chapter 4. The spatial object is a view typetobj

(program) that is used by the data sources to provide a mechanmake the local

data available to use. A RLIV is a spatial object. In ourenirmodel we have

restricted them to represent relations. Due to our assumptiofRtheE represent

relations, we use equijoin in the curr@&NO model definition for combining RLIVS.

Note that this can be expanded to include other data type (e.g. objects) in the future.

Since semantic data model is a phrase that has seen aiarote, we start

by providing what we envision as a semantic data model.
Definition 3.16:

A semantic data mod& a t-tupled = <R, T, A, L, O>, where

Ris a set of RLIVS,

T is the set of terms stored in the RLIVS,

A is the set of association (equijoins) used to show how RLIVs ean b

combined (joined),

L is the set of links that connect the RLIVs to the associations, and

O is the set of operations for operating on the graph crelayed

connecting the RLIVs to the appropriate associations using the links.
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Definition 3.17;

The Semantic Network Ontology defined as a tuplé=<6, 3 , R O>,

where

0 is the weighted ontology,

3 is a semantic data model,

Ris a set of relations that connect the tern®with terms in3, and

O is the set of operations needed to create, maintain and search the

SNOstructure.

Two RLIVs are connected by an association node that describes how to

combine the data from the two sources. For example, if the tWdsRrom two

data sources are biology data, such as protein data that appgeauget as relations

in the relational databases, the association node defines how thd.MM® dan be

joined (Figure 3.20). Note that the example has been chosen to poiftabuhe

association nodes can support more than simply equijoin.

protein sequen: protein sequen:
atomic
position
PDB A Swiss-Prot
Merge entries
from two
sources
citations citations

Figure 3.20. Example of two data sources in the semantic data model.



45

Figure 3.20 illustrates the entries in the semantic networkhferRLIVs
provided by PDB and SWISS-PROT databases. The resulting semaiark is
connected to the ontology model by a process where each propertyg attdehed to
a node in the ontology.

Figure 3.21 shows a fragment o6amantic Network Ontology

Geographic Feature is-a

—
/ \ synonym

Physiographic Feature Anthropogenic Feature

Plair Populated Place

Bottomlfmd / .. Flood Field \
...."-._" .""._.u" N Town
" Flood Plait -~ City .-
r
N
~
<
N
\\

7
//
\
\
\
1
1
1
| 4
Flood-Site CityName

Admin-Region RLIV, A RLIV,

(RLIV4, RLIV,,  RLIV..Admin-region = RLIY.State)

Figure 3.21: A fragment of Semantic Network Ontology.
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The example in Figure 3.21 shows two RLIVS, namely RldWd RLIV;, are

connected through the semantic network. Two entity nodes each representing one

RLIV have the properties associated with it. These properties arerthatast of the

relations inside the RLIVs. For example, there are three attribgesiasd with

RLIV;and they are “Admin-Region”, “Flood-Site”, “Area”. The join criteri

specified by the triangle in the figure indicates that these two RLIN®e&goined by

the attribute “Admin-Region” of RLIYand the attribute “State” of RLiV The

application is interested in which towns are located in a flood-risk are@sltersns:

“FloodField” and “town” to request the information. The system uses these two

terms to start the search algorithm mentioned in the previous section and search

through ontology. Since “FloodField” and “town” are synonyms to “FloochPlai

and “City” respectively, the search algorithm locates RldWd RLIV;that contain

required data. Note that the leaf node in the ontology has a reference to the

corresponding attribute which is indicated by a dashed-line with an arrtw in t

figure.

The tools in9 for generating corresponding queries to query the data of the

relations within the RLIVs are elaborated in detail in Chapter 4.
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CHAPTER 4. SPATIAL MEDIATOR MODEL

In this chapter, we present the formal definition of the spaialiator as well

as the infrastructure in which the mediator is engaged. Howeeemuwst point out

that our contribution of this study comes from the formal definitionhef overall

infrastructure, the registration process, and the model, algorithdhgha evaluation

of the spatial mediator. The infrastructure referred to asGad is the final

outcome of a group project. Several components of GeoGrid have been

implemented by members of the group. The spatial mediator sexvétreicore

component of GeoGrid.

The motivation and the overall structure of the GeoGrid infrasirecis

introduced in Section 4.1. The role played by the spatial mediatahe

infrastructure is also described. The overview of the spatediator model is

presented in Section 4.2. The two major tasks performed by #imlsmediator,

namely map generation and relation generation are described inin&attions 4.3

and 4.4, respectively. Section 4.5 looks at the Integration Script producéte by

spatial mediator. The Integration Script defines the procesgindds the creation

of the final result requested by the user.
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4.1 Motivation

As mentioned in the Introduction chapter, geographic data is verysdiaed
dynamic. The geographic information may be structured, seuoutsted or
unstructured and usually there is no regular schema to describ&sithe amount of
geospatial data grows, the problem of interoperability betweernipheuljeospatial
data sources becomes the critical issue in developing distributed gecsséais.

We use the following example as our motivating scenario. An cgbialn
requests the tornado information of a particular place and ttmexample, the state
of Alabama in 2011, in a distributed data source environment. The djgolica
requests a map which indicates locations where tornados happened, it aleo dwsks f
detailed data regarding the tornados such as the scale of eaclojatat, time, etc.
The purpose of the application is to look for regions that have been under attack by F4
scale tornados and study the path of tornados. In the following painagthe
process required is described if the system is to respond to application’ request

In this example, two different forms of data are needed, namehap and
relational data. The system must decide which data sources caiéed relational
data or the maps needed to respond. It then needs to select the dzs ifole data
resides in more than one place. Finally, the system mustthawapability to merge

the map with relational data in order to respond to the application.
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Many approaches have been proposed to provide solutions to the integration

problem. Among them we see mediation, an information integratioegjrats one

of the most appealing approaches. The mediator concept was introdyced b

(Wiederhold 1992). In Wiederhold (1992) mediators were defined as components

occupy a layer between the users, applications and the data sddemiators

provide intermediary services between these parties. A medaboild to provide a

uniform interface to a number of heterogeneous data sources. QGigen gequest,

the mediator defines the process that decomposes the requestduiltifge local

sub-queries, sends them to the appropriate data sources and tinengadial results

and reports the final answer to the user. We first introduc&&w&rid infrastructure

and then the details of spatial mediator in the following sectioe®G@d was

developed to provide geographic information to a distributed mobile environment

(Nusser et al. 2003, Miller et al. 2004, Miller et al. 2001).

4.1.1 GeoGrid infrastructure

GeoGrid is modeled as a directed graph G(N,E). N is a set of matle

some processing power focused on supporting the GeoGrid infrastruciitre

edges in the edge set E represent the communication links tiia temponents of

GeoGrid together.
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The set of node types T =uger, spatial mediator, computation server, data

source, tool, registratignrepresents the infrastructure component types in GeoGrid.

A wrapper is associated with each node type to simplify iategr of the

components in this computing environment and to standardize communication

requirements. Figure 4.1 provides a simple illustration of thetdolegraph formed

by GeoGrid.
spatial mediator
computation %@
\ ’ P -
< \; ~—
J 7y
= i
independent tool
data
source
Figure 4.1: A simple example of a GeoGrid graph showing the
nodes and the data flow for a mediated data request.
4.1.1.1 User

The user node represents the user application that generatesidheeiquest

for the geographic data that has to be up/down loaded. The user’s claviegher

be stationary or mobile. The user application and the device thaipfiieation is
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running on are wrapped by a user wrapper (Nusser et al. 2003; btilkdr 2004,

Miller et al. 2001). The user node (primarily through the wrapgeesponsible for

determining the next node (usually the mediator) required to conipletesquest,

formulating the request in the format expected by the next nodeajsper, initiating

moving the request object to the next node, and preparing to receiveéatihe

requested. The details of how user nodes were implemented vare igi (Zou

2004).

4.1.1.2 Registration

The registration node supported by GeoGrid provides a window into thal spat

mediator for potential users and data suppliers. Independent toolstdoés

available outside of the computation server) have to be regisisre@ll. Due to its

importance in the mediation process, the details of registratioegz@re presented

in Section 4.2.

4.1.1.3 Data sources

The basic structure of a data source is given in Figure 4.2. loGaleinterface

view (LIV) (Yen et al. 1994, 1995, 1998) is designed to export data fhendata

source into the GeoGrid environment. The number and type of LIVs ésah |

decision dependent on how the local information manager wants to shavaitable
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data within GeoGrid. The details on how the data sources werenmapted is

given in (Qu 2003).

—

query
—p| request string

LIV |4

4—— result
Data Source

return view

object(s) \

Wrapper

Figure 4.2: Data source node layout and request/data flow for retrieval.

4.1.1.4 Independent tools

A similar structure has been used for independent tools. The tediaae

converts the incoming data to the format expected by the tool andrtsotheeresults

to the object format expected by the wrapper. The registrptioress for a tool

node defines the tool type (i.e., its functionality) and the locatfaxte views used to

move data to and from the tool.

4.1.1.5 Computation server

The major task performed by the computation server is to provideathi@yf to

execute the integration script it receives from the medatdrstore the results of the

subqueries in the integration script. It also provides tools to opmndtee results of

the individual queries. Once the integration script is received ftloen spatial
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mediator it is parsed into the individual tools and query componentsohfygonents

are then used to initiate and send the subqueries to the individual data sources. Upon

the completion of the request the computation server sends backuhéadise user

and a message indicating the successful completion the raguesb sent to the

mediator. The computation server is described in (Ming 2006).

4.1.2 Interaction between spatial mediator and infrastructure

The spatial mediator is connected to three types of component&ao@rid

environment. The first is the connection between the spatial mediatbthe user

nodes. User nodes generate requests that go to the spatialomedd the spatial

mediator sends acknowledgement and messages back to the user's wrhpper.

second edge type links the computation server to the mediator anddisasighe

communication link over which the integration script is sent to the canputserver

from mediator and computation server sends acknowledgement and mesisages (

most important message is that the data indicated in the itd&gscript is not

available) back to mediator. The last edge type is used to cowateiwith the

registration node(s). The mediator receives registration data drregistration node

and sends acknowledgements and messages back to the registration Trile.

mediator populates the Fact Database and the rule sets witledisération data

received from the registration node(s).
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4.2 The spatial mediator model

4.2.1 Local Interface Views (LIV)

Before we present the spatial mediator model we first introdoeelocal
Interface View (LIV). The basic unit of communication betweengpatial mediator
and other components in GeoGrid is an object view. The local interface view is a view
type object that is used by the local data administrator to praviaechanism to
make the local data accessible to the GeoGrid infrastructbhesoBject view type is
defined as being an extension of the object model (EOM). Thefusews in this
model is an extension of the work on the Zeus View Mechanisnm givéYen et at.
1994, 1995, 1998). The views have a traditional object structure (attaldte
methods) with the restriction that they support a derivation method. ddrhations
method is used to generate the public and private attributes obbpgett instance
created through a view. The individual data sources are expectedettobal control.
The local interface allows distribution transparency and repreésenteansparency,
while hiding or converting (mapping) some of the data from tha datirce. The
local interface view belongs to the local data source. It ictedirectly with the data
source and passes the result to the wrapper which controls comnamlzstiveen
the GeoGrid components. A given data source and its wrapper can supittte

local interface views in order to present its data to diffeepplications or users.
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The views are developed by the owners of the data source and are registasedd

the GeoGrid infrastructure.

There are two types of Local Interface Views used inside GeeGrid

infrastructure. One is the map type, MLIV. MLIV is defined as a view bjgect that

provides access to a map object from a data source in GeoGridd&ia source that

provides maps contributes one or more MLIVs, where each MLIV cansed to

generate a map. The other type of spatial object used in HeisGhe RLIV. For

this thesis, we have restricted RLIVs to operate on setdatiores. The RLIVs is

defined as view type object that provides the access to data iheidata source and

have the capability to transform the data into a relation. ExamgfléviLIVs and

RLIVs are given in the description of the mediation process.

4.2.2 Registration process

Every participant providing data, tool or user applications in GeoGrid i

required to register with the infrastructure. The registnrafprocess provides two

kinds of information to the spatial mediator. First, it provides itlfermation

necessary to link new nodes into the GeoGrid infrastructure. Iniaddhe

registration process gathers the facts and rules about new nddes.information is

stored in the Fact Database and/or Rule Set. It's needed meitti@ation process to

make it possible to reliably use the new nodes. The requirestreggin data varies



56

depending on the type of node the participants are introducing. YWaireseveral

important registration data that support the mediation process spdtial mediator.

The details of registration data are given in Appendix A.

Designers of new user applications are required to registeraghgications

and the device types that the applications will use in the field. The capabigvice

display capability is also required when registered with thastrincture. An integer

variable named “screen code” is used to specify the capabiitian application to

display result and the return data type requested by the appiicatror example, the

mediator interprets the value 1 to indicate the requested typetifre application is a

map and the device can only display one map at a time without pafiumicigpn.

When the mediator receives the request from the application dkshbe Fact

Database and learns the screen code associate with the regaesglication has the

value 1. Information on the application and devices are used in the medgiedcess

to help guide the generation of the integration script.

Data sources can be made available to GeoGrid by reggstbe data sources

and the local interface view(s) that will provide the mediatoies of the data that is

being made available from the data source. As we mentioned prehieus section,

the communication unit in the GeoGrid are the LIV objects andthiegae are two
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types of LIVs used in GeoGrid, namely the MLIV and RLIV. If dadsource can

provide multiple LIVs then it must register each LIV separately.

To register a MLIV the person registering it must provide the following imédion:

® A set of geographic coordinates specifying the point or bounding boxetbligr

the MLIV. In our implementation, the decimal degree latitude/lodgitus

chosen for the ease of use in the algorithms.

® The theme(s) of the MLIV specifying the geographic featstggported for the

map. For example, a MLIV with a theme: “lakes” indicatesain provide maps

with lakes.

® Symbolic terms representing geographic location covered by thi&/.M~or

example, a MLIV with a symbolic term: “Midwest” indicatdscan provide the

maps of Midwest region of U.S.

® Values for quality attributes such as completeness, positionalireay,

accessibility, reliability, resolution and file type. The quahtyributes required

are based on the metadata suggested inCiwetent Standard for Digital

Geospatial Metadata WorkboofeGDC 2000) published by FGDC (Federal

Geographic Data Committee).

For each RLIV that operates on a set of relations, the persterey it

needs to register the following information:
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® Every relation schema made available to the infrastructurs. ibiudes name
of relations, the attributes and attribute data types.
® Key attributes are required. This information is made to suppediation
process of the spatial mediator.
® The set of functional dependencies describing the semantics datdheovered
by the RLIV.
® Whether the relation schemes defined by the RLIV supports the uwalivers
relation property (i.e. is the join of the relations defined by the RLIV logsless
Independent tool nodes also need to register with the infrastructure.
Registration information includes tool type, tool name and paramietetbe tool.
Tool types supported by GeoGrid incluctembine crop, convert scale, mergen our
current implementation. Our spatial mediator can easily bend&tl to support
additional types by either adding independent tools or by adding tmaise to the

computation server.

4.2.3 Overall mediation process

The mediation process starts with a user application in the deiding a
request to the spatial mediator. The spatial mediator thenagesean integration
script defining the tools and the data sources needed to generegqubsted spatial

object(s). The integration script is passed to the computation sdnmeee it is used
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to execute the process of obtaining the data and creatingdhal bject(s). The

resulting spatial object(s) which are either a map, a septdd or a map merged with

some spatial data is then passed back to the user application.

There are three types of requests handled by the mediator, namagly

requests, relational requests and merged requests. A map requedol data that

can generate a map that satisfies the request requiremergkatidnal request asks

for the spatial data in the form of a set of relational tuglas. third type of request,

the merged request, builds on the previous two. That is, the spatia$ displayed

on top of the map in the form of icons. Different types of requestaicodifferent

requested properties. We explain each type of request in dettie following

paragraphs.

(1) The map request:

A map request contains location requirements, property requireraadts

theme requirements. The location requirements are either imagédg coordinate

data format or a symbolic term referring a geographic logatlThe geographic

coordinate data has three forms: (1) a point specified by adatdand longitude pair

(2) a point and the radius (3) a set of latitude and longitude pacsyspg the lower

left and upper right corners of a bounding box. Property requiremeritee ahap

request are preferred values for the quality attributes yacwmhpleteness, positional



60

accuracy, accessibility, reliability, resolution and file tygée theme is a term

specifying feature of the map required, for example: river, stal The following are

some examples of map requests.

Example 1: The map request with requestli@?D1is asking for aoil map with a

bounding box 0k41.5233, 93.1402>, <42.1341, 94.143%nd has

the following quality request: 800% (complete) coverage(encoded

as 1.0), &HAPEmap file type0.03m for the positional accuracy, a

90% reliability of the data, 400 m resolution and accessibility 2&

seconds.

<rl1001,(<41.52, 93.14>,<42.13, 94.14>), (<1.0, SHP, 0.03, 0.9, 100, 25>,

soil) >

Example 2: The map request with requestlid02 is asking for avetlandmap

with a center point at41.5211, 93.1463>and a50 mradius and

has the following quality request:9%%% coverage, & IFF map file

type, 0.01 m for the positional accuracy, 0% reliability of the

data, a0 mresolution and accessibility fsseconds.

< rl002, (<41.5211, 93.1463>, 50m), (<0.9, TIFF, 0.01, 1.0, 10, 5>,

wetland) >
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Example 3: The map request with requestliaD3is asking for grairie map of

Midwestand has the following quality request86% coverage, a

JPG map file type,0.02 m for the positional accuracy, 0%

reliability of the data, &5 m resolution and accessibility #5

seconds.

<rl1003, (Midwest), (<0.8, JPG, 0.02, 0.9, 25, 45>, prairie) >

(2) Therelational request:

Relation request contains request id and the requesting attramudés conditions.

The following is an example of relation request.

Example 4. The map request with requestri@04 is asking for the data

(owner name and owner address) of the property in the state &f low

whose area is larger than or equal to 2000 sqft.

< r1004, (ownerName, ownerAddress), (ownerState = “lowa” and sgft >=

2000) >

(3) Themerged request:

A merged request contains request id, location requirement, property

requirement, theme and requesting attributes and/or conditions. Theirigllisnan

example of a merged request.
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Example 5: The map request with requestifO5 is asking for a map

exactly the same as example 4 but also requests the data (mamnerand owner

address) of the property in the state of lowa whose areayes nan or equal to 2000

sqft. The application that generates this request is looking fortdpelogy

relationship between big houses and prairie in the lowa. Thé riesalt for this

request is a tabular form of some spatial information along withap with some

icons indicating requested houses on it.

< r1003, (Midwest), (<0.8, JPG, 0.02, 0.9, 25, 45>, prairie), (ownerName,

ownerAddress), (ownerState = “lowa” and sqft >= 2000)>

Upon receiving the request, the mediator first identifies thaest type and

then starts the corresponding process. The spatial mediator sitfetegenerating

map script process for a map request (if one exists) arnd #te generating relational

script process if one exists. As to the merged request, the orefilist starts both

processes and then generates an integration script specifyimyge type tool is

required based on the map and relation generation scripts.

In general, the mediator has two equally important tasks. , Kifsas to be

able to locate the data given a request. Second, once the datatésl lit must be able

to bridge the semantic gap between the user’s request and ttieged&ta, perform
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data manipulation operations needed to query the data sources and integrate

results from the individual such queries.

If users request a map with symbolic terms then the spatdihtoe uses the

symbolic terms to search Geographic Symbolic Ontology to Iquatential MLIVs

that can respond the request. If users provide geographic coordinatiheatattdne

mediator uses the R_Tree structure to find the relevant MLIMsulASet and Fact

Database are also used in the process to generate thenpap sThe generation of

the map script is described in detail in Section 4.3.

As to the relational request, users are required to provide informan

requested attributes. The spatial mediator first makes us8etmantic Network

Ontology to search for RLIVs and then uses the Semantic Netwdta@y and Fact

Database to generate a relational script. Details of thoreal process are given in

Section 4.4.

Figure 4.3 shows a block diagram of the process of the spatiahtoredioth

generating map script process and the generating relasicnyatl process displayed in

the bold outlined rectangles will be presented in detail in @ectd.3 and 4.4,

respectively.

The detailed descriptions of each component of model are presenteel in t

next subsection.
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Ontology
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Figure 4.3: Overall process or tne spatial mediator.

4.2.4 Major Components
The spatial mediator model is defined as 7-tudles <¥/ / RT, RS, GSO,
SNO, FD, SM> where ¥ is the mediation process that was overviewed in the

previous section and the rest of components are defined in the following paragraphs.
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4.241R Tree: RT

The componenRT ={n, r4 wheren is a set of operations andis a

spatial index that utilizes the R_Tree structure. fithe adopted from R-Trees

proposed by Guttman (1984). It is an index structure used for sphjets

retrieval. The data structure splits space with a hierailbhioasted, and

possibly overlapping, minimum bounding rectangles (MBRs, also known as

bounding boxes)y consists of the search operation that searches through the

R_Tree index structure to identify the MLIVs that match theckeeonditions.

The search operation makes use of the following detecting functmns t

determine topological relationships between MLIVs and the geographic

coordinate data of the incoming map request. For the compdierto

identify a MLIV there exists at least one of these functions that return&€TRU

® Include(Point, Polygon)is a function that determines the spatial

coincidence of points and a polygon. It can be used to identify the

bounding box that contains the requested point. It returns TRUE if

the point meets the following two conditions: (a) the point is located

inside the polygon and (b) the point doesn’t touch the borders of the

polygon
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® Overlap(Polygon, Circle)s a function that determines whether the

polygons is overlapped with the circle region. It returns TRUE if

the circle and the polygon overlapped. To overlap, the circle and

polygon must include at least one point.

® Overlap(Polygon, Polygorni$ a function that determines whether two

polygons overlap. It returns TRUE if two polygons include at least

one point.

4.2.4.2 Rule Set: RS

RS s the rule set defined as follows:

RS = {r}) wherer is a rule that contains three clauskésclause,

THEN clause and ELSE clause. IF clausentains Boolean

expressionlF clauseand THEN clauseare mandatory whil&ELSE

clauseis optional

In the process to generate a map script the spatial mediatdo¢ates MLIVs

and then uses a ranking mechanism to rank the MLIVs. It makes udesfrom the

rule setRS to generate the value of the parameters used in the ranking msecha

The ranking mechanism is introduced in Section 4.3.3. In our current noelelilés

remain static while the mediator is running. ContentRR8fare included in the

Appendix B.
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4.2.4.3 Geographic Symbolic Ontology: GSO

GSO is the geographic symbolic ontology which is based on our ontology
work described and defined in Chapter 3. An example is of a fragoh&SO is

illustrated in Figure 4.4.

/ Include

Include

Include

Include

City: Des Moines

Figure 4.4: A fragment of Geographic Symbolic Ontology.

4.2.4.4 Semantic Network Ontology: SNO

SNO is the semantic network ontology defined in Chapter 3. The seanah ter
from the relation request are used to search the ontology to kbheafRLIVs that
contain the attributes necessary to respond to the user requesiinTtwtégria in the
semantic network connecting two RLIVs is used to combine thenoirgaelation. A

fragment of a sampl8NO is shown in Figure 4.5.
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A =

Living Being  ppysical Object  Social Entity

Events
Human Being House  Land Country Natural
Disaster
A State Region
Property Address J
Arec
RLIV, A RLIV _A‘ RLIV,

(RLIV ;.Address = RLIV.State)

(RLIV,. Region = RLI\.Location)

Figure 4.5: A fragment of Semantic Network Ontology.

4.2 4.5 Fact Database: FD

FD is a database based on the relational data model. It stores the

metadata of the applications, LIV objects from the data sourceseitimet

computation server tools or independent Tool Nodes

infrastructure.

in the GeoGrid
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The metadata suggested by FGDC (Federal Geographic DataniGee)

(FGDC 2000), in particular, “Content Standard for Digital Geospafietadata”

includes seven categories: identification, data quality, spatial data atamjzpatial

reference, entity and attribute, distribution and metadata reteréxroong them,

several attributes in data quality associated with MLIVsciviprovide the spatial

objects in a map form in our infrastructure are stored inFlbe These data are

recorded intd=D when data sources registered with the infrastructure. d8&gshe

spatial characteristic metadata, the spatial mediator alsainsot related

characteristics, such as reliability of a data source whach be obtained from a

statistic data maintained by mediator.

For the RLIVs that provide spatial data in a relational form,ntle¢adata of

relations within each RLIV are stored in th®. The metadata includes relational

schemes, data type of the attributes within the relations antidoalcdependency

within each relation. The spatial mediator makes use of thetzdata to generate

the integration script.

When a user node is registered within the infrastructure, thecthastcs and

functionality of their display devices are also recorded irFibe These information

help the spatial mediator decide what type of data needs hbaapplication is

requesting. The geographic quality requirements for applicatiomsinsgser nodes
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are also stored in thED. A preference selection on geographic quality attributes

indicating which attributes are more important than other attribistesompleted

during registration process. This preference is stored ik Ehelhe spatial mediator

makes use of this information to find MLIV that can generate the requested.map(s

4.2.4.6 System Manager: SM

SM is the system manager of the spatial mediator. It i®lkection of

programs and performs the mediation process. SMeis further divided into the

following modules:

1. Administrator:

Functions:

® Evaluates the request after receiving a request from theparaf the

spatial mediator to decide the type of the request. It then inubkes

corresponding mediation process

® Coordinates the operation flow between modules inside the mediator

managefM

® Monitors the meditation process and records status data for every

request.

® Manages information received from the registration node which

receives registration information from participants of the GeoGrid.
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2. Ranker:

Functions:

® This component is activated B and perform the following function if

the incoming request is a map request or a merged request. It doesn’t

perform any task for a relation request.

I Perform the ranking mechanism to identify the data source that can

provide the best answer in term of map quality.

3. Script Generator

Functions:

® For the map request, it performs the following function:

I. Enforce the map group algorithm to generate map groupings

i. Replace the tool type in a map grouping to generate template skeleton

and then transform the template into the map integration script

® For the relational request, it performs the following functions:

I. Generate the relation framework query

. Create the subquery for each MLIV and generate the relation

integration script

® Generate the final integration script where the returned type mayipg,“ma

“relation” or “merged”
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4. Curator:
Functions:
® Maintains metadata and rule sets inski2 and RS, its job includes
updating data, periodic back up.
We elaborate the map generation corresponding map request inldiaeniglsection.

The relation generation is discussed in detail in Section 4.4.

4.3 Map script generation

After the spatial mediator identifies that the request includes a mapstet
starts the map script generation process. A block diagram of this prodepsgciged in

Figure 4.6. We elaborate the process in the following sections.
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Map
Request

Geographic R_Tree
Ontology MLIV

Potential

MLIVs

Rank
MLIVs

Ranked
MLIV s
\ 4

Generate
Groupings

Map Rule Set
G

Fact Database

n
W)

rouping RS

Generate
Template

Map
Template
v Skeleto

Generate
Map
Scrip!

l

Map Script

Figure 4.6 A block diagram of the mediator components that generates mag script
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4.3.1 An example of MLIV

MLIV is defined as a view type object that provides the access to a map object

from a data source in GeoGrid. Each data source that provides maps contributes one

or more MLIVs, where each MLIV can be used to generate a map. Theifglsy

an example of a MLIV which can generates a map as shown in Figure 4.7a. The

MLIV provides the access of the following map. An example of the object structure

of the MLIV is shown in Figure 4.7b. Note that the data source providing this MLIV

needs to register with GeoGrid the following information shown in Table 4.1. To

simply the example we have limited the code in Figure 4.7b to show only how the

data is accessed and have ignored the code required to restrict the accessé¢o ane

a time. Figure 4.7c is another example of MLIV which stores geographitndata

vector data model.

Fiaure 4.'a: An example odata accessible bv a specific ML
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public class MapLiv {

public jpgMap getMap (int height, int width, ddeldpi, double minlat, double minlong,

double maxlat, double maxlong) {

string endpoint = "http:// rasterimageServer /astsgirvices/satelliteMaps/MapsServer ";
ESRI.ArcGIS.ADF.ArcGISServer.MapServerProxy mapservy
new ESRI.ArcGIS.ADF.ArcGISServer.MapServerProxy (@idt);

MapServerinfo mapinfo = mapserver.GetServerinfo(seager.GetDefaultMapName());

MapDescription mapdesc = mapinfo.DefaultMapDesizript

ImageType imgtype = new ImageType();
imgtype.lmageFormat = esrilmageFormat.esriimageJPG;

imgtype.lmageReturnType = esrilmageReturnTypemsaigeReturnURL;

ImageDisplay imgdisp = new ImageDisplay();
imgdisp.ImageHeight = height;
imgdisp.ImageWidth = width;
imgdisp.ImageDPI = dpi;

ImageDescription imgdesc = new ImageDescription();
imgdesc.ImageDisplay = imgdisp;

imgdesc.ImageType = imgtype;

Maplmage mapimg = mapserver.ExportMaplmage(mapd@stiesc);

jpglmage = clip(mapimg, minlat, minlong, maxlat, xttang);

return jpglmage;

}

Figure 4.7b An example illustrates an MLIV that provides access tol8rcG
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package mapLlIV;

import java.sql.*;

import java.io.*;

import oracle.spatial.geometry.*;
import java.lang.Object;

public class QuerySpatialdb {
public geoMap derive (double minlat, double mimldouble maxlat, double maxlon) {
private GeoMap theMap = new GeoMap();

Class.forName("com.oracle.jdbc.Driver");
String url = "jdbc:oracle://spatiallocalhostgeid”;
Connection connection = DriverManager.getCotiap(url);

Statement stmt = connection.createStatement();

String query ="

query = "select theGeometry from defaultTabhewe sdo_filter(theGeometry, ";
query = query + "SDO_geometry(2003, 8307, 8OID_elem_info_array(1, 1003,3),";
ResultSet rs = stmt.executeQuery(query);

STRUCT st = (oracle.sql.STRUCT) rs.getObject(1)

/lconvert STRUCT into geometry

JGeometry j_geom = JGeometry.load(st);

theMap.addOneGeometry(j_geom);
return theMap;

Figure 4.7c: An example illustrates an MLIV that provides access tdeCuaatial.

Table 4.1. Registration data for the MLIV shown in Figure 4.7.

Geographic Quality

Owner!D Bounding Box Theme Complete] Map | Positional | Relia [ Resolu- |accessib
-ness type | Accuracy | bility [ tion ility
MLIV-55 ["42.0597047,-94.165246[,Satellite 1 JPG 0.01 0.9 25 5
“42.210095, -93.8802273"
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4.3.2 Search MLIVs

The map mediation process starts with the spatial mediator deternfiaing t

MLIVs that are capable of responding to all or part of the incoming requéstdo

this, the map mediator makes use of the MLIV registration data. Th®B&tatiase

FD is used to identify the MLIVs that satisfy theme and property requirenrettie

map request. Location requirements can take either symbolic (e.g.nari¢)

value or radius/point/bounding box values. Location requirements based on

geographic coordinates (e.g. a point/point and radius/bounding boxes) are resolved

using the R-TreeRT). For symbolic terms that identify location (e.g. “Midwest”),

the Geographic Symbolic Ontolog8$0 ) is used. Any terms that indicate locality

point to the MLIVs that include the term value and its surrounding area. For example,

terms like USA, North Central, lowa, Story and Ames define locality, whiheste

like country, state, region, county and city are terms that assist the seé&rapmént

of theGSO is illustrated in Figure 4.8.
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Country

City

Figure 4.8: A fragment of the symbolic search.

If the request only provides a symbolic term then the mediator first uses

Geographic Symbolic Ontolog%E0) to locate the MLIVs that match the search

criteria. The mediator then searches the Fact Datab&9dd find the bounding

boxes of the located MLIVs.

4.3.3 Rank MLIVs

Once the MLIVs that satisfy the Fact Database searchhaRiltand/orGSO

are gathered into a list, it is necessary to rank the MloVshe basis of their value

responding to the request.
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The spatial mediator partitions the MLIVs into two ligtsilCoverageListand

PartialCoverageList The FullCoveragelListis defined as the set of MLIVs whose

bounding boxes fully cover the requested area of the request. The

PartialCoverageListis defined as the set of MLIVs whose bounding boxes overlap

part of the requested area of the request. The motivation fowdhigsts is to allow

our algorithms to first examine the quality of MLIV on tRellCoverageList(if they

exist) and only go to the process of using MLIVs fromRlagtial CoverageListvhen

they are required. Figure 4.9 shows several examples from thegstswvdthe request

bounding box is indicated by the solid shaded box and the diagonally shexled

represents the MLIV bounding box. Examples A and B are froffCoveragelList

and examples C and D are frétartialCoverageListExample A shows the bounding

box of the MLIV is bigger than the one of request and so it is a ctengeer of the

bounding box of the request. Example B is the case where bounding btix\bois

exactly the same as the bounding box of the request. Example C ared dasas

where the bounding box of a MLIV overlaps part of bounding box of the request.
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[ ] : Request bounding box [ ] :MLIV bounding box
A B. C. D.
FullCoverageList {A, B} PartialCoverageList {C, D}

Figure 4.9. Examples #fullCoveragelLisandPartialCoveragelList

To investigate the two lists of MLIVs requires the mediatoevaluate the
potential contribution of each MLIV to the generation of a useful map nfdaiator
makes use of a ranking mechanism to rank these potential MLIVsl loais¢heir
likelihood of generating high quality spatial object in respond to theestqMLIVs
on these two lists on are ranked on decreasing order of their rardtings. We put
lots of effort to investigating ranking methodologies. The rankinghaeisms tested

are described in more detail in Section 4.3.5

4.3.4 Map grouping

Before we describe ounap grouping algorithnmwe first introduce a set of

definitions that provide the basic concepts needed in the algorithm.
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Definition 4.1:

A groupingis recursively defined as consisting of a tool type and a
list of objects such that each object is either a MLIV or a grouping.

Definition 4.2:

A well-formed groupings a grouping that only consists of tool
types and MLIVs.

Definition 4.3:

A map groupings a well-formed grouping that generates an instance of
the requested map.

Definition 4.4:

The ranking value of a groupings set by using the value of the
smallest ranking value of any MLIV found in the grouping.

The task of the mediator is to generate at least one map grabping
has a ranking value greater than or equal to the system threshold.current
model the system threshold is set when the mediator is iitesifalled. The
map-grouping algorithnstarts by examining thEullCoverageListin order of
decreasing ranking values. If an MLIV in this list has a qualieasure above
the system threshold, it is formulated as a map grouping and pasbednext

level.
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If no complete cover MLIVs can generate a map grouping with anmgnkalues

above the threshold, the algorithm switches toRbheialCoverageList As in the

previous case, the MLIVs are processed in order of decreasindyguaasures.

The algorithm maintains a collection of bounding boxes that repsegentincovered

portions of the request map bounding box. We use an example to show hoapthe

grouping algorithmworks (Figure 4.10). Assume that ML and MLIV B are the

first and second top ranked MLIVs on tRartialCoverageListused, respectively.

The algorithm first uses the bounding box of the ML#Vagainst the request

bounding box and partitions the request bounding box into a collection of three

fragments {1,2,R1} of the original request bounding box (Figure 4.10a). The

algorithm then uses MLI\B to partition remaining bounding box R1 into bounding

box 3 and 4. The collection of bounding boxes that remain uncovered contains four

fragments (1,2,3,4) of the original request bounding box. Note the algadidtards

any MLIVs that come before MLI\B on PartialCoverageLisbut don’t overlap with

any fragments {1,2,R1}. Figure 4.10b shows the example after twd&/®(d,3) have

been processed.
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a) Coveringphase | b) Covering phasH

R t boundi
Request bounding box equest bounding

o/

R1:
uncovered
‘\ request
™~ bounding
box

c) Collection of bounding boxes <1,2,3,4>
d) Current map grouping: combine(a,f3)

Figure 4.10. An example of the data structures after two MLd\ have been processed.

The map groupingombine(a, B) (Figure 4.10d) formed after processiag

andp indicates that a tool of tool tym@mbinewill be necessary to generate the map

area covered by andp.

The algorithm will continue to process the list of bounding boxes (1,2,3,4)

(Figure 4.10c) in the example that have not been covered by eitbef. The

algorithm continues until either the collection of uncovered bounding b&xgsré

4.10c) is empty or the remaining MLIVs in the list have qualigasure values below

the acceptable threshold level. If the collection is emptyneans the request

bounding box can be covered by the combination of areas of bounding bdkes of

MLIVs in the current map grouping. The map grouping is returned. Witeran

exception indicating failure to find an appropriate map grouping isedaand a
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message is sent back to the user that the request as watiant be processed.
Figure 4.11 shows the continuing process from the previous exahgvia $n Figure
4.10.

Assume MLIVy, MLIVS and MLIVe are ranked after MLIY and
MLIV B on the PartialCoverageList respectively. The algorithm tests the
bounding box of MLIVf against the request bounding box. Since the bounding
box of MLIVy covers the bounding box 1 the collection of uncovered bounding
boxes becomes {2,3,4} (shown in covering phageln covering phasé the
algorithm then uses MLI¥ to cover the bounding box 4 and the set of
uncovered bounding boxes becomes {2,3}. In the covering phase c, the
algorithm uses MLI¥ to cover bounding boxes 2 and 3 and leave the set of
bounding boxes empty. This is one of the halting conditions of the &lgorit

and the algorithm stops. We presentriteg grouping algorithnn Figure 4.12.

(Covering phasa) (Covering phasb) (Covering phase)
Request bounding

|
.

Request bounding Request bounding

i .

G / J
= 7

Figure 4.11. A continuing example from Figure 4.10.

L

|
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Input:
1. Request bounding box: BBX_R
2. The fullCoveragelist: List_C
3. The partialCoveragelist: List_PC
Output: A map grouping: MG
{
// The MLIVs on both list are arranged according to their ranking values. The first MLIV has the highest ranking
//value and the last MLIV has the lowest ranking value.

process_done = false;
while ( List_C.notEmpty() and process_done = false)
{
MapG € (List_C.firstElement()); // a map grouping is formed
List_C.removeFirst(); // remove the first MLIV from the list
MapG.rankingValue = MLIV.rankingValue;
if MapG.rankingValue >= system.threshold
then process_done = true;

}

// Array_BBX is a collection of BBXs that are not covered by any MLIVs. Inclusion of bounding box of MLIV breaks
//the original BBX_R into several smaller bounding boxes which are put into the Array_BBX. The request bounding

//box is put into the array for the first round.

Array_BBX € BBX_R;
While (List_PC.notEmpty() and process_done = false)

{
MLIV = List_PC.firstElement(); //always takesetfirst MLIV on the list

BBX_MLIV = MLIV.boundingBox; /lobtain the boumag box of MLIV
found = false;

i=0;

while ((found = false) and (i < Array_BBX.size()))

A_BBX = Array_BBX.elementAt(i); // check the elentan the array
If (BBX_MLIV partially cover A_BBX) then
{

MapG € MLIV; // add MLIV into map grouping
List_PC.removeFirst();  /lremove the MLIV from thet
Array_BBX.removeElementAt(i); //remove the bbx fraray
Array_BBX < break A_BBX by BBX_MLIV; //add smaller bbxs
found = true;

else // this MLIV might cover more than one bomgdbox in the array

{
Array_BBX.removeElementAt(i); //remove the bbx framray
i=i+1; /levaluate the next uncovered bbxhe array
if (Array_BBX.empty())
{
MapG < MLIV;
List_PC.removeFirst(); //remove the MLIV from tfistl
}
}

}

If (List_PC.empty() or Array_BBX .empty()) then
Process_done = true;

}

If (Array_BBX.notEmpty() or MapG.rankingValue < ggs.threshold) then
Error message = “Fail to find any MLIV that coveesjuest bounding box”;

else output MapG; /Iprocess is done sutugss

Figure 4.12. Pseudo code for map grouping algorithm.
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4.3.5 Map Script Generation

Once an acceptable map grouping has been generated, it needs to deatonver
into syntax capable of guiding the computation server. The took typest be
replaced with actual tool names available in the GeoGridsinéreture. It is also
useful to use an optimization step to improve tool usage in the conopusativer.

We call the converted form, theemplate skeletorof the integration script. The
definitions of template skeleton and resultmgp scriptare given as follows:

Definition 4.5:

A template skeletois recursively defined as consisting of a tool name and
the parameters required by the tool, where each parameter is a string that
identifies an MLIV or aemplate skeleton

Definition 4.6:

Themap scriptis thetemplate skeletoreplaced the tool name and
parameter with the specific format and actual datamaf scripthas
the form:
map (O, ((CJo] Op(CIaJCI] where
S, is in the form of: (MLIV_location, MLIV_query,
MLIV_boundingBox)

On is either in form of: (tool_name, tool_location,
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tool_category) or NoOp

Where NoOp indicates no tool is included

The MLIV tokens in theemplate skeletoare replaced with the viable queries
for the MLIVs and any associated information required by the coriputserver to
gain access to the data wrapper supporting the individual MLIVs MIH¥ could
either be actual queries or vectors of query parameters.

To deal with the large variety of geographic data sourcgs @racle spatial,
Arc View, etc.) that exist today, we have found it more peattihat each MLIV
accepts a vector of values that the MLIV substitutes into gproariate query
language to form the query that the MLIV executes againdbdat geographic data
source(Figure 4.7b). The detail of the vector format are detednduring the
MLIV registration and made available to the spatial mediatooutjin the Fact
Database.

The associated information mentioned above depends to some extend on the
type of communications protocol being used to connect the computatioer ser
wrapper to the data source wrappers. In general we have found pe® ¢y
information to be valuable, namely, the address of the data sowr¢e.gitIP address,

url), and the layout of the spatial object(s) generated by the data source.
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Once the queries and associated information have been generateddatal use

replace the MLIV tokens, the resulting map script is pass#tetoomputation server

for processing. To allow construction of a new map script in oédailure, the

mediator stores the request, the MLIV lists, map grouping, teengkaleton, and

map script in temporary storage until the map has beeredreaid returned to the

user application.

Example 6: We use an example to illustrate the map mediation process.

Assumes that the bounding box of an incoming request has the following

latitude/longitude coordinates: (“41.86301,-94.165246","42.210095, -93.698127").

The first set of coordinates is the lower left corner of the bounding box and the

second one indicates the upper right corner. To give a clear demonstration of the

map grouping process, we further assume the spatial mediator search RidTree a

locates four MLIVs that each partly overlap with bounding box of the request.

FullCoveragelLisis empty and the mediator switchRartialCoverageListFour

MLIVs on thePartialCoverageLisare shown in the Figure 4.13. Assume the

ranking values of MLIVs are ordered in accordance with their subscriptiohss,tha

MLIV ; is ranked higher than MLI/and MLIV, ranked higher than MLIY etc. The

spatial mediator generates the followmgp groupingoased on thenap grouping

algorithm
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Map grouping:

combinécombingéMLIV ;,MLIV ,), combin€MLIV 3, MLIV ,))

Themap groupings then converted intiemplate skeletoand thermap
scriptshown below.

Template skeleton:

clip(mosai¢MLIV 1, MLIV 5, MLIV 3,MLIV 4), “41.863010,
-94.165246" ,"42.210095, -93.698127")

The four MLIVs are combined into one map by the mosaic tool in the
computation server and then clipped to fit the indicated bounding box (“41.863010,
-94.165246", "42.210095, -93.698127"). Replacing the MLIV tokens (MLIV
MLIV 5, MLIV 3, MLIV 4) with location and query vector information generates the
following map script.

Map script:

map(<clip, IP of clipTool, cropTypeTool>(<mosaic, IP of mosaicTool,
combineTypeToolg¢P of MLIV 1, <" MapServer”, “4,4,72" >,
("42.0597047,-94.165246", “42.210095, -93.8802273" )>),(IP of MLR/
MapServer”, “4,4,72” >, ("42.0597047, -93.8802273", "42.210095,
-93.698127")),(IP of MLI\§, <" MapServer”, “4,4,72" >, (" 41.863010,
-03.8802273", “42.0597047, -93.698127)), (IP of MLI\K” MapServer”,
“4,4,72" >, (" 41.863010, -94.165246", “42.0597047,-93.8802273))))
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MLIV 4 MLIV 3

Figure 4.13. Maps from the MLIVs that have been clipped to the part of
requesting bounding box that they cover.

The map fragments shown in Figure 4.13 illustrate the results of the queries

generated the map for the four MLIV defined in Example 6.

The map displayed in the Figure 4.14 is the map results in the execution of the

map script (from Example 6) in the computation server, which in turn will be sent to

the user application in response to the request. The accuracy of the finaillmap w

depend on the quality of tools that are available within GeoGrid.
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Figure 4.14. Result map after integration.

4.3.6 Map MLIV ranking strategy

In this section, we present the ranking strategy used to support the generation

of themap scriptin the spatial mediator. We first describe our motive to employ a

ranking mechanism into the spatial mediator followed by the definitions of quality

attributes used in the ranking mechanism and then introduce the mechanisms

themselves.

The popularity of geographic information systems results in the availability of

a large number of geospatial data sources with different types of datgiafvar

gualities. Ranking of data providers plays an even more important role in the multiple
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data sources environment than before. Generally, frameworks in the informati
integration environment have not addressed explicitly the ranking issues. However
we argue the ranking will become mandatory as well as locating néléata when it

is necessary to perform integration of information from multiple data sauré@ne

of our goals in GeoGrid is to look into all aspects of data integration including
ranking. We propose several approaches to address ranking in the context of
geographic data integration.

One of the challenges of ranking is to push ranking computation into the
pre-query processing phase to make it efficient and ease the overall op&vation.
apply the ranking metric before querying every individual data soutgenerating
themap script We believe these ranking approaches will result in the minimal
computation cost in the overall integration process.

The most effective ranking approach is to make use of characteristids of da
sources. This information is available in the Fact Database and Rule Is=fomt of
metadata and rules, respectively. The ultimate goal of the spatiatoradito
provide a high quality map in respond to the map request. This motivates our
selection of quality based parameters in the ranking and scoring metcigssaid in
the Section 4.3.6.2 and Section 4.3.6.3, respectively. The consideration behind the

selection is based on geographic data quality. There are six attrdssteciated
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with our ranking mechanism, nama&gmpleteness, file, positional accuracy,

reliability, resolutionandaccessibility We introduce them in the next section.

The values of each attribute of an individual MLIV will be loaded into our

Fact Databases when the MLIV is registered in GeoGrid. To detern@ne t

corresponding parameter value in the quality measure, the spatial matiias use

of this value from the Facts Databa&&¥ and the corresponding attribute value in the

request to fire rules in the Rule :&$. More detail on how this is done is given in

Subsection 4.3.6.2.

4.3.6.1 Quality attributes of geographic data

While participants of the geographic community agree on the importance of

spatial data quality, their definitions of quality varies greatly. Meiifiyrts are made

towards gaining a consensus on a single definition in the past years. llelS&ti

al.(2007) present the concept of spatial data quality as “the closenessgfabment

between data characteristics and the explicit and/or implicit needs ef Boua given

application in a given area.” (Devillers et al. 2007, p.264).

4.3.6.1.1 Geographic data quality standard

Attributes of data quality recommended by ISO and well recognized by the

GIS community are commonly identified as the “famous five”: completermgsal
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consistency, positional accuracy, temporal accuracy and thematic gccufanong

them, logical accuracy refers to all logical rules that govern thetstes and

attributes of geographic data. Based on our observation it is reasonable to dissume a

spatial objects provided by MLIVs follow the topological and geomettegnity (for

example, the contour of a polygon is properly closed in the dataset). So, we don't

consider the logical consistency as an attribute in our quality measure.

Thematic accuracy is another attribute not included in the measure. Themati

accuracy sometimes refers as the “attribute accuracy” and is deditieel accuracy

of attributes and of the classification of features and their relationshiplig@s et

al.2007). In our model, we have used “theme” as a filter criteria to locate théesML

Therefore the thematic accuracy is not included in our quality criteriapdiain

accuracy is not included in our quality measure for the same reason.

4.3.6.1.2 Fitness for use

The concept of “fitness for use” proposed by Juran (Juran et al. 1974) has

often recognized as a definition of quality in the largest sense and sometieresas

the external quality. It corresponds to the level of concordance thatleetstsen a

product and user needs, or expectations (Devillers et al. 2007). Sevemghesea

from the area of information management have adopted the concépteds for use”

and identified some attributes to define business data quality (Wang and Faféng
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Lee et al. 2002).  Some similarity between these attributes and onles for t

geographic data quality emerges after our further investigation. Arbeyetare

some attributes not identified by geographic participants but worthy of being

considered as criteria to evaluate the quality of geographic data in the mobile

environment that GeoGrid is designed to operate in.

Among them are size of data, accessibility and reliability. Thebsiziself

cannot represent the usefulness of a data. The size of data is a function abresolut

and compression and region covered in the context of geographic data. For example,

a map of very small size (that means its resolution is generallye¢dbas display the

soil type of a region and doesn’t provide useful information when compared to a map

with a bigger size (with a fine resolution) that conveyies more meaningfuhiafmmn

is not a reasonable choice. We include accessibility and reliability raoking

criteria.

4.3.6.1.3 Data conversion

Not only the original quality characteristic associated with maps buthaso t

guality change due to a conversion process is considered in our quality measure.

The common conversion process deals with the alteration of the underlying data

model, for example, convert raster data to vector data. Changing theiogesislut

another type of conversion. When the request asks for the particular resolution or a
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map type the spatial mediator needs to be able to consider the avaitdhiitys and

evaluate the potential quality loss due to a conversion of resolution or data model in

order to rank the MLIV. Due to the consideration of possible conversion we include

resolution and map type in our ranking criteria.

4.3.6.1.4 Completeness

Completenesis defined as the difference between an actual object and its

specification in the document (CEN/TC287/WGO02 1995). It is used to deted efror

omission (abnormal absence) or commission (abnormal presence) of features, the

attributes and relationship (Devillers et al. 2007).  To quantify cormasse three

possible measures are suggested by (CEN/TC287/WG02 1995). We adopt the

“coverage ratio” as the measure which is the percentage of data préserd te

specification. For example, if there are 250 roads in a geographical area and 2 of

them are missing, then the dataset is 99% covers the features that is, robife O

map only includes 225 roads then the map is 90% complete. We observe that most

geographic data providers use a text description to specitpthpletenessf their

data. The text description cbmpletenesgeport in the metadata of the geographic

data can be quantified by computing the ratio between coverage presented and the

actual area on the ground. This job is done by data source administrator. When data

source registers a MLIV with GeoGrid it needs to provide a quantity value for the
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completenesattribute of the registered MLIV. For example, the text “The following

areas are missing, with no known data source: Essex County except for Newark” i

used in the metadata of the State of New Jersey Composite of Parcgisdvated

by New Jersey Office of Information Technology (NJOIT) and Offit&eographic

Information Systems (OGIS) (JNOIT 2010). A numerical value for tmiatée

completenesshould be assigned by the data source which provides this map. We

adopt these definitions and define the completeness attribute associated with the

ranking measure as follows:
Definition 4.7:

Completenesis a measurable coverage ratio between data content and

its specification.

4.3.6.1.5 Positional accuracy

Positional accuracysometimes refers as the “spatial accuracy” is a

measurement of how close map features are to their true position on the Earth

(Devillers et al. 2007). The common measures are horizontal edoregtical error.

We adopt the definition of

“Quantitative_Horizontal Positional _Accuracy Assessment” suggested B SD

(Spatial Data Transfer Standard) and define positional accuraoljaagst
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Definition 4.8:

Positional accuracys the degree of the deviation between data content

and its ground true position.

4.3.6.1.6 Accessibility

Accessibilityis defined as “the extent to which data is available or easily and

quickly retrievable” in (Pipino et al. 2002). The measurement of easy of data

retrieval is beyond our scope of research. We definadbessibilityas the time that

the MLIV takes to make the generated map available for use plus the timesitdake

download the data. It considers not only the data size but also the connection speed of

data sources and is defined as follows:

Definition 4.9:

Accessibilityis the measure of availability for the data in terms of time.

4.3.6.1.7 Reliability

Thereliability is defined as “the extent to which data is available and regarded

as true and credible” in (Devillers et al. 2007). In other words, it is definge as

level of confidence a data source has that the data is correct. We define the

reliability as follows:
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Definition 4.10:
Reliability is the confidence level of correctness and credibility of the
data.

4.3.6.1.8 Resolution

Resolutiorrefers to the “the small size of feature can be mapped or measured”
(Burrough and McDonnell 1998).  For example, if the size of each individual cell
of an imagery type map is 30 meter x 30 meter then it is having a resolution of 30 m.
We adopt this definition for the attributesolutionwhich is defined in the following
paragraph.
Definition 4.11:
Resolutionis defined as the size of the smallest recording unit of the

map.

4.3.6.1.9 Map type

There are two types of logical structure for the maps considered in our worky name
raster data model and vector data model. A vector data model uses two-dimensional
Cartesian (x,y) co-ordinates to store the shape of a spatial entityw¢de 2006).

In the vector model the point is the basic block from which other spatial fedinegs (
polygon) are constructed. The raster data model is described as iessellaEach
individual cell is used as the building block for creating images of point, line, polygon

(Heywood 2006). The attributeapTypas defined as follows:
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Definition 4.12;

MapTypeis defined as the logical structure used to encode the

geographic data.

4.3.6.2 Quality ranking measure model

The spatial mediator utilizes a quality measure to evaluate the potential
contribution of each MLIV to the generation of a useful map. A MLIV ranking
value v is defined as follows:

v = wi*com+ wy*file + ws* pos+ wy* rel + ws *res+ wg*access, where

- comindicates theompletenessf the geographic data,

- file estimates the cost in terms of quality of converting the MLIV data
to the map type required by the requesting application,
- posindicates theositional accuracyf the MLIV data,

- rel is thereliability of the data source supporting the MLIV,

- resindicates the degree to which the resolution of the map generated

by the MLIV matches the requested resolution,

accesss an estimate of theccessibilityof the MLIV data given, and
the size of the data and the available connection speed and bandwidth,

and

- w; is the weight associated with parameter
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The motivation for the ranking value comes from the work used to determine

image similarity in image retrieval systems (Lim et al. 2001, Mouiget al. 2004).

In particular the linear combination of the weighted terms is a common appnoac

such systems. Our contribution comes from ways in which we determine the

parameters and the weights.

There are some questions that seem difficult to address imgngaditional

approaches like the ones in (Mountrakis 2004 & 2005, Lim 2001) to genexigfietsv

and parameter values. Their approaches require users’ interadfiosystems in

deciding weight and parameter values. It is impossible for ge laystem like

GeoGrid to use such an approach. To generate parameter valuegight values

we propose several models which are described in Section 4.3.6.2.2 and Section

4.3.6.2.3, respectively.

Determination of the individual parameter value makes use of the Facts [@d&iBbas

and/or rules from Rule SBS. Models that generate their values are described in

detail in the following sections.

The approach taken in the proposed system is to use the MLIV data to

generate a set of rules for inclusion in the rule set. Bankrated rule matches the

request and MLIV values in théconditionand provides the value of the parameter

in thethen clause Examples of the if/then rules generated forfileeparameter are
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shown in Figure 4.15(a). requesapTypen the sample rules shown in the Figure

4.15(a) represent thamapType attribute value associated with the request.

MLIV. mapTypean the sample rules stands for thepTypeattribute value associated

with the MLIV. In our implementation the rules are generdiefbre the system is

activated and remain static while the spatial mediator is running.

The motivation for using rules rather than functions to generatadiedual

values of the parameters comes from the fact that the corppbetess of determining

the individual parameter values can require additional rules in the rukegetHigure

4.15 (b)). We found it more practical to expand the rule set rdtaerdombine the

use of rules and functions. The use of the rules also allowedd siplify the run

time requirements.

(a) Map TypeRules:
if requestmapType= vector and MLIVmapType= raster
thenfile = 0.55
if requestmapType= raster and MLIVimapType= vector
thenfile = 0.65
if requestmapType= MLIV.mapType
thenfile = 1.0

(b) Samplesof rulesfor converting file typesto map types:
if fileType = JPG
thenmapType= raster
if fileType = GEOTIFF

thenmapType= raster

Figure 4.15. Sample rules for dealing with file and map types.
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In the next section, we look at parameter values for these rules. \Wsigtar
the values of the attributes used in thelause of the rules and then we present

approaches to generate parameter values usedtimethelausef the rules.

4.3.6.2.1 Attributes Values Generation Approaches

Due to the growing amount of geographic data available different valués exis
in the quality attributes of geographic data. After long investigating on thgragehic
data quality our research team found most commonly used values for the attribute
which is in thaf clauseof the rules generating parameter values of the ranking metric
in our Quality Ranking Measure Model. One exception is the attnibligdility.
The value for attributeeliability is calculated by the spatial mediator. The attribute
values are listed in Table 4.2 along with citations.
4.3.6.2.1.1 Attribute reliability value

In our model, the value of attributeliability provided by the data source is
used as the initial value and the mediator uses a moving average window method to
calculate the attributeeliability value for the MLIV, MLIV;®"™ and is defined by

the following function:
MLIVireliability — (fS) / (rS)

where fsis the number of failed responses sent from computation

server indicating the MLIV fails to respond
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rsis the last n request made to MLIVi, the value, the value n

is set through a configuration file of the system.

Based on the practical consideration, the values for attnibliddility for

registered MLIVs in GeoGrid infrastructure is limited within 80% and 100%. A

MLIV with a poorer reliability value than 80% is restricted from providing araps

unless the request specific indicates a willingness to use maps of |balatine

Table 4.2 Attribute values in the rules

Attribute Commonly used values Related citations
completeness 1,0.9,0.8 (ISO 2002),(JNOIT 2010)
mapType SHAPE, VPE, DLG, (Clarke 2001), (Burrough

DEM, GEOTIFF, TIFF,JPG | 1998), (Heywood et

al.2006)

Positional Accuracy 0.01, 0.02, 0.03 (NSSDA 1998),(SEDAC
2008)

Reliability 0.8,0.9,1.0 Decided by the spatial
mediator

Resolution 1m,5m,10m, 25 m, 45m (UNBC GIS 2006),(Davis
2001),(Heywood et al.2006)

Accessibility 5 sec, 10 sec, 25 sec, 45sec  (Moussaoui 2006)

4.3.6.2.2 Parameter Values Generation Approaches

The values for parameters used in the quality metric introduced in Section

4.3.5.2 are generated by use of Fact Datalfa®esnd rules in the Rule SBS. The

spatial mediator uses attribute values of incoming requests and of MLIV$-foim

generate a set of rules for inclusion in Rf& Each generated rule matches the
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request and MLIV values in thiecondition and provides the value of the parameter

in thethenclause.

The approach proposed in (Mountrakis 2004) requires users to input their

preference percentage on the individual dimension of their aggregation function. As

we mentioned in the previous section, since our GeoGrid is such a large and dynamic

system it is not a possible way to ask users to input their preference on each data

object in our infrastructure. The models we propose require no users’ imeracti

with the system. Our focus is to identify the parameter values based on their

geographic interpretation and the goals of the application designs. We nmiist poi

out difficulties exist in generating the parameter values due to the lack of an

appropriate space to compute a numerical values for some of these paranwters.

develop a model, Parameter Resolution Value Generation Model, to generate the

parameteresbecause of its geographic characteristics. For the rest of the penamet

namely,com, file, pos, rehindaccessthe values used in our testing have been

determined by our team members based on our knowledge of geographic data and

values available in the literature (Table 4.2). This approach is elaborated in the

Expert Model section.

The generation of these parameter values is based on the geographic

interpretation. The higher the value indicates a better geographig/dbahtthe
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one with a lower value with respect to a parameter. The example shown in the Figure

4.16 indicates the MLIV with a vector type will receive a reasonable higie Vai

the parametédile (which is 0.65 in the example) when a request asks for a raster file

type. The reason is that a conversion from vector to a raster will maintain a

reasonable geographic quality. While the MLIV with a raster type wfiegate a

lower value for the paramettie (which is 0.55 in the above example) when the

request is asking a vector type indicates that the map will have a poor quatity af

conversion from a raster to a vector type. The approach to generate vathes for

parametefile, i.e. 0.65 and 0.55 in this case, is presented in Section 4.3.6.2.2.2.1. The

highest value for a parameter is 1 indicating the underlying MLIV gée®a map

that meets or exceeds the incoming request’s requirement with respect to that

parameter, in another words, this MLIV generates the best map with resgext to t

parameter. For example, a MLIV with a JPG file type will recedneevialue 1 for

the parametsdiile if the incoming request asks for a map of JPG type.

4.3.6.2.2.1 Expert Model

There are some differences between integrating a disparate segdgec

data sources and the integration of traditional SQL_based databases. Oneisf the

that the integration of geographic data requires more human participation. We

consider that experts familiar with geographic data quality issues shetuti/glved
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in the process of data integration. Similar scenarios have already beenedentifi

various contexts (Devillers 2007, Gervais et al. 2007, Combra 2009). Since our

research team has conducted a long term investigation with deep exploration on

geographic data quality we put forward some values for the parameters inkiing ra

metric used in our testing. In the expert model, the values of parammetersile, pos,

rel, accesare identified by our team members and some GIS professionals. The

available literature was an important source of parameter values| {3 ai¢ 4.2).

We use the following section to demonstrate the rational behind the decision on value

for the parametdile.

4.3.6.2.2.1.1 Data Model Conversion

Raster and vector are the two basic data structures for storing and

manipulating geographic data on a computer. Raster model uses the grid sbone t

data. Each pixel or cell contains either a data value for an attributegference

number pointing to an attribute in the database (Clark 2001). Because a ragéer ima

map has to have cells for all spatial locations, it is strictly limiteddwy big a spatial

area it can represent. Vector data is represented as a collection ofgaopletric

objects such as points, lines, polygons, etc. All of the major GIS available today are

primarily based on one of the two structures, either raster based or vesetdr ba
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Raster format data are often output from optical scanner or other raster

imaging devices. Vector data acquisition is often more difficult thanrrnastge

acquisition, because of its abstract data structure, topology between objects and

attributes associated (Heywood et al. 2006). It is possible to perform the

raster-to-vector or a vector-to-raster conversion. And it is cleagtiiag from vector

to raster, filling in grid cells as lines cross them or as polygons include ihem

relatively simple. The opposite is quite complex (Clark 2001). Although recent

development in automated conversion technology has make this conversion in a

matter of minutes or even seconds, the quality loss due to the conversion is

unavoidable.

The following figures show the results of conversion. The tools being used to

convert are Vextractoh{tp://www.vextrasoft.com/vextractor.hinR2V

(http://www.ablesw.com/r2y/and ArcView

(http://www.esri.com/software/arcview/index.himl

4.3.6.2.2.1.1.1 Raster to vector conversion

Figure 4.16 shows the conversion from the JPG file type to the SHAPE file

type. The SHAPE file type is a popular geospatial vector data fornmtdiveloped

and regulated by ESRI (Environmental Systems Research Institute).
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The original file is a colored relief map of County of Boulder, Colorado and is

in the JPG file type (Figure 4.16a).The 3-dimentional representation aihtesr

displayed by the shades of color. There are blue lines and polygons to depict as rivers.

There is some obvious loss after the conversion. Not only the color is lost, but also

some features (lines and polygons) are missing in the converted file (Eig6ky.

Same scenario exists in the Figure 4.17a, 4.17b.

Figure 4.16a. The original raster (JPG type) map.
(Source: http://www.bouldercounty.org/lu/gis/imagebefsd_bc.jpg)

Vextractor Demo - C:\Documents and Settings\htsai\Desktop\data-upzip\smallrelief2.JPG
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Figure 4.16b. The converted vector (SHAPE type) map.
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Figure 4.17a. The original raster (TIFF type) map.
(Source: http://ortho.gis.iastate.edu/)

Vextractor Demo - C:\Documents and Settings\htsai\Desktop\2008Ames\Figures\lowa-StoryCounty\Small
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Figure 4.17b. The converted vector (SHAPE type) map.

In our next conversion example, an image with a JPG file type illustrating some
portion of the proposed expansion in the Syracuse Metropolitan Area (Figure 4.18a).
The diagonal line shaded area represents the area after the expansiomes dfl

counties are shown in thisimage. The shaded area is easy to identiflyeafter
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conversion into the SHAPE file type (Figure 4.18b), but counties names are distorte

and hard to recognize.

A .
\

Figure 4.18a. The original raster (JPG type) map.
(Sourcenttp://www.smtcmpo.org/docs/maps/smtcmpa jpg

File Edit View Tools Window Help

DEE&gdx @ate@aalmo aB st ELS

Figure 4.18b. The converted vector (SHAPE type).map
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4.3.6.2.2.1.1.2 Vector to raster conversion

In this example, a map with SHAPE file type which is the county of State

lowa (Figure 4.19a) is converted into a raster file type by the use obGIIS t

ArcView.

= Untitled - ArcMap - Arcinfo

LR G S g & | Attributes of fe_2007_19_county00. M=

hEeE& B | FiD | Shape | STATEFPO0 | COUNTYFPOD | CNTVIDFPOO |  HAME0D | NAMELSADO0 | LSADOD | CLASSFPOO | MTFCCO0 | URDD | FUNCSTATO0 |
1 [o]Folygon 13 185 19188 Wayne Wayne Caurty % H1 cam R A =
| |Polygon 13 157 19157 Poweshigk Poweshiek County % H cam M & I—|
| 2|Polygon 13 033 19033 CerraGardo | Cerra Gardo Courty % H cam M &
| 3|polygon 13 ] 13001 Acair Ackir Courty % H cam R
| 4|polygon 13 07 13007 Appanoose | Appanaase County % H cam M &
| 5|Polygon 13 023 13029 cass Cass Courty % H cam M &
| &|Polygon 13 =] 13031 Cedar Cedar Courty % H cam M &
| 7|polygon 13 e 13019 Buchanan Buchanan Courty % H cam M &
| 8|Polygon 13 128 19129 Wil ils County % H cam M &
| 9|Poiygon 13 073 13079 Haritan Hamitan County % H cam M &
| 10/Polygon 13 113 19113 Linn Linn County % H cam M &
| 11 |polygon 13 143 19149 Plymouth Plymouih Caunty % H cam M &
| 12[Poiygon 13 111 19111 Lee Lez Caurty % H i M s v
Record: ﬂ ﬂ 1 j ﬂ show: [ Al _selected Records (0 out of 99 Selected) Optians -

Display Selection ?
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Q
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Figure 4.19a: the original vector (SHAPE type) map
(Source: http://ortho.gis.iastate.edu/)

This SHAPE file is converted into JPG and TIFF shown in Figure 4.19b and

Figure 4.19c, respectively. When applications ask for a rasterie tlyey expect

to obtain some information when they look at the image type map like the one shown

in the Figure 4.19d. While the vector file type only stores geographicdeaind
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other information (like the one in the table shown in Figure 4.19a) the raster file
carries along the display information with geographic data, like color, legend or
meaningful tags or names on the image itself. In another words, the display
information of the raster file type conveys some information. It is obviousdiae
information is lost due to the conversion when we compare Figure 4.19a to the
original raster map in Figure 4.19d.

Figures 4.19b and 4.19c, respectively, show that converting the vector map

shown in Figure 4.19a back to JPG and TIFF con not recover the lost information.

: )
§

]

|
.

Figure 4.19b: the converted raster (JPG type) map.
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Figure 4.19d: The original map in raster type.
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4.3.6.2.2.1.1.3 Parameter file value
Based on the results of the conversion, The parariletgalue is set as

follows:

if requestmapType= vector and MLIVmapType= raster

thenfile =0.55
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if requestmapType= raster and MLIVinapType= vector

thenfile = 0.65

if requestmapType= MLIV.mapType

thenfile =1.0

4.3.6.2.2.1.1.4 Parameter com value

The value of the parameteomindicates the likelihood of the underlying

MLIV will generate a map whossompletenesattribute matches or exceeds the one

with incoming request. The values are determined by our team members. k@llowi

are some examples of the rules.

(@) if requestcompleteness 0.9 and MLIVcompleteness 1.0

thencom=1

(b) if requestcompleteness 0.9 and MLIVcompleteness 0.9

thencom=0.9

(c) if requestompleteness 0.9 and MLIVcompleteness 0.8

thencom=0.5

Case (@) indicates the MLIV has a map whose completeness attribute exceeds

the need of the incoming request and thus receives a value 1 for the pacameter

Case (b) shows the MLIV meets the requirement of the incoming request andsecei

the value 0.9 for the parametamm Case (c) indicates the MLIV has a map whose
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completeness attribute fails to meet the need of the incoming request and thus

receives a value 0.5 for the paramet@m The main reason for the relative low value

of parametecom(i.e. 0.5) in case (c) is to allow the MLIV receives a lower ranking

value in our ranking metric of the Quality Ranking Measure Model since it is ynlikel

the MLIV will generate a map with good quality in termsofmpleteness

The values for rest of the parameters, namely pos, rel, access aréegenera

based on the same philosophy and we only list some example rules here. The set of

complete rules is listed in Appendix B.

4.3.6.2.2.1.1.5 Parameter pos value

if requestpositionalAccuracy= 0.01 and MLIVpositionalAccuracy 0.01

thenpos=1

if requestpositionalAccuracy 0.01 and MLIVpositionalAccuracy 0.02

thenpos=0.6

if requestpositionalAccuracy 0.01 and MLIVpositionalAccuracy 0.03

thenpos=0.5

4.3.6.2.2.1.1.6 Parameter rel value

if requesteeliability = 1 and MLIVreliability = 1

thenrel =1
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if requestieliability = 1 and MLIVreliability = 0.9
thenrel =0.6
if requestreliability = 1 and MLIV.reliability = 0.8

thenrel =0.5

4.3.6.2.2.1.1.7 Parameter access value

if requestaccessibility= 5 sec and MLIVaccessibility=5 sec
thenaccess=1

if request.accessibility= 5 sec and MLIVaccessibility= 10 sec
thenaccess= 0.6

if request.accessibility= 5 sec and MLIVaccessibility= 25 sec

thenaccess= 0.5

4.3.6.2.2.2 Parameter res value generation model

Resolution refers to the smallest size of geographic object that carppedna
to the data model (Burrough 1998). A spatial object with a finer resolution
indicates it has more cells with smaller size than the one with a coaskiticn for
a same coverage. A MLIV with finer resolution has a smaller numerited wraits
resolutionattribute and a MLIV coarser resolution has a greater numerical vdfue.

the resolution of MLIV does not match with the one associated with the incoming
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request a conversion is needed. A conversion from finer to coarser will saffer
the conversion loss which means the spatial object cannot be fully recoveralde after
conversion is performed with respect to the resolution. Since the MLIV hag a fine
resolution it has cells with smaller size and multiple smaller celld ttemerge to
form a single bigger cell in order to convert into a coarser resolution. Unless a
sampling process from the ground feature can be conducted there is no way to assign
a value into this single cell. One well known solution is by prediction; the value of
this single bigger cell is predicted based on the value of smaller cells fromm visic
converted.

In our approach, we use some well accepted concepts of interpolation process
in geographic science. Interpolation is the prediction of a value of an attrilaute a
unsampled site gfrom measurements made at other siteialKng within a given
neighborhood. The rationale behind interpolation “is the very common observation
that, on average, values at points close together in space are more likely tdabe sim
than points further apart “(Burrough 1986). In another words, cells with the same
values tends to cluster together. Based on the concept, we develop the Resolution
Value Generation Model which is explained in the following paragraph. We introduce
a function RF(x,y) that generates the value for the paramestéor inclusion in the

RSrules. The values assigned to tag in the RF(x,y)were based on this concept and
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we also conduct an empirical study to determine the values (@iscussed in
Chapter 5).
The value of parameteesis determined by the following rules:
If MLIV. resolution= x and reqesolution=y thenres= RF(X, y)

The functionRF(x,y)that computes the values is defined as follows:

~ 1 where x=y

where x vy
RF(x,y) = < n = xly
a; = probability that is the
2 5 number that match the one
(_ i=1(i* @) /7" cnosen and

n
1
zai =1 a; :ﬁ

2
=1

4.3.6.2.3 Weight generation approaches

The ranking metric defined in Section 4.3.6.2 Quality Ranking Measure Model
is as follows:
v = wi*com+ wy*file + ws* pos+ wy* rel + ws *res+ wg*access, where
w; is the weight associated with parameter
In previous section, we introduced two approaches to generate theepram

values in the quality ranking metric above, namebm, file, pos, rel, res, acceda
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this section, we introduce two approaches that generates weightthe ranking

metric.

The reason why the values from weights for a system like GeoGrid cannot be

the same as the way (Mountrakis 2004, Lim 2001) is that they looked at a set of maps

as pictures and had the users rank them and it is not a possible way in a large dynam

system like GeoGrid.

We develop two approaches to identify weights. They are described in the

following sections. Evaluations for each approach are given in detail in Cbapter

During a preprocessing stage, the spatial mediator generates avegjluf

vectors,W. Each weight vector is corresponding with a given request. Since the

number of possible combination of attribute values is already known it means all

possible requests without bounding boxes are also known. This makes it possible to

calculate the weight vector associated with each request. During thenaymtien

the spatial mediator receives the incoming request (with bounding box) it obtains the

associated weight vector from the ¥étind calculates the ranking values for the

MLIVs in FullCoverageListandPartialCoverageList

The diagram shown in Figure 4.20 indicates how the weights are integrated

into the spatial mediator during the running stage.
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W: The set of weight The set of MLIVs

~
~

Spatial
Reauest— > | Mediator | — Map Scripts

Figure 4.20. The spatial mediator in the running stage.

4.3.6.2.3.1 Partitioning weight generation approach

To calculate the parameter weights, we make use of the aitrialte

partition, and the availability of conversion tools. We use a matrixedfhts where

each line in the matrix represents a set of weights forenpat request. The set of

MLIVs L is partitioned into four sets representing the system’s yahlditdo any

conversion required to use an MLIV to process the request. Thedtsuof MLIVS

are

¢ A is the set of MLIVs that can be used in the response without conversion,

¢ B is the set of MLIVs that can be used in the response withautalos the

necessary conversion tools are supported by the system,

e C is the set of MLIVs that can be used, but will suffer someg dbgjuality

using the current conversion tools supported by the system, and

e D is the set of MLIVs where either conversion can’'t be done otoals

exist.
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An iterative algorithm is applied to the four sets of MLIVsatjust the weights

to enforce the partial ordering implied by the four sets. Theecbpartial ordering is

indicated by the ranking values of MLIVs inside these sets. daileng values of

MLIVs in setA are higher than the ones in 8ind the ranking values of MLIVS in

setB are higher than the ones in $€&tand same follows for s& and setD. The

ranking values of MLIVs in seA are higher than ranking values of MLIVS in 8et

because the MLIVs in sét can generate maps without conversion, i.e. maps without

quality loss due to conversion. In other words, MLIVs in Aegenerate maps with

better quality than maps generated by MLIVs inBet

The algorithm starts with a set of initial values for theaght vector and “tunes”

the weight values until the partial ordering implied by the &mis is true. The “tune”

means that the algorithm updates the weight values by a gradfiange in each

iteration. The documentation of the algorithm is shown in Figure &).241id

algorithm is presented in Figure 4.21(b).
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Input:
1. Vector of quality requirement of Request: Qual_R // It has six values for the quality attributes
2. Vector of initial weights: Initial_W // Value 0.5 is set for each element in vector Initial_W.
3. Set of MLIVs: MLIV // It is an object that has quality attributes (qual), label, ranking values.
output:
Vector of tuned weights: final_W
/I This algorithm is used to generate a weightamefor a corresponding request.
/I This algorithm identifies the corresponding g¥eivalues for the corresponding request.
/I Each MLIV is evaluated by the ranking valuehich is defined as
1 v=wW;* com+w,* file+w;* pos+w,* rel + ws* res+ wg * access
/I To calculate the weights in the above formula,make use of rules in the Rule Set and data Frach Database.
/I A vector of weights will be generated by thigaithm.
/I This algorithm is decomposed into four distipbases. For each request, this algorithm wifrgm phase | through
/I phase IV. Phase I, Phase lll and Phase IV vasrk loop. If the process doesn’t meet the liattandition in Phase IV
/I then the algorithm goes back to Phase Il, PHhaad Phase IV. When the algorithm stops a weigittor
/I containing six weight values is generated
/I Phase | LIV Partitioning: MLIVs will be partitioned into four sets, they abe C, B and A.
/I Ais the set of LIVs that can be used in trepmnse without conversion,
/I Bis the set of LIVs that can be used in trepomse without loss and the necessary conversiis to
/I are supported by the system
/I Cis the set of LIVs that can be used, but silifer some loss of quality using the current @sion tools supported
/I by the system, and D is the set of LIVs whétieee conversion can’t be done or no tools exist.
/I Initially, all LIVs are not labeled. The algtirin starts to check each LIV with respect to aipaldr request. LIVs that are
/I identified as the member of set D will be ladakfirst. And LIVs evaluated as members of setdf B and set A will be
/I labeled accordingly.
/I Phase Il Ranking Value Generatifithe ranking value for each LIV will be generatsdusing the ranking formula stated
/I above. For each parameter value in the fornth&algorithm calls a module ruleEngine. Thealale parmValue is a
/I vector that holds the parm values for the MLIV'parmValue = ruleEngine(MLIV, Qual_R);"
/I A method, compuRanValue, is called to calcuthteranking value for the corresponding MLIV

/I Here comes the tuning process

/I * while (NOT done)” is used as a halting conatiti

// Phase IV Weight Tuningrhe algorithm will stop if the following conditiois true otherwise the
/I tuning process begins.

1" ¢ >=(e(AB)*0.+e(A,C)*0, +e(AD)*0; +e(B,C)*0, +e(B,D)*0s +e(C,D) *6¢
/I whereg is the threshold and e(A,B) is the number of inectty positioned MLIVs in partition A
/I and partition B, etc. The threshold is set méyuA method, testErrorNum, is used to get

/I A method, getNolncorrectMLIV, is used to comptite number of incorrectly positioned MLIVs
/I The weight tuning procedure starts with a sradjustment o for 1 <= i <= 6. These adjustments
/I are made one at a time starting fréynThe algorithm will check the halting conditiorr fevery
/ladjustment. A method, tuneTheta, is used to thas

//When allg,; for, 1 <= i <= 6 are adjusted and the halting condiifostill false, the tuning

Illprocess starts to make adjustments on the weiglits 1 <=i<=6. ware adjusted by small
/lincrement (+0.01) or decrement (-0.01) one &ha tand is done in method: tuningWeights.

Figure 4.21a. Comments of partitioning weight generation approach
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nput:

1. Vector of quality requirement of Request: Qual_R // It has six values for the quality attributes
2. Vector of initial weights: Initial_W // Value 0.5 is set for each element in vector Initial_W.
3. Set of MLIVs: MLIV // It is an object that has quality attributes (qual), label, ranking values.
Output:
Vector of tuned weights: fianl_W
/I Phase| LIV Partitioning: MLIVs will be partitioned into four sets, theyeaD, C, B and A.
if (MLIV. completeness < Qual_R.completeness) th#nV.label = “D”;
else if (MLIV.positional accuracy > Qual_R.positirmccuracy) then MLIV.label = “D”
else if (MLIV.reliability < Qual_R.reliability) the MLIV.label = “D”
else if (MLIV. accessibility > Qual_R.accessibilityhhen MLIV.label = “D”
/I Check if an unlabeled LIV belongs to Set C
if (MLIV.resolution > Qual_R.resolution) then MLIabel = “C" ;
else if (MLIV. file = raster and Qual_R.file = vecj then MLIV.label = “C”;
else if (MLIV. file = lossyRaster and Qual_R.filevector) then MLIV.label = “C”;
else if (MLIV. file = lossyRaster and Qual_R fileaster) then MLIV.label = “C”;
/ICheck if an unlabeled LIV belongs to Set B that be used in the response without loss
if (MLIV.resolution <  Qual_R.resolution) then NN_label = “B”;
else if (MLIV.file = vector and Qual_R.file = rasjghen MLIV.label = “B”;
else if (MLIV.file = vector and Qual_R.file = losRgster) then MLIV.label = “B”;
else if (MLIV file = raster and Qual_R.file = lo&Rgster) then MLIV.label = “B”;

/I'If an MLIV is unlabeled then it must belongsSet A
if (MLIV.label == “*) then MLIV.label = “A”;

// Phase |1 Ranking Value Generating:

parmValue = ruleEngine(MLIV, Qual_R);

for (i = 1; i++; i<=6){
updated_W.element(i) = intial_W.element(i) ;

/I Here comes the tuning process

boolean done = false;

while (NOT done) {
MLIV.rankingValue = compuRanValue(parmValue, updafé#/);
for (i = 1; i++; i<=6){  /PhaselV Weight Tuning:

theta [i] = 0.5; // Initialize the theta with val@e5

arrayNumincorrectM[1] = getNolncorrectMLIV(parA, [@);
arrayNumincorrectM[2] = getNolIncorrectMLIV(parA, f2);
arrayNumincorrectM[3] = getNolIncorrectMLIV(parA, fi2);
arrayNumincorrectM[4] = getNolIncorrectMLIV(parB, 162);
arrayNumincorrectM[5] = getNolncorrectMLIV(parB, i2);
arrayNumincorrectM[6] = getNolncorrectMLIV(parC, 123;

i=1;
if (¢ >= testErrorNum(arrayNumIncorrectM, thetali]))
done = true;
while ((i <= 6) and (NOT done)) {
tunetheta(i);
i++;
if (¢ >= testErrorNum(arrayNumincorrectM, thetali]))
done = true;
}
if (NOT done) then

updated_W = tuningWeights(updated_W);
else final_W = updated_W;

Figure 4.21b. Partitioning weight generation algorithm.
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4.3.6.2.3.2 Map grouping weight generation approach

Another method to generate weight values in the quality metric of the Quality

Ranking Measure Model employed by the spatial mediator makes ugeeofseX he

Map Grouping Weight Generation Approach is used whelCoverageLisis empty

or doesn’t contain any MLIVs above the threshold value, that is, spatial mediator

cannot find a MLIV that can generate a map whose bounding box covers the one with

the map request at a sufficient level of quality. After spatial mediatorfidsrsl|

possible map groupings from the MLIVsRhartialCoverageLisfor the incoming

request, theorrect map grouping sequeniseidentified using geographic

interpretation of available data. An iterative algorithm is applied to the BitdV

enforce thecorrect map grouping sequence

The ranking value for a map grouping is defined as the minimum ranking

value within the group, i.e., the minimum ranking value associated with a MLIV

within the group. Before we introduce tberrect map grouping sequenae first

present the following definitions. We have definedgh@upingandmap groupingn

Section 4.3.3

Definition 4.13:

MG; is defined as areferred map groupingverMG; iff MG; generates a

mapwith better quality than the map generatedMy,
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Onemap groupings identified as referred map groupingver anothemap
groupingbased on the need of application and also on our knowledge of geographic
data quality. To model the decisions is not the focus of this research. We reveal
some of the rational behind the decisions in the following paragraph.

Rationale behind the decision in the Map Grouping Weight Generation in
deciding gpreferred map grouping

R1: The grouping with the least number of MLIVs is preferred.

R2:  The least number of “file conversions” needed inside the map grouping

is preferred.

R3:  The least number of “resolution conversions” needed inside the map

grouping is preferred.

R4:  The higher value in non-convertible parameters is preferred.

The rationales are written in the order of priorities, the one on top has the
higher priority over the one below.

We use the following example to demonstrate the rationales behind the

decision.

Attribute  Complete Map Positional reliability resolution accessibility
ness type accuracy
REQ 0.9 SHAPE 0.01 1.0 25 6




L41
L43
L45
L46
L47
L49
L50
L55
L58
L59

s

1
0.9
0.8
0.9
1

'‘SHAPE'
'‘SHAPE'
'‘SHAPE'
'‘SHAPE'
'‘SHAPE'
'‘SHAPE'
TIFF

JPG'

'SHAPE'
TIFF

0.01
0.01
0.01
0.01
0.01
0.01
0.02
0.03
0.01
0.01
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1 25 ¢
1 1 4
1 10 4
1 25 9
1 5 6
1 25 4
095 25 1(
05 100 1
1 25 g
1 25 10

Map grouping:
MG;: <L41,
L49>
MG,: <L41, L46,
L58>
MG3: <L43, L45,
L47>
MG, <L41, L45,
L55>

Bes

Poores

Based on the rational stated above, the map groupingMftepreferred

map groupingover MG, and MG is thepreferred map groupingver MG etc,. In

another word, M@is the besmap groupingand the MG s the least preferred. The

reasons are as follows:

e There are only two MLIVs in the map grouping & wer than others.

e File types and resolution are all the same with the group MG, MGs.

e The map grouping M@s preferred than Mé&is because file types of all three

MLIVs are all SHAPE files, resolution are the same too, no conversion is

needed.

e The map grouping M&is preferred than Mg&s because no file conversion is

local sequencef amap grouping.

needed in MGwhile a raster-to-vector conversion is needed iiMG

We now define @orrect map grouping sequenbg first introducinga correct
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Definition 4.14:
Correct local sequencef amap groupingiGx = {MLIV o,..MLIV;;,
MLIV,..MLIV } is defined as a sequence that satisfies the following
condition:
For each pair of MLIYand MLIV,, the ranking value of MLIVis higher
than the ranking value of MLIwhere MLIV; and MLIV; are I" and |
term in the sequence respectively with 0<=i< j<=m

Definition 4.15:
A correct map grouping sequeng¢®Go . MG, MG, . MGylis defined as
a sequence that satisfies the following two conditions:

(1) min(MG;) > min(MG;) wheremin s the minimum function that
return the minimum rankingalue inside anap grouping MG
andMG; aremap groupingwith correct local sequencendi™
and J" term in the sequence respectively with 0<=i < j<= m.

(2) MG; is apreferred map groupingverMG;.

In the Map Grouping Weight Generation Approach spatial mediator uses an
iteration algorithm to generate weight values in the quality measure wiethe
Quality Ranking Measure Model. With a given request anéd#rgalCoveragelList

thecorrect map grouping sequeniseidentified with respect to the given request. The
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algorithm then starts with a set of initial values for the weight vector paates the

weight values with a gradient change until toerect map grouping sequenise

found. Once theorrect map grouping sequenisefound the weight vector is stored

in the set of weight vectorgy mentioned in Section 4.3.6.2. Figure 4.22 shows the

algorithm.



Input: 130

4. Vector of initial weights: Initial_W // Value 0.5 is set for each element in vector Initial_W.

5. Vector of MGs: MG_Vec // It is a vector of map groupings generated by the spatial mediator.
//MG is an object that has id and a set of MLIVs which composes the map gouping
//MLIV is an object that has quality attributes (qual), label, ranking value

Output:
Vector of tuned weights: final_ W

/I To ensure the correct local sequence of a map grgua method, checkLocalSeq, is used

/I The method, correctMGSeq, checks to see if thp groupings inside the vector MG_Vec is in corraaep grouping
/I sequence, that is min(MGi) is less than min(M@ljlere MGi is located before MGj inside the vector.

/I The method, preferred(MGi, MGj), returns trudiGi is a preferred map grouping than MG;j

/I The method, min(MG), returns the minimum rankiradues of MLIV inside the map grouping MG.

boolean correctMGSeq(MG_Vec) {
inti=0;
intj=i+1;
Boolean continue = true;
while (j <= MG_Vec.size() and continue) {
if (min(MG_Vec.elementAt(i)) < min(MG_Vec.elemert(f}))
continue = false;
else {
if (preferred(MG_Vec.elementAt(i), MG_Vec.elemaAt(f)){
i++;
i=i
}

else continue = false;

for (i = 1; i++; i<=6){
updated_W.element(i) = intial_W.element(i) ;
boolean done = false;
If (correctMGSeq(MG_Vec)) then done = true;
/[Tuning process starts if the MG_Vec doesn'’t bl correct map grouping sequence
while (NOT done) {
updated_W = tuningWeights(updated_W);
while (NOT MG_Vec.isEmpty(){
MLIV = MG_Vect.nextElement();
parmValue = ruleEngine(MLIV, Qual_R);
MLIV.rankingValue = compuRanValue(parmValue, updafé#/);
}
done = correctMGSeq(MG_Vec);

}
if (done) then final_W = updated_W;

Figure 4.22. Map grouping weight generation algorithm.
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4.3.6.3 Scoring function ranking model

To overcome the limitations inherent in the use of the ranking value, we
introduce a second model that makes use of an MLIV ranking function that considers
the application developers concerns of attribute importance. The main value of thi
approach is that it removes the need to create the somewhat artificiatisapara

between parameter and weight values.

4.3.6.3.1 Single attribute scoring function

The scoring function of a MLIVS, depends on six attributes which are the
same as the one used in the quality measure metric of the Quality RankingeMeasur
Model, namelycompleteness, mapType, positional accuracy, reliability, resolution
and accessibility A score &' indicates the degree of quality superiority in jfhe
parameter for the MLIMwith respect to the incoming requestThe single attribute
scoring function is defined as the follows:

Definition 4.16:

Si =B!*M'} where
B! is base score for attribute j
M'{ is the magnitude for attribute j with respect to ML&Ad

request
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The score § defined above is implemented with rules in the RuleRSet
There are two factors that affect the degrees of superioritye fifih one is the base
score indicating the relative importance between attributes and decided by
applications /users. In our implementation, three scales are used fatteidcie,
namely “critical”, “important” and “non-important”, each scale is assegwith a
non-zero positive numeric value; the higher the value indicates more important the
attribute is to the applications /users. The applications/users can decitie whic
attributes are more important than other attributes. The application degjgrapte
that registered the applications) are asked to complete a preferezatimselhen
they registered with the GeoGrid infrastructure and then information is thed gtor
the Fact DatabadeD.

Our motivation of developing this approach comes from our observation that
different users have different needs in the multiple geographic data sources
environment. For example, a user in a situation with a need of an urgent response is
willing to scarify the quality loss due to the conversion of the file type to exehang
with the fast accessibility of a request map. In this case, this usemnark the
attributeaccessibilitywith a “critical” scale and “non-important” for the attribute

mapTypeavhen registering with the infrastructure. Another motivating scemario

when an application conducting a land use survey doesn’t ask for a fast retrieval of a
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map but require a map with precise file type it can make the preferendeosehdth
attributemapTypamarking “critical” and attribut@ccessibilitymarking
“non-important” during the registration process.

Another factor that affects the score is magnitude of the superiority. The
magnitude for each attribute is not the same and is determined based on our
knowledge of geographic data quality. When the MLIV has a poor attribute compare
to the one associated with the request this magnitude is assighednegative value.
The magnitude reflects the characteristics of the attributes. For exahgple
non-linear characteristic of attributesolutionis reflected by the following rules
given the base score fogsolutionis 15:

if reg.resolution= 10 andVILIV.resolution= 1 then §°= 15 * -5 = -75,
if reg.resolution= 25 andVILIV.resolution= 1 then §°°= 15 * -6 = -90.
if reg.resolution= 100 andVILIV.resolution= 1 then §°°= 15 * - 8 = -120.

We can see the magnitude for each rule is different, namely -5, -6 and -8, and
is not proportional to the ratio MLIV.resolutionto req.resolution Similar
observations are found in (Mountrakis 2004). They require users’ interaction to
guantify the users’ preferences in (Mountrakis 2004) while our approach makes use of

the help from the application experts.
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There are three possible cases for the score. We discuss these dastste |

the implementation of the rules.

Case 1: The score is zero. If the attribute value associated with

MLIV is the same as the one included in the request, then the rule

generates the value of zero fof.$or example, ifeq.completeness

= 0.9 andVILIV.completeness 0.9 then §°"= 0.

Case 2: The score is a positive value greater than zerih the MLIV

has a better attribute value than the one of request then the rule

generates non-zero positive value fot Sor example, if req.

req.completeness 0.8 andMLIV.completeness 0.9 then §°M=

pos.scrwherepos.scris a numerical value amubs.scr> 0.

Case 3: The score is a negative value less than z&noMLIV will

receive a negative value &' if the MLIV has a poorer attribute

value than the one of request. For examplegfcompleteness 0.9

andMLIV.completeness 0.8 then §°" = neg.sciwhereneg.scris a

numerical value andeg.scr< 0. The idea behind this is to allow a

MLIV with a poorer quality than the one associated with the request

to receive a lower score.
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4.3.6.3.1.1 Scoring function

We now give the definition of the scoring function. The scoring fun@jafi
MLIV; is the sum of scores'S The following equation gives the scoring function for
MLIV ; with respect to the request

S = g comygrfle grpos, grrel, grres gr access
where & is the score with respect to attribute j

Example 7:

We illustrate the scoring function by the following example. A user indicate
that attributemapTyperesolutionandpositional accuracyare “critical” and the
attributecompletenesandreliability are “important” and attributaccessibilityis
“not-important”. Application experts assign a base score 5 for the “not-important
attribute, a base score 10 for “important” attribute and 15 for the “critidaitate.

The following vectors indicate the attributes values associated witilthé; and

request.

Attribute  Complete Map Positional reliability resolution accessibility
ness type accuracy

REQr 0.9 SHAPE 0.01 1.0 25 10

MLIV; 1 SHAPE 0.01 0.9 25 25

MLIV; 1 JPG 0.01 0.9 25 5

For MLIV; the following rules irRS are fired:
if reg.compleness 0.9 andVILIV.completeness 1 then §%°=10*1 =
10.
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if req.mapType vector andMLIV.mapType= vector then §'° = 15 * 0
=0.
if req.positionalAccuracy 0.01 andMLIV.positionalAccuracy 0.01
then $P°=15*0=0.
if reg.reliability = 1.0 andVILIV.reliability = 0.9 then 8§ = 10 *-1 =
-10.
if reg.resolution= 25 andVILIV.resolution= 25 then §°°=15* -4 = 0.
if reg.accessibility= 10 andVILIV.accessibility= 25 then §°°**°=5* -1
=-5.

The score foMLIV; is sum of scores above and is -5.

For MLIV; the following rules irRS are fired:
if req.compleness 0.9 andLIV.completeness 1 then §°°=10*1 =
10.
if req.mapType vector andMLIV.mapType= raster then;$° = 15 * -5
=-75.
if req.positionalAccuracy 0.01 andMLIV.positionalAccuracy 0.01
then $P°=15*0=0.
if req.reliability = 1.0 andVILIV.reliability = 0.9 then §® = 10 *-1 =
-10.
if reg.resolution= 25 andMLIV.resolution= 5 then §®° =15 * -4 = -60.
if reg.accessibility= 10 andVILIV.accessibility= 5 then §7°***=5* 1 =
5.

The score foMLIV; is sum of scores above and is -130.

The reason for both MLIVs receiving a negative score is that attributes for
MLIVs are either same as or poorer than the request. Because the desstpuatithe
attributemapTypeas a “critical” sdVILIV; receive zero for the attributeapType
while MLIV; obtains a negative number due to the huge negative magnitude.

Note that some additional rules need to be fired in order to convert the file

type.

if fileType = SHAPE then mapType = vector
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if fileType = JPG then mapType = raster
The final scores foMLIV; andMLIV; are -5 and -130 respectively. The
scoring function ranlLIV; higher tharMLIV;

The algorithm for the scoring function is given in Figure 4.23.

Input:

1. Vector of quality requirement of Request: Qual_R // It has six values for the quality attributes associated with the
given reqeust

2. Vector of quality requirement of a MLIV // It has six values for the quality attributes associated with the given MLIV

output:

scores for the associated MLIV

/[This algorithm is used to generate a score vdota corresponding request.
/I This algorithm identifies the correspondingrecofor the corresponding request.
/[ Each MLIV is evaluated by the scargvhich is defined as
i S= S+ giflet grresy gy g res . gracess \Where § is the score with respect to attribute j
/I To calculate the score in the above formulanvede use of rules in the Rule Set and data froch [Patabase.
/I A vector of scores will be generated by thigoaithm.
}

for (i=1; i++; 1 <= 6) {

s = singleScore(attribute i);

returns,
}
/ A method, singleScore(attribute i), is used toagate a score for a signal attribute i
/I S} =BI*M"] where B is base score for attributarjd
/I M'lis the magnitude for attribute j with respect toIMLand request
/I The method base(attribute i) returns the baseedor the attribute i
/[The method magnitude(request.attribute i, MLIYfibuite i) returns the magnitude for the attribute
/I It calls ruleModule((Qual_R.i, MLIV.i) uses ttiellowing formula to generate the desired scoretffierattribute i

int singleScore(attribute i) {
int singScore;
singScore = base(i) * magnitude(Qual_R.i, MLIV.i);
return singScore;

}

1

int magnitude(Qual_R.i, MLIV.i) {

int mag;

if request.attribute i= Qual_R. i and MLIV. attuite | = MLIV.i then mag = ruleModule(Qual_R.i, MLIN;
return mag;

}

Figure 4.23. Scoring function algorithm.
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4.4 Relational script generation

An example of the object structure of an RLIV is shown in Figure 4.24. A
block diagram of the process for generating the relational script is showrune Fig
4.25. The distributed nature of data sources supporting the spatial mediator means that
two types of queries are needed to produce the relational results, namely,isgbquer

for each RLIVand &ramework queryo combine the RLIVs.

package relationalLIV;
import java.sgl.Connection;
import java.sql.DriverManager;
import java.sgl.ResultSet;
import java.sgl.ResultSetMetaData;
import java.sgl.Statement;
public class Querydb {
public Relation derive (String query) {
private Relation rel = new Relation():
Class.forName("com.mysql.jdbc.Driver");
String url = "jdbc:mysql://localhost/geogrid";
Connection connection = DriverManager.getConnagtid);
Statement stmt = connection.createStatement();
ResultSet rs = stmt.executeQuery(query);
ResultSetMetaData rsmd = rs.getMetaData();
int columnCount = rsmd.getColumnCount();
String tuple =™
while (rs.next()) {
for (int col = 1; col <= columnCount; col++) {
tuple = tuple + rs.getString(col);
if (col < columnCount) tuple = tuple + "\t";
rel.addCurrentTuple(tuple);}
tuple ="}
return rel}

Figure 4.24. An example of the object structure for RLIV.
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To connect the relational data with the map, we make use of the service inside

the computation server to obtain a geographic location for a corresponding spatial

data.

The actual connection depends on the nature of the data that is returned to the

computation server. Occasionally, the data may have coordinate information as

attributes in the table obtained form an RLIV. In those cases, the mergenasieca

the data directly. However, in general the available spatial data wélda

geographic connection only through state, city or address values. We make use of

two tools in the computation server to fine the appropriate coordinate information.

First, for purely symbolic data values like a state name (e.g. lowa), vee use

computation based tool based on@80. For specific addresses, the computation

server makes use of a web-tool, sucks®s$ Visualizer

(http://www.gpsvisualizer.com/geocoder/) to convert the addresses to gi@egra

coordinates.
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Relational
Request
Search Semantic
RLIV Network
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Script
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Figure 4.25. The process for generating a relational script.

A query has to be generated for each RLIV that is used to generate the final
result. We use the term subquery for these queries. The computation server
distributes the subqueries to the data sources that support the RLIV over which they
are defined. The results of the subqueries are returned to the computagoraser
individual relations.

To combine the resulting relations into the final result, the spatial mediator

creates dramework query
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Definition 4.17:
Theframework querys defined as a query of the form:
Ry, joing, Ry join,...joinm.1 Ry where
R, i=1,2,...,m-1 are connected in the semantic network dsiii@
with a join criteria join; i=1,2,...,m-1) defined in the association
node that connects the two RLIVs.
The computation server receives the subqueries arfththework quenas
part of the integration script and uses it to guide the distribution of the subQunetries a
the generation of the final result. The process of generating the relatiopastauts
with the spatial mediator determines the appropriate RLIVs for theomdhtiequest.
Then it generates the subqueries for each of the required RLIVs, determines the
correctframework queryor combining the RLIVs, and creates a relational script.
We formally define theelational scriptin the following paragraph and then elaborate
the process in the following sections.
Definition 4.18:
A relational scripthas the form:
relation (<Si; Sy;...Sn><A, C> F) where
S; are subquery wherei=1,.m

A is attribute list andC is the condition from the user request
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F is framework query

4.4.1 Search RLIVs

The search for the RLIVs needed makes use of the Fact Dat&ligsend the

Semantic Network Ontolog$NO). TheSNO consists of a tripleX,6,3), wherex

is the set of search operations defined in Chaptrs3an ontology ané is a

semantic network of RLIVs connected by association nodes that define the join

criteria for two RLIVs. The search terms from the relational recarestised to search

0 to locate the RLIVs that contain the attributes necessary to respond to the user

request and are connected by join criteria through the connection in

We start with an example before examining the algorithm to illustrate how the

Semantic Network Ontolog¥sNO) is used to locate the RLIVs and how to combine

the relations from RLIVs. An application generates a requests with reque3Q8

and ask for people’s id who is injured in event of a natural disaster. To answer this

request the spatial mediator searches ontolo@NGi and locates RLIVthat

provides the properties information such as owner’s id. Another data source; RLIV

that has the natural disaster reports is also identified by the spatiatone@ihe

fragment shown in Figure 4.26 illustrates the search terms from foorelbtequest

which areidentity andnatural disasterare used to search the ontolédggnd locates

two RLIVs namely, RLI{ and RLIV5, When the search algorithm stops two
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attributes namelyid andstormNameare referenced by pointers from the algorithm.

Sinceid is an attribute of RLIYthe spatial mediator identifies RL{\As a RLIV

containing information relevant to the request. The spatial mediator alsdriihds

becausstormNamas attribute that belongs to RL{\As one can be seen from this

example, the ontology portion of t8®O allows us to find a set of RLIVs that

contain the information required to respond to the relational request.

Unfortunately the RLIVs found in this search process may not typically not be

connected by join criteria. In the example (Figure 4.26) the search pretesed

RLIV; and RLIV;, but the semantic network portion@¥ O doesn’t define a way of

joining the result of the two RLIVs (Figure 4.26). It is clear from the gaiinat

RLIV; has to be included in order be able to join RL&d RLIV; to generate the

results needed to respond to the request.

The ontologyb of theSNO which is the upper portion of supports the search of

RLIVs while the lower portion o8NO defines the join criteria for combining the

RLIVs together. In Figure 4.26, the join criteria shows that join condition fé¥ RL

and RLIV,is “RLIV 1. id = RLIV,ownerld” and join condition for RLIYand RLIV5

is “RLIV ,. address = RLIYlocation”. The relation schemes inside each RLIVs are

stored inside the Fact Databab®}]. Note that Figure 4.26 only shows a fragment of

SNO.
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Relation schemes for each RLIV:

RLIV: (GendergenderType, gender), Residgmme, id))

RLIV; (Property(ownerld, address), Facility (type, capacity))

Corresponding requestrk¥008, {identity, natural disaster}

Entity

AN

Living Being Physical Object Social Entity  Events

2 U

. Countr Natural
Human Being  House Land Y

\ Disaster
Identity \
() G G (e

Qyz’@——mlv1 /\1 RLIV RLIV3

(RLIV . id = RLIV, ownerld) (RLIV,. address = RLIYlocation)

Figure 4.26. A fragment of Semantic Network Ontology.
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Once all of the RLIVs (and join criteria) are identified for treenework

guery, the spatial mediator must determine the subqueries that will have to be sent to

each RLIV that appears in thimamework query The subqueries must return any

attributes needed to respond to the request along with the attributes needed by the joi

criteria. While any type of join criteria could be supported bySN® model

(Chapter 3), for this thesis we have restricted the join criteria to be equidsos

while any joins supported by relational database management systems can be

supported for the subqueries, we have assumed that the joins are natural joins.

In the remainder of this chapter we look in detail at the algorithms for

generating the RLIV subqueries aindmework queryrespectively.

4.4.2 Generate SubQueries

Each RLIV defines a set of relations such that the registered views have

undergone the renaming process (Miller et al. 2002). When there are tivatestr

within different relations refer to the same characteristics and hdeecdif names

then attributes are renamed by using view. In a similar way attributesiferent

semantics are given different names through the views. The Fact Datahtsas

the information on the relations that exist for each RLIV. For examplattititeutes

stored in each relation (the attributes might have been renamed under th@genam
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process), attribute data types and the functional dependencies that have included by

the individual registering the RLIV.

The relations registered for an RLIV may or may not have the lossess join

property, but the RLIVs that support this property are registered by the owners a

supporting the universal relation principle.

Since we assume that the renaming process has been used to make the attribute

names uniform, we are able to represent the relations defined for an RLIV as a

hypergraph.

A hypergraph is a coupld = (N,E) where N is a set of vertices, and E is a

set of hyperedges which are non-empty subsets of N (Berge 1973). A natural

coorespondance existes between a hypergraph and a database where N a$ the se

attributes and E is the set of the relations schemes for the databasexarkjoleethe

hypergraph in Figure 4.27 represent a database scheme RR:{R3} where R (A,

B, C), R(C, D, E), R(A, E) are relation schemes. The hypergraph can be used to

model both the logical design and query operations (Owrang & Miller 1988).

R1
CA B
R
—Y \D 4/2
R3 E

Figure 4.27. The hypergraph representation of database scheme R.
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A hypergraph is connected if every pair of its hyperedges is connected by

some path of hyperedges. In our algorithms, individual RLIVs are reprddgnte

hypergraphs.

The algorithm generates the query needed for one RLIV. Naturally, the

spatial mediator must use the algorithm for each RLIV needed in the relatioipal

Algorithm subquery {

»= relation schemas for LIV,
F = Fds defined over R;
/= attributes required from LIV;
rest= relation conditions and additional clauses;
= getJoinSequence/ .»);
=7 s
while ~changes
foreveryse.~

for every» e .—{s}

if »N.>W eF" where We
s=s+W,;

+ = getConnectedComponents; (
For (every Gev)
If (loneEdge(G, )

= addEdges(G; F);
Subquery = generateQuery(; resd;

The focus of the algorithm is to obtain a query that can be executed at the data

source site that supports the RLIV the query is generated for. The startingorendit

of the algorithm include the set of relation schemes R supported by the RLIV
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(obtained from the Fact Database), the functional dependencies defined ovesdR, the

of attributes required from the RLIV (those needed in the request result and those

needed by thdameworkqueryequijoins), and any conditions required by application

initiating the request (e.g. WHERE clause). The algorithm starts byiolgt@an

initial join sequence (the relations that contain the needed attributes anthtitcae

needed to provide a connected join result). The functional dependencies are used to

create what are called fd-hyperedge (Miller 1992) in the underhypegrgraph. The

fd-hyperedges are used to test whether connected subcomponents of the underlying

hypergraph that are not included in the initial join sgirftersect with just one

fd-hyperedge. The motivation for including this in the subquery algorithm isvéhat

are able to maintain losslessness in the subquery if the relations defineslipgort

the universal relation principle. More details on this process are given ine€Cbapt

An overview of the functionality of the methods called inghbquery

algorithmis given in Table 4.3. We provide the pseudo code for some of the less

traditional methods in the remainder of this subsection.

Algorithm oneEdge(G,) {
for (every G €)
if (attr(G) intersects only one edge 9f
returntrue;
else
returnfalse



Algorithm addEdges(G; F) {
for (every G € )

if (loneEdge({G},)) {
/- = addNewEdges{ G);

= Ad
}
-expand(/F).
return

Algorithm addNewEdges{ G) {

for (every G €)
while changes occur {
foreverygeG

if ((gN attr())

= A {gh
G=G-{gk

return.”
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Table 4... Methods used isubquery algorithi.

Name of Method

Description

getJoinSequenceA )

This method implements a join sequer
generation scheme as the one present
in (Owrang & Miller 1988)..

ce
ed

getConnectedComponents(

This method takes a set of edges and
returns a set of connected component

U7

[

oneEdge(G,”) This method tries to collapse the edge
of G on one edge of
addEdges(G; F) This method adds edges to G if no one

edge of~is found.

174

generateQueryy,  rest)

This method use the relations defined
the edge ins, attributes in./, join
conditions generated from the Fact
Database and condition in the parame
restfor the where clause to generate

ter

SQL subquery.
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4.4.3 Generate framework query

The framework query provides a structure for combining the subqueries

generated for each RLIV.

Algorithm frameworkQuery/
9 = semantic network portion &NO
FrameworkRest = relational conditions and additional clause;

» = attributes required from RLIV;

= getFrameworkJoinSequenas;(
= getFrameworkConnectedComponeits-;

7
ForeveryGe «
If loneRLIV(G,)

- =addRLIVs(G,);
frameworkQuery = getFrameWorkQuery(~FrameworkRest);

}

Theframework query algorithrs similar to thesubquery algorithnin that it

operates on a hypergraph (see proof of Lemma 4 for details on how the hypergraph

for this algorithm is constructed). Note that a key difference hénatshe RLIV
have been registered independently and that a lot less information is known about the
inter relationships of the attributes in different RLIVsS. We only assuntéhi&goin

attributes in the equijoin statements must be equal and that we can use the unique

names for those attributes.
An overview of the functionality of the methods called in ti@@fework query

algorithmare presented in Table 4.4.
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Figure 4.28 shows an example of the framework queryelatonal script

generated by the spatial mediator to respond to the reqL@38shown in Figure

4.28.

request: «1008, {identity, natural disaster}
Framework query:

RLIV:. id = RLIV: ownerldandRLIV,. address= RLIV; location
Relational script:

relation(<“id”, RLIV;; “ownerld, address”, RLIY; “location, stormName”,
RLIVs><id, stormName>"RLIV. id = RLIV, ownerldandRLIV,. address=
RLIV;zlocation”)

Figure 4.28 An example of a framework query.

Table 4.4. Methods used frameworkQuery algorithm.

Name of Method Description

getFrameworkJoinSequen&g( This method uses Semantic Network
Ontology and Fact Database to
identify the RLIVs needed to
respond to the request and chooses
additional LIVs to ensure a
connected set of RLIVs (if possible

getFrameworkconnectedComponefis() This method determines RLIVs &
that are not in‘and returns a set of
the connected components of the
RLIVs not in.z

oneRLIV(G, ) The method returns TRUE if the
RLIVs in G are connected to at most
one RLIV in.«

addRLIV(G, ) This method adds RLIVs connected
to .~until all the RLIVs in G have
been added or the remaining RLIVS
in G connect to only one RLIV in:

U
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4.5 Integration script generation

Before we present the process to generatetbgration scriptwe formally
define theintegration script
Definition 4.19:

Theintegration scripthas the form:

O(R;M) where
O is either a merge tool which has the form (tool_name, tool_location,
mergeToolType) oNoOp where indicates no tool is needed
R is therelational script

M is themap script

The spatial mediator replaces eof theintegration scriptwith aNoOp for
the map request and relational request. The process for genareggrgtion scriptis
the same as the one generatiglgtional scriptor map scriptin such case For a
merge request, the spatial mediator first generatesélational scriptandmap
scriptand then replaces tl@ of theintegration scriptwith merge token.

Figure 4.29 shows an example of the integration script in respoRsetuest.
Figure 4.30 shows a map results from execution of the integration script shown in
Figure 4.29. MLIV has the correct resolution but needs to be converted to JPG.

Finally MLIV, is JPG, but needs to be converted to the appropriate resolution
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The request: K009, {Alabama}, {<0.8, JPG, 0.02, 0.9, 25, 45>, counties},
{tornado, scale, location }, {date = ‘2011-4-2&}

The corresponding integration script:
(merge, IP of mergeTool, mergeToolType)( map ((<mosaic, IP of mosaicTool,
combineTypeTool>)(<convertJPG, IP of convertJPGTool,
convertJPGToolType>(IP of MLIN<” MapServer”, “5,5,72” ><”
34.350015,-87.712215", “34.482731, -87.290015" >)),(<setRes, IP of
setResTool, setResolutionType>(IP of ML MapServer”, “5,5,72” ><”
34.712204, -86.75221", " 34.730743, -86.590924" >,25)));
relation(<“reportld, scale”, RLIV4; “id, location”, RLIV ;><tornado, scale,
locatior>"R LIV.. id = RLIV,id"))

Figure 4.29. An example of integration script.

location you are looking for: |Alabama information you are looking for: |tumadu ‘ ‘ Start H Clear ‘
Florence, Athens Clid
Sheffield
Huntsge
Muscle
Shoals__ Leihton Madi g
Toun Creex & Redstone
B ® @ g e
Trnity = Decatir L
| ]
il
P—
| e Hartselle:
i DO, Falkuile
Campe @
Crossuile
) Bder Creet leyton Colinsaille
el —_— Abenvile
Adason
Cullman bE
P
ey
Lewis Dodge Ci a
Smith Lake =Y ?ﬁ“ Analia (Gadsden
= Nativoo Garden Gy Cleveland Hokes "
| . (55} —
d Eldndge" Oneonta Stesle &) Rainbow, | Glencoe:
AN i — i e
I
Tocation county_|state] _fat lon | time [1]J
-5 |Phil-Campbell |Frankin__|AL _|34.3500 |-87.7100/08:30:
! Moulton Lawrence |AL |34.4200 |-87.2900[02:55....
! Speake Lawrence |AL |34 4200 [-87.1700(07:00
5 |litHope Lawrence |AL_|34.4600 |-87.4800(08:48
5 |Hation Lawrence |AL_|345600 |-87.4100(08:53
= [West-Point Cullman |AL |34.2400 |-86.9600[12.00....
— Good-Hope Cullman |AL |34.1100 |-86.8600[07.45....
4 |Hancevile _|Cullman _|AL |34.0600 |-86.7600]01-01
4 |Baleyton Cullman _|AL_|342600 |-86.6100/08:07
-4 |Joppa Cullman _|AL_[34.3000 |-86.5600(08:23
! Madisen Madison |AL |34.7000 [-86.7500[10.06....
5 |Huntsvile |Madison |AL |34.7300 |-86. ﬁgnﬁ‘ﬁs 31

Figure 4.30. A map results from execution of the integration script shown in Fig@re 4.2
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CHAPTER 5. EVALUATION

In this chapter, we look at the correctness of the spatial mediator model.
Since people’s definitions of quality are different it is not practical to tpydoe
anything about quality. Rather we have done on empirical study to addressithe
of map quality (Section 5.1.1). Coverage is measureable so we looked at map
coverage with a set of lemmas (Section 5.1.2). For evaluation of the relationat porti
of the spatial mediator we concentrate on showing that our query generation process
generated queries with a lossless join property whenever the underlying data

semantics supported a lossless join (Section 5.2).

5.1 Map generation process correctness
The discussion of the map generation process introduced in Section 4.3.5
highlights the need of ranking data sources in the infrastructure. We staoking
at an empirical study to evaluate the quality of the maps produced in Section 5.1.1.

Section 5.1.2 looks at the correctness of the map coverage.

5.1.1 Empirical study

We look at the results from empirical study in this section. Section 5.1.1.2

looks at the empirical results for the Quality Ranking Measure Model. Theieahpi
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results for the Scoring Function Ranking Model are examined in Section 5.1.1.3. We

present correctness issues in Section 5.1.1.4.

5.1.1.1 Empirical study data set

A geographic dataset for the counties of State of lowa was used ast thet.te
It contains geographic information about state, county and city. Three hundred and
fifty five spatial objects (i.e. MLIVS) are used as the test datasetvaNdate the

approaches by creating twelve requests to conduct the testing.

5.1.1.2 Evaluation of quality ranking measure model

The spatial map mediator utilizes the quality measure v to evaluate the
potential contribution of each MLIV to the generation of a useful map.

A MLIV ranking value v is defined as follows:

v = wi*com+ wo*file + ws* pos+ wy* rel + ws *res+ wg*access, where

wi is the weight associated with parameter

Our contributions come from the ways we determine the parameters and
weights. We start by looking at the generation of parameter. We develop a model,
Parameter Resolution Value Generation Model, to generate the paresaéErause

of its geographic characteristics. The result is shown in Table 5.1.



Table 5.1. Res values generated by the Parameter Resolution Value Gemé¢oake!.
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I, 1m 5m 10 m 25 m 100 m
1m 1 0.7833] 0.70749| 0.64063 0.5034

5m 0.7833 1 0.875 0.7833] 0.56651

10 m 0.70749 0.875 1 0.8472) 0.70749

25 m 0.64063 0.7833 0.8472 1| 0.78906
100 m  0.5034| 0.56651| 0.70749| 0.78906 1

The first row lists attribute resolution of the coming request and the first
column is the value associated with the MLIV. The values in bold font are values for
the parametetes generated by Parameter Resolution Value Generation Model. The
value for parameteesis 1 if both the MLIV and request has the same values for the
attribute resolution. We found that there are several values are higher than we
expected. They are values in the cell with solid color background. When the attribute
resolution associated with MLIV is coarser than the one associated with thstreque
the parametearesshould be lower.

We proposed two approaches to calcuatenamely Partitioning Weight

Generation Approach and Map Grouping Weight Generation Approach. The

following sections described the evaluation of these two methods.

5.1.1.2.1 Evaluation of partitioning weight generation approach

In Section 5.3.2.1 we have described the process of Partitioning Weight

Generation Approach for deriving the weight values in the quality ranking measure
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The set of MLIVs is partitioned into four sets representing the system’syabito

any conversion required to use an MLIV to process the request. We use the number of

incorrectly partitioned MLIVs to demonstrate the effectiveness of gpsoach. The

incorrectly partitioned MLIVs mean MLIVs that have been partitioned into wseng

For example, a MLIVs that can be used in the response without conversion is

partitioned to the set that contains MLIVs that can be used, but will suffer sasne los

of quality using the current conversion tools supported by the system.

The Figure 5.1 shows the comparison of error rates in terms of the number of

incorrectly ranked MLIVs between two sets of weights, namely initial weighd

tuned weights. The initial weights are set to 0.5 fowaih the quality ranking

measure. After the tuning process the final tuned weights are gehénatdve

requests are put to evaluate the approach. Two out of twelve does not support the

effectiveness of this approach, namely Request 2 and Request 4, since the number of

incorrectly partitioned MLIVs before tuning process are lower than the bea w

tuned weights apply.
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80%
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% of /\
incorrectly 40% h o— Applying initial
ranked MLIVs 0% weights
’ == Applying tuned
0% —,— weights

1234567 89101112

Request

Figure 5.1. A comparison of incorrectly ranked MLIVs between sets of
initial weights and tuned weights.

Figure 5.2 shows the comparison of incorrectly ranked map groupings
between sets of initial weights and tuned weights. The result shows that one out of
twelve requests, namely request 3, doesn’t support this approach since the number of

incorrectly ranked map groupings are the same for both sets of weights.

50%

40%

% of incorrectly 30%
ranked map
groupins 20% - == Applying initial weights

10% - == Applying tuned weights

O%IIIIIIIIIIIII
1 3 5 7 9 11

Request

Figure 5.2. A comparison of incorrectly ranked map groupings between set of
initial weights and tuned weights.

5.1.1.3 Evaluation of scoring function ranking model
To show the evaluation of this ranking model, three different sequences are

used in the testing, namahcoming sequengeandom sequencandsorted sequence
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Theincoming sequenaeorresponds to the MLIV’s identifieMLIViq. The MLIV

with the smallesMLIViq will come in as the first element in theeoming sequence

In another words, the spatial mediator will select MLIV with the smiaifesVq

since it is on the top of the PartialCoveragelL%arted sequends ordered by the

score associated with each MLIV. The MLIV with highest score is on the ttye of t

sorted sequencand will be selected by the spatial mediator first. MlllIV,q are

rendered into a random order and becomesath@om sequence

Figure 5.3 show the comparison of the performance in terms of incorrectly

ranked MLIVs between these three sequences, namely sorted sequence, random

sequence and incoming sequence. In this sorted sequence, no incorrectly ranked

MLIV is found. Both incoming sequence and random sequence have some incorrectly

ranked MLIVs. Except for one request, request 5, random sequence has more

incorrectly ranked MIVs than the incoming sequence. Thus the sorted sequence is

proved to be the best. In another words, the scoring function generates the correct

ranking MLIVs with respect to the incoming map request.
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Figure 5.3. Number of incorrectly ranked MLIVs between random sequence,
incoming sequence and sorted sequ

Figure 5.4 shows the comparison of the performance in terms of the number
of incorrectly ranked map groupings between these three sequences. In ttis sorte
sequence, incorrectly ranked map groupings are found only for three requestly, na
request 5, request 10 and request 11. Only four requests out of twelve, the incoming
sequence has more number of incorrectly ranked map groupings than the random

sequence. Thus the random sequence has the poorest performance among three

sequences. The sorted sequence is proved to be the best.

60%

50%

40%

30%

% of 20%

Incorrectly 10%

ranked map 0%
groupings

A

TTARTARETART TARTART v

1234567 89101112

Request

=¢=—Random sequence
== Incoming sequence

Sorted sequence

Figure 5.4. Number of incorrectly ranked map groupings between random

sequence, incoming sequence and sorted sequence.
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5.1.1.4 Quality evaluation of map grouping weight generation model

We present our performance evaluation of the map grouping weight

generation model of the spatial mediator in our empirical study in thissectiVe

use a quantity measure, equivalence class, to show the performance of our spatial

mediator. Each parameter is assigned a value indicating the degreditgfiquan

equivalence class. We compare the median of the equivalence class of MLI¥g of m

grouping in the map script generated by the spatial mediator with the bésblavai

MLIVs for the corresponding request.

The tables of the values of the equivalence class of six parannetiee

guality ranking measure model and tables of comparison values are shown in

Appendix C. Figure 5.4 through Figure 5.9 show the Comparison between MLIVs

in map script and best available MLIVs (as chosen by our research group)sroferm

six parameters in Quality Ranking Measure Model, nancely, file, pos, rel, res

and accessFrom these comparisons we found out that MLIVs in map script

generated by the spatial mediator are the best MLIVs available in haor&alf of

the requests. For example, MLIVs in map script generated by the spediaton

are the best available in nine out of twelve requests in terms of the pareeaeter

The worst case is the paramgtes MLIVs in map script generated by the spatial

mediator are the best available are only seen in six out of twelve requests.



162

parameter com

3 W
=== MLIVs in map
script

1 best available
MLIVs

average value
N

1234567 89101112

Figure 5.5. Comparison between MLIVs in map script and best
available MLIVs in terms of parameteom.
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Figure 5.6. Comparison between MLIVs in map script and best
available MLIVs in terms of parametile.
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Figure 5.7. A comparison between MLIVs in map script and best
available MLIVs in term of parametepos
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Figure 5.8. Comparison between MLIVs in map script and best
available MLIVs in terms of parametes.
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Figure 5.9. Comparison between MLIVs in map script and best
available MLIVs in terms of parametess.
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Figure 5.10. Comparison between MLIVs in map script and best
available MLIVs in terms of parametaccess.
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5.1.2 Conceptual correctness

Let 4y be the geographic search region (point, point & radius or bounding box)
for the current request. We first definearect MLIVidentified by the R_Tree
componentRT) to be an MLIV that either contaigor overlapdy. The MLIV that
only share a common border wgjor touchedyisn’'t considered aorrect MLIV.
The followings are examples &f
1. {represents a bounding box defined by the peidis5233, 93.1402>,
<42.1341, 94.1435> {; ={<41.52, 93.14>,<42.13, 94.14>}

2. {yrepresents region with a center point41.5211, 93.1463%and a50 mradius
£, = {<41.5211, 93.1463>, 50m}

3. {ypresents a point41.5211, 93.1463>
£, = {<41.5211, 93.1463>}

We define acorrect MLIVidentified by the Geographic Symbolic Ontology
(GSO) to be an MLIV that either contaidsor overlapds wherel is the region
defined by the symbolic terms in the request. The following is example of

s represents the region: “Midwest”

L = {Midwest}
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5.1.2.1 Correctness coverage using RT

Lemma 1: Given a map requestassociated with the geographic location
requirementy, componenRT identifies correct MLIVs if the requested area is
covered in the complete set of MLIVs available.

Proof:

We prove this lemma by contradiction.

Assume that given the requestomponenRT identifies a MLIV that doesn’t

overlap nor contains at least part of geographic location requirégn&he MLIV

must be in one of the following cases.
Case 1: Thé; is a point and falls outside the MLIV.
Case 2: Thé; is point and radius that results in a circle shape region and
doesn’t overlap with the MLIV.
Case 3: Thé; is a circle shape region that only contact with the MLIV at one
point.
Case 4: Thé; is a bounding box that shares a common border with the MLIV.
Case 5: Thé; is a bounding box that doesn’t overlap with the MLIV.

For Case 1, the function RIT, Include(Point, Polygonyvill be applied.
According the definition of this function (which is described in Section 4.2.2) it

returns TRUE if the point meets the following two conditions: (a) the point islkbcat
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inside the polygon and (b) the point doesn’t touch the borders of the polygon{Since
is a point and falls outside the MLIV in Case 1 the value FALSE will be returned by

this function. An example of this case is shown in Figure 5.11.

C MLIV

SN

4 Bounding box of MLIV

Figure 5.11. An example of the topological relationship between a
point location requirement and the bounding box of MLIV.

For Case 2 and 3, the functionRit, Overlap(Polygon, Circleill be
applied. According the definition of this function (which is described in Section 4.2.2)
it returns TRUE if the circle and the polygon overlapped. In Case 2 shown in Figure
5.12(a)4, is a circle and doesn’t overlap with MLIV the function returns FALGE
a circle and only contact with the MLIV at one point the function returns FALSE in

Case 3 which is shown in Figure 5.12(b) shows an example of this case.

AR

area of 4 Bounding box of MLIV area of 4 Bounding box of MLIV

(a) Case?2 (b) Case 3

Figure 5.12. Examples of possible relationship between a circle regiomitocati
requirement of request and the bounding box of MLIV.
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For Case 4 and 5, the functionRit, Overlap(Polygon, Polygonyill be
applied. According the definition of this function (which is described in Section 4.2.2)
it returns TRUE if these two polygons overlapped. An example of Case 4 is shown
in Figure 5.13(a), the bounding box{thares a common border with the bounding
box of MLIV and the function returns FALSE. An example of Case 5 is shown in
Figure 5.13(b), the bounding box#&fdoesn’'t overlap with the bounding box of

MLIV and the function returns FALSE.

A MLIV A MLIV

/AN /N

Bounding box of l;  Bounding box of MLIV Bounding box of l;  Bounding box of MLIV

(a) Case4 (b) Case 5

Figure 5.13. Examples of possible topological relationship between the bounding
box of location requirement of request and the bounding box of MLIV.

The functions of compone®T , namelyOverlap(Polygon, Polygon)
Overlap(Polygon, Circle)include(Point,Polygonyill not return TRUE for any case
from Case 1 through Case 5 stated above.

According to the definition of componeRT, only when at least one of the
functions returns TRUE for an MLIV that the componRiitidentifies it as a correct

MLIV .We found the contradiction for the assumption and thus obtain the following



168

conclusiongiven a request associated with location requiremégptcomponenRT
identifies correct MLIVs.

Figure 5.14 shows examples that the area or the bounding box of location
requirementy overlaps with the bounding box of MLIV. In such cases, MLIV will be
identified by componerRT and thus a correct MLIV. In (a), the location requirement
4 is a circle that overlap with the bounding box of MLIV. In (b) the location
requirementy is a bounding box that overlaps with the bounding box of MLIV. In (c)

the location requiremei is a point that falls inside the bounding box of MLLV.

lg MLIV lg MLIV

\ A

area of {3 Bounding box of MLIV  Bounding box of I; Bounding box of MLIV

(a) (b)
MLIV

’.

o\

{yis a point Bounding box of MLIV

(c)

Figure 5.14. examples of possible relationship between the location requirement of
request and e bounding box of MLI\.

The next lemma looks at the correctness of map coverage usi@§the

search.
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5.1.2.2 Correctness of coverage using GSO:

Lemma2: Given a map requestassociated with symbolic location

requirements, GSO identifies MLIVs that correctly cover the requested area.

Pr oof:

We prove the Lemma 2 by contradiction.

Assume a requestwith a symbolic location requiremefgt componenGSO

identifies MLIVs that neither contains the requested location nor overlajpsfpar

location.

Based on the assumption, for 880 to identify the MLIV there must exit a

path starting from the root to the MLIV. According to the definitiol 80 an edge

“‘include” must be included in the path for a MLIV to be identified. It means that the

MLIV must be included in the region that triggers the search. A contradictibe to t

assumption occurs. So we conclude that given a regassbciated with symbolic

location requiremenrtt, GSO identifies correct MLIVs that correctly cover the request.

5.1.2.3 Correctness of coverage of map grouping

Lemma 3: Given a map requestand the set of MLIVE, wherelis the set

of MLIVs in PartialCoverageLisproduced by th&T andGSO components. If the
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map grouping algorithm terminates with success the map grouping aigorith
generates a map grouping that covers the location requiréimient

Proof:

Given request = <rid, ¢ > assume that map grouping algorithm generates
MG,;. Letspace(B) returns the space coveredByvhereB is a geographical polygon.

We are proving the following:

spacé) < spacéML) whereML is the union of bounding boxes of MLIVS in
MG;

After the grouping process starts and before it terminates, the fagion
divided into two parts,, and{s wherel, is the region that hasn’t covered by any
MLIV in MG jand{is the region covered by MLIVs in M@&here MGE MG; and

spacé/,) space(s) = spacef). An example is shown in Figure 5.15.

MGJ' = {ML|V 1, MLIV 2} - MGi

Figure 5.15. The bounding box of map request is covered by a subset of a map
grouping MG that contains two MLIVs, namely MLl MLIV ».
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There are only two possibilities for the grouping algorithm to be terminated,
namely, return a map grouping successfully and return a message indidating fa
find a map grouping.

If the algorithm returns a map grouping then it indicates the algorithm
terminates successfully i.e., it will identifies all MLIVslinthat overlaps witl, and
discard MLIV; where the bouonding box MLIV j is covered bypacéls). ----- (@)

The condition for the algorithm to terminate successfulbpecé/,) =@

From (a) and (b) we conclude that map grouping algorithm generates a map
grouping: MGi which contains MLIM, where 1< i< n andspacél) <
spac€ML),whereML is the union of bounding boxes of MLIVs in M@ another
words, the total coverage of MLIVs in MGi covers the regiofinfrequest. O

Theorem 1.

Given a map request, when the map grouping algorithm terminates
successfully the spatial mediator generates a map script whose bounding iex cove
the bounding box of the location requirement of the map request by using the

component®T andGSO.
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Proof:

In Lemma 1 we prove that th&l identifies MLIVs that overlap or contain
the bounding box of the geographic location requirement of the map request. In
Lemma 2 we prove that tl&SO identifies MLIVs that overlap or contain the
bounding box of the symbolic location requirement of the map request. In Lemma 3
we prove that if the map grouping algorithm terminates with success fhe ma
grouping algorithm generates a map grouping that covers the locatioreneguirof

the map request

5.2 Relational query correctness

For the issue of relational correctness, we make use of the lossless join where
possible. Note that it is possible for people to register data sources that are not
lossless. To this point the individual registering an RLIV whether theaedan
the LIVs satisfy the universal relation principle. The following proofsafectness
are only valid in the instances where the registered RLIVs support this assumpt

Two aspects of the process of generating a relational result have to be
considered. Section 5.2.1 looks at the correctness of the process for generating the
framework query and Section 5.2.2 exams correctness for the subqueries needed for

each RLIV.
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5.2.1. Framework query correctness

We start by looking at the required definitions in relational database theory.

If U is the set of attributes, then a database scheméR;, R,,..., R is defined as a

set of subsets of U. We use R to be a relation instance over scheme R

Let 7= (Ry, Ry, ..., R) be a set of relation schemes over U. A relation r(U)

satisfies thgoin dependencyjd) X[ Ry, Ry, ..., R{, if and only if r =zg4(r) 4 ...

an(r).

The relation u(U) is called theniversal relationf U is the set of all

attributes. A set of relations over U defined by (R, Ry, ..., R) is said to satisfy

theuniversal relation principlef the join dependencyx 4] holds for the universal

relation u(U).

We definedattr(R) for a relation scheme R as the set of attributes of R and

attr(RLIV) is defined as the union of sets of attributes of relations inside the.RLIV

Two representation of a set of relationsjarne equivalenif they produce an

equivalent join result.

We use theéenaming procesased by Miller et al. (2002) to insure that

attribute names are unique. The process uses attribute names in views tthaisure

attributes that have the same semantics have the same name and thasatiitibute

different semantics have different names.
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We briefly review some of the relevant terminology concerning the

relationship between database and hypergraphs in the following paragraph. A

hypergraph is a coupte = (N, E), whereN is the set of vertices aritlis a set of

hyperedges which are nonempty subsets. e defineattr(E) is the union of the

edges irE (Berge 1989). A hypergraph is reduced if no hypereddeisfproperly

contained in another hyperedgetbfH is connected if every pair of its vertices is

connected by some path of hyperedges.H i reduced connected hypergraph with

the vertex sell and the edge s& thenE' is acomplete subseif E if and only ifE'

c Eand for eacl; in Eif E; < attr(E") thenE; belongs tcE'". E'is said to be a

trivial subsetof Eif | E'| <1 orE=E'.

components o — E' with respect t&e". ThenE' has thebridge-propertyif and only

if for every i = 1,2,...p there exist&; € E'such that (atti) N Ni) < E, whereN; =

attr(y). E; is called aseparating edgef E' corresponding tg;. A nontrivial

complete subsdf' of E with thebridge propertyis called ahingeof H (Gyssens &

Paredaens 1984).

A set of RLIVs in arSNO is defined as a set obnnected RLIV# for any

two RLIVs in the set they are connected by some path. A pathSN@rs a

sequence of the form RLIYAssociation, RLIV,,...Association,.;, RLIVy, where
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Association is connected to RLIVand RLIVi;;. We have definetamework query
in Section 4.4 as a query that has the forij join; Ry join,...joinm.1 RnWhereR,, i
=1,2,...,m-1 are RLIVs connected in the semantic network oM@ with a join
criteria {oin; i=1,2,...,m-1) (equijoin in the current model)defined in the association
node that connects the two RLIVs.

Lemma 4: Let.< be a set ofonnected RLIVE anSNO, where the joins
defined by the association in tBBIO for the RLIVs in< are equijoins. A connected
hypergrapl# = (7, £) exits, such that, the set of relations defined by the relations
schemes iig is join equivalento the set of RLIVS i.

Proof:

Without loss of generality, lef = {L;, L,...Ly}. Create the set" = {L';,
L',....L'm} where £ is created fron? by applying theenaming procesgiven by
(Miller et al. 2002).

Letg = {attr(Ly), attrl’,),...attr@'y)}. Constructg€ = {Eq, E,,...Ep} from £
by usingE; = sub(attrL)) (1< i< m) wheresub() is an operation that replaces any
attribute names equated in equijoin statements with a unique name.

Let7 :D attr(E;). We now need to show that the resulting hypergraph

i=1

(7, ) isjoin equivalento the set of RLIVS ir’.
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m
[To show: Equijoin of RLIVs inZ implies (— ) X &(E;), where gis a
i=1

relation over Schenig ].

Lett be a tuple in the relation#) formed by joining the tuples in thgof £
(1 <i<m) under the equijoin conditions. Since the process of converting the
scheme oL; toE; (1<i<m) has only changed the attributes names and eliminated
columns that are equal to columns under the new names, we can finda tuple
generated in D”% i €E;)that has the same valuestamly with the duplicated columns

i=1
missing. .- Equijoin of RLIVs i/ with the duplicated columns removed is a subset
m
of 1 (k).
i=1

[To show: gq €E;) implies the equijoin of RLIVS i]
i=1

Letsbe a tuple in the relationgq i(®), Again since we haven't changed
i=1
relational values in thg €L <i < m) and only the attribute names, we can find a tuple
tin the equijoin of thé&; of £ that has the same values plus some duplicated columns.
gq e(E;) with the duplicated columns added is a subset of the equijoin of the
i=1

RLIVsin<. Hence the set of connected RLIVs is join equivalent to the edges of the
hypergraphm
After the renaming process, the attribute names in the equijoin statement have

been changed and the columns under the names have also been eliminated. This
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guarantees no duplicate attribute names or columns after the join operations. Not
this lemma holds whether or not the join is a lossless join.

Figure 5.16 shows an example of a set of RLIVs, namely {RLRLIV}
that isjoin equivalento the set of relationsR; R;}. The join criteria in theSNO
fragment says: “RLIY.Household-size = RLI¥Capacity”. Theeenaming process
renames both “Household-size” and “Capacity” as “Num_of _Person”. Theimgsul

tuples from the join operation from these two sets are join equivalent.

Land lot id Househol-size

w RLIV, /\ RLIV,

(RLIV 1.Household-size = RLI¥Capacity)

R>

Num_of_person

Ry Facility_id

Land_lot-id
Type

Figure 5.16. An example of join equivalent sets.

Theorem 2:  The framework query algorithm generates framework queries

with a lossless join sequence, if the set of RLIVs in the join sequence are cdnnecte
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the joins in theSNO are equijoin, the subqueries for the individual RLIVs are lossless,

and the connected components of the semantic network of RLIVs satisfy the universal

relation principle.

Pr oof:

Let < be the set of RLIVs from a framework query, whéiie a subgraph of

a connected componegiof the semantic network of RLIVs that satisfies the

universal relation principle.

Construct two hypergraph#, and#; using the process described in the

proof of Lemma 4, wherg,represents the RLIVS id and#, represents the RLIVsS

in ¢, respectively.

Without loss of generality, le¥, = (72,€), € = {E1, Ep,...En} and %4 = (0,D),

D ={ Dy, Dy,...DJ. Note thatEc 2.

It is clear from the framework query algorithm that any connected

component of%; that is not part o¥, is connected to only one edgeof

.. #,1s a hinge and the join of the relations represented by the edges in

lossless.

Moreover, by Lemma 5.3, the RLIVs iharejoin equivalento those

defined by#,. Hence the join of the RLIVs id are losslessa
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5.2.2. Subquery correctness

We start by looking at the definition of tkefd-hingedefined by (Miller
1992). LetH = (U, &) represent a universal join dependency. 3lbe an arbitrary
subset of® andF be a set of functional dependencies. FEband F, we generate a
set of edge& = {E; ,....E, Jby expanding the edges Bfusing the functional
dependencies in F. Specificalt, =E; UW;U -0 W, whereE; NE; — W eF" for
] =1,...,n. We use the notation H*-to denote the hypergraph with nodes U and
edges? - 2UY . We say is anF-fd-hingeof H if =" is a hinge oH zr.  We will
useFd-hingein the remainder of this chapter where it is clear what set of functional
dependencies is being used.

Theorem 3 looks at the correctness of the subquery generation algorithm
with respect to generating lossless join sequences.

Theorem 3.  The subquery algorithm generates a subquery with a lossless
join property for a RLIV, if the relations in the RLIV satisfy the universédtion
principle.

Proof:

Let ® be the set of relations in an RLIV that satisfies the universal relation
principle. By definition of the universal relation princiglé «][holds. LetD be the

set of Fds (functional dependency) defined over the attributes ().
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Construct the hyper graph= (attr(«®), %) to represent the set of relations
inthe RLIV. Lets < & be the set of relations used in the join sequence of the
qguery generated by the subquery algorithm and let £ — &.

Without loss of generality, lef = {S,...,5m}. The algorithm expands each
edges of using the fds i. In particular, at each step of the addEdges(B), if S;

N S; — W exists inD, the attributes in W are added to bBtlandS;. The process
continues until the expansion is complete. At this point, we have generated the
hypergraer*m. Since the algorithm doesn’t stop until every connected component
of G intersects with only one edgel-dﬁm Sis an9d —fd-hinge.

Since X R] holds ands’ is anFd-Hingeof &, X [S] holds by the result of
Miller (1992).0

Theorem 3 shows that if the relations for a given RLIV satisfy the umivers
relation principle, then the subquery generated for the RLIV will have adsgsie.
Meanwhile, Theorem 2 shows that if subqueries possess a lossless join sequence and
the set of RLIVs have the potential to generate a lossless join the framework query
algorithm will generate a lossless join. The result is that the two dlgsritvill
generate a lossless join whenever possible.

Conclusions and thoughts on future work are presented in the next chapter.
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CHAPTER 6. CONCLUSION AND FUTURE WORK

In this dissertation, whave presented a spatial mediator madaupport the

integration of heterogeneous data in the context of the geographic data dé@ain.

conclude with a brief description of our model in this chapter. We also discuss our

future research work that will expand on the model we presented here.

6.1 Conclusion

The key part of this research has been the development of a spatial mediator

for the GeoGrid environment. The spatial mediator has been designed to dftyamic

respond to requests for geographic maps and related spatial data in a retatmoaial f

We have developed the spatial mediator to support data source selection, creation of

geographic data manipulation operations and construction of query parameter vector

sets used in the LIVs of the chosen data sources. There are three typeshaf data

spatial mediator can return, namely a map, a set of spatial data and anadtegrat

spatial object merged with a map and set of spatial data. The correcttiessnaidel

was evaluated.

We now conclude our work with the contributions of our model:
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1. We define a weighted ontology search model to help user application
designers use domain terms to access data from multiple heterogeneous spatial
data sources.

2. We combine the weighted ontology with the semantic data model to further
release the burden of dealing with system heterogeneity from
users/applications.

3. We propose algorithms that allow the map mediator to examine the quality of
spatial objects that can fulfill requests from users/applications. Our
contribution comes from ways in which we determine the parameters and the

weights in the quality measure.

6.2 Future work

Our spatial mediator is supported by an ontology based search module. We
introduce a weighted ontology that allows users to access data by domain query.
Future work will include the function ontology in our spatial mediator model. This
function ontology can enrich a search by providing necessary information and more
search terms. Another future consideration for using the weighted ontology in the
spatial mediator will be to add questions to the registration process about the hature o
the way a user application will use concepts. By doing that, the weights willebe a

to reflect the application needs more closely than our current static oavdel
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Finally, we will look at relaxing the restriction that the nonmap data isoeédt In

particular we will look at the use of tI8\NO structure for object and semi-structured

data in addition to relational data.
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APPENDIX A. Summary of registration data

Table a.1. Registration data for user node

User node Id Id of the user
Owner Information of the owner
Date Registration date

Application type

The application type running oe tiser node

Device type

Type of device, e.g. mobile device aempc

Screen code

This field specifies the type of regaed the capability of

the device display. Different values indicategedént

capabilities:

1. is a map request without panning functionality

is a map request with panning functionality

2
3. s relation request
4

is a merged request with panning functionality

Device Display Size

Size of the display

Preference Selection

Select category of qualitybate which is critical,

important, non-important

Table a.2. Registration data for MLIV

MLIV Id

Id of the MLIV

Data Source ID

Id of the data source that provtdiss

MLIV
Date Registration date
BBX Bounding box
Theme Theme of the map

Symbolic term

An identifying term

Geographic Quality

completeness

Attribute complessn

resolution

Attribute resolution

mapType

Attribute mapType

Positional Accuracy

Attribute Positional Accuracy

reliability

Reliability

accesssibility
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Table a.3. Registration data for RLIV

RLIV Id

Id of RLIV

Date

Registration date

Relation Scheme

attribute types, key attributes.

The relation schemes of all ralatinside the

RLIV, include relation names, attributes names|

Join attribute

The attributes in the join conditigith other

RLIVs and the joining RLIV’s name

Table a.4. Registration data for data source

DSid Id of the data sources
Owner Information of owner
Date Registration date

LIVs provided

List of MLIVs and/or RLIVs provided

Reliability The degree of the reliability of thed®
Table a.5. Registration data for tool node

Tool node Id Id of the tool node

Owner Information of the owner

Date Registration date

Tool Type Type of the tool,

Tool Name Name of the tool, e.g. mosaic, crop

IP address

IP address of the tool node
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APPENDIX B. Rule set

Rule Sets:
® The first part of the rule set is used in the gyaknking model.
® The second part of the rule set is used in tharggdunction model.

Each ruleRule;; corresponds to th& rule for each parameter i in the
ranking function. Some of the forms use simplesi@rs. The values X, y
and z are values in the tables.

Rules for parameter completenessn
Rule: IF R.com <= L.com THENMOmM= 1.0;
Rule;: IF R.com = x and L.com =y THEBbm= z;

Parametefile has the following pre-existing rules:

IF fileType = JPG THEN mapType = lossyRaster;
IF fileType = TIFF THEN mapType = raster;

IF fileType = GeoTIFF THEN mapType = raster;
IF fileType = DEM THEN mapType = raster;

IF fileType = DLG THEN mapType = vector;

IF fileType = VPE THEN mapType = vector;

IF fileType = SHAPE THEN mapType = vector;

Rules for parameter fildile:

Ruleyg: IF R.file = L.file THENfile = 1.0;
Rule;: IF R.file= x and L.file = yTHENile = z;

Rules for parameter positional accurgoys
Ruley: IF R.pos => L.pos THEMom= 1.0;
Rule;;: IF R.pos = x and L.pos =y THEpbs= z;

Rules for parameter reliabilityel:
Rulesy: IF R.rel =< L.rel THENrel = 1.0;
Rule;;: IF R.rel =x and L.rel =y THENel = z;
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Rules for parameter resolutiaes
Rules: IF R.res = L.res THEMes= 1.0;
Rulesy: IF R.res =x and L.res =y THEMNS= z;

Rules for parameter resoluticagcess
Ruley: IF R.access = L.access = THREBcess 1.0;
Rule/i: IF R.access = x and L.access =y THaddess z;

Rules for scoring function model:

Ruley: if req.compleness i andMLIV.completeness j then $°=Db * m;
Ruley: if req.mapType i andMLIV.mapType= j then $"¢ = b* m :.
Ruleygq if reg.positionalAccuracy i andMLIV.positionalAccuracy j then $
POS _ |y %
Ruleyq if req.reliability = i andMLIV.reliability =j then $"' =b *m ;.

res

Rulesyq if reg.resolutior= i andMLIV.resolution= j then $°=Db * m;
Ruleyq if reg.accessibility= i andMLIV.accessibility= j then $3°°®%°= b * m;
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APPENDIX C. Equivalence class comparison for the

parameters

Table c.1 equivalence class comparison for the paracwmter

parametecom value
1 3
0.9 2
0.8 1

Table c.2 equivalence class comparison for the paracwter

parametecom
MLIVs in map script best available MLIV$

request 1 3 3
request 2 3 3
request 3 2 3
request 4 3 3
request 5 3 3
request 6 2.5 2.6
request 7 3
request 8 3
request 9 3 3
request 10 2 2.3
request 11 2 2
request 12 2.5 2.66

Table c.3 equivalence class comparison for the parapester

parametepos value
0.01 3
0.02 2

0.03 1
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Table c.4 equivalence class comparison for the parampater

parametepos
MLIVs in map best available

script MLIVs
request 1 2 3
request 2 3 3
request 3 3 3
request 4 2 2
request 5 2.5 3
request 6 3 3
request 7 3 3
request 8 3 3
request 9 2.5 2.5
request 10 3 3
request 11 2.5 3
request 12 2.5 2.66

Table c.5 equivalence class comparison for the parametter

parameterel value
1 3
0.9 2
0.8 1

Table c.6 equivalence class comparison for the paramester

parameteres value
1 5
5 4
10 3
25 2
100 1
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Table c.7 equivalence class comparison for the parametter

parameterel
MLIVs in map best available

script MLIVs
request 1 3 3
request 2 3 3
request 3 2.5 3
request 4 2.5 2.5
request 5 3 3
request 6 2 2.33
request 7 2 3
request 8 3 3
request 9 3 3
request 10 2.5 2.5
request 11 3 3
request 12 3 3

Table c.8 equivalence class comparison for the paramester

parameteres
MLIVs in map best available
script MLIVs
request 1 3 5
request 2 5 5
request 3 1 5
request 4 5 5
request 5 5 5
request 6 5 5
request 7 5 5
request 8 5 5
request 9 5 5
request 10 5 5
request 11 4 4
request 12 5 5
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Table c.9 equivalence class comparison for the paramatess

parametenccess
MLIVs in map script| best available MLIVY

request 1 4 4
request 2 4 4
request 3 4 4
request 4 3 3.5
request 5 4 4
request 6 3 3.67
request 7 4 4
request 8 2.5 3.67
request 9 2.5 3.67
request 10 3 3.33
request 11 4 4
request 12 4 4

Table ¢.10 equivalence class comparison for the paraactess

parametenccess value
5 4
10 3
25 2
45 1
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