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ABSTRACT

UNEVEN DEVELOPMENT AND THE TERMS OF TRADE:
A THEORETICAL AND EMPIRICAL ANALYSIS

SEPTEMBER 2010
BILGE ERTEN, B.A., MIDDLE EAST TECHNICAL UNIVERSITY
M.A., UNIVERSITY OF MASSACHUSETTS AMHERST
PH.D., UNIVERSITY OF MASSACHUSETTS AMHERST

Directed by: Professor J. Mohan Rao

Despite the voluminous literature on North-South macroeconomic interactions
and the key role of terms of trade variations in growth transmission from oba tegi
another, a significant research gap persists for two reasons. First, théeehavery
little empirical work on testing of the relationships between growttieires and terms of
trade movements. Second, the empirical studies dedicated to testing tketR&bger
Thesis (PST) focused on testing the long-run tendency for the terms of tratteandy
commodities to deteriorate and neglected the joint nature of the predentising out of
a complete formulation of PST.

This dissertation seeks to properly specify the PST, provide a generalization of
to the case of imbalanced trade, and extend it to a three-region framework #arough
structuralist North-South model. Multiple paths of growth divergence/convesgamt
terms of trade deterioration/improvement emerge depending on the structurgés
influencing the income-elasticity differentials. | carry out two seengpirical analyses.

First, | use aggregate data on North-South terms of trade indices to test émeasd

viii



significance of a downward trend. Second, | use panel data analysis and rolling
regressions to show the evolution of income-elasticity differentials. Thksesiggest

that the growth rates of developing countries during the 1980s declined in botheabsolut
and relative terms partly as a result of the downward trend in terms of hdgardly as

a result of income elasticity differentials reflecting the productive actthblogical
asymmetries between the developed and developing economies.

However, these structural asymmetries have not remained constant: ttee resul
show that they changed both over time and over cross-sections of different groups of
countries. In general the countries that diversified towards manwgdaMports had
better chances of eliminating the elasticity differentials, and thaisiaty relatively
higher rates of growth.

The cross-country study is complemented by a comparative case studye®f Turk
and Malaysia. The results show that industrial and trade policies, if carddsilyned
and effectively implemented, can counter potential costs of external mgnieehids
while taking advantage of the opportunities for advancing dynamic comparative

advantages.
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CHAPTER 1

WIDENING UNEVEN DEVELOPMENT IN AN INTEGRATED WORLD

1.1 The Problem

During the 1980s and 1990s, after decades of pursuing state-led development
strategies that emphasized autonomy, most of the developing countries moved to open
their markets in the pursuit of the promise of globalization. Greater intagrato the
global markets through trade and investment flows was expected by miusyrezan
economists to be a recipe for closing the income gap between the poor and the rich
nations. The more favorable capital-output ratio in the poorer countries meahgethat t
scarcity of capital in relation to labor and natural resources would yieldvarhigarginal
productivity, ensuring a rapid catch-up process once the barriers for cagitehde
inflows were eliminated. Moreover, latecomers could use the existing tegynelady
made for them by the industrial countries without incurring costs of technological
innovation. Theory of comparative advantages created a prediction that intetrfed®na
trade is mutually beneficial for all trading partners regardledseaf levels of
technological development or the types of commodities they specialize itneYgrieat
majority of developing countries experienced neither a substantial riseristdrelards
of living nor a convergence in their per capita income levels to the developed world,
despite the fact that they had opened up their trade and financial systems to the globa
market. The most successful developing countries, on the contrary, tended to be rather
cautious in pursuing trade and financial reforms. My dissertation investitis
economic and political dynamics behind the failure of integrationist stestégigenerate

global income convergence, and explores its implications for the future devalopme



policies. To these ends, | investigate the process of global growth divergjeatrends
in the North-South terms of trade as an indicator of distribution of gains from
international trade, and the role of the developmental state in encounteringgtin@lex

constraints to growth with a comparative case study of Turkey and Malaysia.

1.2 The Setting

Nobel Prize winner Robert Lucas (2000) has predicted that the diffusion of
technology will enable income distribution across nations to narrow and make everyon
“equally rich and growing” by the year 2100. While it will take nine more dies#o see
if Lucas’ previsions come true, the trend is essentially in the opposite aliregth
unprecedented widening of income inequality among countries driven substdntially
the poor economic performance of the countries at the bottom end. The broad pattern is
one of divergence not only between advanced and developing countries, but also between
the leading exporters of manufactured goods among developing countries aistl de re
the developing countries that remain commodity-dependent and experiende growt
collapses.

From a long-run historical viewpoint, convergence between the earlier
industrialized regions of the world around 1820—Western Europe and its Western
offshoots (the United States, Australia and New Zealand)—and the rest of tHhénasrl
never happened. The relatively more advanced regions of the world in 1820 continued to
grow faster in terms of per capita income throughout the nineteenth and tiventie
centuries. There is a broad consensus in the economic history literature tirat toda
massive income inequality across countries is the outcome of the “great doesroe

national incomes that began in the late eighteenth century, and that the pregelityne



is either the legacy of Western industrialism or Western colonial intigerisor both
(Arrighi et al.2005).

In the aftermath of the Second World War, the persisting income inequalities
across countries had not widened much due to the broad-based economic growth of the
golden-age of capitalism that tended to include most developing countries. misvae
reversed during the 1980s and 1990s as the international inequality increased sharply
between developed countries and all developing country regions, except for East and
South East Asia. This polarization in world income distribution has been argued to take
the form of “twin-peaks” (Quah 1996) with the disappearance of “middle class” cauntrie
(Milanovic 2005) from the overall pattern. The only promising aspect in global income
distribution has been that the fast-growth of China led to a decline in overall ifteahat
inequality after 1980. However, the exclusion of China results in a large riselth w
inequality from 0.48 to 0.57 measured with Theil decomposition since the year 1980
(Ocampo and Vos 2008: 16).

The generalized downturn in the growth of the developing world in the 1980s has
partly been an outcome of major external shocks: the sharp rise in real irsta®s
which distressed many developing countries disproportionately, and a steep and
prolonged decline in the terms of trade of non-oil exporting developing countries. This
decline was, in part, an outcome of the rising cost of borrowing and the resulting debt
crisis, all of which created an “export desperation” (Sarkar 1994) to increaggfor
exchange earnings.

The impacts of these shocks on developing countries differed according to the

differences in regional dynamics and in the economic policy designs. WHegdvéa



was largely insulated from these adverse trends in the global develophaekis to the
FDI inflows from other Asian economies that were experiencing rising,cather
developing countries were not as fortunate. Turkey, for instance, experienegat a m
debt crisis during the late 1970s and had hardly any choice in adapting austestyes
of the International Monetary Fund (IMF) in 1980. The comparison of Malaysia and
Turkey provides an ideal study of the role of state policies in affectindogenent
outcomes. Although Malaysia had only half of the per capita income relative toyTarke
1960, its sustained economic growth over the last five decades allowed it to achieve a
higher income level in PPP-terms. The selective development strateg@sed with
electronics boom in global markets allowed Malaysia to shift its technaldgase from
natural resource-based to high-technology manufactured exports. In contrast, the
generalized and non-selective nature of industrial policies in Turkey inadtbtthe

less favorable external conditions produced a much less significant stratiamgke.

1.3 The Hypothesis

Throughout the process of writing this dissertation, my central working
hypothesis has been that patterns of international specialization and tioepatidency
associated with these patterns perpetuate the specialization of degelopntries in the
production of commodities with lower technological content (relative to those paduce
by developed countries), and thereby, result in widening uneven development between
developed and developing countries. One could expect that these productive patterns
should have changed in response to the price signals from global markets. Atiter all
North-South terms of trade have deteriorated substantially, especiatlyhef mid-

1970s. However, in the context of the existing barriers to acquire new production



techniques and to human capital formation coupled with adverse external conditions, this
price signal remained for the majority of the South ineffective. In fact,stthh@se

countries in the developing world taking “relative prices wrong” and pursuing all &nds
selective price adjustments, subsidies, and promotions that could effectiviely rea
dynamic comparative advantages and sustained growth rates. | split thisdsypotto

two different hypotheses:

(i) The global demand for the goods produced by developing countries grows at a
slower pace relative to that for the developed country exports, implying ailteene-
elasticity of demand for the developing countries’ exports. The diffef@miracome
elasticities, in turn, gives rise to a joint hypothesis widely-known as #iegeh-Singer
Thesis (PST): either the relative prices of tradables from developing iesuheéteriorate
over time, or the developing countries have to grow at a slower pace. PST holdhender
assumption of trade balance, the relaxation of which results in a generalized PST
Accordingly, the sustained capital inflows over long periods of time render the
predictions of PST less likely.

(i) My second hypothesis is that effectively implemented trade and industria
policies at the national level can help counter the adverse effects viimig déalvantage
of the positive effects of external economic relations. A continuous efforgtorac
technological capabilities and skills is necessary to move up the technadlolgy bnd
thereby reduce the income-elasticity differentials that tend to cangi@ivth especially

when the relative price adjustments are slow.



1.4 The Methodology

| pursue a combination of history of economic thought, theoretical modeling,
empirical investigation, and analytical comparative analysis in trsgdaion. First, |
begin with a history of economic thought on growth and development in trade models,
tracing the analytical differences between static and dynamic itoree of gains from
trade. This allows me to distinguish between the doctrine of comparative agksand
the structuralist approach to the interaction between trade and development, and
reconsider the arguments of “unequal exchange” and “immiserizing growth’this
point of departure. Based on these conceptions, | critically review the molikeliature
on North-South macro-interactions, paying special attention to the regiacthats the
engine of growth in the world economy, the dynamics that result in the production of
uneven development, and the role of the terms-of-trade in transmitting the
macroeconomic ramifications from one region to another.

Second, | employ time-series econometric techniques to test for whethetathe da
generating process underlying the North-South terms of trade is tegrmhaty, and to
measure the long-run trend rate. | conduct a disaggregated analysis fendiffe
developing country groups’ terms-of-trade indices after combining indieesgmumber
of UNCTAD Handbook of StatisticEhese different groups include non-oil exporters,
which are composed of major exporters of manufactured goods and the remaining
developing countries. The latter is then geographically grouped under developing
countries in America, Africa, West Asia, and other Asia. | have also examioed t
additional groups: the least developed countries (LDCs), and the highly indebted

countries (HICs) terms of trade. This empirical examination differs fmost of the



literature by its focus on “country” terms of trade instead of “commod#yhs of trade,
and thus effectively illustrating the impact of the specialization pattern dretigs in
terms of trade. It is also a proper index of measuring the degree of uneduaigec
between developing and developed countries from a dynamic point of view. Moreover, |
conduct tests of structural change—both exogenous and endogenous—to identify the
break points in data, and to estimate the rates of trend improvement/deterioratien i
and post-break periods. Finally, | estimate a dummy variable model to mdasure t
impact of different variables on the occurrence of the structural break at ttifscspe
point in time.

Third, | use theoretical modeling techniques to present my analyticahargs in
a clear and consistent fashion. Beginning with a simple formulation of PS{Enidethis
model by relaxing the assumption of balanced trade. However, it needs to $edstines
the trade balance is a binding constraint for the majority of developing ceuhtite
experience high levels of real interest rates to maintain capital inflawv$eind to be
very speculative and de-stabilizing for these economies. Running large coo@mia
deficits as a share of GDP is thus not a sustainable option for developing countries tha
need low-interest rates for higher levels of investment in the real ecomahigss
financial speculation for the same reasons. In the next step, | use a shstdtlorth-
South model that is consistent with the PST and can illustrate several key (@ittts:
income-elasticities of exports are a positive function of the relativeslevel
manufacturing GDP and the level of technological content of the manufacturetsexpor
(b) a policy variable can influence the long-run outcome significantly thrasigmpact

on the growth of the manufacturing sector as a share of total GDP; (c) aspwbces



‘Kaldorian traverse’ as a cumulative causation process between indzestioal and
economic growth might allow a ‘high-quality’ catching-up for the countriescbaibine
selective industrial policies with technological upgrading and productmipyavements;
(d) a failed industrialization attempt and ‘market-friendly’ forms ofcttrcal reforms can
also be illustrated as a process of lagging behind where the elasti@tgwliffls persist
in the long-run. | extend the model to demonstrate forces of interaction betweastthe f
growing and industrializing countries and the rest of developing countries ttatlead
to a fallacy of composition effect. In particular, | focus on the tendendiddiormer to
crowd-out the latter both through supply-side and demand-side channels thatthestai
widening of North-South divergence in the context of an increasing catching-up of a
relatively small portion within the South.

Fourth, | employ a variety of estimation techniques to investigate tbate
income elasticity differentials for a sample of 51 developing countriesloegreriod
1960 to 2006. These include the dynamic fixed effects model, the GMM, and the
dynamic OLS (or DOLS) model. In the latter estimation, Pedroni cointegregsts are
used to test for the presence of cointegration, and panel data unit root tests are used
initially to test for the presence of a unit root in the variables included to the.rmagel
the regressions separately for the major exporters of manufacture aachtining
developing countries to illustrate the differences in closing the gaps méaco
elasticities. Furthermore, | estimate the elasticities foeufit time-periods to illustrate
the changes in elasticity differentials over time.

Fifth, | provide a historical overview of different phases of industrial palicie

pursued in Turkey and Malaysia, and their impact on patterns of specializatioturatruc



change, and technological composition of manufactured exports. This structural
comparative analysis is complemented with an empirical investigation of plaeti of

trade liberalization on price and income elasticities of exports and imports. The
estimation techniques used in this part follows the methodology of the previous section.
Overall, I reject the typical neoclassical assumptions in textbookththaicome

elasticities in trade functions are uniform, and that the balance of paymeritaicons

an irrelevant factor in determining long-run paths of growth.

1.5 The Contribution

| study the trends and structural breaks in North-South terms of trade over the
period 1960-2006. | then study the implications of the joint hypothesis resulting from
PST, and test the structuralist assumption of asymmetric income-ékstito get a
more detailed perspective at the national level, | study the role of the@deesital state
in the comparative case study of Turkey and Malaysia.

First, this dissertation contributes to the controversial literature on terreslef
movements in general and on North-South terms of trade in particular. It saiftsts
from commodity to country terms of trade by demonstrating the increasavgmee of
the latter in the context of the increasing dominance of manufactured goodsxpdhe e
composition of developing countries. The finding of trend deterioration for the major
exporters of manufactures supports the widely-accepted view that manufgciodsd
are not immune to falling prices (UNCTAD 2005, Kaplinsky 2006). This supports the
findings on manufacture-manufacture terms-of-trade as well. It alsolmaesito the
literature on the LDCs and HICs by illustrating that these countriesredffrom adverse

terms-of-trade movements the most—which might partly account for their tesvatl



growth and high rates of debt accumulation respectively. The finding of trathsrity
of the data generating process of the terms of trade indices supports thieaitve t
inferences based on trend coefficients are valid.

Second, by analyzing the PST gsiat hypothesis that predicts terms of trade
deterioration in the steady-state and growth divergence when the tetnadeofemain
constant, this dissertation makes interventions on the interpretation of the PSS and it
empirical testing. PST has been misinterpreted and misapplied even by serdmairgs
of the hypothesis that have largely neglected its joint nature and argued dafaa se
tendency for the terms of trade to decline independent of the growth rates and/or
productivity changes.

Third, this dissertation makes a contribution to the literature on structuralist
tendencies for the reproduction of uneven development. It provides a statrstigaisa
of the magnitude of the income-elasticity differential, and how it changes&et
different types of developing countries according to their patterns of Epattan, and
how it changes over time for each group of developing countries given the extegit of
dynamic gains from trade.

Fourth, by analyzing the relation between industrial policies and economic
performance in external markets for Turkey and Malaysia, this digsert@antributes to
the policy debates in economic development literature, particularly to gt®nship
between industrial policy, technological development, and export performances It tes
the differential impact of trade liberalization on the income elastscaf exports and
imports, and provides some explanation about the differences in trade deficit outtomes

Turkey and Malaysia.
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1.6 Conclusions of the Dissertation

The theoretical review of the literature on North-South interactions gisegis
into the main channels of growth transmission from more to less advanced regions, and
the mechanisms of adjustment to growth cycles in the world economy. From this
perspective, the terms of trade movements between the North and the South aralof cruc
importance. An empirical investigation of North-South terms of trade trends shatvs
the terms of trade have turned against the South (excluding oil exporters)algspeci
since the late 1970s and increasingly in the 1980s. A host of factors were responsible i
the emergence of this adverse trend, including the slowdown of the engine of growth in
the North, the “export desperation” resulting from the debt crisis, and the ingreasin
openness of developing countries after the 1980s.

As noted in the hypotheses, and as established through empirical analysis, this
dissertation examines the evolution of terms of trade in relationship to the evolution of
income-elasticity differentials, relative growth rates of nationainme, and growth rates
of trade imbalances. First, despite the conventional predictions that increteggdtion
to global markets through rising trade flows would increase the rates &t edvieloping
countries grow and catch-up, the growth rates of developing countries during the 1980s
declined in both absolute and relative terms partly as a result of the downwadrthtre
terms of trade and partly as a result of income elasticity differemgfiecting the
productive and technological asymmetries between the developed and developing
economies. Second, these asymmetries are not constant: they change batirecueal ti
over cross-sections of different groups of countries. In particular, the @suntri

specialized in the production of manufactured exports have succeeded in eliminating the
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elasticity differentials, and thus attaining relatively highersrafegrowth. Patterns of
international specialization are, therefore, an important determinant efdar@gutcomes

of growth divergence and terms of trade movements. Third, the strategies that have
worked for a group of successful developing countries may not work for the South as a
whole. In particular, efforts undertaken by individual developing countries to improve
their competitive export capacity by devaluation or by specializing iimeeioelastic
exports may be frustrated through a deterioration in the terms of tradekiést place
simultaneously in several countries, i.e. the fallacy of composition effectshfFaurt
comparative case-study of Turkey and Malaysia shows that industriabdedowlicies,

if carefully designed and effectively implemented, can counter thesefomst external
market dynamics and take advantage of the opportunities for advancing dynamic
comparative advantages through shifting towards the production of manufactures with

greater technological content and scope of increasing returns.

1.7 Plan of the Dissertation

The remaining part of the dissertation is further divided into five chapters, i.e.
chapters 2-6. Chapter 2 presents theoretical literature review on graywieaopment
in trade theories and North-South models of trade and growth interactions. Chapter 3
presents an empirical analysis of the trends in North-South terms of treafeeC4
provides a theoretical exposition of PST and an empirical analysis of its joirttjmesli
on terms of trade movements and patterns of growth divergence based on panel data
composed of 51 developing countries from 1960 to 2006. Chapter 5 presents the case-

study of Turkey and Malaysia as a comparative historical analysis afléhefrstate
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policies in their industrialization. Chapter 6 presents the conclusions and policy

implications of the dissertation.
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CHAPTER 2

THEORETICAL BACKGROUND ON UNEVEN DEVELOPMENT AND THE
TERMS OF TRADE

2.1 Growth and Development in Trade Models

2.1.1 Theory of Comparative Advantage

The theory of comparative advantage, which was first introduced by David
Ricardo and later widely embraced by classical and neoclassicakthefrirade, is the
basis of the notion of static gains from trade. Suppose that there are two cuatnaks
B both with capability to produce commodities X and Y. The basic proposition of
classical trade theory is that if country A has comparative advantagadincorg
commodity X, and country B has comparative advantage in producing commodity Y, it
will be mutually beneficiafor country A to specialize in the production of X and for
country B to specialize in the production of Y, and for outputs of X and Y in excess of
domestic needs to be traded freely, and the international relative priceitblie
between the autarchic domestic relative prices in the two countries. Theptohc
comparative advantage is represented by the relative opportunity-costs, thégsine
marginal rate of transformation between one commodity and another. Assueriect
competition, the domestic price ratio between two commaodities will be equal to the
marginal rate of transformation. If this were not the case, there woald ineentive for
the producers to switch their production from one commodity to another in order to take
advantage of the relatively favorable price ratio. Hence, the change iretinesrprices
induced by free trade would lead to a reallocation of resources along theflines

comparative advantage.
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Similar to most micro-welfare theories, the comparative advant@geytis a
static one based on restrictive, and often unrealistic, assumptions. It is blind to the
conflict between short-run allocative efficiency and long run growth. The key
assumptions of the theory include the existence of full employment in eacigtradi
country—in the absence of which there would be no opportunity cost involved in
increasing the production of commodities; the prices of resources and goadsiared
to reflect their opportunity cost; the perfect competition is assumed toaxisthe
factor endowments are presumed to be given and unchangeable. In short, the theory of
comparative advantage takes into account neither the potential negativecéffentss
of trade changes in the presence of low price elasticities of demand ©lgndmic
feedback effects which trade itself might have on comparative advantage.

In the context of developing countries, which are concerned with long-run
development, prioritizing short-term efficiency as suggested by the cativear
advantage doctrine is unreasonable. It has been argued by several development
economists that the efficiency gains from free trade are unlikely tet dfffs tendency in
a free market for the position of developing countries to deteriorate witlctéspbe
developed countries. In short, free trade creates a disadvantageous position for the
developing countries mainly due to the nature of the commodities that these countries
produce and trade. Under these circumstances there is a case for protecéam, sinc
change in the structure of production and exports of developing countries requires

policies of infant-industry protection.
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2.1.2 Structural Approaches to Terms of Trade

Raul Prebisch (1950) and Hans Singer (1950) were among the first development
economists to question the mutually beneficial gains from international divisiabaof
based on comparative advantage. Their structuralist view of international nedulece
them to examine the relationship between trade and development from the standpoint of
the balance of payments rather than just real resources. Their centratiarguas that
the unfavorable impact of free trade on the terms of trade and balance ohfsmagie
developing countries far outweighs any advantages resulting from a morengffi
allocation of resources. In other words, focusing on maintaining an effitlecatson of
factors in production is very unlikely to produce the desired outcome of long-terrthgrow
in developing countries.

The original formulation of the Prebisch-Singer argument was composed of two
different but complementary hypotheses. One of these hypotheses was condbrned w
the impact of varying income-elasticity of demand for commodities on the tdrtrade
of the developing countries, while the other complementary hypothesis was based on the
asymmetries in the labor and product markets of the centre and the periphery in the
world-economy. These hypotheses conceptually differ from one another becthese i
former case, the downward pressure on relative commodity prices resultshé
changes in the goods market (and directly leads to a deterioratiorbartbeterms of
trade); in the latter case, the pressure results from changes in trerfadtets (with a
direct effect orfactoral terms of trade) with further possible impacts on product prices.

The deterioration in the factoral terms of trade, in the latter case sdffiedbarter terms
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of trade only indirectly, through the changes in relative production costs and in producer
markups.

In a seminal article, Prebisch (1951) formulated the first hypothesid bagbe
fact that the relative size of the primary sector tended to decline with emogiwth.
This tendency, Prebisch explains, is an outcome of the low income elastiogmand
for unprocessed agricultural goods, the replacement of raw materials byisynthet
substances, and the rising efficiency of production in primary products. According to
Prebisch, the tendency for the primary sector to contract has very imponéinatians
at the world level since, for historical reasons, industrialization was coatezhin the
center countries, creating an international division of labor in which the periphery
supplies raw materials to the center. Under these circumstances,hmapgeluctive
structure generate a systematic bias against the developing countpagidular, two
predictions follow: either the developing countries will grow more slowly orelative
abundance of the commodities which they produce will tend to reduce the relative
international prices of those commaodities. These predictions will be developed
analytically in chapter four.

The second hypothesis was introduced by both Prebisch and Singer to explain
why the fruits of technological progress are unequally distributed battthe centre and
the periphery. According to this hypothesis, in the case of productivity improveiments
manufacturing, the benefits are distributed to the producers in the form of mgbere,
while in the case of primary commodities, they are reflected in lower piiesreas the
center countries are able to retain improvements in productivity through highes,wa

those of the periphery are compelled to “export” technological changes in their expor
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sectors through a deterioration in the factorial terms of trade, i.evegbaices adjusted
for productivity. This asymmetric result is a combination of the functioning of heth t
goods markets—monopolistic price setting in markets of manufactures—and the labor
markets—qgreater organization of industrial workers. These divergences uioisét
setting are further aggravated when the international division of labor is ta&en int
consideration. As Prebisch emphasized, the weaker demand for primary consnoditie
leads to a displacement of the workers out of this sector. Yet the displaced \aoekers
not easily employed in other expanding sectors (thus the assumption of full empioyme
is not fulfilled) due to the problems of late industrialization and the restriationtise
migration of workers to the industrialized center. As a result, a surplus of $abor i
generated in the developing countries, which lowers the relative wages of the derelopi
country workers and leads to a deterioration of the developing countries’ temadeof t
If the exports of the developing countries are price inelastic, the income aétrade —
that is, receipts from exports relative to imports — will also fall, widerhegricome gap
between the advanced and developing countries.

The emphasis on excess supplies of labor, which as we mentioned was crucial in
Prebisch’s analysis, gained further attention with the seminal works WurArewis
(1954) and Arghiri Emmanuel (1972), who likewise examined effects of wage
differentials on terms of trade. Let us now examine the effect of incagrgpetialization
introduced by Lewis on terms of trade and leave Emmanuel’s study of ‘unequal
exchange’ to the next section.

Lewis employed a Ricardian model in a two region world with complete

specialization. One region, call it the North, produces food and steel while the other
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region, the South, produces food and coffee. Outputs of commodities are fixed
proportions of the labor inputs required to produce them. The terms of trade between the
North and South are given by the rate of exchange between steel and coffbe, whi
depends on the technical coefficients of production in the North and South due to the
assumptions of linear transformation curves and tradability of all three.doaautker
words, the relative price of steel and coffee is predominantly supply-degstsince the
wage rates in the tradable sector of both regions depend on productivity in the food sector
in both countries. Thus, the changes in growth rates of labor productivity in each sector
relative to the other determine the direction of change in the terms aflteaslis (1969)
introduces the stylized facts about these changes by stating that préggetivith is
greater in food than in steel in the North, whereas it is greater in coffeentfaaniin the
South. As a result, a unit of food is worth increasingly more coffee in the South while it i
worth increasingly less steel in the North. This implies that a unit of coffesrted by
the South is worth less and less steel over time, which is to say that the teauds of t
the South vis-a-vis the North has a secular tendency to deteriorate over time.

An improvement in productivity of coffee or steel production reduces the relative
price of coffee or steel in the same proportion as long as the productivitiesoodhe
sectors stay the same. Consequently, the full benefit of the productivity impraveme
steel or coffee is passed on to the importing country through cheaper imported goods.
The exporting party benefits only to the extent that coffee or steel is cothsineme.
If domestic consumption of the export commodity is negligible and the whole purpose of
production is to sell abroad, technical progress in the export sector does not provide any

significant benefits as the purchasing power in terms of imports does not changet Thus
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might be more desirable for the South to promote technological change in the food sector
in order to raise real incomes directly and prevent the decline in its tetraslef

(Findlay 1984: 192). It is important to recognize that this implies turning away from
international trade based on ‘comparative advantage’ to focus on a more ddiyestica

oriented development strategy.

2.1.3 Theory of Unequal Exchange

The theory of unequal exchange developed by Emmanuel (1972) is based on two
assumptions: (a) capital is mobile across national borders, which createleady for
the rates of profit to equalize internationally; and (b) the real wage ase exogenously
determined through differences in institutional structures, i.e. labor unionizatita, st
policies, etc. Following Findlay (1984), we will briefly explain Emmanuedisception
of unequal exchange using the model developed by Bacha (19u@ppose that there is
complete specialization where the North produces steel and the South produegs coffe
with g" the output of steel per unit of labor in the Norfthe output of coffee per unit of
labor in the Southy" andw® the real wages in North and South respectively, both fixed
in terms of steelp the relative price of coffee in terms of steel, atide common rate of

profit. The rate of profit is given by:

q" —w" _ P — ws

wh w*

r = (2.2)

which allows us to express the terms of trade of the South vis-a-vis the Northsroferm

real wages and productivities:

! For a very interesting contemporary approach to unequal exchange in global tuzimgfac
markets, see Heintz (2003).
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According to Emmanuel, exchange is equal when the double factoral terms of
trade equals to one. In other words, equal exchange results from equality of the @mount
foreign labor embodied in imports to the amount of domestic labor embodied in exports.

To see this, let us write the double factoral terms of tifads, follows:

f = Pq :W_ (2.3)

Note thatf is equal to unity if and only i&° = w". Emmanuel argues that, due to
institutional reasons, the real wages are lower in the Setithw" and thereforef, < 1.
Thus unequal exchange, biased against the South, is a situation in which the commodities
worth a day’s labor in the South are exchanged for commodities worth less thaa a day’
labor in the North. In his own words, “inequality of wages as such, all other thimgs bei

equal, is alone the cause of unequal exchange” (Emmanuel1972).

2.1.4 Immiserizing Growth

The growth of a country that is experiencing technological progress and/or factor
accumulation might increase the supply of its exports and its demand imports
simultaneously. This would lead to a deterioration in its terms of trade unlesstio#
the world grows at the same pace or faster. If the deterioration in ite @étrade
generates a loss of real income greater than the increase in rea imhgerto growth
itself, the country will actually be made worse off —_immiserized- by tiroMence, the
concept of “immiserizing growth” refers to a situation in which the dgnavftan

economy results in a significant worsening in its terms of trade whichsiéa@economy
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with a net loss of real income in post-growth period. Figure 2.1 depicts a case of
immiserizing growth. As the production possibilities curve moves outward, the point of
production moves frork to E’. Yet, the shift in terms of trade line fra@Eto C'E’

lowers the social welfare as indicated from the downward movemenCitor®’.

Bhagwati (1958) argued that a country is more likely to experience imnmsger
growth if it is large enough to have monopoly power in international markets, which
enables it to influence international relative prices substantially. In spntrahe case of
a small country, the changes in a single country’s export supply and impondidomea
to economic growth will not lead to any significant change the world priice @nly
when the single country is one of the only producers of the export commaodity (or buyers
of the import commaodity), would the change in its export supply affect the price of the
commodity. For countries with monopoly power in international markets, Bhagwati
recommended an optimal trade policy that would counteract the deterioration imbe te
of trade. This could involve imposing an import tariff or export tax. Note also that
another implication of Bhagwati’'s analysis of immiserizing growth is¢bantries with
no monopoly power cannot, by definition, experience immiserizing growth. Therefore
the optimal trade policy for them is to get rid of all protective measures asukepuee
trade.

The case of small-country experiencing ‘immiserizing growth’ weasbtbped by
Johnson (1967), complementary to Bhagwati’s original thesis. In the figure belowewe s
that a small economy placed a production subsidy on commodity Y (or a production tax
on commodity X) and thereby increased the relative prices above the margirdl rat

transformation. As the biased growth takes place towards the production of good Y, the
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increased degree of distortion makes the country worse off at a lower legeladf s
welfare (indicated by the movement fra@g to C;). Thus, Johnson concludes that the
optimum policy is the removal of production taxes and opening up to free trade if the
country is small enough not to be able to influence world prices. In the formulations of
Bhagwati and Johnson, the analysis of immiserizing growth provides a basis for the
neoclassical critique of market interventions underlying industrial pslici

The weak points of Bhagwati’s argument fall into two categories: (a) whethe
having monopoly power in world markets is a necessary condition for terms of trade
deterioration as a result of economic growth; (b) whether the only basmsd@nenting
optimal trade policies is the existence of monopoly power. The first point rednaitie
historical and theoretical examination. Historically, during the post-wargyehe
countries which saw their terms of trade fall were not the ones that had monopoly power
such as the United States. Instead, the relative prices of export commaeditiesg food
and raw materials) from the Latin American countries deteriorated shhnfggnational
food or raw material markets were, however, far from being monopolistic. Several
producers from each country were in harsh competition with each other. Yet campetit
did not rescue them from being immiserized. Their terms of trade worsened not as a
result of having monopoly power but rather due to the fact that additional per capita
incomes were being spent on more sophisticated commodities such as manufactures.
Thus, as theoretically demonstrated by Prebisch and Singer, low incomeitedasif
primary products can become a mechanism for terms of trade deterioratiodlieegaf

whether the growing country has monopoly power or not.
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The second weak part of the argument is concerned with the reasons for
implementing a trade policy other than free trade. Bhagwati argues thiatdhiy
justified when the trading country has monopoly power in the world markéete that,
in Bhagwati’'s world, there is no difference between exporting computer chips a potat
chips. His theory (and of course neoclassical theory in general)llg tothfferent to the
different types of commodities that a country specializes in. As long asdabhgsarative
advantage in its export commodity, both of the trading partners—and the world as a
whole—qgains. If we imagine a situation in which rising incomes are incregsipght
on computer chips and proportionately less on potato chips, the resulting worsening in
terms of trade for the potato chips-exporting country would be another basis for
protection. Indeed, this was the line taken by Prebisch and other structuralispdexd
economists. The case for protection of manufactured goods produced by developing
countries is greater, when the demand for existing primary products is expectad to gr
less and their price elasticity is low. The case is even stronger when thalietasticity
of demand for manufactures from the outside world is high and the likelihood of

retaliation by other countries is low.

2.2 Uneven Development in the Context of North-South Models
The literature on uneven development in the context of North-South models is an
application of the growth models developed in the 1950s and 1960s for the analysis of

international trade. It is similar to the structuralist analysis of uneseelapoment in the

2 Another way to think of Bhagwati’s argument is to take the whole South a®a tegiing
monopoly power over its export and/or import markets. In that case, due to its monopoly power
Bhagwati would recommend the South to pursue an optimal trade policy that wouldacunte

the deterioration in its terms of trade.
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sense that the structural differences between the central and perqoiuetaies are
central to the construction of the North-South models.

Dutt (1990) devotes a chapter in his b&aowth, Distribution, and Uneven
Developmento classifying different types of North-South models based on the different
types of closures assumed for each region in the dynamics of growth artditiostr For
example, Findlay’s model fits into the category of Neoclassical NorthaMitewisian (or
Neo-Marxian) South. In this category, Dutt also introduces his own model of uneven
development which assumes, similar to Findlay (1980, 1981) full employment growth in
the North at a given rate, and a fixed real wage in the South. The differencesrbetw
Dutt’'s and Findlay’'s models come from the fact that the latter assuntesdabstitution
while the former assumes fixed coefficients; and the former has two slassés,
workers and capitalists, who have different propensities to save, whereateth#doas
not distinguish between different classes in the North and assumes the sage savi
behavior by all Northerners (Dutt 1990: 163).

While there is no need to compare and contrast every single North-South uneven
development model, it is nevertheless important to know the main lines of distinctions.
Table 2.1 provides a list of these models according to the types of closuresdssum
characterize the North and the South. In closures having a neoclassicagymesikn,
or Kaleckian North (irrespective of the closure type in the South), the growth tae of
South is driven by the growth rate of the North, i.e. North is the engine of growth that
drives the whole system. Only in models with a Lewisian North, is the growth rate of

North constrained by the South’s growth. However, assuming that the North has
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unlimited supplies of labor is a somewhat unrealistic assumption since labonithefte

scarce factor of production in the North.

2.2.1 The Solow-Lewis Model

Findlay (1980, 1981) employed a neoclassical model of growth in the North
linked to a Lewis-type model with unlimited supplies of labor and consequentlgda fix
real wage in the Southin both regions production functions are assumed to be
neoclassical with constant returns to scale in the two outputs. In addition, Findlay
assumes complete specialization where the North produces and exports only
manufactures while the South produces and exports only primary products. Manufactures
are used for both consumption and investment while the primary products are used only
for consumptiorf. There is full employment in the North, whose growth rate is
determined by the growth of the labor force and the rate of Harrod-neatnaidal
change.

In contrast, the growth rate of the South is not limited by the labor force due to the
abundant reserves of unemployed or underemployed workers in the subsistence sector.
Instead, it is constrained by the rate of capital accumulation which depends ohf rat
profit and saving in primary sector. Yet the only means by which the South can bbtain t

necessary capital goods is through imports from the North (which is the only producer of

% Findlay described his own work as providing a framework within whichrdnamsents of
Prebisch and Singer could be assessed. Ever since the Prebisch-Sindersigjdeindlay argued
that “the movement of terms of trade between these regions [the Nortiea®duth] has been
regarded as a key index of the distribution of benefits from the internadieisgon of labor and
the development prospects for the South” (1980: 1).

* These last two assumptions are also retained in models with KeyKesikian-type North
combined with a Lewisian South, such as Taylor (1983), Dutt (1990).
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manufactured investment goods). As a result, the terms of trade play anebxtrem
important role in affecting the rate at which the South can acquire capital goods and
sustain its capital accumulation and growth. Since Findlay assumes unitaneinc
elasticities of demand for both manufactures and primary commaodities, thih gedevof

the South equals to the growth rate of the North in the long run. The long run adjustment
mechanism works through the movements in the terms of trade, which adjusts the
Southern rate of growth to the exogenously given growth rate of the North.

Findlay (1980, 1981) also shows that there is not much that the South can do to
increase its growth rate since a rise in its saving rate or productivity yathermdffect of
turning the terms of trade against it. On the other hand, increases in the Northegn savi
rate or productivity also leaves the Northern growth rate unchanged and thel@fer
not change the growth rate of the South. The only mechanism that can lead to economic

growth in the South is an increase in the exogenous growth rate of the North.

2.2.2 The Kalecki-Lewis Model

In contrast to the exogenously determined growth rate in models with neadlassic
closure for the North, the Keynesian closure for the North assumes thabtsefdicing
an uncertain future, have a desired accumulation function, which makes their imtestme
depend positively on the profit rate as seen from Table 2.1. The position of the function
depends on the expectations of firms about the future state of the economy, representing
what Keynes referred to as animal spirits. This implies that eithen&tartnvestment or
saving rate must be set equal to Southern rate of investment, and then, in turn, the South’s

saving rate must adapt to the North’s growth rate through adjustment in tseoferade
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(Darity, 1990: 819). The major difference of the Kalecki-Steindl closure for thia Nor
from the Keynesian one is that the former assumes that the firms’ desitedudation is
not only a function of the profit rate but also the output-capital ratio, i.e. capacity
utilization. Similar to the Keynesian North, the South follows a dependent growth pat
which is conditioned by the speed of development in the North. This condition holds
whether the South has a Lewisian structure or a Kaleckian one as seen frerd.Tabl

It is important to note that Northern economic growth—in both Neoclassical
North- and Keynesian North- Lewisian South models—is determined by its own
macroeconomic dynamics, without being conditioned by its terms of trade or Southern
dynamics. The North is, therefore, the major force that drives the world egptoom
which the developing economies adjust. The terms of trade, on the other hand, is
precisely the mechanism through which the economic growth of the developed
economies is transmitted to the rest of the world. Hence, when the engine ¢f growt
speeds up, the Southern terms of trade improve to let the capitalists in the South
accumulate at a higher rate. In contrast, when the engine slows downréfiscied by
a worsening in terms of trade of the South, and therefore, a contraction in its.growt

In the long run, the fundamental determinant of the terms of trade of the South is,
therefore, the growth rate of the North: the exogenously given growth ridite lkabor
force in the case of a neoclassical Northern economy, or the desired atcmul

function in the case of a Keynesian-type Northern economy.
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2.2.3 The Lewis-Lewis Model
Kaldor (1976, 1979) observed that the assumption of unlimited supplies of labor
for the export sector of the South in Lewis’s model implicitly includes thenagtion
that the supplies of land and/or natural resources were also unlimited in the Scate |
of limited supply of land and/or natural resources, Kaldor argued that thel centra
conclusions of Lewis’s model (or any model a Lewisian South) would no longer hold.
When the North starts to grow faster and as a result increases its impanddeom the
South, the constraints on land/natural resources in the South would lead to rising primary
commodity prices, which would turn the terms of trade against the North. As a fesult, t
terms of trade becomes a policy problem for the North in the Kaldorian model.
Formalizing Kaldor’'s model, Molana and Vines (1989) show that the low prideciias
of agricultural goods could be a source of cycles in the terms of trade, whieldas K
maintained, “tends to set up perverse cycles in world industrial activity” (1989: 452)
According to Kaldor (1976), trade relations in the international context gererate
deflationary bias. This is because the fall in the prices of primary goods,dasbef a
surplus in primary production, reduces the purchasing power of the primary-goods-
exporting countries which is a demand constraint on the advanced countries’ output. On
the other hand, a shortage of primary products leads to an increase in theimgniicies
puts upward pressure on money wages. As a result, inflation increases and gotgernme
pass anti-inflationary policies which have contractionary impacts on output and
employment in the world-economy. As a policy suggestion, Kaldor proposed a focus on
price stabilization policies since the unpredictable changes in termsiefcivald be a

major obstacle for growth of industrial activity in the North.
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2.2.4 North-South Models of Technological Gaps

Formalizing the seminal contributions of Gerschenkron and Abramovitz, the new
generation of technology gap models such as Fagerberg (1988, 1994) and Verspagen
(1993) sought to explain growth rate differentials based on the ways in which teghnolo
gets created, disseminated, and becomes general knowledge. From this perdpective, t
creation and spread of technical knowledge as captured by Schumpeter’s metaphor of
‘creative destruction’ in capitalism is the major determinant of the diffars in growth
rates. According to Fagerberg and Verspagern, the ability to acquireceddtmowledge
depends on the initial state of economic and institutional structures. The process of
absorbing technological spillovers from abroad and the adoption of new production
processes become important determinants of the speed at which developing countries
close the technology gap with the developed world. Other contributors to the teghnolog
gap models, such as Targetti and Foti (1997), Castellacci (2002), and Leon-aedesm
(2002) developed export-led post-Keynesian models where the linkages between
manufacturing growth and productivity reinforce each other through Kaldaeger
law. Multiple dynamic paths emerging from these models suggest thatsmere priori
condition for divergence from or convergence to the advanced countries. Depending on
the progress of accumulation of technological knowledge, both diverging and converging
dynamics may occur. Botta (2009) also follows this line of technology-gap models
paying explicit attention to the ways in which changing productive strucaffiess the
accumulation of knowledge in the developing countries. We will consider this model in

detail in chapter 4.
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Figure 2.1 Immiserizing Growth |

Source: Author’s representation.

Figure 2.2 Immiserizing Growth I

Y

Source: Author’s representation.
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Table 2.1 North-South Models

Alternative Closures for the North
South Neoclassical Lewis Neo-Keynesian Kalecki-Steil
Lewis South: North: South: North: South: North: South: North:
8 rs=pfs (E) gT_ =n, MVEVs | @V, =V, 1) 1) gg = gN([)N) 1) 8; On=0n (v, 17ky)
Os=Ss'ls N =Lo€ V. on'>0,0v" < V. On = SnIn
@V=V. |@oaw=gsin (2)p=p(r9 | (2) 1= (SI) VsV (2) gu=Surn Ve Vs (3) gy = gsin
S Us | stable p>0. s 52) 9s=Ss | (3)gy=gsin 52) 9s=Ss | equilibrium.
equilibrium S equilibrium. S (4) V= Vn(ry)
path, which 2)p= 2)p=
p=n/sfe p’>0. p’>0.
1. Findlay (1980, 1981) 1.Vines (1984) formalized 1. Dutt (1990) 1. Taylor (1981, 1983, 1986)
2. Dutt (1990) Kaldor (1979) 2. Darity (1990) 2. Dutt (1988, 1987, 1990, 2002)
3. Burgstaller-Saavedra-Rivang 2. Thirlwall (1986) 3. Darity (1990)
(1984) 3. Conway and Darity (1985)
4. Burgstaller (1985) 4. Dutt (1990)
5. Ziesemer (1995) 5. Brewer (1985)
6. Molona and Vines (1989)
Kalecki- South: North:
Steindl (1) gs=ssrs | (1)n=gn(rn, 1/ky)
(2) Vs=Vs (2) v =suIn
(r9 (B)gn=gsin
equilibrium.
(4) Vn= Vn(ry)
1.Dutt (1984)
2.Darity (1987)
Neo- South: North:
Keynesian (1) 9s=0s (1) On=snIn
(r9 (2) gy =gsin
gs>0,0s" <0 | equilibrium.
(2) Vs=Vs
(re)
Dutt (1990)

Notes:The letters denote the following variablesate of profit,p the terms of trade of the South vis-a-vis the Nditthe marginal product of capitalthe rate of
savings of capital ownerk;the supply of labom the growth rate of labor supply;the real wage; arkithe capital-output ratio.




CHAPTER 3

NORTH-SOUTH TERMS-OF-TRADE TRENDS FROM 1960 TO 2006

3.1 Introduction

The gains that an individual country can reap from international trade depend on
the changes in its volume and product composition of trade, and the movements in its
relative prices of tradable goods. As a measure of these movements, the treads in t
barter terms of trade (the evolution of a country’s export prices relatingptart prices)
play a crucial role in determining the distribution of gains from trade betweding
partners. An upward trend, for example, indicates a rising price of exports relative to
imports, which can result in a higher net export revenue as long as the volumeoéffects
this relative price change is low. Thus, improving terms of trade would inanease
export earnings as long as the price-elasticities of exports and imgolbsvaBy
contrast, a deterioration in the terms of trade of a country might resulttinelidow
gains from trade if its adverse effect is not offset by an increasenetiexport volume.
Still worse, the gains from trade might turn into real income losses if théveemapact
from terms-of-trade deterioration outweighs the positive impact from theaige in the
volume of exports. Therefore, the gains from trade do not accrue automaticallgand a
far from being equally distributed, depending on the movements in the terms of trade and
changes in export/import volumes.

Singer (1975) called for shifting the debate on the terms of trade from a focus on

types ofcommoditieso types otcountriesas empirically more relevant and theoretically

®>The term “terms of trade” always refers to the “barter ternisade” unless otherwise is stated.
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more important. Analyses of trends in primary commodity prices relativenafacures
have a tendency to lose their empirical relevance in a world where the exppdston

of developing countries is increasingly dominated by manufactures. Ndgssthiew

studies have actually focused on the empirics of terms of trade between devafaping
developed countries. From a theoretical standpoint, it is not possible to capture f'unequa
exchange relation&between the periphery and the center merely by using the relative
prices of primary commodities, nor is it possible to evaluate the extent tb gduits

from technological improvements in the periphery are exported abroad.

This chapter empirically examines the evolution of the terms of trade of
developing countries vis-a-vis developed countries. Beginning with a review of the
literature on terms-of-trade debates, we highlight the distinctions betweeamodity
terms-of-trade” and “country terms-of-trade” and the importance ofbiee of
different time periods and different statistical estimation techniqué® tesults. The
rest of the chapter presents an analysis of the autoregressive dynatmechlofth-South
terms-of-trade series, including a test of time trends. A disaggregatgsiswoaterms-
of-trade trends for a large number of developing country groupings provides evidence of
substantial terms-of-trade deterioration over the time period 1960-2003/6. The

concluding section presents a brief summary of the findings.

®This concept is used in the way it was developed by Sarkar and Singer (139d9nitérned
with the relative distribution of gains from trade between theecemtd the periphery.

"For evidence, see Lall (1998
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3.2 Empirical Debate on Terms of Trade Deterioration

The controversy surrounding terms of trade deterioration is presented in four
parts. The first subsection considers the ways in which the Ricardian view sfakerm
trade is a special case of the Prebisch-Singer hypothesis. The secondsubsect
highlights the main turning-points of debate on the empirical studies prior te\aurilg
(1988), while the third one considers those studies subsequent to Grilli-Yang (1988).
Finally, the last subsection examines the debate on manufacture-mareufagns of
trade beginning with Sarkar-Singer (1991).

Based on the observation of a secular decline in terms of primary commodities
vis-a-vis manufactures since the last quarter 8fchtury, Prebisch (1950, 1959) and
Singer (1950) advocated industrialization for developing countries as a me&ogito a
exporting an increasingly greater volume of primary commodities in retuthé same
import bundle of manufactured goods, in which would imply a lower level of welfare for
the major exporters of primary commodities in the long run. Even though Singer’s
subsequent study in 1991 challenged the strategy of industrialization as aesagmhg
terms-of-trade deterioration, the central idea of a secular deteyionatihe relative price
of exports of developing countries relative to that of industrialized countriesaiynaaie
to asymmetries in income-elasticities and labor markets—presentadotgtical and
empirical importance in economic development literature.

There has been a significant shift in theoretical analysis of termesdef firom
‘commodity terms of trade,’ international relative prices between comrasdjrimary-
manufacture, or manufacture-manufacture), towards ‘country terms of tratirtr-

South terms of trade’, the relative prices of developing countries’ exports topedel
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country exports (Singer, 1975). Yet an overwhelming majority of the previousalesear
failed to give credit to the importance of this shift and ignored, for the mosthpart
movements in North-South terms of trade. It is one of the purposes of this study to

contribute to this over-looked part of the literature.

3.2.1 The Ricardian View as a Special Case of the Prebisch-Singer Hypothesis
Classical economists starting with Adam Srhithd more directly with Ricardo
predicted that the terms of trade for primary goods as against manufacbutds
improve over the long ruhThey justified this view based on two key ideas. First, the
production of primary commaodities is subject to diminishing returns becausmthumi
of land used in production is fixed and additional inputs to this fixed amount of land
would result in decreasing incremental growth of output. This places a suppirasuns
on agricultural commodities. The same logic applies to raw materials. Second,
technological progress takes place more rapidly in manufacturing thandultage. Due
to rapid technological change, costs would fall faster in manufacturing compared t
primary production and the supply curve for manufacturing would shift right at a faste
pace. The combination of these two factors—diminishing returns in primary production

and rapid technological change in manufacturing—allowed Classical econamists t

8 Adam Smith was actually sure that technical progress in manufagand industry was faster
than agriculture and primary production because of the greater digfdimmor, introduction of
machinery and increase in the “dexterity” of workers. In dynamic termagdkise to
governments was industrialization in order to obtain advantageshwiital progress; while in
static terms, his suggestion was to follow specialization in goods of catiwpaadvantage and
obtain thereby static gains in free trade (see Sieipal 1992:141). Ricardo formalized Smith's
static vision with his theory of comparative advantage.

° Ricardo (1817), Malthus (1820), Torrens (1815, 1821), Mill (1848) are the most pnbmine

studies of this prediction. This classical idea was later overtak@eoclassical economists, such
as Jevons (1865), Marshall (1903, 1926). Keynes (1912) also found this ideaipersuas
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conclude that the price ratio of primary commodities to manufactures would mcreas
over time.

As applied to the late nineteenth century and early twentieth century, however,
Prebisch (1950) and Singer (1950) disputed the orthodox wisdom with the help of more
recently published UN data on net barter terms of trade (NBTT) of United Kingdam f
1876-80 to 1946-47”.The NBTT series for the UK showed a steady improvement during
this period. Given that the UK was the world’s largest exporter of manufactooed g
and importer of primary goods for most of the period, Prebisch came to the conclusion
that the NBTT of primary products against manufactures had deterioratkehvide
(Prebisch, 1950). To support and explain these empirical findings that contradicted the
classical view of terms of trade, Prebisch and Singer identified a numlaatafsfthat
contributed to the observed deteriorating trend: (i) lower income elastigtymary
commodity exports compared to manufactured exports; (ii) capital-intensive
technological progress in manufacturing that economized on the use of ravels)sead
thus reduced the demand for them; (iii) the technological gap between advanced and
developing countries, and the obstacles to gaining the necessary technicatigedwle
industrialize in developing countries; (iv) different types of market strestun the
export industries of industrialized and developing countries, specifically, monapolist
markets in the former and competitive markets in the tatferebisch, 1950, 1959 and

1964, and Singer, 1950, 1975 and 1984).

2 This was the dataset used by Prebisch (1950). Singer (1950) revisedrthef-trade series
which was first provided by Folke Hilgerdt in a publication of League ofoNafi1945 (Singest
al. 1992).

1 This point is refuted by Spraos (1983) based on the argument of geneliatiam in primary
commodity markets and manufactured goods markets. However, it iatesit®y way of
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Nevertheless, it is important to recognize that the Ricardian view of tdrirezle
is indeed a special case of Prebisch-Singer joint hypothesis. The terms of {padsary
commodities might increase if the manufacturing region grows at a muehd$psed
than the region exporting primary commodities. In that case, the effect afinasyim
income-elasticities might be overcome by the faster growth of the mamiigaegion.

As a result, the relative scarcity of primary commodities might push wgrits tof trade.

Diakosavvas and Scandizzo (1991), Sarkar (1986b), and Spraos (1980) raised
some objections to the evidence of deterioration in terms of trade suggestetibgPr
and Singer, which is summarized by Razzaefue. (2007a) as follows: (i) using the UK
terms of trade series to draw conclusions about the overall relative pricenafypri
commodities might be inappropriate and result in misleading evidencég(iipte span
is arbitrary; (iii) the data is inadequate to reach long-run conclusiohsitier important
variables are omitted from the analysis; (v) quality improvements obtnenodities
traded are not taken into account; (vi) the developing countries are not the onlgesxport
of primary commodities.

The first issue regarding the appropriateness of UK terms of trade has been
thoroughly discussed by Spraos, who reached the conclusion that “...the evidence of
Britain’s NBTT to an inference about the relative price of primary commesdiis-a-vis
manufactures in world trade was not misleading as to direction though it gave an
exaggerated impression of the magnitude of deterioration” (1980: 113). Sarkar (1986b)
agrees with Spraos and argued that NBTT of UK served as a justified ‘foratkye

terms of trade of the industrial region vis-a-vis the agrarian region @fdHd” (1986b:

modeling competitive and monopolistic market structures and providingetenations by
Bloch and Sapsford (2000).
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361). In the subsequent studies of NBTT for primary products, this point was no longer a
concern since much better sources of data were available.

The last issue raised by the critiques — that developing countries are natythe
exporters of primary products — does not change the fact that the NBTT foryprimar
products has deteriorated over time. However, it changes the implications thsthrre
and Singer drew from the terms of trade deterioration. For example, it rhakes i
problematic to argue that the gains from trade between the ‘center’ and thhépgr
were unevenly distributed, favoring the former at the expense of the ldtezefdre, the
terms of trade for developing countries as a whole would serve as a lEdtemrament
for the distribution of gains from trade across regions.

Another concern of the critiques was the improvement in the quality of traded
commodities. The troublesome idea was that the relative price of manufacigingés m
have been increasing due to more rapid improvements in their quality compared to
primary commodities. For instance, the price of automobiles might be imgydestause
the newly produced automobiles perform much better than the older ones. The same kind
of improvement in performance does not exist for, say, bananas. However, the studie
such as Grilli and Yang (1988), Sarkar (1986b) and Spraos (1980) showed that the extent
to which the quality improvements are responsible for the increase in prices of
manufactured goods is minuscule. Moreover, Razzatjak(2007a: 19) argued that
“there is no measurement of differential qualitative change in the two typescofcts”.

One way to avoid this problem is again to use the ‘country terms of trade’ instead of
‘commodity terms of trade’. Since the product mix of the export bundle is composed of a

mixture of both primary and manufactured commodities for both developing and
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developed countries, the differential improvements in quality for differeagjcaes is
unlikely to systematically favor one country group against the other. The otieeros
raised by the critiques will be explored in the rest of the literature survey.

The strongest evidence in favor of a declining trend in relative price of grimar
commodities is provided by Grilli and Yang (1988) and the debate changed itstehara
after this publication. Therefore, we will first consider the empiricaks that were
conducted before the study of Grilli and Yang, and then turn to those that followed after

their seminal study.

3.2.2 Empirical Studies Before Grilli-Yang (1988)

Since the launch of the Prebisch-Singer hypothesis in 1950 until mid-1980s, very
few empirical studies were undertaken to test whether there was a detcknithgn the
terms of trade for either primary products or developing countries. Most of thessisn
was centered on theoretical debates of why and how terms of trade would change.
Diakosavvas and Scandizzo (1991) provide a list of these studies, including Kaldor
(1963), Myrdal (1956, 1957a, 1957b), Lewis (1955), Nurkse (1959, 1967), Meier (1968),
and Viner (19532 Apart from these theoretical analyses, two empirical studies tésted t
trends in ‘country terms of trade’: First, Kindleberger (1955) did not find anyidecis
evidence for the deterioration in the terms of trade of primary commoditieise botind
some evidence of a declining trend in the terms of trade of developing countdegivis
the industrialized countries. In particular, he showed that the NBTT of WesterpeEur
improved by 50 percent vis-a-vis the less-developed areas outside of Europe (1955: 290).

Secondly, Wilsoret al. (1969) found that between 1954-57 and 1962-65 least developed

2 For a complete list, see Diakosavvas and Scandizzo (1991: 238-9).
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countries’ NBTT declined from 98.3 to 90.7. Since the base year of the study was 1950-
53, this means that LDC’s NBTT declined 10 percent within 15 years, from 1950 to 1965
approximately.

Although these studies were quite striking in terms of the magnitude of
deterioration in the terms of trade between countries and more relevantsroferm
determining how the gains from trade were distributed, the debate shifteabitsl dpack
to the terms of trade measured between commodities with the publication of Spraos’
comprehensive paper (1980), which re-evaluated the evidence from Prebisch (1950).
Spraos found that Prebisch’s series exaggerated the rate of deteriorédions of trade
for primary commodities, which Spraos estimated to be lower for the period up to 1950s
However, Spraos detected that the declining trend became very weak, or “open to doubt”
if the dataset were extended to 1970. This finding implied that the time span chosen for
the study was a major determinant of whether or not one would observe a decliming tre
in terms of trade.

Sapsford (1985) tested for structural breaks in the dataset used by Spraos (1980)
and came to the conclusion that Spraos’ results suffered from not taking into abeount t
significant break in 1950. Sapsford’s estimation included intercept and slope dummies f
the period after 1950, i.e. the post-war period, and his Chow test significantlydfakvere
specification including the dummy variables. Since the intercept dummy was@asit
the slope dummy was negative, both being significant for OLS estimationspi®apsf
interpreted this result as a once-for-all upward shift in the terms of trd@&Mwith a

continuing declining trend in the post-war period.
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Sarkar (1986b) and Thirlwall and Bergevin (1985), as mentioned in Razgtaque
al. (2007a), also tested the structural breaks in terms-of-trade deteriorata@nitto s
changing the time span would invalidate the declining trend in relative pricesnaiypr
commodities. Sarkar (1986b) estimated the exponential trend equation for the two periods
of 1876-1929 and 1876-1938 in order to see if the great depression was responsible for
the negative trend in Singer’s original estimation for the period 1876-1938. Sarkar’
results indicated that the declining trend in both series was significant anidethat
inclusion of 1930s data had made the existing deterioration in the terms of trade even
worse. Thirlwall and Bergevin (1985) conducted the same exercise for the two sub
periods 1954-72 and 1973-82 and found that the rate of decline in the terms of trade
became more severe for the second period, increasing from 1.2 percent to 2.5 percent pe
annum. These estimates are much higher than those of Sarkar, who found the overall

decline to be 0.89 percent per annum.

3.2.3 Empirical Debate subsequent to Grilli-Yang (1988)
Grilli and Yang (1988) constructed the longest (1900-86) and the most consistegit datas
for the relative price of non-fuel primary commodities that had so far begpledm
Razzaquet al. (2007a) argue that the construction of this dataset was their most
important contribution to the literature. Based on the new dataset, Grilli angifgftand
a statistically significant decline of 0.6 percent per annum in the termslefdfgrimary
commodities against manufactures.

A renewed interest in the empirical tests of trend equations began as sénaral ot
studies followed the example of Grilli-Yang, using their consistent and |dingeseries

dataset and analyzing it with the new techniques in time-series econsreaticas unit
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root tests and cointegration analysis. Cuddington and Urzua (1989) became thalfjrst s
to challenge the findings of Grilli-Yang on the grounds that their trend equati
estimation was invalid due to the non-stationarity of the estimated seriesarfjueyl
that the traditional log-linear trend equation is valid if and only if the test foraotiof
the series is rejected, i.e. the data generating process is a eolasy (TS) one. When
this fails to hold, as Cuddington and Urzua (1989) found to be the case for the aggregate
primary commodity relative price index of Grilli-Yang, the non-statiors@myes needs to
be transformed into a stationary one by using a difference-stationaryn@f&). The
estimation of a DS model by Cuddington and Urzua resulted in a trend rate that was not
statistically different from zero. In addition, they found that 39 percent olvfrage
shocks to the NBTT is permanent while the remaining 61 percent is cyclical and
disappears in three years (1989: 441).

In a subsequent study, Cuddington (1992) did unit-root tests for the individual
commodity price indices of Grilli-Yang and additional data for oil and coaleléeted
the unit root for 13 out of 26 commodities. Among those commodities which can be
modeled as TS processes, he found that only 5 of them exhibited a significant negative
trend. Similar to Cuddington (1992), Newbold and Vougas (1996) used several unit-root
and structural break tests in order to determine whether the aggregate inedatifa r
primary commodity prices is a TS or DS process. Although these tests gaigeians
results, the authors chose the DS process and came to the conclusion that the PS
hypothesis is “non-proven” (1966: 660).

Of course, the results of these empirical studies did not go without any responses

from the previous authors who had argued in support of a decline in the growth rate of
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terms of trade. Singer, Sapsford, and Sarkar (1992) argued that the procedureooft unit
testing by Cuddington and Urzua was not appropriate because of their inclusioryof man
insignificant lagged periods of the dependent variable. Setgar(1992) showed that
when these unnecessary variables were excluded, the null hypothesis of a wvoiutdot
be rejected, in which case a TS process would be preferred instead of a DS one. This
would allow for an estimation of a declining trend, which had been rejected by
Cuddington and Urzua (1989). Moreover, Singeal. (1992) questioned the plausibility
of the 50.3 percent decline in relative price index during 1920-21 as indicated in the
dataset used by Cuddington and Urzua. Schlote (1938) estimated this particusar fall a
13.5 percent only. Replacing Schlote’s estimate for this time interval antimaiasy

the time-trend, Singeat al. (1992) found a secular downward trend in commodity terms
of trade over 1900-83.

Cuddington’s (1992) results in favor of rejecting declining trends in relative
prices of most of individual primary commodities were also challenged byssivee
studies. Changing the unit root testing procedure from the one in Perron (1989) to Zivott
and Andrew (1992), Leon and Soto (1997) found that 20 out of 24 commodities followed
a TS process and 17 out of these 20 commodities exhibited statistically significant
declining terms of trade. Zivott and Andrew’s procedure has the advantagérgf fer
structural breaks endogenously whereas the exogenous structural chamgeeaesin
depends on visual inspection of the data, which might lead to a specification error in the
model due to subjectivity involved in selecting the time break. Leon and Soto (1997)
suspect that this was the problem with exogenous unit root testing applied by

Cuddington. However, a shortcoming of Zivott and Andrew procedure is that it can only
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test for one endogenous structural break. Lumsdaine and Papell (1997) developed a
testing procedure that made it possible to test for two endogenous breaks. Using this
newer technique, Kellard and Wohar (2002) found that 15 out of 24 individual
commodity price indices had a TS process and 12 out of these 15 commodities exhibited
a declining trend over time. Thus, the incorporation of two endogenous breaks into the
unit-root testing procedure makes it more likely to fail to reject the null hygistbéa

unit root.

The findings of Cuddington and Urzua (1989) regarding the permanent and
cyclical components of the time-series were also challenged by thesstidirdeni and
Wright (1992) and Reinhart and Wickham (1994). Implementing Harvey’'s (1989)
methodology to decompose the series into permanent and cyclical components, these
studies found that most of the deterioration in relative commodity prices was petmane
In particular, Ardeni and Wright (1992) reported that the decline was 0.6 percent pe
annum.

The development of cointegration technique in time-series econometedsi(se
example, Engle and Granger, 1987, Harris, 1995) provided a new methodology to
consider trend-stationarity versus difference-stationarity. Pot@dl1() and Bleaney and
Greenway (1993) made explicit use of this new methodology, but they reachedykstriki
different conclusions, partly due to differences in interpretation of the sexhtdined.
Considering the index for primary commodity prices together with the index for unit
values of manufactures, Powell tested whether there is a long-run relatiogistae
these two non-stationary variables. He argued that the declining ternasief-t

hypothesis would be rejected if the cointegrating parameter was one. Havirgilednt
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for three outliers in the series, 1921, 1938, and 1975, Johnson'’s test results made it clear
that the cointegrating parameter was not statistically different émoen From this result,
Powell came to the conclusion that the commodity terms of trade are staatthangh

the series had three sharp breaks. As Razzstoule(2007a) suggests, the results could
very well be interpreted as “a stepwise version of the PS hypothesis withrsarim

drops in those three years”. In addition, Powell had made no attempt to test for whether
the cointegrating parameter was changing between the outliers, in \abelthe

declining terms of trade might not have been rejected (2007a: 25-6). Moreovekaas Sar
(1994) pointed out (i) Powell’s indirect testing procedure contains various stepsciind e
step involves tests that have low power; (ii) although Dickey-Fuller gested the null
hypothesis that the cointegrating parameter was one, Powell used the AetjDekey-
Fuller test—which failed to reject that it was one -- and it is not clearthéhgugmented

test result is preferred, (iii) cointegration analysis may not be ptifhen there are
structural breaks in the series (1994: 1613).

On the other hand, the cointegration analysis applied by Bleaney and Greenway
(1993) follows an error-correction model and incorporates both trend and difference
stationary models. This allows Bleaney and Greenway to avoid the pitfallg-roani
testing by obtaining a more general specification of the trend equationy &lsupdated
Grilli-Yang index, the long-term growth rate is estimated to be -0.7 pepee@nnum
over the period 1925-91. Moreover, Bleaney and Greenway also find a ‘oncé-for-all
drop in commodity terms-of-trade after 1980.

Razzaquet al. (2007b) specify their trend equation following the methodology

suggested by Bleaney and Greenway (1993) in order to avoid testing of the sdaable
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unit roots a priori. This makes the testing procedure much simpler and avoids the type
one error of failing to reject the null hypothesis of unit root when it is not true.This i
because the unit root tests have low power against the stationary alterndthenae
there is a tendency to over-accept the null when it is not true. Using updated &rdli-
indices and UNCTAD database, Razzaqual. (2007b) found a negative and
statistically significant trend for 8 out of 13 commodities and for all broad @uityn
groups. The trend rates vary between -0.79 and -1.43 percent per annum for the period
1900-2001. If the period of estimation is restricted to 1960-2002, the trend rate declines
are much higher, varying between -0.9 to -3.50 percent per annum. The aggregate relat
price index has been estimated to fall at an annual rate of -1.82 percent fasrdhis m
recent period.

Another study employing Grilli-Yang index for estimating the trendsrate
relative commodity prices is Herrera (1996). The novelty of this studyonagptement
new parameter stability tests (those of Chu and White, 1992) and unit root tests which
incorporate trend variables and also allow for an endogenous structural break. The break
point is estimated to be 1972. Prior to the 1973 oll crisis, the study estimated the fall in
non-fuel primary commodity prices as 0.7 percent per annum, which is prettyalose t
Grilli-Yang’s original estimate. Yet, the period after the oil shock broaghtch larger
decline: 3.7 percent per annum from 1973 to 1992. This break-point was not previously
noticed in the literature. Among the reasons for the 1973-break point, Henefthks
productivity slowdown in industrialized countries, the supply response of non-fuel
primary commodity exporting countries, and other events following the formation of

OPEC and the 1973 oil price shock” (1996: 44). In addition, the results of sequential
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testing procedures suggest a level change in 1945 and a slope shift in 1983. Herrera
argues that these two dates—the end of World War 1l and the LDC debt crisis—had a

definitive effect on developing countries and their terms of trade.

3.2.4 Manufacture-Manufacture Terms of Trade

The controversy concerning the declining trends in commodity terms of trade
evolved around testing the terms of primary commodities vis-a-vis manufaciine
empirical evidence of a declining trend in primary-manufacture termadd tmplied
that the developing countries had to industrialize and start exporting manufactadsd g
if they wished to avoid deterioration in their terms of trade. However, an indusntdy
by Sarkar and Singer (1991) showed that, even though manufactured goods began to
dominate the commodity composition of exports of developing countries, the terms of
trade of manufactured exports of developing countries vis-a-vis those of developed
countries have declined about 1 percent per annum since 1965. Industrialization of the
‘periphery’ and diversification of its exports did not necessarily createéams to break
away from unequal exchange relations with industrial countries. Yet, in the abence o
such diversification, it became clear that the situation would get much worke for t
developing countries.

While the income terms of trade was estimated to have a significant imprtyeme
the differences in labor productivities in manufacturing sectors of the twansegf

periphery and center led Sarkar and Singer to conclude that the double factwsalfter
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trade of the periphery deteriorated even more than the net barter terms.5f Araatber
conclusion of the study is derived from the comparisons of terms-of-trade trends for
individual countries (vis-a-vis the rest of the world). Among Latin American desntr
seven out of ten had negative trends; in contrast, among Asian countries, two out of ten
were negative. The authors argued that this contrast contributes to thendéteire

balance of payments and debt experiences of the two regions (1991: 338). Yet another
finding of the study is that no country had a significant improvement in its manufacture
manufacture terms of trade vis-a-vis the United States, the ‘center ohtke€,da

contrast to some cases of improvement vis-a-vis the rest of the world.

A number of criticisms were directed to the study of Sarkar and Singer (1991): (i
Bleaney and Athukorala argued that the endpoint of the study corresponded to the debt
crisis and real devaluation of the currencies of the developing countriesh(iBokala
pointed out the limitations of using unit value indices of manufactures to calculate
manufacture-manufacture terms of trade. (iii) The majority of indugethlcountries’
manufactured exports are part of intra-regional trade while only 25 percent tfpdege
countries’ manufactured exports are part of intra-regional trade, which Aglakor
suspects might lead to a bias. (iv) The inclusion of nonferrous metal products in the
category of manufactures might be partly responsible for the declining mameafac
manufacture terms of trade of the periphery vis-a-vis the center. (v) Aggrepgets
might also be responsible for the negative trend. (vi) The use of labor productivity in the
manufacturing sector as a proxy for labor productivity in the export-oriented

manufacturing sector may not be appropriate (Athukorala, 1993 and Bleaney, 1993).

3 This is because the average labor productivity of the perigherghufacturing sector declined
much more steeply relative to that of the centre’s manufacturatgrg&arkar and Singer 1991:
335)
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In response to these criticisms, Sarkar and Singer (1993) defended their
methodology and the result of declining manufacture-manufacture terms of tthdieev
following corresponding arguments: (i) Using a dummy variable for thegafter
1982, i.e. the start of the debt crisis, Sarkar and Singer tested if the trend ddelrferr
the two periods, 1970-82 and 1970-89, differed. Their results indicate that the average
rates of decline are the same: 1 percent per annum. Thus, changing the endpoint did not
change the central result. (ii) As admitted by Athukorala, Sarkar agerSangue that
this point does not create a systematic bias in any particular directipAlthough
Athukorala mentions that this fact would create a bias in favor of Sarkar and'Singe
result, Sarkar and Singer argue the opposite. Due to the technology gap and
demonstration effects, the monopoly power of the industrialized countries’ exports
increase over time. Since the denominator of the terms of trade is likely tosimiate
the upward movements of unit values of manufactured exports from industrialized
countries to the developing countries, there would be a bias against the result aigleclini
terms of trade. (iv) Regressing the trend rate of terms of trade agaisbatieeof
nonferrous metals in total manufactured exports shows that cross-countrymariati
the latter do not explain the former. (v) Sarkar and Singer question why dlggrigated
results would be more appropriate and argue that the aggregation bias (if gimygyonin
either direction. Lucke (1993) does a country-level analysis of the same arehdemes
to the same conclusion as the one Sarkar and Singer had derived from their aggregate
analysis. (vi) Sarkar and Singer argue that using labor productivity in the rotmunfg
sector as a proxy for labor productivity in export-oriented manufacturing doesiaté

a problem as long as the “differences in the rate of growth of the labor pvigluctthe
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total manufacturing sectors of the developing countries and industrialized eswat$o
indicate the actual difference between the rates of growth of labor protutithe

export-oriented manufacturing sectors of the two regions” (1993: 1619).

3.3 Data Sample and Classification

This section examines the direction of movement in the terms of trade of the
global South vis-a-vis the global North from 1960 to 2006 by employing an
autoregressive model to estimate the long-run trend and test its significhaggobal
North and South refer to the developed and developing economies, respectively. The
analysis is based on nine terms-of-trade indices, each corresponding tatesepa
category of developing countries, which are classified by the UNCTARbiook of
Statistics according to their major export commodities and their geographtions (see
Figure 3.1).

First, the major oil-exporting countries are separated from the developing
countries as a whole because their terms of trade depend completely on tles anailg
prices. Second, the rest of the developing countries—i.e., nhon-oil-exporting countries—
are further divided into two categories: the major exporters of manufachuates a
remaining countries. Third, the remaining developing countries—i.e., non-oil- and non-
major-manufacture-exporting countries—are grouped according to theiagbagr
location: America, Africa, West Asia and Other Asia. Fourth, there are twbaacd
categories of countries in the UNCTAD classification under the name ohtntems”:
the least developed countries (LDCs) and the highly indebted countries.(AISg)ema

of this classification is presented in Figure 3.1.
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The time period 1960-2006 was chosen solely on account of data availability for
the country classification aboveMoreover, each terms-of-trade index is a net-barter
terms-of-trade index, calculated as the ratio of the unit value of exports to thalusit
of imports. While the data for unit value of exports are reported on an f.o0.b. basis, those
for imports are reported on a c.i.f. basis (UNCTABndbook of Statistic008).

Figure 3.2 overlays the aggregate terms of trade index for developing eswastri
a whole onto the terms of trade indices of oil-exporters and non-oil exporters. The spikes
in the aggregate index reflect the increases in the relative price of oil duging t
shocks of 1973 and 1978. Both oil shocks can be clearly seen from the upward
movements in the series. Moreover, the following downward adjustment corresponds to
the debt crisis after 1982 and the currency devaluations for the majority of indebted
developing countries. Once the oil-exporters are excluded from the sample of deyelopi
countries, a marked long-term downturn is noticeable in Figure 3.2.

Figure 3.3 shows that the terms of trade of the major exporters of manufactures
were significantly higher prior to the 1980s than that of remaining non-oil exporters
However, the index of the former group starts to decline more steeply than that of t
latter and converges with it over time. This evidence reinforces the eatfindings of
Sarkar and Singer (1991) that the commodity terms of tradentifacturegxported by
developing countries relative to those exported by developed countries displayed a

downward trend.

' Note that this time period is valid for three terms-of-trade @wlaf developing countries:
developing countries as a whole, the major exporters of oil, and major expdmeaufactures.
For the rest of the indices (with the exception of HICs), the time peoeers from 1960 to
2003. For the category of highly indebted countries (HICs), the time rangenid €78 to 2003.

52



The visual inspection of the terms-of-trade series for various groups of ceuntrie

from Figure 3.4 also suggests a prolonged declining trend over the period 1960-2003.

3.4 Empirical Analysis of the Trends in North-South Terms of Trade: 1960-2006

In order to determine whether the terms of trade follows a negative trendhever t
long run, the methodology developed by Bleaney and Greenway (1993) and Razzaque,
Osafa-Kwaako and Grynberg (2007b) is implemefit&iippose that the behavior of net-
barter terms of trade (NBTT) can be represented by an autoregressig that
includes a time trend:

INNBTT, =a + bt + cInNBTTE1 + u;, (3.1)
wheret is time andu is a white-noise disturbance term. By subtrachimdBT T..; from
each side, Equation (3.1) becomes:

AINNBTT =a + bt + wInNBTT.1 + u;, (3.2)
wherey = ¢ —1. Equation (3.2) turns into an ideal error-correction modelsf
negative, statistically significant and greater than -1, (i.e.,»k<0; Razzaquet al,
2007b: 37). If this is the case, the chang|eMBTT; is negatively related to its current
level, which will pull back the short-run deviations to the steady state long-run trémnd pa
In contrast, ify = 0,INNBTT; would be a random walk with an increasing variance over
time. The estimation results of Eq. (3.2) can be interpreted in the followingtashi #

0 andy < 0,InNBTT; has a non-zero deterministic trend, i.e., it has a long-run tendency to

!> The reason for choosing this methodology is to avoid the loss of power fromatrtiésts, and
to be able to determine the long-run trend of the series for cases derdl thypothesis of a
unit root is rejected.

' The trend equation is an extension of the linear trend equation, e.g., INYbE 4 dt,
whereby the growth rate for the dependent variable Y per time periogiVersby the
coefficient b.
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revert to a non-zero trend following any short-term disturbancbs: @G andy = 0,

INNBTT; is a random walk with drift. In this case, a negative (positive) value éstima
for b implies that it is more probable tHatNBTT; will be smaller (greater) in the future
compared to its current value. The combinations of the following conditions therefore
provide empirical support for the declining trend hypothesis& €0 andy = 0; ()b <0
andy < 0. An augmented version of Eq. (3.2) will be used for the estimation:

AINNBTE=a + bt + wInNBTT.; + d A INNBTT; 1 + W. (3.3)

This version follows the usual practice with Dickey-Fuller regressions by
including the first-order lagged dependent variable AéaNBTT.;) in Eq. (3.3)
irrespective of its statistical significance. In addition, dummy varsaéte used to control
for the sudden jumps in commaodity prices. Most terms-of-trade indices have a elear pe
around the mid-1970s. In order to control for these sharp terms-of-trade movements, the
trend equations to be estimated have to include point dummy variables. The inclusion of
these point dummy variables lets us pull the atypical data points towards theeéxpect
result for a normal year, defined by the trend equation.

Results reported in Table 3.1 show that the estimated coefficients of the trend
variable are negative and statistically significant at the 5 perocaitfte all categories of
developing countries, i.e., b < 0. The lagged level dependent vat@WET(T.,) is
negative and less than zero for all the regressions. For all groups of courteestb®
LDCs and the remaining West Asian countfee t-ratio onnNBTT;; is higher than
the Dickey-Fuller critical value. Thus, we reject the null hypothesis oftaaoti at least

at the 10 percent level, which means tha significantly different from zero. The

" For these groups’ terms of trade, we fail to reject the null hypotbisist root, i.e.)y = 0.
However, as we noted before, the case where b < ¢ andlalso provides empirical evidence
for the deterioration in net barter terms-of-trade.
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combination of a negative trend coefficient with a negative lagged dependehteyaria
with both being significant, leads us to the case where b < Qzan@. This implies that
the terms of trade series has a long-run tendency to revert to a negaivéotiowing
any short-term disturbances. In order to determine the degree of the de¢énms of
trade, it is necessary to calculate the long-term growth rate.

The last column of Table 3.1 displays the long-term growth rate in NBTT in
percent per annum for each group of countfi@he rate is negative for all groups,
ranging between -0.65 (for the remaining countries) and -2.19 (for the highly iddebte
countries, HICs). For all non-oil-exporting developing countries, the termad# has
fallen at an annual rate of almost 1.5 percent from 1960 to 2003, which cumulatively
amounts to 47 percent from 1960 to 2006. The sharpest declines in NBTT are observed
for the least developed countries (LDCs) and the highly indebted countries, declining
respectively at the rates of -1.78 and -2.19 percent annually. The leastrdets is
observed for the remaining countries as a whole: -0.65 percent. There is a notable
contrast between the trend rates of major exporters of manufacture¥’ &tidllthe
remaining countries’ NBTT. While the former index declined at the rated@, the latter

declined much less, 0.65 percent per annum. This evidence matches with our visual

18 |n Equation (2)A INNBTTt = a + bt +yInNBTTt-1 + ut, b is the time trend. However, the
trend affects prior values of NBTT, which because of the lagged ternt afflesequent values of
NBTT. Thus, the trend has two effects: a direct effect on NBTT (ctif b) and an indirect
effect through the lagged values of NBTT. To calculate the long-temd,twe assume that
Equation (2) is equilibrium in the long-run, meaning that INNBTTt = INNBTTt-1nTtlee
change in INNBTTt would be zero: 0 = a + bylaNBTTt-1 + ut. Replacing INNBTTt-1 by
INNBTTt, we obtain 0 = a + bt wInNBTTt + ut, which can be rearranged enNBTTt = a + bt
+ ut, or INNBTTt = (a/w) + (b/+y) t + ut. The coefficient on the trend variable is the long-run
trend rate: (biy).
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inspection of Figure 3.3, in which we noted the steeper decline of the NBTT of major
exporters of manufactures.

The regression residuals are tested for serial correlation and norrrmstythe
Breusch-Godfrey serial correlation LM test results are reported timelenlumn “serial
corr.” in Table 3.1. Residuals were found to be serially correlated fordgstssions for
West Asian and Other Asian countries’ NBTT. This can be seen from the p-values below
five percent, which implies rejection of the null hypothesis of no serial coomlati the
case of the West Asian NBTT, adding four additional lagged regressoleNEBT .,
eliminated the problem of serial correlation, while in the case of Othan ANBTT,
leaving out the insignificant point dummy variable made the series seriallyrelated.
These second regressions are preferred specifications for makingéetr8econd, the
tests of normality are conducted using White’s Q-statistic. Since tlestict are
greater than 5 percent for all preferred specifications, i.e., the secoeslsiegs when
there is a second one, we fail to reject the null hypothesis that the residuatgafiom
regression are normally distributed. This also implies that the inferdreas from

these model specifications are valid.

3.5 Analysis of the Structural Breaks

Trend equations with intercept and slope dummies are estimated in order to see if
there were any significant changes in the annual percentage changérant rate¥.
The results are reported in Table 3.2. For most of the categories, we found ewaenc

slightly increasing terms-of-trade prior to 1975 or 1980, followed by a much greate

' The methodology used here is similar to Perron’s structural breakltemvational outlier
with changing trend model is estimated for different categories amuehtfstructural break
points. The structural break points are exogenously determined.
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decline after 1975 or 1980. For the broadest category of non-oil exporting countries, for
example, the terms of trade increased by 0.77 percent per annum prior to 1975 and
declined by 1.42 percent per annum after 1975. If we take the year 1980 as the Istructura
break point, the value of the estimates decline to 0.49 and 1.295 respectively. Since the
dummies for 1975 are more significant, it might be better to take 1975 as the break point.
For the major exporters of manufacturers, the year 1976 represents the mbsasigni

point of structural break. The terms of trade of this group of developing countries
increased 1.01 percent per annum prior to 1976 and started to decline after that year by
1.12 percent per year. For the remaining category of non-oil- and non-majofactare
exporting countries, the break in the year 1980 is more significant than the one in 1975.
Before 1980, the terms of trade for the remaining countries increased at 0.5 perce

year and began to decline after 1980s at 0.86 percent per year. Among the groups of
remaining countries, the ones that experienced the sharpest decline iertheiofttrade

are again the less-developed countries (LDCs) and the highly-indebted e (iHt(Ts).

These are also the ones that experienced the sharpest structural breaksemishef-

trade movements.

Complementary to the results in Table 3.2, we have undertaken tests for unknown
break dates using JMulti software. The break date estimated for each country
classification is presented in Table 3.3. The results are very close to eadiothest
of the cases. For the non-oil exporting developing countries’ terms of trade, 1974 is
estimated to be the break date from the unknown break test. Compared to the break date
from the exogenous tests, this is one year earlier than 1975.The same isedigottre

remaining countries. However, the break dates are the same for NBT Toofaxgprters
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of manufactures, being 1976 from both test results. The break date for LDCs is also
estimated to be the same in both test results: 1977. The test results differténts-of-
trade series of remaining countries in Africa, West Asia, Other Asia, HPsllby an
amount of 3-6 years. In short, we can conclude that both tests confirm the exaftanc
structural break between 1974 and 1977 for the majority of terms-of-trade series for
different classifications of developing countries, excluding the majoxpdréers. Prior
to the break, the terms-of-trade series exhibited a slight rise, which turaedstgep

decline after the break date.

3.6 Factors Responsible for the Structural Break in the Terms of Trade
In the mid-to-late 1970s, the terms of trade for non-oil exporting developing
countries has experienced a sharp structural break, that is, a reversathgimtya
increasing upward trend to a largely decreasing downward trend. This evidenes appl
for all the disaggregated groups except the Highly Indebted Countries) (MiGse
break date is 1986. Three major and largely unexpected developments in the world-
economy explain this generalized downturn in the terms of trade in mid-to-late 1970s
The first was the end of golden age of growth in the developed economies after
the oil shocks of 1970s, having an adverse effect on the demand for commodities
exported by developing countries (Ocampo and Parra 2003, Maizels 1992). Since most of
the exported commodities from the developing countries were used as inputs of
production in industrial products, the demand for these commodities declined as a result
of the reduced output growth in industrial production of the developed countries. As

income growth in the North slows down, the demand for imports from the South has a
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tendency to fall—depressing the relative price of Southern exports to the North, i.e.
terms-of-trade deterioration for the South.

The second major development was the eruption of the debt crisis in 1980s as a
result of the interest rate shock of 1979. As the real interest rates in the Staites had
increased from -1.8 % in 1979 to 3.6 % in 1981, the cost of borrowing for developing
countries increased tremendously due to the rise in average risk premiums from 2.5 to
22.0 percentage points (Ocampo 2008: 13). The resulting debt crisis created anexcessi
debt burden for the developing countries. In order to service their debts, they weare unde
constant pressure to generate trade surpluses. Sharp reductions in theihesajexc
rates allowed many of these indebted developing countries to increase theie wblum
exports, but it came with the side-effect of reducing the relative pricagiokixports.
Therefore, the process of “export desperation”, as Sarkar (1991) namedaine=pl
major part of the deteriorations in terms of trade for developing countriesiagaarr
this time period.

The third major factor was the increasing implementation of outward-looking
strategies in developing countries. The neoliberal reforms were put into @ractity as
a result of the pressure from international organizations, and partly due to thgiperce
that the outward-oriented economies had achieved higher rates of growtimaNomi
devaluations were one of the major policy items among the neoliberal conditionality
packages, which in general contributed to the deteriorating trend in developing cbuntries
terms of trade. However, more importantly, it is possible to identify two nff@icte
resulting from increased openness on the terms of trade. The first one ifutleeofatine

small country assumption to hold. The small country assumption maintains that each
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trading country is small enough not to have any effect on the world prices gbatdsex
and imports. Lutz and Singer (1994) show that this assumption might fail to hold if the
trade liberalization is aimed at raising the size of the tradable gec@ther absolute or
relative terms). In this case, changes in the tradable sector size eaigib la
deterioration in terms of trade under certain conditibiifie second effect is known as
the fallacy of composition, which underlines that even where the small countryi@ondit
is valid for separate individual countries, it may not apply to several countries lidyen t
simultaneously liberalize their trade or become more outward-orientadnlf countries
follow the same trade diversification strategy at the same time,ghkimg oversupply

of products in the global market may lead to declining prices and deterioratirggde
trade. Therefore, the collective efforts of several developing couniiregsoace to

engage in trade diversification in similar product markets might indeed leaddo low
prices for their exports and lower their terms of trade.

To summarize, the structural breaks in the trend of terms of trade in the-mid-to
late 1970s reflect the simultaneous impacts of the changes in the world-gcdindine
slowdown of the Northern growth rate after the oil shocks; (ii) the decreasied tr
deficits of the Southern economies as a share of their national income, i.e. shcrease

‘export desperation’ after the debt crisis; (iii) the increased opennessSdtitieern

*° The idea is that the increasing size of the tradable sectoththsize of exports and imports
and their shares in global markets all else constant, might changdstine prices of exports
and imports. If the relative prices of exports declines in this procesgniilies a deterioration
of terms of trade. Since the trade liberalization of a given courdryregsults in a change in
terms of trade, this violates the small-country assumption.
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economies due to neoliberal reforms. In order to show their differentialseffeet time,
we will use an augmented structural equation with dummies in the followingform:
INNBTT, = A1 INYN + £.DInYN + B50P; + 8, DOP; + s TBR + SsDTBR + U
(3.4)
wherelnNBTT; : the logarithm of net barter terms of trade for non-oil exporting
developing countries,
InYN: the logarithm of real GDP in developed countries (or the North),
DInYN: an interaction dummy, e.g.if t <1980, andnYN if t > 1980.
OP; an index of openness which is calculated based on Rao {1999).
DOP::  an interaction dummy, e.@.if t < 1980, an®P; if t > 1980,
TBR: the ratio of trade balance to GDP in non-oil exporting countries,
DTBR: an interaction dummy, e.@.f t <1980, andBR if t > 1980.
Fort < 1980, the interaction dummy variables become zero, and the structural
equation reduces to:
INNBTT, = 81 InYN + B:0P; + BsTBR + V.. (3.5)
Fort > 1980, the coefficients of the interaction dummy variables must be added to
the coefficients of the original variables, which yields:

InNBT'I{ :(ﬁl +ﬁ2) InYN + (ﬁg +ﬁ4) OPt + (ﬁ5 +ﬁ6) TBR + w;. (36)

1 Log-log form lets us interpret the coefficients in such a wayatuate percentage change in
any independent variable leads to its coefficient times percentage ¢hahgelependent
variable. Therefore, variables are in levels instead of growth rdiexokfficient is omitted
since it was insignificant. The TBR variable is not in logaritonmf because it is already
measured in percentages.

2 Openness index is calculated by the error terms from the regressimadefGDP to structural
determinants of population size and per capita GDP. “Given the prentigothedation and
income are ‘structural’ determinants of a country’s capaoityatde, we have statistically isolated
their effects on observed trading shares and constructed an openness indbe fatt@rtafter
purging them of the structural effects” (Rao 1999: 302).
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The estimation of the augmented structural model gave us the following:results

INNBTT, = .29InYN + (-.03) DInYN + (.01)OP; +(-.02)DOP; +(-.03)TBR
(84.91)  (-7.88) (3.66)  (-3.86) (-1.18)
+ (-.03)DTBR
(-1.07%

The results of the estimation can be rearranged in the form of Equations (3.5) and
(3.6) to reflect the differences between the two periods:

Pre- 1980INNBTT; = (.29)InYN + (.01) OP, + (-.03) TBR

Post-1980INNBTT, = (.26) INYN + (-.01) OP, + (-.06) TBR

The following points are worth stressing:
0] A one percent increase in total Northern income leads to 0.29 percent increase in
Southern terms of trade in the period prior to 1980.
(i) This positive response of the term of trade decreases to 0.26 percent in the post
break period of post-1980. The reduction in the coefficient implies that the slowdown in
Northern income growth had a depressing effect on Southern terms of trade.
(i) A one percentage point increase in the openness index of the South leads to a 0.01
percent improvement in the terms of trade of the South before 1980s.
(iv)  The coefficient of the openness index turns negative in the post-break period,
indicating the crowding-out effects associated with the fallacy of catigrosffect.
After 1980s, one percentage point increase in openness leads to a 0.01 percent decrease in
Southern terms of trade.

(V) Due to the excessive burden of the debt payments and increasing necessity to

export more, regardless of how low the relative price ratios might be, the tradeeotd

% N=47, Adjusted R= 0.99, AIC: -105.13, and the figures under coefficients are t-ratios.
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GDP ratio, ofTBR posed an accentuated negative impact on the terms of trade after
1980. Note, however, that there could be simultaneity/joint determination here.

(vi)  While a one percentage point increase inftBRresulted in a 0.03 percent
decrease in the terms of trade before 1980, the effect became much strondé8aftar

0.06 percent reduction per percentage point increabBin

3.7 Conclusion

The controversy over the international terms of trade has predominantly focused
on the commodity terms of trade— between primary commodities versus manegact
or manufactures versus manufactures with different countries of origin. Howeitber
of these measures accommodates the changes in the commodity composition of
developing country exports. While the first measure—the primary/manufattanes of
trade—is hardly relevant when the export bundle of developing countries is inghgasin
dominated by manufactured goods, the intra-manufacturing terms of tnabéetely
ignores the primary commodities exported by the developing countries. diiaedsacks
arising from using different versions of commodity terms of trade can be dvbitie
country terms of trade—that is, the terms of developing countries’ tradevigs-a-
developed countries—are taken as the unit for measurement. This is espectbetife
the aim is to adequately measure the extent to which gains from trade \aelyne
distributed between the global North and South.

Our review of the literature also shows that empirical inferences concéneing
trend in the terms of trade have been strongly shaped by the particulaetiese-
techniques used. In order to avoid pitfalls in unit-root testing, this paper employs a mor

general specification of the trend equation, which allows us to proceed vatpaooti
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testing of the variables for unit roots. The results of the econometric ara@ysisrning
nine North-South terms of trade indices reveals that the terms of trade g dgainst
the South since the 1960s. However, the terms-of-trade deterioration is neither
continuous nor evenly distributed over different country groupings. Further analysis of
the data provides evidence of structural break around the mid-to-late 1970s in the South
North terms of trade, which deteriorated at a rate of almost 1.5 % per yegy tther
post-break period. Cumulatively, this amounts to a decline of 47 % from 1960 to 2006—
the most striking finding to date in support of the dynamic unequal exchange thes

The terms-of-trade deterioration was not evenly distributed across countses. F
the highest rates of decline in terms of trade are observed for the leslspéelvand
highly indebted countries: -1.78 % and -2.19 % per annum, respecfikyeover, the
terms of trade for major exporters of manufactures deteriorated muclseverely than
for the rest of the non-oil exporting developing countries. This supports the view that
manufactured exports are not immune to falling relative prices (Singeraakar 3991,
Kaplinsky 2006). Within the country group of non-major exporters of oil and
manufactures (or the remaining countries), the terms of trade for developingesouimt
America exhibits greater deterioration compared to terms of toaded developing
countries in Other Asia. In all, then, these findings point to a highly differedtsatd

uneven process of development that is partly structured by international tedibese

4 Note here that the criteria for inclusion in the memo item groupingsaxiewnward bias in
the terms of-trade movement since a decline in terms-of-trade oatrébutor to being a poor
or highly-indebted country.
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Figure 3.1 Classification of Country Groupings
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Figure 3.2Terms of Trade Indices for All Developing Countries, Oil Exporters, and
Non-oil Exporters, 1960-2003/6.
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Figure 3.3Terms of Trade Indices for Major Exporters of Manufactures and

Remaining Countries from 1960-2003.
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Figure 3.4Terms of Trade Indices for the Remaining Countries Disaggregated by
Region and Economic Groupings, 1960-2003.
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Table 3.1Estimation Results for Different Categories of Developing Countries

A InNNBTT, Constant | T INNBTT, AINNBT T, | AINNBTT.;| Dummies Adj. | AIC Serial Corr.| White’s| Trend
R? Q-stat. | (%)

Non-oil-exporting | 6.160 -.0026 | -.2271 — -.2106 D751 0.15 | -161.08 | 1.722 34.733 | -1.15
countries (2.94) (-2.94) | (-2.50) (-1.25) -.08 (-1.95) (0.1894) (0.015)

23.428 -.0099 | -.66866 AINNBT T4, | -.1648 D751 0.46 | -135.79| 1.171 16.265 | -1.48

(4.93) (-4.86) | (-4.50) -.065(0.37) | (-2.13) -.07 (-2.01) (0.2792) (0.298)
Major exporters| 10.67 -.0046 | -.3238 — .1594 D751 0.36 | -168.89| 3.471 20.042 | -1.42
of manufactures | (4.33) (-4.27) | (-4.22) (1.24) -.13 (-3.99) (0.0625) (0.392)
Remaining 5.349 -.002 -.2916 — -.01205 D741 0.41 | -157.79| 8.283 29.78 | -0.69
Countries (2.76) (-2.51) | (-2.87) (-0.09) -.16 (-4.43) (0.004) (0.055)

6.285 -.0023 | -.3553 — -.2376 D74751 0.46 | -161.49| 0.462 26.47 | -0.65

(3.41) (-3.11) | (-3.65) (-1.81) -.13 (-4.98) (0.497) (0.118)
Remaining 7.215 -.0029 | -.31778 — -.1179 D751 0.21 | -112.60| 0.017 24.347 | -0.91
America (2.60) (-2.40) | (-2.82) (-0.76) -.13 (-2.49) (0.897) (0.082)

8.297 -.0032 | -.3981 — .0185 D75771 0.27 | -115.39| 0.268 15.93 | -0.80

(3.05) (-2.78) | (-3.45) (0.12) -.12 (-3.03) (0.605) (0.46)
Remaining 8.199 -.0031 | -.4047 — .0556 D771 0.28 | -112.85 | 1.769 18.19 | -0.77
Africa (2.81) (-2.53) | (-3.32) (0.38) -.16 (-3.08) (0.184) (0.31)

Note: Table continues in the next page.
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Table 3.1 (continued)

A InNNBTT, Constant | T INNBTT, AINNBT T, | AINNBTT.;| Dummies Adj. | AIC Serial Corr.| White’s| Trend
R? Q-stat. | (%)
Remaining 7.711 -.0031 | -.3054 — -.097 D731 0.36 | -120.22| 4.383 10.27 -1.02
West Asia (2.37) (-2.20) | (-2.71) (-0.74) -.18 (-3.77) (0.036) (0.85)
9.636 -.0039 | -.3892 AINNBTT,, | -.0233 D731 0.31 | -98.86 1.334 5.29 -0.99
(2.04) (-1.88) | (-2.53) 3,44, 15 (-0.13) -.18 (-3.40) (0.2481) (0.98)
Remaining 14.17 -.0055 | -.7425 — .0503 D731 0.27 | -106.64| 11.22 11.20 -0.74
Other Asia (3.30) (-3.20) | (-3.35) (0.28) .08 (1.38) (0.001) (0.79)
13.108 -.0049 | -.70314 — .04134 — 0.25 | -106.49| 1.473 10.276 | -0.71
(3.06) (-2.94) | (-3.16) (0.22) (0.225) (0.852)
LDCs 7.94 -.0035 | -.197 — -.096 D771 0.24 | -130.65| 1.685 13.12 -1.78
(2.50) (-2.42) | (-2.46) (-0.65) -.18 (-3.53) (0.19) (0.83)
HICs 33.91 -.0155 | -.70664 — .34322 — 0.45 | -77.80 0.75 9.3219 | -2.19
(4.34) (-4.30) | (-4.44) (2.15) (0.39) (0.502)

Notes:Figures within the parentheses under coefficiergs-eatios. Those under the test statistics of senalelation and White's Q-statistic are p-
values. The Dickey-Fuller critical values for theefficient ofInNBTT,; at the 10, 5 and 1 percent levels are, respegtiv&i18, -3.50 and -4.15 for all

series excetlIC,, which has 24 observations, and therefore theespanding critical values for ilSNBTT.; are -3.24, -3.95 and -4.38. Variables wil

the letter ‘D’ indicate a point dummy variable. Fo@ample, D751 indicates a dummy variable withrOlf&73 and 1 for all other years, and D7577

indicates a dummy variable with 0 for 1975 and 1%#d 1 for all other years. The estimates of sedm not significantly change when the dummies

excluded from the estimation. The only changesdbatir affect the stationarity of the series,s@me estimates might point to a non-stationarityé

time-series.
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Table 3.2Estimation Results with Intercept and Slope Dummy Variables for BifteCategories of Developing Countries

A InNNBTT; Const. | T INNBTT.; | AINNBTT; | Intercept Slope Adj. | AIC Serial White’s | Trend rate (%)
Dummy Dummy R? Corr. Q-stat.

Non-oil -9.935 | .00727 -.946 22432 D75 D75t 0.42| -175.9 0.10 | 19.824 | Pre75: 0.77

exporting (-2.40) | (3.24) (-4.60) (1.52) 40.83(4.7) | -.021(-4.7) (0.75) | (0.405) | Post 75: -1.42

countries -4.877 | .00478 | -.98219 .35657 D80 D80t 0.32| -169.5 273 | 14959 | Pre80: 0.49
(-1.51) | (2.42) (-4.39) (2.05) 34.49(3.8) | -.018(-3.8) (0.10) | (0.725) | Post 80: -1.29
5.054 | -.002 -.2280 -.0325 D90 D90t 0.05| -155.6 4.07 | 30.150 |x
(2.32) | (-2.14) | (-1.96) (-0.20) 3.28(0.60) | -0.002(-0.6) (0.04) | (0.049)

Major exporters| -1.677 | .0016 -.3138 .0314 D75 D75t 0.19| -158.5 20.25| 16.198 | Pre75. 0.51

of manufactureg (-0.33) | (0.61) (-2.77) (0.20) 11.02(1.5) | -.006(-1.5) (0.00) | (0.644) | Post 75: -1.27
-7.314 | .0049 -.4837 .0168 D76 D76t 0.59| -186.8 0.06 15.33 |Pre76: 1.01
(-2.23) | (2.85) (-5.66) (0.15) 20.25(4.0) | -.010(-4.1) (0.81) (0.70) | Post 76:-1.12
7.907 | -.0033 -.3105 .1527 D80 D80t 0.10| -153.8 3.54 17.76 | x
(2.35) | (-1.87) (-1.91) (0.79) .013(0.00) | -.00003(0.01) (0.06) | (0.539)

Remaining -6.535| .0051 -.7659 .1523 D75 D75t 0.29 | -148.8 0.23 19.29 |Pre75: 0.67

Countries (-1.16) | (1.77) (-3.81) (0.97) 25.87(3.3) | -.013(-3.3) (0.63) (0.44) | Post 75: -1.05
-5.805 | .0053 -.9943 .2807 D80 D80t 0.36 | -153.2 5.08 | 21.698 | Pre 80: 0.53
(-1.60) | (2.52) (-4.85) (1.75) 27.2(3.67) | -.014(-3.7) (0.02) | (0.299) | Post 80: -0.86

Remaining -30.69 | .01668 | -.47975 .0033 D75 D75t 0.19| -110.7| 0.001 | 7.9630 |Pre 75: 3.48

America (-1.95) | (2.07) (-2.61) (0.02) 44.56(2.5) | -.023(-2.5) (0.98) (0.95) | Post 75:-1.23
-14.7 .0089 -.6228 .0924 D80 D80t 0.18| -110.1| 2.27 9.44 |Pre80: 1.43
(-1.43) | (1.60) (-2.97) (0.49) 28.38(1.9) | -.014(-1.9) (0.13) (0.89) | Post 80:-0.88

Remaining -7.42 .0048 -.4632 .10413 D77 D77t 0.09 | -103.2 0.30 12.3 |Pre77: 1.04

Africa (-0.60) | (0.76) (-2.60) (0.57) 19.06(1.3) | -.01(-1.3) (0.58) (0.72) | Post 77:-1.06
-6.84 .0047 -.5365 .1208 D80 D80t 0.14 | -105.3 0.06 14.28 | Pre 80: 0.88
(-0.78) | (1.02) (-2.90) (0.66) 17.52(1.5) | -.009(-1.5) (0.80) (0.58) | Post 80:-0.78

Note: Table continues in the next page.




T.

Table 3.2 (continued)

A InNNBTT, Const. | T INNBTT.1 | AINNBTT.1| Intercept Slope Adj. | AIC Serial White’s | Trend rate (%)
Dummy Dummy R? Corr. Q-stat.
-11.86 | .0066 -.2564 -.1775 D73 D73t 0.07| -105.5 1.30 7.264 | X
(-0.46) | (0.51) (-1.88) (-1.09) 18.6(0.71) | -.01(-0.7) (0.25) | (0.968)
Remaining -6.135| .0039 -.3289 -.2409 D75 D75t 0.13| -108.0 0.28 5.669 | X
West Asia (-0.38) | (0.48) (-2.31) (-1.52) 12.8(0.75) | -.007(-0.8) (0.59) (0.99)
12.56 | -.0055 -.3699 -.1576 D80 D80t 0.11| -107.0 0.07 4,701 | X
(1.51) | (-1.32) (-2.12) (-0.94) -6.9(-0.8) | .0035(0.78) (0.79) (0.99)
15.45 | -.0068 -.4311 -.2298 (- D96 D96t 0.35| -118.6 0.57 9.874 | Pre 96: -1.58
(2.78) | (-2.74) (-2.90) 1.71) 42.36(2.9) | -.021(-2.9) (0.45) (0.87) | Post 96: -6.50
Remaining -5.13 .0041 -.632 .0185 D75 D75t 0.23| -103.6 0.14 10.27 | x
Other Asia (-0.26) | (0.43) (-2.65) (0.10) 16.76(0.9) | -.009(-0.9) (0.71) (0.85)
11.09 -.004 -.6969 .0367 D80 D80t 0.20 | -102.6 1.24 10.85 | x
(1.16) | (-0.87) (-2.93) (0.19) 2.104(0.2) | -.001(-0.2) (0.27) (0.82)
16.10 | -.0061 -.8732 1181 D90 D90t 0.3 -107.2 0.18 15.32 | Pre 90: -0.70
(2.53) | (-2.23) (-3.54) (0.60) 14.86(1.9) | -.007(-1.9) (0.67) (0.50) | Post90: -1.55
2.937 | -.0002 -.5476 .1592 D75 D75t 0.24| -129.5 0.58 17.83 | Pre75: -0.04
(0.39) | (-0.05) (-4.00) (1.07) 27.88(3.1) | -.014(-3.1) (0.45) (0.53) | Post75: -2.61
LDCs 2.88 .00011 | -.6658 .2037 D77 D77t 0.28 | -131.8 2.23 22.54 | Pre77: 0.02
(0.46) | (0.04) (-4.11) (1.37) 35.9(3.97) | -.018(-3.9) (0.14) (0.26) | Post77:-2.70
.3997 | .0012 -.6038 .2073 D80 D80t 0.23| -129.2| 0.36 20.14 | Pre80: 0.20
(0.09) | (0.55) (-3.90) (1.30) 33.9(3.49) | -.017(-3.5) (0.55) (0.39) | Post80: -2.62
8.297 | -.0032 -4279 .1465 D90 D90t 0.12| -123.7| 0.21 16.43 | Pre90: -0.75
(2.14) | (-1.89) (-2.79) (0.86) 15.35(1.4) | -.008(-1.4) (0.65) (0.63) | Post90: -2.57
HICs 64.84 | -.031 -.781 1154 D90 D90t -87.4 0.004 8.12 Pre90: -3.97
(5.84) | (-5.69) (-5.98) (0.78) -38.1(-3.7) | .01917(3.7) (0.95) (0.62) | Post90: -1.52

Note: Figures within the parentheses &ratios. The Dickey-Fuller critical values for theefficient oflInNBTT,.; at the 10, 5 and 1 percent significang
levels are, respectively, -3.18, -3.50 and -4.Y%fbseries excegtlC,, whose number of observations are 24 and ther#iereorresponding critical
values folnNBTT..; are -3.24, -3.95 and -4.38. x means that the tceefficient is not significant and therefore thend growth rate is not estimated
and can be considered to be zero.




Table 3.3Timing of Structural Breaks

Estimated break
date with a shift
dummy?®
Non-oil exporting countries 1974
Major exporters of manufactures 1976
Remaining Countries 1974
America 1975
Africa 1974
West Asia 1974
Other Asia 1974
LDCs 1977
HICs 1986

% Break dates are endogenously estimated by using the JMulti saftieavnloadable from
www.jmulti.de. This program provides unit root tests proposed by Saikkonen dmpbiit
(2002) and also implements tests for unknown break dates.
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CHAPTER 4
GROWTH DIVERGENCE AND THE EVOLUTION OF TERMS OF TRADE:

THE EMERGENCE OF IMMISERIZING GROWTH DURING NEOLIBERAL
GLOBALIZATION

4.1 Introduction

In open economies, one of the major constraints on economic growth is the
availability of foreign exchange. This is especially the case fagldping countries that
have balance of payments difficulties arising from their inadequat@atienal
competitiveness. If a country runs a current account deficit, or a foretharge
shortage, that is not automatically eliminated through a change in the relateseqdr
tradable goods, it becomes a constraint on demand given that the deficit cannot be
indefinitely financed at a constant rate of interest, and will therefteet ahe growth
process. Thus, the balance of payments is a binding constraint on economic growth in the
presence of foreign exchange shortages that need to be managed by attraxtiegs
capital flows that are highly volatile and demand high rates of interest.

By limiting the potential for achieving high growth rates in developing casjtri
the balance of payments constraint becomes an important mechanism to ggpertite
divergence between developed and developing economies. It is much easier for
developed countries to raise foreign exchange since it is their own currehfuntiieons
as a global unit of exchange in world capital markets. Therefore, balancerégay
constraint favors developed countries and disfavors developing ones, enhancing the
patterns of growth divergence across countries.

The studies focusing on balance of payments constrained growth (Thahalal

McCombie 2004, Blecker 2004, Perraton 2004) take into account neither the changes in
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terms of trade nor changes in trade bal&hBeitt (2002) emphasizes that both of these
neglected aspects should be incorporated into the analysis in order to obtain a more
complete theory of uneven development:

...[Thirlwall’'s Law] is derived on the basis of a number of stringent assangtof
which two are: that the terms of trade is constant, and that tradensdxhl®oth these
assumptions are troubling in the present context. Regarding the firatiorss in the
terms of trade between rich and poor countries have played an importantthae in
examination of economic relations between the North and the South...Reghgaling t
second, international capital flows have also been a major relatibe analysis of the
relation between rich and poor countries. It has often been argued that ftireiy
investment by transnational corporations creates development probleins Swouth and
exacerbates North-South uneven development, and ‘surplus transfers’ frSoutheo
the North resulting from payments of interest on Southern debt have alsoahagbas
effects. Others have argued that international capital flowsg@@n important means
by which the South can grow more rapidly than is possible from domestic saving and
thereby catch up with the North. .... What is needed to overcome this problenodeh
that simultaneously determines the growth rate of the North and the Sdlitiea
evolution of the North-South terms of trade, rather than one that atpitades the
terms of trade as exogenously given. Such a general equilibrium model of Matth-S
trade also offers the possibility of explicitly taking into accddaith-South flows of
capital.... (Dutt 2002: 376).

Such a model that simultaneously determines the growth rate of the North and the
South, and the evolution of North-South terms of trade can be formulated based on the
Prebisch-Singer Thesis (PST) tleatdogenizethe relative growth rates and the North-
South terms of trade. Moreover, PST offers the possibility of explicitly taking
account North-South flows of capital by its modification to imbalanced trade. The
purpose of this chapter is to introduce a formal PST model that relates growgedoeer
in the world economy to the evolution of terms of trade endogenously under a North-
South balance of payments constraint. The extension of PST allows us to take into
account the cases where trade is not balanced, and therefore, capitaldipas pl

important role in balancing payments. The income elasticity differentmlslso

% See Razmi (2009) for an exposition of these BOP-constrained models and thusioexal the
non-tradable sector.
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endogenized as a function of structural change and technological upgrading based on a
structuralist North-South model (Botta 2009). The chapter combines this tbabreti
framework with empirical evidence on the patterns of growth divergence, the evolution
of terms of trade, the trends in trade balance, and the income-elasti@tgmlithls; it

also tests the joint predictions of PST. The evidence suggests the emergence of
immiserizing growthor the whole set of developing countries in the 1980s as the
simultaneous entry of many developing countries into simple manufacturing pooduc
for servicing their debt payments led to a sharp decline in terms of trddgamth
collapses across the whole set of developing countries. The primary gain freaset
exports and initial growth was largely offset by the secondary loss in exdamto
deteriorating terms of trade. It is in this sense that the South experiemoeserizing

growth under the neoliberal phase of globalization.

4.2 A Reformulation of the Prebisch-Singer Thesis

A few years after the pioneering work of Prebisch (1950) and Singer (1950) on
the terms of trade trends, Johnson (1953) developed a simple model on the effects of
economic growth on terms of trade. This model derives the conditions for the trade
balance equilibrium to hold within an expanding world economy. Johnson’s model can
be reinterpreted assuming that there are two regions in the world: the North and the
South, which are also identified as the advanced countries and the developing countries
The North exports high-technology manufactured goods, the South raw matemais or |
technology manufactures. The demand for high-technology manufactures, tihat is

South’s import volumel]), thus depends on the national income of the Sighatd
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the price of high-technology manufactures relative to raw materialswetelchnology
manufactures)p):
M =M(Ys, p) (4.1)
The demand for raw materials, or the South’s export volpelépends on the

national income of the Nortly() and the relative price of raw materialgg):

X = X(Y,./p) (4.2)

What would be the effect of economic expansion on trade balances if the demand

for high-technology manufactures is more income-elastic relative aetnand for raw

materials (or low-tech manufactures)? If we assume that both regiomsagtioe same

pace, the demand for high-technology manufactures in the South grows faster than the

North’s demand for raw materials (or low-tech manufactures). As a,rgere will be a

relative abundance of these less sophisticated commodities produced by the Bictith, w

will push the Southern terms of trade down. The deterioration in Southern teriadeof tr

can only be prevented if the South grows less rapidly than the North.

This situation can also be seen from the conditions for equilibrium under balanced

trade B=0):
TB= X(Yy.,/p) - PM(Ys, p) (4.3)
Taking time derivatives and settid@B/dt= 0, Eq. (4.3) yields
dTB/dt= X[esgy + 7Pl — PM[&y s + (17, )Pl (4.4)
wherees = income elasticity of demand for Southern exports
en = income elasticity of demand for Northern exports
ns = price elasticity of demand for Southern exports

nN = price elasticity of demand for Northern exports
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gs = rate of growth for Southern national output, i.&s(dt)/Ys
gn = rate of growth for Northern national output, i.eYyddt)/Yy

p = rate of growth of Northern terms of trade.

If we initially assume thafB=0, then we hav&=pM. To ensure a zero trade
balance over time, we need to have

€Oy — & gs + (75 +77y ~1)Pp=0 (4.5)

This results in a trend of the Northern terms-of-trade depending on (4.6):

€v9s — €50y
ns+ny —1 (4.6)

p=
Eq. (4.6) implies that the lower income elasticity of demand for raw miateria
relative to high-tech manufactures would be reflected in a deterioration of Starth’s
of trade (conversely an improvement in the North’s terms of trade) anatliiezly as a
slower rate of economic growth for developing countries. In other words|atigcity
differential (ey > es) generates two predictions: (i) If the regions grow at the samenrate i
the steady-state, the South’s terms-of-trade is bound to deteriorafeh@ixerms-of-
trade remains constant over time, the South will grow at a slower rate ¢hisliortih. The
Prebisch-Singer Thesis (PST) ipat hypothesis composed of these two predictions.
Notice that the derivation of PST is based only onrthemeelasticity
differential. However, the magnitude of the change in terms of trade redqaire
reestablish trade balance also depends opribeelasticities. The lower these

elasticities are, the larger the deterioration of the terms of trade dfeBlo@xports will

be. We assume that the sum of these price elasticities of demand for expotts of
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regions is greater than one (a positive denominator in Eq. 4.6), which is required by th

Marshall-Lerner dynamic stability conditigh.

4.2.1 Incomplete Specialization, Technological Change, and Factor Accumulzti

In the case of incomplete specialization, that is when countries produce import-
competing and exported goods, the effect of economic growth on terms-of-trathe ma
ambiguous. If the growth is biased towards exports, the excess supply of exgsttol
a deterioration in the growing country’s terms of trade. By contrast, growitis thiased
towards imports may improve its terms-of-trade. Thus, the effect of growthpmonti
demand determines the direction of change in terms-of-trade. An impsedigaowth
that significantly lowers the demand for imports would improve the growing country’s
terms-of-trade. Indeed, this was precisely the basic reasoning behitchtegysof
import-substituting industrialization supported by Prebisch. If the develapungtries
increased their domestic supply of manufactured goods, the growth of their otarada
imports could be less than that of national income, despite their high incomatglasti
demand for these goods.

Even though the PST depends primarily on demand side factors, considerations
from the supply side can be introduced into the basic framework. Consider, in particula
the effect of a neutral technological change, such that relative factat csestant factor
prices is not affected by the technological change. If the rate of techradlolgamge
varies across sectors, the terms of trade of countries that speciaestars with faster

productivity increases will have a tendency to decline. This was the reason Ibehind t

" Note that Egs. (4.1) and (4.2) and hence (4.5) and (4.6) assume infinite gasticupply of
Home and Foreign exports.
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Ricardian expectation that the terms-of-trade of countries specialipedducing
manufactures would tend to deteriorate due to rapid technological developments in
manufacturing (especially relative to primary sector). If we asshatehe technological
change is not similar in the same sectors of different countries, theddffgaductivity
increases on the terms of trade becomes uncertain. Nevertheless, wi derivstia
more general implication. A region’s terms-of-trade tends to improve (dete)dithe
rate of technological change in its import-substituting (export) sectmesaises more
rapidly than the rest of the world. This is also the view emphasized by Prebisch and
Singer: the productivity increases taking place in export industrieggperted” to the
rest of the world via a declining terms-of-trade, whereas those in imgastitsiting
sectors tend to benefit technologically developing countries more than pooptety.
Another supply-side factor that affects the terms-of-trade is theveeRipply of
productive factors. If the countries are specialized in the production of goods that
intensively use their relatively more abundant factors, an increase bl sf these
abundant factors would have a negative impact on their terms-of-trade. On the other
hand, an increase in the supply of scarce factors would improve the region’s terms of
trade. If developed countries increase their relative endowment ofl epiteey grow,
this will depress their terms of trade over time as they specialize tale@pensive
goods. By contrast, economic growth renders land and other natural resoutoesyrela
scarce, which leads to increasing relative-prices of land- or nagésmince-intensive
products. Note that this was also a Ricardian prediction that warned about risia@term

trade of countries specialized in primary products.
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Although the net effect from these demand-side and supply-side factors on terms
of trade for developing countries is ambiguous, it can be seen that the demand elements
generally reduce the terms of trade of primary commodity producing regibiis,the
supply factors tend to have a counteracting effect. Moreover, our consideratioreof thes
supply factors indicates that the developing countries as a whole benefit mudnamore
technological improvements in import-substitution activities compared totexpor
activities, plus their accumulation of scarce factors such as capitaldjimg human
capital) would tend to improve their terms of trade.

The condition of trade balance equilibrium is, to a great extent, a reasonable
external constraint to the growth of developing countries as many of them find
themselves running into balance of payment problems whenever they try to expand at
faster rate. Some economists argued that free capital movements have rsatrilgces
relaxed this external constraint because of their adverse effect ibiliBs@the
developing economies by creating currency crises (Taylor 1998). Thusms se
appropriate to take the trade balance to be a binding constraint for the South,lgspecial

over the long run.

4.3 The Generalized PST

In some cases, trade deficits/surpluses might be sustained over timemioeexa
these cases, we will relax the assumption of balanced trade and derive them®faliti
terms of trade deterioration and growth divergence under unbalanced trade. Using the
expression for trade balance in the South (Eqg. 4.3), we can consider situations where the
trade balance is not zero due to international movements of capital:

TB = X(Yy.,1/p) - pM (Y, p) (4.3)
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As demonstrated in Appendix A, the following dynamic restriction expresses the
modified Prebisch-Singer Thesis when neither the level, nor the change irdehe tra

balance (TB), is preset to be zero:

) pM E

1B . s rg “%Ingp
M pM 4.7
‘.7-8(773+77N _l)"' s ﬁ(ﬂs‘*‘nN _1)"'773 (4.7)

where, as beforeis the income elasticity, is the price elasticity of demand for exports,

andng +n, > lis the Marshall-Lerner stability condition. Eq. (4.7) is thus the

generalized form of EqQ. (4.6), or the generalized PST, without restrigtiacsd on the
trade balance.
Eq. (4.7) may be interpreted, to begin with, for the case where there is ro initia

trade balance.
0] If TB =0, that is, when the trade balance is constant bunecessarily zero, and
p =0, then if the South starts with a trade surplyscould equalg, even ifeg <e, .

In other words, an initial Southern trade surphekes uneven growth less likely. In
contrast, an initial trade deficit or balance foe South implies that the South will grow

slower than the North, with the deficit reinforcingeven development.

(i) If TB=0 in the steady-state such th@at = g, , then if the South starts with an
initial trade surplus,p might decline (or the Southern terms of trade migtgrove) even
if e <e,. Thus, an initial Southern trade surplus makesseof-trade deterioration for

the South less likely. On the other hand, an inB@uthern trade deficit or balance leads

to a deterioration in the South’s terms of trade.
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In summary, given a constant trade balance oves, tihe original predictions of
Prebisch-Singer hypothesis apply as long as théhSmgins with an initial trade deficit
or balance. In the case of an initial trade surphs predictions depend on whether the
opposing effect of this trade surplus exceeds fieeteof elasticity differentials or not.

Let us consider the case where the trade balam@Es\aver time.
) If the trend change in trade balance is positivat isTB > Q and p=0, then

there will be growth divergence as long as the ISstdrts with a trade balance or deficit.

Again, an initial Southern trade surplus would m#ieeresult ambiguous. In the contrary

case of a negative trend in trade balancefan@, we obtaini’“ p:;/l > ZN , Which
S S

means that growth rates do not necessarily diverge

(i) If TB>0 in the steady-state such th@t = g, , then the Southern terms of trade
will deteriorate as long as the initial trade bakars negative or zero. However, in the
case of a substantial initial trade surplus, tlagneears the possibility that the terms of
trade might improve. On the other hand[B < indthe steady-state, the resulting effect
on pdepends on whether the negative eﬁecfbutweighs the positive effect of

income-elasticity difference and the initial traificit/balance. An initial trade surplus
would weaken the positive impact from income-e&itséis and would therefore make the
decline inp (or the improvement in Southern terms of tradejentigely.

In short, a positive trend in trade balance reirdsrthe original PST predictions.
As long as the initial trade balance is zero oratigg, a positive trend in Southern trade
balance results in either growth divergence betwieermMorth and the South and/or a

terms-of-trade deterioration for the South. Moregpaenegative trend in Southern trade
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balance, together with an initial trade surpluggmlield ambiguous results but does not

exclude the original PST predictions.

4.3.1 A Structuralist Extension of the PST: A Three-Region North-South Moel

As the literature review in Chapter 2 has demotetrahere has been a vast body
of literature on economic modeling of the North-Bounteractions. The new theories of
international trade have greatly formalized angkiitated a range of implicit ideas
contained within the propositions of structuragishool of thought, such as the presence
of technological gaps and the existence of ‘exieznanomies.” However, a drawback of
this new generation of models has been the neglescime of the crucial insights of the
structuralist theories, such as asymmetries inymtiek structures, external balance
constraints, and asymmetric trade patterns.

In order to bring these mechanisms of uneven dpwedmt back into the
technology-gap models, and therefore form a monepbete formulation of the North-
South interactions, Botta (2009) has incorporatedial aspects of structuralist
formulations into a model where differences inldeels of technology, as well as
industrial policies and institutional changes, pdagrucial role in giving rise to uneven
development. This section will provide an overvieithe model, illustrating its
relevance for the North-South patterns of growtredience, terms-of-trade movements,
and possibilities of ‘catching-up’ with the devedapNorth. The model is fully-
compatible with the PST and can be thought of @esureof PST. It is a two-region
North-South model, but it can also be used to destnate the emergence of a third semi-
industrialized region under the provision of préi@aist measures that are temporary and

conditional to the achievement of performance gatdaldorian “cumulative causation”
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mechanisms play an important role in eliminatinghodemand-side and supply-side
bottlenecks during this process.

This section will also consider the impact of thid region on the persistence of
a North-South divide. While Botta assumes the esrerg of one of the three conditions,
(divergence, convergence, or initial convergendé Woing-run divergence), one can use
the model to describe the emergence of partial @g®ance of the South (due to
differentiation within the South) accompanied by aartly leading to the sustained
persistence of growth divergence between the Narththe rest of the South. The
driving force in the model is the increasing impote and share of manufacturing
activities within the total GDP—which acts as adigator of structural change.
However, Botta implicitly assumes that the manufaoty experience of one part of the
developing world is independent from those in ofyeats. This leaves out the possibility
of exports from faster growing developing countrgtt“crowd out” their competitors
from the global markets, i.e. it assumes the alesehthe fallacy of composition
effects?® Yet, it is possible to consider these effectsriateoto see their impact on the
long-run growth dynamics of other countries whasecsural transformation takes place
at a slower pace.

Let us first begin by assuming two regions, a dawielg South and a developed
North. Suppose that the productive regimes of theg@ns take the following form:

Q=1+ anhnt—l 01-8

qst =r+a hst—l

S

% For empirical evidence on these effects, see Blecker and Razmi (2008).
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In Equations (4.8) and (4.9Y,(q, andh,(h, )are the rates of growth for labor

productivity and for the share of manufacturingsBP of the South (North).
Industrialization produces positive effects on lapaductivity as a result of the
increasing returns in manufacturing and technokdgpillovers from the manufacturing
sector to the rest of the economy. This formulaisowidely-known as the Kaldor-
Verdoon law, reflecting the original perspectivekafldor on the positive relationship
between the growth rate of labor productivity aimel texcess of the rate of growth of
manufacturing production over the rate of growthhaf economy as a whole” (Kaldor,
1967:8, quoted from Botta 2009: 63). This produttienhancing property of
manufacturing can also be traced back to Adam Samithother classical political
economists, and it is strongly supported by emalitwidence (UNCTAD 2003a,
Greenwald and Stiglitz 2006).

Following the structuralist tradition, the mark-tgte is assumed to be constant,

which allows the price-setting to be representeithénfollowing terms:

Prt = Wyt — qnt (@)1
W, =r+p,a.h

n' ‘nt-1

Pst = We — Ut :(m')
W, =TI+ p.agh

s’ 'st-1
According to (4.10) and (4.11), the price inflatipg(p,,) is defined as the
difference between the monetary wage inflatw(w,, any the labor productivity

growth rate in the South (North). The monetary waggation is determined by the sum
of the exogenous component of the growth in lalodpctivity (r ) and a portion of the

endogenous component, where, the parametgaad p, are institutional factors that
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influence the degree of productivity growth thatremsferred to the nominal wage
inflation.
A binding external constraint to growth is imposssed on the existence of trade

balance in the long-run. In dynamic terms, thisdge

Pst + Xst = Pre + My (4.12)
X5 = s(Poe = Pst) + €00, (4.13)
My, = 77,(Pst = Pr) + €9 (4.14)

Equations (4.13) and (4.14) express trade equafidresgrowth rate of exports
(imports) in the Southx,(m,, J)s a function of the growth rate of relative price
differences and of income in the North (Sowghjg,, . P)ice and income elasticities are
represented by the’s ande’s.

Income growth in the South under the trade balaoostraint can be derived by

substituting Eqgs. (4.8)— (4.11), (4.13) and (4ib4@.12):

+n,-1 €,
Ot = % [(Wnt - Wst)+ ashst—l - anhnt—l] + e_s Ont (415)

This expression can be simplified through a fewitamlthl assumptions:
(i) If the developed countries are the enginesroWh in the world economy (Taylor
1983, Findlay 1981), the Northern income growth pratluctive structure can be
assumed to be exogenous and constant over tintéstha =g, and h,, = Q
(i) The rate of growth of the manufacturing GDRushin the South is positively related

to the economic growthg,, .

h,=o'g,, and0< o<1 (4.16)
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Income growth in the South tends to shift consuhneferences towards industrial
goods, and thus stimulates the growth of manufexgghare. On the supply side,
income growth generates a larger and fast-growamgeastic market that sustains
manufacturing industries with economies of scabgafetero is a policy variable that
captures the feedback from domestic institutionadastrialization in the South. While
high-values ofo represent protectionist policies and favor expagdie manufacturing
growth rate as a share of GDP, low valuegro$tand for a ‘market-friendly’ institutional
environment that impedes infant-industry protectidaedless to say, the development
strategies represented dyexert a great impact on the emergence of therdiiteNorth-
South growth paths.

(i) Incorporating insights from the technologyggkterature (Verspagen 1993, and
others), the pattern of exports are assumed togehdimmough technological factors such
as learning-by-doing, innovation, and technologggallovers from developed countries.

Thus, the income elasticity of exports (importg)e,, ispositively (negatively) related

to the domestic share of manufacturing in GDP aghtively (positively) related to

“technological content”:

2e" . oe oe

=—— —— Wwith ——™ __<0and —™<0 4.17a

ent 1+ e[ln(Hst/Hn)]/¢ a(Hst/ Hn) 6¢ ( )
2e" . oe oe

e, = . with ————>0and —= >0 (4.17b)
TSR o(Hy/H,) 09

whereH(H,, )is the level of the share of manufacturing in$weith’s (North’s) GDP;

e’ is a uniform level of income elasticity if the regs had identical productive
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structures; an@ is a technological parameter that captures thehftelogical content”

of industrialization in the South.

One of the central properties of the model is thatprocess of industrialization
leads to diversification of the productive pattand thereby changes the composition of
export and import flows. Equation (4.17a) shows tievelopment of the manufacturing
sector within the South lowers the income elasticftimports as the South becomes
capable of producing substitutes for imported goddshe same time, Southern
industrialization diversifies the set of domestipertable goods, and thereby increases
the income elasticity of exports (Leon-Ledesma 2@2ta 2009).

Higher values of the technological paramejieindicate a rise in the non-price

competitiveness of the Southern goods. This regults increase of Southern exports
and a decline of Southern imports. With the groefthorthern income, this means the
South has a higher income elasticity of exportsataer one for imports. The
evolution of income elasticities is illustratedrigure 4.1.

Equation (4.15) can be rewritten based on the gssons (i)—(iii):

)as(ﬂs + 6, —1) T (4.18)

Qs = (1_ps

st st

where0< a (B, + f,-1)<lande, > 1

In Equation (4.18), industrialization generatesnacoic growth through Egs.
(4.9), (4.17a) and (4.17b). First, the lagged insine share of manufacturing in GDP
increases labor productivity, and therefore thegpdompetitiveness of Southern goods,
as shown by the Kaldor-Verdoon law in Eq. (4.9)téNihat the terms of trade of the

South would deteriorate during this process, asisimeg productivity leads to lower
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relative prices of Southern tradable goods. Sedbedncreasing level of Southern
industrialization modifies the North-South tradét@an and reduces the gap in income
elasticities. Both of these effects tend to refexexternal balance constraint and
stimulate the Southern growth to gain a faster pace

The long-run dynamics of the model are obtaineduph a Kaldorian cumulative
causation process between industrialization anaithrdEquation (4.19), whose
derivation is provided in Botta (2009: 67-8), reg@ets these dynamics as follows:

Lol +n7,-1) e .
O == p,)7s + 7, - [ [ Z=— 04 + {“Jl—m)MU“ Y {Blg, +—tg, > g;

i nt t

i=1 ni
With: g: = %:—% g, . @)1

In the long-run, the growth of income in the Sodépends on the growth rate of

= R (7 )

the Northern income and the long-run income eligtiifferential. This is exactly the
same condition obtained from the Prebisch-Singpothesis under the conditions that
the terms of trade remain constant over time aad#tance of trade holds. Interestingly
though, this extended dynamic model allows us t@eive the income elasticity
differential as a function of the relative sharem@nufacturing sectors in the South vis-a-
vis the North. Note also that the long-run equitibr is “path-dependent” and
“endogenous” to the process of industrializatiom, different initial conditions or
temporary shocks generate permanent impacts ostialwlevelopment.

Two distinct outcomes emerge from Eq. (4.19) mltdng-run. First, if the South

accomplishes structural transformation so thathtre of manufacturing GDP converges

to that of the Northid; = H ), the South will grow at the same pace as thefNarthe
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long-run (g; = g,). Second, the failure of the South to transfoselftsustains the
differential in relative manufacturing ratios astare of GDP i < H ), resulting in

North-South divergence in the long-rug;(< g,). To be precise, the author also

considers a third dynamic outcome, which is comgas$ea temporary convergence that
is replaced by a long-run divergence due to tHarlato upgrade technologically.
Instead of considering these outcomes one atedsrmultiple paths of North-
South growth, one might think of them as simultarsepaths corresponding to different
types of Southern countries, based on their pasérwdtural change and previous
manufacturing experiences. The case of a “high#ytiahdustrialization process for one
country in the South, say for the major exporténhanufactured goods, can take place
simultaneously with the case of a “failed indusizetion attempt” for the rest of
Southern countries that rely mostly on primary picicbn. The model, therefore, not
only accommodates the presence of “differentiatithin the South,” but explains the
emergence of a third region that successfully foanss itself during the Kaldorian
traverse. This third region develops its manufaetusector vigorously with its selective

industrial policies (high values of), rising productive efficiency (high values af)

and upgrading its domestic industries technolobjicaigh values ofg). Figure 4.2a
provides a depiction of this growth-enhancing mantifring process.

The development of the third-region might indeedkenid more difficult for the
rest of the developing countries to industrialikleis ‘fallacy of composition’ effect
operates through both the demand-side and supgdyfactors. As to the demand-side
factors, economic growth in the developed countmay increase the market share of the

manufactured goods produced by fast-developingtdesrby shifting consumers’
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preferences towards the superior-quality and chraadastrial goods produced by
leading exporters of manufactures. As to the supjalg factors, the excess supply of
labor in the faster-growing region gets more quiakpleted, and the pressure to
introduce technological innovations increaseshélagging regions, on the other hand,
the large reserve of surplus labor creates a graetentive to rely on cheaper labor
inputs and reduces the rate of technological upggadlthough price competitiveness
might trigger initial convergence, it fades outhwitit rising levels of productive
efficiency and attaining higher levels of technatad content. The failed
industrialization attempts might also be due to“trede-off between too-high and
generalized protectionist measures and poor ingento pursue efficiency and
innovation” (Botta 2009: 69). Thus, a high level®f together with low values for

a,and ¢, might produce sustained uneven development éontajority of the South

vis-a-vis the North. These dynamics are shown guig 4.2b.

Sustained uneven development can also occur wieendustrial policy variable
o is set to zero under an extreme “market-friendigtting. The neoliberal paradigm that
predicates privatization, liberalization, trade impess and abandonment of discretional
industrial policies can be depicted in Figure &vBere Eq. (4.18) does not move at all
since domestic industrialization does not take@lac= 0). The original North-South
asymmetries in productive and technological stmestuemain intact, and the income-
elasticity differential reproduces the original BeSouth growth divergence. In fact,
several developing countries experiendedhdustrializatiorafter following the
neoliberal recipes dictated by international legdmstitutions. In this model, this would

correspond to a declining manufacturing GDP shaaewould lower the export-import
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elasticity ratio even further and widen the diverge between these developing countries

and the North.

4.4 An Empirical Analysis of the PST

4.4.1 Data Sample and Classification

This section examines the evolution of the incotastiity of demand for
imports €,) and exportsey) using an unbalanced panel data set composed of 51
developing countries over 1960-2006: 11 major etgosrof manufactured goods, 4
major exporters of petroleum and 36 primary commyoekporters, out of which 15 are
highly indebted poor countries (HIPCs). The sanplairly comprehensive and aimed
to be representative of certain types of intermati@pecialization among developing
countries. It includes the leading exporters of ufactures (China, Hong Kong, India,
Indonesia, Korea, Malaysia, Brazil, Mexico, Thadafurkey, and the Philippines) and a
few petroleum exporting developing countries (CoRgpublic, Iran, Nigeria, and
Syria). While manufactured exports play a centld in the pattern of specialization of
the first group, the exports of the second growpdaminated by petroleum and other
petroleum-based products. The group of primary gepocan be separated into two sub-
groups: first 15 countries that have accumulatkigee share of debt to GDP (Benin,
Bolivia, Cameroon, Central African Republic, Ch&awte d'Ivoire, Ethiopia, Honduras,
Madagascar, Malawi, Mali, Nicaragua, Rwanda, Sehagd Togo), then 21 countries
with lower ratios of debt to GDP (Bangladesh, Bdids Chile, Colombia, Costa Rica,
Ecuador, Egypt, El Salvador, Guatemala, JamaicdadpKenya, Mauritius, Morocco,

Pakistan, Panama, Paraguay, Peru, South Africasidayuand Uruguay). Note that the
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former group tends to have a less diversified exgtoucture with greater dependence on
primary commodities than the latter group in gehénaotal, the sample considers a
sufficiently heterogeneous group of countries whuetéerns of specialization represent

the major patterns that can be found in developtanomies.

4.4.2 Income Elasticity Differentials

First, different panel data techniques are usegstionate the income elasticity of
demand for imports based on the following equations

M, =& +8&Y, +7,Pm, + U (4.20)
wheremis the log of imports in real terme,is the country-specific effect (using panel
data),y is the log of real domestic incomanis the log of import prices relative to
domestic substitutes, ands a white noise error term.

Assuming that the adjustment of import demanchenges in prices and income
is not instantaneous, we present a dynamic spatditfor estimation:

M, = a; + &Y +7,PM, +6,M_; + 4 (4.21)
wheremy.; is the log of lagged real imports amds a white noise error term. This
specification allows us to distinguish short anagoun elasticities. The short run price

and income elasticities arg and e, respectively; whereas the long run elasticities ar
n,/(1-¢o,) ande, /(1- 9, ). The estimates for these coefficients are predant&able

4.1 and Figure 4.3.
Similarly, we can estimate the income elasticitdemand for exports using the
following equations:

X, = b + €z +n,pX + o, (4.22)
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wherex is the log of exports in real ternis,is the country-specific effect,is the log of
real foreign incomepxis the log of relative export prices, aadis a white noise error
term. Including a lagged dependent varialg ), the dynamic specification would be of
the form:

% =0 + 87 +7,pX + X1 + 74 (4.23)
Rolling regressiorf8 are used to estimate the income elasticity of aehfiar exports and
imports of the total sample of developing countfresn 1960-2006. The results are
presented in Figure 4.3.

It can be seen from Figure 4.3 that the elastmlitgemand for exports was
significantly lower than import elasticity for thehole set of developing countries. Three
points are worth emphasizing in this regard:

) The evolution of income elasticity for imports elyits two peaks in the 1970s and
1990s and a sharp trough in the 198@xport elasticity follows a similar trend, but it
a considerable time lag of one or two decades.

(i) Income-elasticity differential persists over tinteshows a decline in the late
1970s and early 1980s with the implementationaddrliberalization and the initial
tendency for the export demand to respond fasteati@ncy devaluations. However, this
initial positive effect is reversed with subsequemtrency overvaluation and insufficient
levels of technological upgrading.

(i)  There has been an upturn in income elasticiti¢sanmecent period, 1996-2005,

corresponding to an upturn in terms of trade foesa primary commodity producers

# Rolling regressions for demonstrating the evolutions of elastitiies been used by other
studies including Cimolét al. (2010) and Pacheco-Lopez and Thirlwall (2006).

* This is similar to the findings for Latin American countries (Glinet al. 2010: 393-4).
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due to rising demand for raw materials and indabtnputs from China and India. This
has increased their purchasing power of exportstlaus might have been reflected in
the upward trends for income elasticities of impamd exports.

Table 4.1 presents the results obtained by estignati(the coefficient of variable
y) for the whole sample using three different estiomatechniques. The first is the fixed
effects estimator which includes dummy variableadcount for individual country-
specific effects. The second is the dynamic paatd thodel based on generalized
methods of moments (GMM) that controls for the egedeeity of other explanatory
variables. The third is a cointegration technigasdal on dynamic OLS estimation
performed with one lead and one lagged differemtsggendent variable, hence the term
DOLS (-1, 1).

It can be seen from Table 4.1 that the estimateahne elasticities are consistent
across different estimation techniques. The longingome elasticity for imports is
found 1.15 and 1.29 by using the dynamic fixeda#festimator and the GMM model
respectively. The results from the static fixeceet§ model and the DOLS model are
similar as well, with1.11 and 1.12 respectively.r®twver, the estimates for price
elasticities are very low, which resembles to thdihgs of other research papers
(Santos-Paulino and Thirlwall 2004, Perraton 2Gi#) contradicts the small country
assumption of traditional trade theory.

Table 4.2 shows the estimation results from fitfiggs. (4.22) and (4.23) to the
data for the whole data set. It is seen that thmates for income-elasticity of exports
are inelastic, ranging from 0.76 to 0.92 dependinghe estimation method. Price

elasticities of exports are still low, but slightligher than the import price elasticities.

95



In summary, Figure 4.3, as well as Tables 4.1 aBdshow that income elasticity
for exports tended to be less than that for impirtshe developing countries in our
sample as a whoféand this was, in large part, due to the increast®e elasticity
differential in the 1970s and 1990s. However, ideoito see the differences among
developing countries according to their patternspacialization it is necessary to
consider each specialization group separately angpare the evolution of their
elasticity differentials over time.

Figure 4.4 presents the evolution of income eldsscfor developing countries
whose exports are predominantly composed of matwutt goods, with varying degrees
of technological-intensity. The dotted line disdiie rising trend in the income
elasticity of demand for exports, while the strailye represents the more stagnant trend
in import income-elasticity. Two trends stand authe evolution of income elasticities
for major exporters of manufactured goods:

) Income-elasticity of exports exceeded that of ingéor sustained periods of

time by eliminating the initial difference in th@@0s and then rising steeply again after
the decline in the 1980s. This played a large irokelaxing the external constraint on the
growth paths of the countries specialized in expgnnanufactured goods.

(i) Income elasticity of imports for manufacture expastfollows a steady trend
through the 1960s and 1970s, declines during tBOg,3hen rises again in the 1990s
(Figure 4.4). However, since it never reaches Wl levels as a share of export

elasticity, it never poses a serious constrairttaance of payments and growth.

3. The preliminary estimation results from aggregated data showarsigsults (see Appendix
C). For the majority of developing countries that are non-major exporteraraffactures and oil,
the export to import elasticity ratio is less than 1. The elasticityrdiffeal is greater than 1 for
major exporters of manufactures and oil.
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The evolution of income elasticities for the deyghgy countries specializing in
primary commodity production can be seen from Fegub. Except for a short period of
time between the late 1970s and early 1980s, thereimcome-elasticity lies below the
income elasticity for imports. It is also obsentkdt during the period following trade
liberalization, both elasticities significantly eyshowever, the impact on import elasticity
is much more profound keeping the gap wide opaharl990s. There are some signs of
convergence in the more recent period due to tentancrease in commodity prices.
Note that the latest available date is 2006, tleeethe collapse of primary commodity
prices in 2008-9 is not reflected within this deéd

In comparison to the broad group of primary expsyteighly indebted poor
countries (HIPCs) have a larger discrepancy betwemme-elasticity of imports and
that of exports, again with peaks in the 1970sH980s. The greater instability of
elasticity differentials is another indicator olioav degree of diversification in the HIPCs
compared to the primary commodity exporting develgountries. This makes it more
difficult for them to adjust to changes in the mmi@ional economy and tends to create

major disruptions in their pattern of specializatio

4.4.3 Elasticity Differentials, Terms of Trade, and Relative Growth Rates

The next objective is to evaluate these elastdifferential trends in view of
changes in the terms of trade and relative groatist The evolution of terms of trade in
our sample is presented in Figure 4.7. It is faariglogous to the terms-of-trade trends
for non-oil developing countries that we analyzedhie previous chapter.

The median, as well as the mean, of net barterstefrtrade indices across

developing countries in our sample exhibit a slighsing trend until the mid- to late-
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1970s, followed by a steep decline after the 1&#0%. This pattern confirms our
previous findings from aggregated terms of tradkces for non-oil exporting
developing countries.

Table 4.3 presents the income elasticity ratioswtn rates of income, trends in
terms of trade, and trade balance growth ratethédifferent groups of developing
countries from 1960 to 2006. For all 51 develogogntries in our sample, the ratio of
export to import elasticity is estimated to be QWhich is less than 1 as we expected.
Only for the major exporters of manufactured goddsout of 51) is the elasticity ratio
greater than 1. The ratio is 0.55 for exportergrohary commodities, 0.36 for the highly
indebted poor countries, and 0.92 for petroleunoeeps. This finding suggests that
countries specialized in primary commodities—whetggicultural products or
petroleum—experience a tendency for their expariatel to grow at lower rates
compared to those specialized in manufactured éxgéollowing the literature on
growth and structural change, the income elastraitlp is a function of the pattern of
specialization and thus a country’s “supply chaastics” (McCombie 1997: 346). In
the North-South model developed by Botta (2009) hexe shown that the income-
elasticity of exports (imports) responds positivi@lggatively) to higher shares of
manufacturing in GDP, thus lowering the export-imi@asticity ratio.

A periodical comparison across groups of developmgntries from Table 4.3
allows us to trace different phases of economievit@cross these developing countries.
These phases, in turn, are related to shifts in@oac policy. First, during the 1960s
developing economies grew at relatively high rat@sind 5 percent per anndhihis

was, however, not sufficient to prevent growth dgesnce from the rest of the world

%2 Note that this is total GDP growth and not GDP per capita.
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which was growing at an annual rate of 5.39 percBenms of trade for the entire set of
developing countries improved until the first dilbgk of 1973. The rise in their relative
prices of exports before the oil shock resulteldigher export earnings since the majority
of the goods exported from developing countriesavwiecome-inelastic during this
period. The higher rate of growth of exports endwgositive trend in trade balance,
which reinforces the PST'’s joint predictions onwtto divergence and/or terms of trade
deterioration given the unfavorable elasticity@ats we have shown in the previous
sections. Essentially due to the strong import dehfeom developed countries, the
terms of trade did not deteriorate, but improvexdead. The growth divergence,
however, was not avoided due to the BOP-constragn@dth dynamics and the positive
trend in trade balance.

Second, these growth dynamics of the 1960s weramweérsal. Despite
unfavorable elasticity-ratios and trade balancedse major exporters of manufactures
were able to increase their relative growth ratesawis the rest of the world, while the
primary commodity exporters, HICs, and petroleurpeagters were confined to divergent
growth. However, all groupings experienced slighityng terms of trade throughout the
1960s. The positive trend was very low in the cdgeetroleum exporters, while it was
0.54 percent per annum for primary commodity exgrerand 0.35 percent per annum for
major exporters of manufactures.

Third, the growth and terms of trade dynamics wesersed during the 1970s.
While developing countries continued to grow aather fast annual rate of 5.46 percent,
the rest of the world grew at much slower ratesuado3.26 per cent—allowing an

opportunity for developing countries to partiallgtch-up. However, a comparison of
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GDP per capita growth rates shows an absencedfingtup due to much higher rates of
population growth within the developing world. Iredle the 1970s represent the end of
the golden age of prosperity of the previous petlwdugh two major external shocks.
The first one comprised of the oil crises of 1978l 4979, which not only adversely
affected the terms of trade (of both the North #manon-oil exporting South), but also
caused price hikes and persistent inflation worttbwiThe price stabilization attempts in
the North took the form of monetarism. Rising iedrrates at the end of 1970s—as a
result of actions taken by the US treasury to &ghthe money supply and to control for
inflation—was the second shock with rather harsmsequences for developing
countries. Many of them experienced severe deliil@nes due to the skyrocketing cost
of borrowing. Moreover, the non-oil commodity pisceollapsed during the 1980s, which
made the debt crisis far worse for most of the gmeg countries. In all, the two oil
price shocks, the abrupt rise in world interesésadt the end of 1970s, and the adverse
trend in non-oil exporters’ terms of trade inittehe debt crisis of the 1980s, which
prepared the conditions for the IMF and World Bartkrventions.

Fourth, during the 1980s there was a sharp dechnéhe growth rates of
developing countries, in both absolute and relatarens. The domestic growth rate fell
from 5.46 percent to 3.04 percent annually, andrétative growth ratio declined by
almost half, from 1.67 to 0.88. Developing courgneere paying the debt accumulated
during the 1970s by means of a sharp contractiorgrowth, particularly in the
investment rate. The deterioration of the termiae for all the developing countries in
our sample worsened from -0.03 to -1.60 percentgmerum. Even the exporters of

petroleum suffered from a downturn in their ternigrade trend from an 8.89 percent
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increase during 1971-80 to a 7.81 per cent dedumeng 1981-90. The trend in trade
balance of the entire sample changed from a negand of 0.07 percent to a positive
trend of 1.76 percent. The change in sign of thderbalance growth rate was due to the
widespread “export desperation” (Sarkar 1994) amdegeloping countries that were
trying to earn the necessary foreign exchange nacgetheir debt. The trade surpluses
that ran during this period corresponded to a dameglous massive capital outflow, which
tended to restrain the rate at which developinghtrees grew relative to the rest of the
world.

Fifth, major exporters of manufactured goods olgdielasticity ratios that were
continuously higher than 1 in after the 1970s awbrded relative growth rates that were
larger than 1 all through the four decades: 197080s, 1990s, and 2000s. The upward
adjustments in elasticity ratios reflect changegheir pattern of production towards
manufactured goods with expanding internationalketsr This played an important role
in relaxing the balance of payments constrainthendffective growth rates of countries
specializing in manufactured exports. However, tioé¢ part of the adjustment to rapidly
growing net exports (reflected by the positive tten trade balance) is accomplished
through a deterioration in the terms of trade, WHands support once again to the idea
that manufactured goods are not immune to fallimgeg in international trade.

Sixth, during the 1990s the elasticity ratio for @ggveloping countries increased
to 0.92, but it remained still below 1. The GDPwrfaster than during the previous
period, in both absolute and relative terms. Howeitas seen that the gap in GDP per
capita remained wide open. The terms of trade idet¢ed at an annual rate of 0.42 per

cent, while the trade balance grew slightly. Thewgh in the overall trade balance
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reflected mainly the better export performanceeaiding manufacture exporters, whose
export growth far exceeded import growth. The prineommodity exporters, on the
other hand, exhibited a negative trend in theirabed# of trade. This provided an
opportunity to catch up as long as capital inflomere sustained. However, for several
developing countries, the dependency on capitdows and their high rates of
fluctuation resulted in financial crises.

The relative growth patterns of developing coustgan be illustrated in Figure
4.8 for the entire sample. This figure plots thevarygence rate (the rate of growth of
developing countries with respect to the rate awgh for the rest of the world, i.e.
domestic/foreign growth rates) against the ratitwben the income elasticity of exports
and that of imports (export/import elasticity). $tallows for the reproduction of the first
section of Table 4.3 to discuss the movements nvemence/divergence rates and the
BOP-constraint imposed by the elasticity ratio. iFpatterns emerging from Figure 4.8
are worth emphasizing:
(1) In the 1960s, the developing countries were in cauadC, which represents
sustainable divergence; yet the degree of the giere (measured by the distance with
respect to the horizontal line) was not large dythis period.
(i) In the 1970s, the developing countries moved talpd A of sustainable
convergence by attaining an elasticity-ratio amdlative growth ratio that is greater than
1. However, the seemingly sustainable growth patkigd unstable once the external
shocks of interest-rate hike and severe termsadetdeterioration hit the developing
countries, pushing them into a balance of paymensss that then turned into a debt

crisis.
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(i) In the 1980s, there was sustainable divergence again (quadrant C), with the
developing countries growing at relatively much éowates constrained under the
unfavorable elasticity ratios. Payments for thet@elcumulated during the 1970s
contributed to the sharp contraction in growthsate the developing countries sought
ways to simultaneously increase their exports &niag sufficient foreign exchange. As
the relative prices of their exports continueddbfapse during this period, the fallacy of
composition effect reinforced losses from intermadil trade. In all, the unfavorable
external shocks of the 1970s were indeed resp@&ibthe “lost decade” of divergence
during the 1980s. The uncoordinated policy respofreen the IMF and the World Bank
only made the situation worse.

(iv) In the 1990s, the developing countries moved ¢csttuation of unsustainable
convergence (quadrant B). However, the convergeateevas rather low in this case
compared to that of the 1970s, and the elastieitip-was less than unitary. Even though
the elasticity-ratio might seem quite close toehding one to expect a rather small
adverse impact on balance of payments and grotthseen from Table 4.3 that the
ratio is much lower for the majority of primary camodity exporters (0.77) and higher
for the manufacture-exporters (1.21), relativehi dverall ratio of 0.92. The rise in the
income elasticity ratios between these two grodmkegeloping countries underlines the

degree of divergenaeithin the South that has been growing since the lastitnades.

4.5 Emergence of Immiserizing Growth
The growth of a country that is experiencing tedbgigal progress and/or factor
accumulation might increase the supply of its etgand its demand for imports

simultaneously. These market forces would generaieterioration in its terms of trade if

103



the growing country possesses monopolistic or msoioigtic power in the world
markets and the rest of the world grows at a slgaee. If the deterioration in the terms
of trade produces a loss of real income greater ti@increase in real income due to
growth itself, the country will actually be made nse off—immiserized—Dby growth, a

phenomenon referred to as “immiserizing growth”.

4.5.1 Optimal Trade Policy

The sub-optimal welfare condition of immiserizinggth can be offset by the
imposition of an optimal tariff structure. The thgof the optimum tariff follows that “if
a country possesses monopolistic or monopsonistiepin world markets, world
market prices for its exports and imports will sotrespond to the marginal national
revenue from exports and marginal national costssafmports, and asserts that by
appropriately chosen export and import duties—taxesade—the country can equate
the relative prices of goods to domestic produaadsconsumers with their relative
opportunity costs in international trade” (John4869: 143). In other worlds, Pareto
optimality requires the imposition of taxes on &ddat are intended to equate the
domestic price ratios facing producers and conssiméh the marginal rates of
transformation between commodities in internatidrede if foreign demand or supply is
imperfectly elastic.

When several developing countries simultaneousgngit to diversify their
exports into commodity markets that face low incestasticity of demand, their
collective actions exert monopoly power on thetredaprices of internationally traded
goods. They may experience immiserizing growthef $econdary loss from

deteriorating terms of trade outweighs the pringain from the initial growth process.
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Since the terms of trade deterioration is esséytal result of possessing monopoly
power in world markets and the imperfectly-elaghi@ign demand, the restoration of
previous welfare levels require the pursuit of gtiroal trade policy.

In other words, given that the global South acts umified way to pursue an
optimal trade policyimposing an export tax and/or import tariff)cén protect itself
against immiserizing growth due to terms of tramkeses. It is possible to make a case
that the South as a whole effectively acted inway during the post-war era from
roughly 1950-1973% Optimal trade policies allowed developing cowrdras a whole to
correct for the tendency of their terms of tradeeteriorate and to achieve higher rates
of income per capita compared to the past. Indidederms of trade for non-oil
exporters improved during the 1960s and the Soahgvanted enough policy space to
pursue industrial policies aimed at import substtu Although Southern per capita
income growth was particularly high during thisipdr it was not enough to catch-up
with the developed economies.

As we have discussed in the previous section, ¢éneg of high growth and
optimal trade policies came to an end with adverdernal shocks in the 1970s. The oil
price shocks, the abrupt rise in world interestsait the end of 1970s, and the adverse
trend in terms of trade for non-oil exporters eiéid the debt crisis of the 1980s, which

prepared the conditions for the intervention of iti& and the World Bank. With the

¥t is true that the optimal trade policies, such as import tariffee wet a coordinated action of
an established institution of developing countries in the way that OPE@hextt However,
given the concerted efforts for industrialization during the 1960s and 1970saedalnition
that import tariffs can be an effective tool for infant industryguton, there was @anified action
of developing countries towards this direction, i.e. implementing optiande fpolicies. Thus, it
was not a coordinated effort, but the result of an uncoordinated yattis@laction in more or
less the same direction.
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programs of structural adjustment and stabilizaitiposed on the indebted developing
countries, there was a complete change in the it@o®f industrial and trade policies,
and the outcome of “immiserizing growth” becamernee reality facing the developing

world after the 1980s.

4.5.2 Abandonment of Optimal Trade Policy

First, the “policy space” granted to the developtogntries to pursue their own
policies of industrialization was put under delidierconstraints. Conventional economic
wisdom held that an integrated world economy walidde the income gap between the
rich and the poor nations. The standard advichdaleveloping countries was therefore
liberalization of trade flows and financial transans. Being caught up in the midst of
debt crisis, the conditionalities of the IMF loanduced the majority of the developing
countries to open up their trade and financialesystto the global market. Despite the
increased openness across the South during the 1i880me convergence was far from
being realized. The growth rates of per capitanme®f developing countries decreased
substantially during the post-1980 period (muchertban the decline of the developed
countries’ income growth rates), which resultedieater income divergence between
the developed and developing economies.

Second, trade liberalization meant that the gl&malth could not implement
optimal trade policies since every country was @®red a single unit with no monopoly
power in international trade and therefore facedtet foreign demand. Arguments for
free market policies were backed by the new palitttonomy argument concerning
directly-unproductive profit-seeking (DUP) and raeeking activities (Bhagwati 1982b,

Krueger 1974). The neoliberal ideology servededhie hands of the state and curtalil its
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developmental agenda. In the absence of the optrade policies, the terms-of-trade
moved against the South (excluding the oil exps)tdroughout the neoliberal era. The
devaluations across the South due to the debs evisisened the rate of deterioration.
Third, the North began to retaliate in the 1980sruher to protect its home
markets from global competition. The retaliatiortled North, through powerful
protectionist measures, further immiserized thetlssince its capacity to respond to the
Northern retaliation was significantly undermin&hagwati acknowledges this
possibility even though he tries to refute everggiole argument in support of an import-

substituting strategy:

If Brazil successfully exports footwear, for example, and the importing cosirieke
market-disruption-related QRs, or frivolous countervailing duty (C\@gliation, then
Brazil faces a less than perfectly elastic market for foatvessl an optimal tariff (that is,
a shift to import-substituting (I1S) strategg)this sectoris called for. This should justify
only selective protection, carefully devised and administered, not a gEéhstedtegy. If,
however, this response is feared no matter what is exported,, tthet fiear of
protectionism is nearly universal in scope, a generalized shift taa®gpgrunfortunately
would be appropriate (Bhagwati 1988: 41).

The case of universal protection in the developeddicertainly justifies a
protective response in the form of an optimal tatfthe very least. This policy response,
however, was practically prevented from taking pldaough universal reductions in
tariff levels across the South. Moreover, the ptiiiuindustrial development in the
South, with the exception of the East Asian coestrivas also severely constrained.
Therefore, despite the widespread protectionistherNorth, particularly in the export
markets of the South such as agricultural commexland low-skilled manufactures like

textiles, the appropriate “generalized shift tastfategy” has failed to take place.
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4.5.3 Shifts in Demand and in Production of Partner Country/Region

Fourth, even if the South were implementing optip@licies before and after
growth, it might not have avoided immiserationhiétforeign offer curve shifted (due to
shifts in demand or in production abroad) suffitdgenough to outweigh the gains from
growth. This was the case developed by Melvin (J9@hagwati (1969) argued that in
this case, the reduction in gains from trade raspuftom shifts in the foreign offer curve
is the primary cause of immiseration. Therefor@nethough optimal policies were
followed before and after growth, he argued it wloubt be possible to escape this kind
of immiseration. Interestingly enough, a similaseavas emphasized recently by
Samuelson (2004), where social welfare of the hooumtry decreases as a result of
biased economic growth in the partner countrynlfraport substitution strategy is
followed by the growing partner country, it willg@uce more of the importable good and
therefore import less of it. The reduced demandHerimportables will lower its relative
price (vis-a-vis exportables). Since the partnemty’s importables are the home
country’s exportables, this will amount to a dedggation in the home country’s terms of
trade. This adverse price shift might cause imrais&n in the home country if the losses
from reduction in the gains from trade outweigh phienary gain from economic growth.

Samuelson argued that an industrialized countrig asahe United States could
experience such a case of immiserizing growtrsifass developed trade partner (e.qg.
China or India) is rapidly growing by producing ge@ducts that it had previously been
importing. Therefore, the developing country groveds to immiserizing growth for
the industrialized country. A New York Times aidummarized Samuelson’s central

point saying: “... a low-wage nation that is rapidiyproving its technology, like India or
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China, has the potential to change the terms détvath America in fields like call-
center services or computer programming in waysrdtuce per-capita income in the
United States” (Lohr 2004). In general, the podisyof immiserizing growth arises
depending on “the types of changes in the prodadtantier in both countries (import or
export biased), demand conditions in both counttrasle policies pursued in both
countries, and the relative rates of economic gnawboth countries” (Pryor 2007: 212).

Samuelson’s recent discussion of immiserizing ghaevbvoked a response from
Bhagwati, Panagariya and Srinivasan (2004), argthiagsuch immiseration worries in
the case of an innovative society such as the UiStates were unwarranted. First, they
try to demonstrate that the job loss from outsamgres not so great as to cause general
unemployment and that new jobs are created alsodghroutsourcing itself. Second,
while acknowledging the possibility of immiserigigrowth, they “discount and dismiss
the possibility of significant terms of trade chasgjthat might yield immiserizing
growth because of their firm belief that the USapable of generating more high-value
jobs and that its foreign competitors will not ldeeato close the innovation gap with the
US. In an interview, Bhagwati argued that the UBl@¢@hange the terms of trade in its
favor by moving up the technology ladder, and tieatvas, therefore, optimistit.
Increased investments in science, research, arghtol would be the policy
prescriptions to prevent the type of immiseratioggested by Samuelson. Furthermore,
wage insurance programs could be introduced fok&rsrwho lose in global

competition.

% See Lohr (2004).
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4.5.4 Reproduction of the Technology Gap under WTO Rules

This indeed brings us to our fifth point about thkes of the game in the post-
1980 period. The innovation gap between the Nanththe South is being reproduced
under the main WTO agreements from the Uruguay R@L8&86-1994). While the
agreement on Trade-related Aspects of Internatiergperty Rights (TRIPS) directly
provides support for intellectual property righfs/destern corporations, the agreement
on Trade-related Investment Measures (TRIMS) aadaéneral Agreement on Trade in
Services (GATS) indirectly serve to keep the inimragap open, in favor of the already
industrialized nation¥.Under TRIPS, each member state is required wreaf
intellectual property rules to protect copyrightagemarks, industrial designs, data
secrets, and patents (on drugs, electronic andanezi devices, etc.). Although the
agreement might seem innocent in treating each reeaqually, the end result is the
creation of rents flowing from the South to the thotn the market for knowledge, the
North is a net producer of patentable knowledgelenthe South is a net consumer. By
increasing the price of patentable knowledge tsuorers, TRIPS ensures that the North
receives increasing flows of rent from the Soutta(&/2003: 624).

Moreover, TRIPS prevents the spread of technolbgimawledge from the
centers of innovation to the periphery of replicatiGiven that the latter has limited
funds and foreign exchange in general, the firmesagng in the periphery either use
much older technology (which lowers their compegitiess further) or try to reverse-
engineer some of the patented products. Reversaesrmg, however, has become
much more difficult as the scope of TRIPS covertsamby the final product, but every

single intermediate products and each stage ofuystamh as well. Thus, an argument in

% For a detailed examination of these agreements, see Wade (2003).
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support of TRIPS that says “the higher the rettonignowledge generation, the more the
North will innovate, and the more the knowledgesdmination to the South will be”
does not hold. Even if the North innovates moreeteive higher returns of its patents,
the dissemination from there to the South is famfibeing automatic.

In addition to TRIPS, the policy space of develgptountries is further
constrained by TRIMS, which regulates investmenasnees. Its central emphasis is “to
avoid trade and investment distortions”. Since nobshe ‘performance requirements’ on
foreign firms, such as local content and exportimegnents, are interpreted as
‘distortions’, TRIMS prohibits the use them. Whedeveloping country tries to impose
such performance requirements, what typically happethat a complainant from the
US or the EU is taken it to the Dispute Settlemddathanism (DSM), where the
developing country certainly loses the case. DuttregDoha Round in 2001, the US and
EU demanded an expansion of the current TRIMS aggeeto cover all performance
requirements, including technology transfer, jei@nturing, etc. However, India and
Brazil prevented the approval of these demands 8/2803: 627-8).

Complementing TRIMS and TRIPS in tilting the playgnd against developing
countries is the agreement on trade in servicesehaGATS. Similar to TRIMS, GATS
aims to eliminate any trade and investment digiogti but as it relates to the service
trade, which includes banking, education, and soariTherefore, GATS prohibits any
kind of government interference into service makstich as regulating multinational
companies operating in their service sectors. fesalt, it becomes almost impossible
for developing countries to protect their own seevindustries from competition by

foreign firms while delivering the necessary pulsiérvices demanded by the public
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(health services, water, sanitation, etc.). GAT&ses the interests of foreign firms by

deregulating service sectors, even though it netggh with the interests of the general
public. Moreover, the promises of increased floivoeign direct investment (FDI) did
not come true as the UNCTAD and World Bank repootsfirm (Wade 2003: 629).

To summarize, the post-1980 period brought sewi@hges that enhanced the
economic and political power of the North in therldeeconomy at the expense of
immiseration in the South: the narrowing ‘policyasp’ prevented the South from
pursuing optimal trade policies that could haventeracted the deterioration in its terms
of trade; the neoliberal actors in policy-makingttbdomestic and international,
eliminated the effectiveness of the state as aldpneental force in pursuing industrial
development; the Northern retaliation in the forhingreased protection of its own
markets against Southern exports turned the tefrtnade further against the South and
increased its immiseration; and international agr@s changed the rules of the game
that sustained immiserizing growth in the Soutlkégping its innovation gap with the

North wide open.

4.6 Technological Asymmetries and Elasticity Differentials

In the extension of PST to a three-region modelhaxe shown that the elasticity
differential is a function of structural changedsd of manufacturing in GDP) and
technological upgrading. As the productive and medbgical structure of the economy
becomes diversified towards manufactured goods gher technological content, the
income elasticity for imports tends to fall andttfa exports tends to increase, closing

the gap in elasticity ratios. This convergence adgenhowever, is becoming increasingly
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difficult under the current WTO agreements dueéhtodifficulties associated with
technological upgrading as discussed in the preveaation.

This section will examine the evolution of techrgpt@al asymmetries between the
developed and developing countries, as well ampsct on elasticity differentials and
growth divergence. Figure 4.9 shows the relativaesof exports for developing
countries vis-a-vis developed ones in differenegaties of goods, classified according
to their technological intensity. Although all nor-global markets are still dominated by
developed country producers, developing countrée® lexpanded their participation
rapidly, especially since the mid-1980s. This wasoanpanied by a significant shift in
the structure of exports by developing countrieayafitom primary commodities towards
manufactured goods. The share of developing casitni markets of low-tech, medium-
tech, and high-tech manufacture markets have isetgavhile those of primary
commodities and natural-resource based manufaadedsed over the period 1962-
2003 (Figure 4.9).

This remarkable increase in participation of maotufiled exports with higher
technological content has been largely due to tioete of China, plus first-tier and
second-tier NICs. The declining share of develogiogntries in primary commodity
markets was due to the rising market penetratiafeg€loped countries within these
commodity markets by means of relatively high pcotnism and subsidization. Since
the shares are calculated based on values insteatlme of exports, the divergences in
price trends between commodity exports by devel@metldeveloping countries could
have also played a role in this outcome. Althoughdeneral trend for developing

countries has been greater diversification of themduction structure and increased
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participation in global markets, the Asian courgiifhe NICs, China, and India) have
diversified much faster than other regions. Thevekt diversification away from primary
commodities has taken place in Sub-Saharan Africa.

In order to assess the impact of diversificatiopraiductive structure on the
evolution of the elasticity differential of develag countries, we will use two indicators
of diversification. The first one is the share erdloping countries in primary
commodity exports, which acts as an indicator rfcitiral change in developing
countries with respect to developed ones. Lowereshaf primary exports indicate rising
shares of manufactured exports, and thus an inogesisare of manufacturing in the total
output of developing countries relative to devetbpaes. The second indicator is the
share of developing countries in high-tech manufact exports, which measures the
technological intensity of manufactured exportsl@feloping countries relative to
developed ones. We expect that higher shares elaf@ng countries in high-tech
exports would reduce the income elasticity difféiar{i.e. increase the export-import
elasticity ratio).

Table 4.4 presents the correlation coefficientsvbeh the export-import income
elasticity ratio (ER), the share of developing does in high-tech manufactured exports
(H) and the share of developing countries in prina@mmodity exports (P). There is a
positive correlation (0.61) between the export-im@dasticity ratio and the participation
of developing countries in high-tech export marketsich confirms our expectation:
higher shares of technological content in manufasttends to raise export elasticity and

lower import elasticity, thus reducing the elasyidifferential (i.e. the effect o on

elasticities).
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The correlation coefficient between ER and P isatigg (-0.32), indicating that
the structural change of developing countries afn@y primary commodity exports
tended to increase income-elasticity for exportsentiban that for imports, which reduces
the income elasticity differential between devehgpand developed countries.

Figure 4.10 displays multiple items. Evolutiontleé export-import elasticity
ratio is shown in a bar chart and uses the lefdbdrscale, while the percentage share of
developing countries in high-tech manufactures@ndary exports uses the right-
handed scale. The elasticities are estimated @lsendynamic fixed effects estimator in
rolling regressions with a 10 year window. The skaf high-tech and primary exports
correspond to the middle point of these 10 yeadwaivs. For example, for the 1960-1969
elasticity ratio, the share of high-tech and priynexports in year 1965 is used.

The positive association between the rising shadeweloping countries in high-
tech exports (therefore falling shares of primaggaets) and the rising shares of export-

import elasticity ratios are also observed fromuifeg4.10.

4.7 Conclusion

Previous tests of PST have largely ignored the jmedictions arising from the
impact of income elasticity differentials on No®outh growth divergence and terms of
trade movements. They have primarily focused oinggshe tendency for relative prices
of primary commaodities to deteriorate over time—evhmay or may not be observed
depending on a host of factors, including the evmtuof elasticity differentials, the
changes in relative growth rates of the regiond,tae growth rate of the trade
surplus/deficit. In other words, the deterioratairierms of trade isonditionalupon the

trends of these interrelated factors.
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This chapter derived a generalized PST model wibette the North-South terms
of trade trends and patterns of growth divergemeeeadogenized within a balance of
payments constrained framework. The specializataiterns determine long run
outcomes. If the South produces relatively inconedastic goods, it must face in the
long run either slower growth or a deterioratiorthad terms of trade. If part of the South
begins to specialize in relatively more income-tagoods, by means of industrial
policies designed for structural transformation seahnological upgrading, there is a
possibility of catching-up with the North in terrabachieving high rates of growth.
Thus, industrial policy plays a crucial role in fw@cess of successful industrialization,
and its absence or mismanagement produces petsiseren North-South development.

Empirical findings confirm the joint predictions thfe generalized PST model.
First, income elasticity differential is present tbe entire sample of developing
countries, as well as subsets of these develomungtdes, except for the set of major
exporters of manufactured goods. The elasticitfecBhtial is highest for highly indebted
poor countries and also rather high for primary cwdity exporters. Second, the
simultaneous entry of new producers from the dearetpworld into markets that faced
low income elasticities during the mid-to-late 19 f@oduced a sharp deterioration in the
terms of trade for all non-oil exporters, which hejative consequences for their growth
performance and overall welfare level. This isphenomenon ammiserizing growth
Third, protectionism of the Northern markets anel tbsulting retaliation efforts,
combined with the imposition of neoliberal policdssigned to dismantle the
developmental state in the South, were additicaetbfs responsible for the adverse

terms of trade movements, along with the divergariggowth paths during neoliberal

116



globalization. Forth, the comparative evidence shtvat countries specialized in
exporting manufactures succeeded to eliminate #asgticity-differentials and relax the
external constraint on their growth dynamics; wherthe opposite has been the case for
those specialized in less income-elastic expoitth, FEapital flows have not necessarily
relaxed the trade balance constraint. Periodsasielanonetary policy and significant
capital inflows generally followed periods of tightonetary policy and capital flights.
These fluctuations in international liquidity andancial transactions often resulted in
financial crises taking a large toll on the growtrformance of developing countries.
Finally, empirical evidence suggests that elastiditferentials of developing countries
tend to decline as developing countries increasie shhare of high-technology
manufactured exports and lower their share of piyreaports relative to the developed
country exports. Despite significant export divicstion over the last decades, the share
of developing countries in high-technology manufeetl exports relative to developed
countries is still very low, about 13 percent (Begure 4.10). Thus, the disparity in
technological capabilities between developed amgldping countries remains
significantly high. Under the current WTO regulatsowith their novel difficulties for
technology transfer, there does not seem to be membe for eliminating these

technological asymmetries and thus for creatingpeeragalitarian world economy.
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Figure 4.1 The North-South Import-Export Income Elasticity teat
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Figure 4.2 Convergence and Divergence Dynamics
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(a) Convergence of the third-region to the Nortiigh quality” industrialization in the
South. (b) Divergence between the North and thieofebe South: high price elasticities,
but poor technological content of industrializatiarthe South.
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Figure 4.3The Evolution of the Income Elasticities of Demdadimports vs. Exports,
All Developing Countries, 1960-2006.
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Source: Author’s estimations. Data sources are presented in Appendix B
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Figure 4.4The Evolution of the Income Elasticities of Demdadimports vs. Exports,
Major Exporters of Manufactures, 1960-2006.
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Source: Author’s estimations. Data sources are presented in Apjgendix

121



Figure 4.5The Evolution of the Income Elasticities of Demdadimports vs. Exports,
Primary Commodity Exporters, 1960-2006.
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Figure 4.6 The Evolution of the Income Elasticities of Demdadimports vs. Exports,
Highly Indebted Poor Countries, 1960-2006.
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Figure 4.7 Evolution of Net Barter Terms of Trade (NBTT) fat Developing Countries
4.7a. Median and 0.25, 0.75 Quantiles of NBTT (2000=100, Whole Sample)
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Figure 4.8 Developing Countries: Sustainable and Unsustagn@bhvergence
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Figure 4.9 Value of Exports of Developing Countries as a Petage of the Value of
Exports of Developed Countries, by Category of Gpd®62-2003.
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Table 4.1Import Elasticities in Developing Economies (Enample): 1960-2006

|

Fixed Effects GMM DOLS
Equation | Equation | Equation | (-1, 1)
(4.20) (4.21) (4.20)
Explanatory Variables
Log of relative pricespf) -0.31* -0.06* -0.08 ** -0.33*
Log of domestic incomey) 1.11* 0.15** 0.27** 1.12**
Lagged log of real importsn(,) 0.87** 0.79**
Long run income elasticity(g) 1.15 1.29
Long run price elasticityp(m gr) -0.46 -0.38
Diagnostic Statistics
R 0.96 0.99 0.96
Hausman test 0.63 18.13**
Wald test [0.00]
Sargan test [0.00]
1st -order serial correlation [0.65] [0.00]
2nd -order serial correlation [0.00] [0.00]
Residual Unit Root Tests
Im, Pesaran and Shin W-stat [0.061
ADF - Fisher chi-square [0.001]
PP - Fisher chi-square [0.015]
Number of observations 1843 1821 1770 1735

Notes:

** indicates that a coefficient is significant at the 1% levelgnigicant at the 5%
level, and’ significant at the 10% level.

Figures in brackets are p-values.

Hausman'’s chi-square statistic favors the fixed effects estiroger the random
effects model. This indicates that there is within group variation waathbles for at
least some groups. The Wald test is for the joint significance oktharatory
variables. The Sargan test is for over-identifying restrictions
All estimations are performed using EViews 7.
Panel data unit root tests and cointegration tests are reported indiyppeTables B1

and B2.
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Table 4.2Export Elasticities in Developing Economies (En@mple): 1960-2006

Fixed Effects GMM DOLS
Equation | Equation | Equation | (-1, 1)
(4.22) (4.23) (4.22)
Explanatory Variables
Log of relative pricesp) -0.42** -0.11** -0.17** -0.43**
Log of domestic incomez) 0.76** 0.06** 0.11** 0.79**
Lagged log of real imports:() 0.92** 0.88**
Long run income elasticity,) 0.75 0.92
Long run price elasticitypi r) -1.38 -1.42
Diagnostic Statistics
R 0.94 0.99 0.95
Hausman test 11.62** 177.16**
Wald test [0.00] [0.00]
Sargan test [0.00]
1st -order serial correlation [0.00] [0.00]
2nd -order serial correlation
Residual Unit Root Tests
Im, Pesaran and Shin W-stat [0.000]
ADF - Fisher chi-square [0.000]
PP - Fisher chi-square [0.000]
Number of observations 2310 2258 2207 2209

Notes:

** indicates that a coefficient is significant at the 1% levelgnigicant at the 5% level

and?® significant at the 10% level.
Figures in brackets are p-values.

Hausman'’s chi-square statistic favors the fixed effects estiroger the random effect]
model. This indicates that there is within group variation in all isbegafor at least
some groups. The Wald test is for the joint significance of the explgnatriables.
The Sargan test is for over-identifying restrictions.
All estimations are performed using EViews 7.

Panel data unit root tests and cointegration tests are reportppemdix B, Tables B3

and B4.
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Table 4.3Income Elasticity Ratios, Growth Rates of Incomd &rade Balance
and Trends in Terms of Trade

All Developing (1960- (1971- (1981- (1991- (1960-
Countries 1970) 1980) 1990) 2006) 2006)
Import elasticity §) | 1.10 1.05 1.24 1.65 1.15
Export elasticity §,) | 0.50 1.19 0.59 1.52 0.76
énles 0.46 1.14 0.48 0.92 0.66
Domestic growth 5.02 5.46 3.04 3.72 4.07
rat€ (% p.a.)

Foreign growth rate | 5.39 3.26 3.47 2.48 3.19
(% p.a.)

Relative growth ratio| 0.93 1.67 0.88 1.50 1.28
(domestic/foreign)

Domestic GDP per | 2.28 2.22 0.61 1.79 1.50
capita growth rate (¢

p.a.)

Foreign GDP per 3.31 1.76 1.77 1.57 1.69
capita growth rate (9

p.a.)

Relative GDP per 0.69 1.26 0.34 1.14 0.89
capita growth ratio

(domestic/foreign)

Terms of trade trend| 0.47 -0.03 -1.60 -0.42 -0.85
(% p.a.)

Trade balance growth0.62 -0.06 3.94 0.32 0.81
rate in real terms (%

p.a.)

Trade balance growth1.06 -0.07 1.76 0.33 0.03
rate in nominal terms

(% p.a.)

Initial trade balance | -68 -110 -1184 -682 -68
(millions US$)

Major Exporters of | (1960- (1971- (1981- (1991- (1960-
Manufactures 1970) 1980) 1990) 2006) 2006)
Import elasticity §&) | 1.34 1.27 1.25 1.64 1.41
Export elasticity £,) | 0.64 151 1.30 1.99 1.44
énles 0.48 1.19 1.04 1.21 1.02
Domestic growth 6.04 6.56 5.45 4.44 5.69
rat€ (% p.a.)

Foreign growth rate | 5.39 3.26 3.47 2.48 3.19
(% p.a.)

Relative growth ratio| 1.12 2.01 1.57 1.79 1.78
(domestic/foreign)

Domestic GDP per | 3.40 4.24 3.58 3.03 3.69
capita growth rate (9

p.a.)

Foreign GDP per 3.31 1.76 1.77 1.57 1.69
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capita growth rate (9
p.a.)

Relative GDP per 1.03 2.41 2.02 1.93 2.18

capita growth ratio

(domestic/foreign)

Terms of trade trend| 0.35 -1.82 -0.87 -0.77 -1.15

(% p.a.)

Trade balance growth0.82 2.75 2.69 2.20 1.98

rate in real terms (%

p.a.)

Trade balance growth1.18 0.46 1.05 1.15 0.77

rate in nominal terms

(% p.a.)

Initial trade balance | -187 -375 -1706 -2414 -187

(millions US$)

Primary (1960- (1971- (1981- (1991- (1960-

Commaodity 1970) 1980) 1990) 2006) 2006)

Exporters

Import elasticity §) | 1.12 0.86 0.77 1.63 0.95

Export elasticity §,) | 0.35 0.44 0.42 1.26 0.52

enles 0.31 0.51 0.55 0.77 0.55

Domestic growth 4.74 5.16 2.46 3.54 3.58

rate (% p.a.)

Foreign growth rate | 5.39 3.26 3.47 2.48 3.19

(% p.a.)

Relative growth ratio| 0.88 1.58 0.71 1.43 1.12

(domestic/foreign)

Domestic GDP per | 0.98 1.49 0.10 1.33 0.79

capita growth rate (¢

p.a.)

Foreign GDP per 3.31 1.76 1.77 1.57 1.69

capita growth rate (¢

p.a.)

Relative GDP per 0.30 0.85 0.06 0.85 0.47

capita growth ratio

(domestic/foreign)

Terms of trade trend| 0.54 -0.52 -1.17 -0.92 -1.10

(% p.a.)

Trade balance growth0.21 -0.62 3.15 -0.06 0.65

rate in real terms (%

p.a.)

Trade balance growth0.81 -1.17 1.58 -0.18 -0.39

rate in nominal terms

(% p.a.)

Initial trade balance | -31 -97 -875 -169 -31

(millions US$)

HICs (1960- (1971- (1981- (1991- (1960-
1970) 1980) 1990) 2006) 2006)
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Import elasticity §) | 0.91 1.26 0.01 1.96 1.31

Export elasticity §,) | 0.66 0.47 0.44 1.28 0.47

&nles 0.73 0.37 44.00 0.65 0.36

Domestic growth 417 3.90 1.83 3.62 2.80

rat€ (% p.a.)

Foreign growth rate | 5.39 3.26 3.47 2.48 3.19

(% p.a.)

Relative growth ratio| 0.77 1.20 0.53 1.46 0.88

(domestic/foreign)

Domestic GDP per | 1.24 0.74 -1.21 0.97 -0.18

capita growth rate (9

p.a.)

Foreign GDP per 3.31 1.76 1.77 1.57 1.69

capita growth rate (¢

p.a.)

Relative GDP per 0.37 0.42 -0.68 0.62 -0.11

capita growth ratio

(domestic/foreign)

Terms of trade trend| 0.48 0.80 -1.24 -1.73 -0.86

(% p.a.)

Trade balance growth0.79 -2.15 3.42 -1.40 0.61

rate in real terms (%

p.a.)

Trade balance growth0.81 -1.79 1.49 -0.54 -0.38

rate in nominal terms

(% p.a.)

Initial trade balance | -13 -26 -214 -74 -13

(millions US$)

Oil-Exporters (1960- (2971- (1981- (1991- (1960-
1970) 1980) 1990) 2006) 2006)

Import elasticity §&) | 0.80 1.77 0.25 1.16 0.62

Export elasticity §,) | 0.67 1.46 1.19 0.35 0.57

énlées 0.84 0.82 4.76 0.30 0.92

Domestic growth 4.79 5.10 1.62 3.47 4.1

rat€ (% p.a.)

Foreign growth rate | 5.39 3.26 3.47 2.48 3.19

(% p.a.)

Relative growth ratio| 0.89 1.56 0.47 1.40 1.29

(domestic/foreign)

Domestic GDP per | 0.95 1.95 -1.54 1.22 1.13

capita growth rate (9

p.a.)

Foreign GDP per 3.31 1.76 1.77 1.57 1.69

capita growth rate (¢

p.a.)

Relative GDP per 0.29 1.11 -0.87 0.78 0.67

capita growth ratio

(domestic/foreign)
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(% p.a.)

Terms of trade trend| 0.04

8.89

-7.81

4.92

2.00

p.a.)

Trade balance growth3.71
rate in real terms (%

-8.95

14.14

-2.57

-0.67

(% p.a.)

Trade balance growth2.87
rate in nominal terms

0.42

5.36

2.65

1.67

(millions US$)

Initial trade balance | -61

509

-2530

-538

-61

Notes:

Elasticities are estimated by dynamic fixed effects estimatar gfowth rates of

national income and terms of trade are estimated by standard exponentihl gr
functions. Initial trade balance is the mean of the trade balance fortitee e
sample for the initial year.
# Growth rate of GDP percent per annum.

Table 4.4Correlations between Elasticity Differential of\igoping Countries

(ER), Share of Developing Countries in High-TechnMfactured Exports (H), and

Share of Developing Countries in Primary Expor{s (P

ER H P
ER 1.00 0.61 -0.32
H 0.61 1.00 0.10
P -0.32 0.10 1.00

Source: Figure 4.9 and Author’s calculations.
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CHAPTER 5

OPTIMUM TARIFFS AND RETALIATION: FROM GLOBAL TO INDIVIDU AL
STRATEGIC TRADE POLICY

5.1 Introduction

While many questions in international trade polaye their roots in global
North-South interactions, the policy responsesaessarily adopted at the individual
country level. In this sense, what constituteslaldgl policy response” to mechanisms
reproducing uneven development with or without eohtrade deterioration requires
taking into account game theoretic, or strategitipas of individual country players.
These strategic actions might be motivated by tpgifhum tariff” theorem, which states
that a country can improve its welfare as comparid the free trade position by
imposing a tariff on imports. If other countriesaleate by imposing tariffs in their turn,
two possibilities emerge: either all players argsgoff at the end of the tariff war
(Sckitovszky 1941-2) or the country that initiates tariff war can eventually be better
off (Johnson 1953-4). While the first possibilityjerges as a standard “prisoners’
dilemma” game at the global level, the second ersedifferent kind of game where one
party gains in equilibrium, and it is “often ovesked” in the literature (Johnson 1953-4:
142). In this chapter, | bring into analysis gaimeadtretic nature of the tariff policy
problem to discuss: (i) the strategic reasonsléaat countries to implement optimum
tariffs which might invite retaliation from otheountries, and (ii) the possible outcomes

emerging from the tariff games.

Consider three separate but interconnected gantesfépolicy: (i) the tariff

game played between countries in the North, (e)ttriff game played between countries
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in the South and (iii) the global North-South thghme where groups of developed and
developing countries play the gafidhe first two games in each region are composed
of symmetric players, i.e. their payoffs from atgadar strategy pair are similar. The
third differs from these intra-regional games iattit is played by asymmetric players—
North and South—whose payoffs from a particulaatstgy pair are different. One of the
reasons for this difference is that for countrighvasymmetric productive structures, the
gains from a certain tariff policy strategy comltioa are unevenly distributed among
each other. For instance, the benefits of remotraude barriers in industrial sectors of
developing countries might be much larger for alyemdustrialized countries having a
competitive edge. In such inter-regional games asymmetric players, as we will
show, it is more likely that the trade negotiation conclude with a stalemate, or a

non-free trade solution at best.

This chapter is organized as follows. In sectidh bdiscuss the global North-
South game in a non-cooperative framework withcaisoon the incentives for imposing
an optimal tariff on imports. In section 5.3, | saater the same game under a cooperative
framework that allows for negotiations betweenghdies. | also present the Nash
cooperative solutions based upon the negotiatitsresulting from the game rules under
the standard and the Johnson cases. In sectiohdiséuss the intra-regional North and
South games, and in section 5.5, | discuss the-ratgonal North-South game from a

historical viewpoint. Finally, | summarize the indaces and implications of this chapter.

% The last one has been well-documented in the Doha Round between the long standling Qua
and the more recently formed G20 (Jawara and Kwa 2003). The Quad conSetaadé, the
US, the EU, and Japan. The G20 is a group of developing countries including Baanitiz.
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5.2 Global North-South Game in a Non-Cooperative Framework

In this section, | assume that regions set tlaeiif policies without the benefit of
prior communication with each other. Thus, the @r@ssumption is that they behave
non-cooperatively. Consider the game in Table Bhls is a hon-cooperative game
between the global North and South, in which eagon has only two alternative
strategies: to charge no tariff by choosing Feerade, or to charge a tariff that is
optimal relative to the other region’s tariff bypwsing an Optimal@) tariff.>’

The elements of Table 5.1 indicate the four possioitcomes which correspond
to four pairs of strategies. Thus, if North choosteategyO and South chooses strategy
F, the outcome iy d). North receives and South receivab, wherea andd' are
measured in utility terms. Based on the game-thiedrade theory, it is possible to
establish the relative magnitudes of the elemeintable 5.1.

Optimal tariff theorem states that beginning fraeeftrade, if a group of
countries large enough to exert monopoly powerddea change an optimal tariff and no
retaliation takes place, the group of countriesciwlimpose the optimal tariff is better off
and the other group of countries is worse off fitbwa optimal tariff. In terms of the
elements of Table 5.1, this means thatb, a' > b, b >d andb' > d'. The outcomeq, c)
is the result of a tariff war where retaliation ocxin response to an optimal tariff.
Comparing this outcome with the free trade outcaimere are two possible welfare
outcomes. The first one is the standard case wigrecountries in tariff war are worse
off than at free trade, and it is a classical prests dilemma gamdy > c, b' > c'. The

second possibility is that one country benefitsrfra tariff war while the other one loses,

37 A similar game was developed by Riezman (1982) for two countries iiff @jsame.
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and it differs from the prisoner’s dilemma gamehagbnditions specified by Johnson
(1953-4). In Table 5.1 this means that c andc' > b' (or ¢ > b andb' > ¢').

In the standard case of prisoner’s dilemma, theidant strategy for each region
is to choose stratedy, since for any strategy choice of the opposingprethe playing
strategyO yields a higher payoff. This result can easilysben from Table 5.1. Suppose
the South chooses stratefgythen the North receivésfor playingF, anda for playing
O. Sincea > b, O is the best choice for the North when the Soutiosbs-. Suppose the
South choose®. The North obtaind by playingF andc by playingO; againO is the
best choice for North. Therefore, North will cho@eand the same reasoning applies to
South. In the second case developed by Johnsosathe reasoning can be applied to
show that the dominant strategy for each regiorares®. To sum up, when the regions
act in a non-cooperative game, each region wiltehe strategy of imposing the
optimal tariff, and the outcome of free trade widit be reached. Note, however, that it is

possible that one region benefits from the tardf wut both cannot at the same time.

5.3 Global North-South Game in a Cooperative Framework

Relaxing the assumption that cooperation is noingh, we can assume that the
groups of countries can communicate and make kbgraljmeements before they choose a
tariff strategy. In a cooperative framework, eaetiion approaches the negotiations
trying to maximize its own welfare. They are awaf¢he fact that they can both receive
at leastt andc' respectively, which would be the outcome when thety select strategy
O and refuse to negotiate. Thus, the pantt) would be a logical choice for beginning
point of negotiations. During the negotiationsead points dominating the point 0 &, (

c') can be identified as the negotiation set. Figuia displays the standard case where
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both regions suffer from a tariff war, and Figur&lbdisplays the Johnson case where
one region is better off while the other is worffefrom a tariff war.

In Figure 5.1, point B denotes the payaff &) that corresponds to the strategy
choice E, O) since it is known that d < c a@> c¢' from Table 5.1. Similarly, point C
indicates the payoffa( d') which results from the strategy pa, (). If free trade is
chosen by both regionk (F), the payoff islf, b"). In the standard case of prisoner’s
dilemma,b >c andb' > c¢', and therefore, the free trade outcommeb() can be denoted by
pointF in Figure 5.1a, showing the best possible outctirakis attainable. The shaded
area &EFD in Figure 5.1a shows the negotiation set, whiatoimposed of outcomes with
positive payoffs for the two regions. If the Parefimality assumption is made, then the
negotiation set becomes restricted to the line segEFD, and the set of solutions lying
on this line segment is called the Von Neumann-Mosgern solution.

To summarize, under the standard prisoner’s dilegamae, when the two
regions negotiate in a cooperative framework, thiychoose a joint tariff policy whose
utility level is given by some point déFD. Note that the free trade outcome (pdihis
only one of the many possibilities which can besgroin the process of negotiations.
However, if they have no way of negotiation in a+twoperative game, they will end up
imposing optimal tariffs on each other, resultinghe worst possible outcome of point O.

The shaded area in Figure 5.1b illustrates the treggm set for the Johnson case.
While the locations of point8, C, and O are the same as the standard case, thiemhoch
point F differs since its payoff outcome, (b’ in Johnson case yields a loss for one player
and gain for the other: eithbr>c, c'>b'orc>b, b' >c'. Thus, point F could have been

drawn somewhere around poBitinstead of poin€. Since moving to free trade makes
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one region worse off relative to the point wheréhbregions impose the optimal tariff,
none of the players choose free trade as a pategyrin Johnson case. If we assume
Pareto optimality, the negotiation set shrinkshi line segmeriD.

Given that we have identified the negotiation seider the two possible cases,
the next step is to examine a cooperative gameigolun order to assess the likelihood
for free trade strategy to be chosen. ConsideNtsh cooperative solution, which is, by
definition, the point that maximizes the productlté two region’s utilities and exists in
the negotiation set. In our gamelifis the utility of region, then the Nash solution
chooses the point that maximizds= UdUy. Figure 5.2 shows that the Nash solution
could be either free trade (as in Fig. 5.3a) ooiatpvhich is not free trade (as in Fig.
5.3b).

Free trade strategy will be chosen if the slop#hefworld indifference surface
UdUy is greater in absolute terms than the slope efsegmenBF and less than the

slope ofFC, which can be written as the following:

a-b Ug b-d
< <
b-d U, a-b

The North and the South are likely to choose fradd as a joint cooperative
strategy the smaller the gain from imposing att@af- banda’—b’) and the larger the
gain to the retaliated region of moving to freelegb—d andb’—d"). If the regions are
symmetric (i.,ea=a’', b="D", etc.) then free trade will be the joint strateyppsen (as in

Fig. 5.3a).

Figure 5.2b shows an equilibrium outcome whichasfree trade. The slope of

the world indifference surface equals the slope®fi.e.U /U, =b'—d'/a—b. This
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indicates thata — bis large, or the potential gain of the North frampiosing a tariff on
Southern imports is rather large. In this caseNbeth would sacrifice much more than
the South by accepting free trade. Since eachmeagitveated equally under the Nash

cooperative solution, the final solution will diff’om free trade.

It should be here mentioned as a historical refex¢hat almost all of the now-
developed countries of the North had used taridtgution and other forms of infant
industry promotion when they were in catching-upifons. Only when protection could
no longer offer benefits as the now-developed ecoe® became far more competitive
than others, they resorted to free trade poliaesdenied the use of tariff protection as
part of the “kicking away the ladder” (Chang 2002)om a historical perspective,
therefore, the developing countries sacrifice muche than the developed ones when
they accept free trade strategies. In other wahdspotential gain of the South from
charging a tariff on imports from developed cowsgris so much larger that the free trade

outcome would not be realized in the Nash cooparaquilibrium.

5.4 Intra-Region North and South Games

Intra-regional games between Northern (or Southardiyidual countries can, in
principle, be characterized as a prisoner’s dilengarae where one country can benefit
from imposing a tariff on other country’s imporksjt if the other country retaliates, it
might end up being worse off at the end of thdftarar. However, it should be noted
that the proposition of optimum tariff theorem @id only in the case of large countries
(or a group of countries acting in a unified faghiwhich grants them monopoly power

in trade. If the large country assumption is rethptbe individual countries in the North
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or the South can no longer take advantage of imgagptimal tariffs as they fail to
influence world market prices. In other words, tptimal tariff argument fails to hold in
case of the small country assumption.

Nevertheless, the Northern intra-regional gamedfi@sn been simplified as either
a dual game between the United States and the &amdgnion (Krugman 1987, Bradley
1987), or a trilateral game between Japan, thead&the EU (Harrison and Rutstrom
1991). Thus, assuming that each country (or gréuwowntries in case of the EU) has
enough market power in international trade flowg, $ame game theoretic approach
presented in previous sections applies. As Krugsuammarized, the game is essentially
a prisoner’s dilemma, “where each country is beitéimtervening than being the only
country not to intervene, but everybody would bidveoff if nobody intervened” (1987:
142). In Krugman’s model, the strategic trade weations arise from the oligopolistic
market structures prevailing in developed counteykats.

With the recent rise of large-sized developing ¢oas including Brazil, India,
China, and Russia in international trade, Southd@ra-regional game can also be
thought of as a prisoner’s dilemma from a strateg@apoint. But perhaps more
importantly, the fallacy of composition argumeradle developing country is better off
with a small competitive devaluation and/or entripilow-tech manufactures, but it is
worse off if many other developing countries folltlve same policies simultaneously) is
essentially a standard prisoner’s dilemma gameus,Téven when the large country
assumption fails to hold for a large number of $maVveloping countries, their best
response strategies to cope with the growing cathepressures in the world market

leads them into outcomes where they are worsesadf\@hole (and the immiserizing
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growth outcome resumes). Moreover, it is much haimtemany small countries within
the South to reach cooperative outcothagoiding the Nash non-cooperative solutions

as compared with the small number of players inritra-North game.

5.5 Inter-regional North-South Game from a Historical Viewpoint

From a historical perspective the degrees of ptioteexercised by individual
countries varied with respect to their stages @ktigpment and their colonial/semi-
colonial status. Most of the now-developed coustieplemented very high rates of
tariff protection in their earlier stages of dey@itent, and forced the less developed
countries to practice free trade by means of urldgegties and colonization (see Table
5.2)%

During this period from roughly focentury to the Second World War, the
North-South game can be depicted as in Table 518 bEst response for the North is to
impose an optimal tariff on its rival's imports exgless of whether the South practices
free trade or plays the optimal tariff. The samtus for the South. In a non-cooperative
equilibrium, we would expect both regions to endrup mutually harmful trade war
with the payoff (1, 1). However, the period is cwerized by a very uneven world trade
regime in which the now-developed countries acyivsled infant industry protection and
prevented less developed countries from imposinff karriers through unequal treaties
and colonization. Indeed, for several colonies agettariff rates were as low as 5 percent

over this period (Amsden 2001: 43-45). The reslhis unequal bargaining process

% Commodity agreements for coffee, cocoa, etc. are attempts to reacioepehative outcomes,
but they have been quite limited and ineffective as a solution, espeiiatythe rise of
financialization of commodity markets (UNCTAD 2008).

% See Chang (2002) and Amsden (2001) for a detailed historical analysis.

142



would be illustrated by the strategy pdit O)—the South practicing free trade)(and
the North imposing optimal tariff€<Q)—which results in the payoff (-5, 5), that is, et n
loss for the South and a net benefit for the North.

Once the now-developed countries achieved to pretheir infant industries
through interventionist industrial, trade, and tealogy policies, they began to reduce
their tariffs in a gradual manner. In the meantioch@jng the post-WWII period the less
developed countries gained independence and freealporsue ISI-type policies. The
new North-South game can be represented by Tabld banks to its industrial
development, the North receives a higher payofpfacticing free trade when the South
adopts a tariff-ridden policy. The non-cooperativgcome of the game is (O, F)—where
the Southern optimal trade policies are toleratethb North which begins to liberalize
its trade barriers. The payoff outcome is (5, d)ioh is the same total benefit of free
trade (3,4). But clearly the South benefits mordaurthese renewed rules of the game.

Once the less developed countries begin to dtigimer rates of growth and arise
as strong competitors with the now-developed coem{iKorea, Taiwan, and other Asian
countries in fierce competition with the USA and tU), the rules of the game alter one
more time. Table 5.5 shows that the North can ngéo afford to tolerate competition
from Southern firms at global markets. This is @piized by very high rates of tariff
protection during the Reagan administration inUlsA.

In Table 5.5 if the South imposes an optimal tatife best response of North is to
retaliate. Non-cooperative game solution would®e@®) with the payoffs (1, 1).
However, the developed countries and the lendiagtitions controlled by them have

succeeded to convince (or force depending on thesieiation of the developing
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country) them to open up their markets by liberagizheir trade and investment flows.
The neoliberal agenda under the Washington conserasube represented by the
strategy pairk, O) in which the South practiced free trade while Nogth began to
pursue protectionism. This was almost as destrietsvthe colonial game due to ensuing
deindustrialization in developing countries. The4oelonial relations created the “lost
decade” for many developing countries.

Even though average tariff rates of developed t@msdeclined substantially
after the Reagan-years, “the developed countriegjlwted tariff on imports from
developing countries is twice the average rate imgpse on imports from other
developed countries” (Cordoba and Vanzetti 20057 B¢ reason for this uneven tariff
structure is the existence of tariff peaks for im@ot export goods of developing
countries such as low-skill manufactures and pse@gsagricultural products. Tariff
peaks are defined as tariffs that are three tilmesiational weighted average. Since the
WTO negotiations target the reduction of averagieg tariff rates, developed countries
are not required to lower the very high rates otgxtion that apply to textiles and
agriculture. One of the UNCTAD reports wrote:

...protection in Quad markets is quite clearly concentrated in tygig@rt categories of
interest to low- and middle-income developing countries, such as seaitbagriculture.
Therefore, developing countries that are mainly specialized in rawiatsi&nd primary
agricultural products are faced with higher trade barriers whergttgimove into the
subsequent production stages (low technology sectors such as processéidragand
textiles, or medium technologies such as automotive) (UNCTAD 2003b: 25).

Difficulties to diversify into products with highéechnological content arising
from the concentrated Northern protection in sgiatexport markets of the developing
world should be taken into account in trade negjotia. In the present context, taking

into account other impediments to development fobher WTO agreements on
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intellectual property rights and so forth, it igthéo say that the outcome of the global
North-South game changed from an unfavorable pdgoffouth coupled with a

favorable payoff for the North in the upper off-geamal section.

5.6 Conclusion

There are many inferences and implications thateadrawn from the game-
theoretic approach presented in this section. Thog#s are worth emphasizing:
) Countries, or a group of countries acting in a eoted manner, can be viewed as
players in a tariff game. Each player recognizesdynamic nature of its tariff decision
and takes into account that any change in it tatiés might evoke a response from its
rival. The tariff game might quickly turn into aifwar if the response from the rival
takes the form of increasing tariffs and makinghbayers worse off eventually (the
standard prisoner’s dilemma solution).
(i) An exception to the standard game is the Johnssmwhere one country ends of
benefiting from a tariff war. In either case, thesbresponse for each country (or group of
countries) is to choose an optimal tariff stratédkie rival chooses a free trade strategy.
The best response remains the optimal tariff gjyadwen if the rival decides to choose
an optimal tariff policy due to the welfare loserfr practicing free trade.
(i)  These results apply to the three games we havessied: intra-North game,
intra-South game, and inter-regional North-Soutim@aTlhe asymmetric nature of the
players in the latter makes it less likely for do®perative Nash outcome to be reached.
The evolution of game dynamics depending on the@oac development and political
influence of players has a lasting effect on thaldaium outcomes. While the pursuit of

free trade in earlier stages of development is nuostiier than that in later stages, the
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existence of colonial or semi-colonial status (iuleequal exchange treaties) brings
additional costs to countries under colonial riileese dynamic and political concerns
should be taken into account in multilateral tanéigotiations if a fair and welfare-
improving solution is aimed to be reached.

Next chapter will analyze the policy options of deping country governments
in dealing with the unfavorable policy options untlee age of neoliberal globalization.
Our inquiry will focus on a comparative analysidrafustrial and trade policies used in
Turkey and Malaysia. While the per-capita GDP imKBy was twice as much as the one
in Malaysia in 1960, four decades later the devalemt experience of Malaysia stands
out with a higher per capita income, a higher glokate of income, a low unemployment
rates, and a presence in high-technology manufedtexport markets. These divergent

paths of development call for further analysis.
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Figure 5.1 The Negotiation Sets

(a) The Standard Case
Utility

B

(b) The Johnson Case
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SourceRiezman (1982). C

Figure 5.2Nash Cooperative Solution
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Table 5.1Non-Cooperative Global Game

North
F O
South (b.0) @ d)
(d, a) (c, c)

Source: Author’s formulation.
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Table 5.2Average Tariff Rates on Manufactured Products fle@ed Developed
Countries in Their Early Stages of Development
(weighted average; in percentages of value)

1820 | 1875 | 1913 1925 1931 1950
Austria R 15-20 18 16 24 18
Belgiun' 6-8 9-10 9 15 14 11
Denmark 25-35 15-20 14 10 n.a. 3
France R 12-15 20 21 30 18
Germany 8-12 4-6 13 20 21 26
Italy n.a. 8-10 18 22 46 25
Japaf R 5 30 n.a. n.a. n.a.
Netherland$ 6-8 35 4 6 n.a. 11
Russia R 15-20 84 R R R
Spain R 15-20 41 41 63 n.a.
Sweden R 3-5 20 16 21 9
Switzerland 8-12 4-6 9 14 19 n.a.
United Kingdom 45-55 0 0 5 n.a. 23
United States 35-45| 40-50 44 37 48 14

Source: Chang (2002: 40) adopted from Bairoch (1993), Table 3.3.

Notes:

R= Numerous and important restrictions on manufactured imports existed and
therefore average tariff rates are not meaningful.

1. World Bank (1991, p. 97, Box table 5.2) provides a similar table, partly drawing on
Bairoch’s own studies that form the basis of the above table. Howev#&voithe:
Bank figures, although in most cases very similar to Bairoch’s figares
unweightedhverages, which are obviously less preferablegightedaverage figures
that Bairoch provides.

2. These are very approximate rates, and give range of averageotedgrames.
3. Austria-Hungary before 1925.

4. In 1820, Belgium was united with the Netherlands.

5. The 1820 figure is for Prussia only.

6. Before 1911, Japan was obliged to keep low tariff rates (up to 5%) throegbsa s
of "unequal treaties" with the European countries and the USA. The Wanlkd B
table cited in note 1 above gives Japamweightedaverage tariff rate faull goods
(and not just manufactured goods) for the years 1925, 1930, 1950 as 13%, 19%, 4%.
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Table 5.3Hypothetical Payoff Matrix (until 1950s)

North
F O
South 3.3) £5.5)
(5,0 1,1

Source: Author’s formulation.

Table 5.4Hypothetical Payoff Matrix after Northern Indusirzation (1950-1980)

North
F O
South 3. 4) (5.5)
(5, 2) 1,1)

Source: Author’s formulation.

Table 5.5Hypothetical Payoff Matrix after Southern Indualidation (1980s-onwards)

North
F O
South 3.4 £5.5)
(5, -1) 1,1)

Source: Author’s formulation.
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CHAPTER 6

INDUSTRIAL PERFORMANCE AND THE ROLE OF THE DEVELOPMENTAL
STATE: A COMPARATIVE ANALYSIS OF TURKEY AND MALAYSIA

6.1 Introduction

The significance of diversifying their export struies for middle-income
countries has grown with the widespread free tesgteements either under the new
WTO rules or through bilateral agreements. Amomggéhcountries, some have
succeeded to diversify their export base into niecbnology-intensive products but
many others have failed to do so. While Malaysielaser to the successful end of this
spectrum, Turkey is considered less successfabadth certainly not a complete failure.
Both countries are under pressure of rising cortipetiess in their export markets. In
order to stay competitive in world markets, bothioies need to upgrade their industrial
structures and invest in local content. While Malayhas the advantage of having an
export-oriented MNC-led industry in high-technolaggnufactures, Turkish export
structure is relatively weaker and stagnant wheorites to increasing its technology
content. Its low-technology textile and manufactadustries, that have higher real wage
levels, face difficulties in competing with low-wagountries. In more sophisticated
parts of manufacturing, Turkish firms have diffite$ in competing against high-
technology European firms.

This chapter compares and contrasts the role adelielopmental state of past
and present industrial performance for Turkey araddysia. It takes a historical
perspective on comparing different phases of mawifimg experiences, and the role of
state policies in restructuring these experienOe of the central questions that this

chapter aims to answer arises from Figure 6.1. Jeeexperienced a more or less stable
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trend in net barter terms of trade until the entSdfperiod, which was followed by an
improvement with the beginning of liberalization.dontrast, Turkey experienced a
decline in its net barter terms of trade until gdteralization and a slightly increasing
trend until 1994, and a further deterioration after currency devaluation following the
financial crisis of 1994. More importantly, howey#re purchasing power of exports
measured by income terms of trade increased dreatigtin Malaysia, while it displayed
only a modest increase in the case of Turkey. Titieal questions, therefore, are the
following: Why do we have these divergent paththmterms of trade trends and how are
they associated to different development trajeetoof Turkey and Malaysia?

This chapter addresses these questions by arduahthe rapid transformation of
Malaysian exports into manufactured goods with @igkchnological content is partly
responsible for the upward movement in relativeogixprices and for the massive
expansion in the volume of these high-tech expbarkewise, specializing in low-tech
manufactured exports has resulted in deterioragtagive export prices and a much
lower rate of increase in the volume of Turkish@xg. The existence of higher rates of
unemployment in Turkey is also partly responsiblekieeping real wages lower, and
thus, resulting in lower prices of exported goausase of Turkey. In contrast,
Malaysia’s lower rate of unemployment has led ghbr rates of increase in real wages,
which was also reflected in rising terms of tra8ection 6.5.3.2 provides empirical
evidence in support of this view.

The outline of this chapter is as follows. Sectoprovides the analytical
framework on (i) the role of technology in the distition of Schumpeterian rents which

influence terms of trade trends, and (ii) the impddechnological structure of exports
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on export performance and economic growth. Se@ipresents an overview of stylized
facts about industrialization processes in Turkey lalaysia. Section 4 analyzes in
great detail how differences in state policies (stdal and trade policies in particular)
generated different outcomes in industrializatlmedance of payments problems, and
technological diversification of exports. Sectioartalyzes the evolution of technological
structure of manufactured exports, considers thegacts for Turkey and Malaysia to
sustain competitiveness in world markets, and ples/empirical evidence on the
relationships between structural changes in matwiag and export performance,
economic growth, and the terms of trade movem@&sstion 6 discusses the instruments
of technological upgrading by situating Turkey énalaysia within the group of
exporters of manufactured goods. Section 7 evauat®irically the relative impact of a
trade policy, namely trade liberalization, on timevgth of their exports, imports, and the

resulting changes in their trade balance. Sectidra@s the conclusions.

6.2 Analytical Framework: Technology, Terms of Trade, and Export Structure
In his 1998 article, “Beyond Terms of Trade: Comesrce/Divergence and

Creative/Uncreative Destruction,” Singer explaitieel implications of his proposed

extension of the Prebisch-Singer hypothesis frdiferdint types of commodities to

different types of countries as follows:

The manufactures exported by developing countries tended to be technologicplér si
than the manufactures imported from developed countries — hence thecextdribe
PST from commaodities to countries also involved a shift from emphasis on
industrialization and diversification to an emphasis on building up technalagipacity,
entrepreneurial skills, and of ‘human capital’ in general. Without steblmological
capacity, a shift into manufactures required foreign investmentl ¢Sanger 1998: 14-
15).
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The emphasis on building up technological capanithe revisited PST, as a
driving force for growth and development, was dsemfluenced by Schumpeter’'s
conception of technical innovation. In this resp&3T can be considered as part of the
neo-Schumpeterian approaches to development. Simtgepreted Schumpeter’'s concept
of creative destruction in the following sense:h&lcreation of new technologies
replacing primary commodities or economizing initlise or using them more
efficiently for the production of higher quality gds creates destruction for the producers
of primary commodities” (1998: 20). According tan§er, the innovation process begins
in the industrialized countries and in the indastsiectors with the creation of new
commodities, new methods of production, new foringrganization, and new trade
routes and markets, and new sources of supply wieléestructive elements of this
process is felt in the primary producing countaes the primary producing sectors.

It must be clear, however, that the process oftiedestruction is not limited to
the technological discrepancy between industridl@imary producing sectors or
countries. A more generalized interpretation néedsclude the technological divisions
among the different forms of technological intelesitof manufactured goods: high-
technology, medium-technology, low-technology, eesburce-based manufactures.
While the high ends of the technical innovationggates rents (or super-profits in the
Marxian sense) for the entrepreneurs operatinggin-technology industries, the
producers using standardized technologies receavemts and often suffer from

excessively competitive markets.
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Schumpeter’s original conception of the processreétive destruction involves
innovations that cluster in time: a phase of rettofuand later a phase of absorption of

the results of the revolution.

While these things are being initiated we have brisk expenditure and pretiogiina
“prosperity” ... and while [they] are being completed and their results padilrve have
the elimination of antiquated elements of the industrial struetutlegpredominating
“depression” (Schumpeter 1954: 68).

These innovative impulses that gatlretime generating long phases of
prosperity and depression, can also be seen dsratiggn space(Arrighi, Silver, and
Brewer 2005: 26). In the quote above, one can cepglahile” with “where” and “read it
as a description of a spatial polarization of zasfgsredominating ‘prosperity’ and zones
of predominating ‘depression’iid: 26).

This kind of reading is indeed present in two proenit theories of economic
development inspired by Schumpeterian view of imtions: Akamatsu’s “flying geese”
model (1961) and Vernon’s “product-cycle” modeltlBanodels picture the diffusion of
industrial innovations as a “spatially structuredqess” that originates in the more
developed countries and is gradually imitated leyl&#ss developed countries. The
innovation process tends to begin in developed tt@msbecause “high incomes create a
favorable environment for product innovations; hagists create a favorable environment
for innovations in techniques; and cheap and alntnetadit creates a favorable
environment for financing these and all other kinfisxnovations” (Arrighiet al. 2005
27). The receipt of high rewards relative to effarthe form of rents further improves
the environment for innovations, creating “a selfaforcing ‘virtuous cycle’ of high

incomes and innovationsibfd: 27).
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Low-income countries tend to receive hardly anydfién of these innovations
taking place in high-income countries since theyray longer innovations once they
arrive to poor countries; instead, they are stafidad technologies yielding average
rates of return due to intense competition. MoreoW destructive aspects of major
innovations affect developing countries disprooréitely because their low levels of
income and accumulated wealth leave their resideitiisa much lower capacity to
adjust socially and economically to the disrup@fiects of innovations. Through the
asymmetric impacts on regions where innovationgirmaite and regions where
innovations dissipate, the process of creativerdeson reproduces uneven development
seen as a spatially structured process of divesgenc

The effect of creative destruction process on teshigade tends to favor the
“innovation-intensive” products especially than&she significant barriers for entry into
these product markets which allow the Schumpetegats to be appropriated by the
innovating group of entrepreneurs. This point sbahade by Kaplinsky: “...the real
terms of trade will be not so much between comnesidand manufactures, but between
innovation-intensive products (benefiting from Seipeterian rents) and non-innovation-
intensive products” (2006: 992).

Since innovation-intensive products tend to banetogy-intensive (products that
require the use of higher or more sophisticatedrtelogies have a greater tendency to be
improved through new innovations), the export strees dominated by technology-
intensive commodities have better growth prospees others do. This can be further
explained by the interaction mechanisms emphadiyede North-South model (Botta

20009) introduced in chapter 4:
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0] Manufacturing activities that are subject to rgmidduct or process innovation
enjoy faster growth of demand compared to technoddly stagnant activities. This
effect is illustrated by the positive (negativepimeat of the technological content variable

(¢) on the income elasticity of exports (imports)efdis also considerable empirical

evidence that most of the dynamic products in wodde use complex and sophisticated
technologies (Ocampo, Rada and Taylor 2009: 72-a18,1998).

(i) Technology-intensive manufacturing activities asslsusceptible to entry by
rival producers compared to activities with lowheological content, which require low
levels of scale, skill, and technology in genefdthough a low-technology export
structure might be a good starting point for a fadrplus economy, it cannot sustain
export growth over time unless it takes marketeshfmtom other exporters of low
technology manufactures. Under the slow growthraflfgoods markets, gaining market
shares is possible, but rather difficult. It reggisubstantial technical effort and
investments in skill formation, as well as R&D.

(i) Structural change involving higher shares of mactufang activities in higher
ends of the technological spectrum allows hightsraf growth due to (a) spillover
effects from technology-intensive activities toertiproductive activities and to the
national system of technology; (b) ability to resgdaster to changing competitive
conditions in global markets; and (c) the higharméng potential and greater opportunity
for application of science to technology. The coe#ht for share of manufacturing GDP
(o) captures this positive effect on productivity ayjrdater growth potential in our model.
(iv)  Adjusting to global market forces and specializahgng static comparative

advantages impedes the process of industrializatideveloping countries by confining
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them to their original productive pattern (Greerdvahd Stiglitz 2006). The industrial
policies geared towards expanding key manufactwgewngors, with selective protective
measures and discretional incentives, can cournteegative impacts of market forces
and allow developing countries to specialize aldywgamic comparative advantages.
This effect of industrial policies is captured b fpolicy variable ¢ ) in our model.

Very low values of this variable correspond to arket-friendly’ institutional
environment, which avoids the adoption of infardtistry policies (Botta 2009: 64). The
effect of trade liberalization can also be intetpdefrom this perspective.

In light of these propositions, the rest of thisyoter will focus on the following
guestions. First, comparing the Malaysian econgraréormance with Turkey, which
economy portrays a more dynamic growth path coupiéta faster structural change in
its sectoral composition? Second, what is the@bladustrial policy in creating the
differences in growth performance and structuraingjfe? Third, what are the trends in
terms of trade and what are the major factors geingrthese trends? Can they be partly
explained by the changes in technological-inter@itjnanufacturing activities
(benefiting from Schumpeterian rents)? Forth, hewhe growth performance affected by
technological composition of manufactured expoFith, what is the role of
technological efforts in attracting FDI, formatiohskills, R&D expenditures on
promoting technology-intensive activities and egoiogrowth? Sixth, how has the
liberalization of trade flows affected the relatiy@wth of exports vis-a-vis imports and

the net effect on balance of payments?
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6.3 Late-Industrialization in Turkey and Malaysia: Some Stylized Facts

In 1968, Malaysia’s per capita income ($1,084 &®@prices) was only half of
Turkey'’s per capita income ($2,038 at 2000 pricBsie to its rapid industrial
transformation, Malaysia caught up with Turkeyhe tate 1990s (Figure 6.2). In PPP
terms, its per capita income has exceeded Turkeytbe past decade (see Table 6.1).
Malaysia’s GDP grew at an average annual ratedop&c cent during 1981-1997, led by
a manufacturing sector that expanded at 12.3 per(call 1995: 759)In contrast,
Turkey’'s GDP, in contrast, grew on average at@o&b percent during the same time
period, and the expansion of the manufacturingoseeas also much slower. While the
Turkish and Malaysian economies have grown at amndtes since the 1998 Asian
Crisis, the rate of structural transformation hasrbmuch faster in the case of Malaysia,
whose share of manufacturing in GDP rose from Ydqmé in 1971 to 30 percent in
1993, while shares of traditional sectors (miningd agriculture) declined from 43 to 24
percent. These figures stand out when compardtetoase of Turkey, whose
manufacturing share increased from 16 percent i 18 21 percent in 1993, and the
traditional sectors’ share fell from 37 to 17 pertcEState Planning Organization, Turkey,
2010).

Massive structural transformation within the Malayseconomy is reflected in
rapid technological upgrading of its export compoai Figures 6.3a and 6.3b show the
technological composition of exports in Turkey analaysia respectively, over the
period of 1962 to 2006. The share of high-technplmgnufactures in Malaysian exports
has risen from almost nothing in 1962 to about &@ent in 2006, and that of primary

commodities has declined from 75 percent to leas ftD percent. In comparison, the
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Turkish exports are dominated by a large sharewdtechnology exports (mainly
textiles and garments), and the share of manufestith high technology content is less
than 10 percent. Section 5 will examine in grededail the recent trends in the
technology intensities of exports.

When examining the macroeconomic performances déejuand Malaysia in a
comparative perspective, Table 6.1 shows that M#adyas outperformed Turkey in a
number of indicators:

First, Malaysia has been much more successfutracting foreign direct
investment (FDI), partly due to its earlier expede with British colonial capital exports
to its resource-based industries, namely rubbegrd palm oil. The average share of
FDI in Malaysia’'s GDP was 2.2 per cent during tBéds, then increasing to 3.1 percent
in the 1970s and 4.6 percent until the East Astareacy crisis hit in 1998. Even after
the crisis, it has remained around 3.3 percent theepast decade. For the Turkish GDP,
on the other hand, the share of FDI has always tshar low—nhistorically it has been
less than 1 per cent and only exceeded that mankgdiine last decade.

Second, the share of exports in GDP is much hifgitevalaysia in all successive
periods due to its experience with export-orientetlistrialization prior to their
independence in 1957. Over the past decade, Malaydhare of exports to its GDP has
grown remarkably, reaching 114 percent, while maesfigure for Turkey was only 23
percent. The average annual percentage growthpofresxhas also been higher for
Malaysia than for Turkey.

Third, while the value of imports, as a percenG@fP, has been much higher in

Malaysia, the imports grew at a faster rate in &yrk'he rapid growth of imported
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commodities often caused current account defiegpecially during the late 1970s as the
workers’ remittances deteriorated. According teeredMF Economic Outlook reports,
Turkey has one of the highest shares of currerduataleficit relative to its GDP. This is
a major concern for maintaining economic stabgityce these deficits are financed by
short-term capital inflows that are very volatiledathat tend to fly out as the fragilities
increase, for example, during the financial credi€994. In contrast, Malaysia has run a
current account surplus at an average rate ofd&eent to its GDP, and it also instituted
capital controls during the financial crisis of 8%® maintain stability of its financial
sector. This contrasts with the experiences ofroflsean countries such as Korea and
Thailand, which practiced IMF-led austerity progsata recover from the crisis.

Fourth, another concern for the Turkish macroecaag@arformance is the rising
total debt service ratio. As a share of exportgaafds, services, and income, this ratio
has reached an average of 36 percent over thelpestie, whereas it is only 6 percent in
the case of Malaysia. As a share of the Turkish,@M total debt service rose from an
average of 6 percent over 1981-97 to 8.7 percanegshe year 1998. Malaysia has
reduced this ratio from 9.7 percent to 7.3 peroset the same time periods.

Fifth, Turkey has faced a relatively much highée raf inflation since the 1970s
compared to Malaysia, which had inherited a lowaitidn and fairly stable
macroeconomic dynamics from their previous Brisstonial period. Turkey’s
fluctuations in relative prices, due to high inftex, have been one of the reasons for the
reluctance of the manufacturing sector to invesbmg-term projects (Rodrik and
Aricanli 1990). With single-digit inflation on avage, Malaysia has been more successful

in sustaining price-stability.
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6.4 Industrial Policy in Turkey and Malaysia

Late industrialization in case of Turkey and Malaysas unfolded through
successive phases of industrial policies havingnsomcharacteristics but yet being very
distinct in their capacity to achieve competitivesién world markets. Although both
countries began industrializing earlier than th6as we will focus on the period
beginning with 1960s due to the difficulties witatd availability for the previous
periods. One can trace four phases of industrialdement considering the historical
experiences of Turkey and Malaysia:
0] Import-Substituting Industrialization (IS1): 195810 in Malaysia, 1954-1976 in
Turkey
(i) ISI Second Round and Exhaustion: 1971-1985 in Maday.977-1980 in Turkey
(i) Liberalization and Export-Oriented Industrializatid 986-1997 in Malaysia,
1981-2000 in Turkey

(iv)  Crisis Management: 1998-2008 in Malaysia, 2001-200Burkey

6.4.1 Import-Substituting Industrialization (1SI)

The first phase for Malaysia begins with gainindgpendence in 1957 and ends
with a drastic shift in industrial policies in 197This period involves a moderate degree
of protection for import-substituting activitiescameasures to attract foreign direct
investment (FDI) into export activities. In caselafrkey, a similar period of import-
substituting industrialization (IS1) has taken @awver the period 1954-197%In both

countries, the state played an active role in ptorganfrastructural development and

“ONote, however, that the first industrialization efforts in Turkey tolake during 1930-39. We
shall come back to this point in Section 6.4.1.3.
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nurturing the import-competing industries with gcive trade policies and tax
incentives. The main difference between the twatoes’ experiences over this period
was that the Malaysian industrial policies wereufsed on export promotion in resource-
based manufactured goods while Turkish industoéities were predominantly targeting
domestic market until the 1980s. The Malaysian stdal Development Authority
(MIDA), which was set up in the late 1960s to erdeexport growth, became a major
actor in encouraging electronics multinational cogtions (MNCSs) in the USA to shift
their production units to Malaysia. This was happegmluring the semiconductor
assembly boom in the developing countries and Pmga—Malaysia’s greatest role
model—was reaching out to the MNCs to upgradeattei-intensive assembly to more
complex activities. Having the same motivation, MIB efforts to attract electronics
MNCs became eventually successful partly due tegers fiscal incentives (due to the
rich tax base from resource-based sectors) andoaafale investment climate, as well as
an English speaking labor force that was well-gdiand disciplined. It was thanks to the
combination of these factors that Malaysia coulthtn on its high-technology export

growth path (Lall 1995, Jomo 2008).

6.4.1.1 Path Dependence: Colonial and Semi-Colonial Experiences

In contrast to the Malaysian development, Turkey iather set up an institution
to attract foreign investment nor promoted expotivdies to a degree that Malaysia has
done. One of the significant factors that indudezse different trajectories has been the
path-dependence. When Malaysia became independ28bv, it had already a
developed resource-based sector in exporting pseddm, rubber, and food, and this

sector was previously developed by the Britishatis$y its industrial raw material needs.
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This provided Malaysia with a strong taxable basedising government revenues to be
directed into other sectors. The Malaysian goventpeeserved the tradition of export-
orientation and welcoming attitude to foreign inees, but only strived to upgrade it
from low-skill, resource-based activities to mooglsisticated lines of production.
Turkish industrial efforts were also partially patépendent to follow previous
historical achievements. Despite being never @igicolonized, when Turkey was
founded in 1923 (after a brutal independence wamat)European powers after the
World War 1), it inherited a semi-colonial economstcucture from the defeated Ottoman
Empire: First, small industrial producers were dnwut by European competitors during
the course of the 1%century. Almost all of industrial goods were imigat and the only
export commodities consisted of raw materials. élih Ottoman Empire was self-
sufficient in textile products at the beginningtieé 19" century, a century later 80 to 90
% of its domestic consumption was obtained fromartgrd garments and textile
products. Secondly, and more importantly as arcatdr of semi-colonial status,
Ottoman Empire had accumulated a large amounttefread debt that it had increasing
difficulties to service. The lender countries fr&uarope, as a result, had begun to dictate
terms not only in economic decisions, but alsodlitigal and military realms with
growing sanctions for the Ottoman Empire. In shibet, newly-established Turkish state
took over an economically backward and dependedyative sector coupled with a
weak financial structure and a huge debt stockithnetd to pay over a short period of

time (Boratav 1988).
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6.4.1.2 Differences in Manufacturing Experiences before WWiII

Amsden classifies prewar manufacturing experientethree categories: pre-
modern, émigré, and colonial. Since it is basedmall-scale artisan handicrafts, the
Ottoman Empire’s experience falls into the firsteg@ry. Pre-modern manufacturing was
also seen in China, India, and Mexico, and wasmgést standing among all. Malaysia’s
experience, in contrast, arose from the know-hansferred by permanent or quasi-
permanent emigrants from China and India, and flissinto the émigré type of prewar
manufacturing together with Indonesia, Taiwan, &hdiland. Manufacturing industries
in Turkey and Latin America received also emigrdrasm North Atlantic countries, but
this type of émigré experience differed from Malaisand others’ experience since the
influence of foreign individuals was felt beforestarrival of foreign firms (Amsden
2001: 15). In case of Turkey, these individualsevaostly wealthy merchants who were
sometimes engaged in money-lending, but they wardiyrany entrepreneurs engaged in
industrial production. By contrast, in Malaysia,i@#se emigrants played an important
role in earlier forms of industrial organizatiomsexport and import processing.
Amsden’s third category, colonial prewar manufaoexperience, represents the
know-how emerging from formal colonial organizasastablished by the North Atlantic
countries (as in India) or by Japan (as in Koreawan).

The distinction between émigré and colonial expeegeallows Amsden to
differentiate the long-run technology strategie®aglate-comers—whether to “make”
or to “buy”. Those that invested heavily in natibfians and national skills—China,
India, Korea, and Taiwan—all had colonial manufaoy experience, whereas those that

had attracted foreign direct investment and were $b0 invest in advanced skills—
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Argentina, Brazil, Chile, Mexico, and Turkey—allchBlorth Atlantic émigré experience.
The reason behind this differentiation lies in tfa@sition to national-state formation.
While the previously-colonized countries couldhe postwar period nationalize,
expropriate, and acquire foreign-owned businessrpnses and seize “first-mover”
advantage in expanding industries with large ecoesmf scale, the countries with
North Atlantic émigré experience had no compardigeontinuity and the nascent
national enterprises were often crowded out by imatibnal firms (Amsden 2001: 16).
Note, however, that the Turkish case differed ftbmLatin American experience
since there was some discontinuity with the enthefindependence War and the
establishment of the Turkish Republic in 1923. WhiHierentiates the North Atlantic
émigré experience from the colonial one, in ounapi, is not that the existence of
foreign direct investmerger se but rather th@atureof that foreign direct investment.
Malaysia had also attracted large sums of FDI uf@énese émigré experience, and did
not carry-out a whole-scale nationalization of ¢xesting foreign enterprises. Yet, the
impact was mostly positive, especially in termsipfirading from resource-based
manufacturing to more complex activities such astebnics in the later periods. For
countries with North Atlantic émigré experiences firoblem was not simply the
existence of “a large stock of foreign direct inwesnt” and the crowding-out problem,
but rather the fact that the existing foreign calpitas employed either as merchant
capital, that is, for buying cheap and selling dei#inout engaging in production, or as
interest-bearing capital, that is, to lend moneyefarning interest on it. Thus, the
problem was the almost complete non-existenceatbfg-scale manufacturing activity

(see Boratav 1988 for the Turkish case). Amsdedstém underplay this factor (the
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absence of productive capital), focusing more endifferences between national and

foreign capital.

6.4.1.3 First Industrial Interventions in Turkey

The first industrial move of the Turkish state tqu&ce during the Great
Depression, when the imports of industrial commeslifrom developed countries came
to a halt. Under a significant degree of protectiod etatist policies, state economic
enterprises (SEEs) began to emerge as the maistiralenterprises. The major
industrial activities consisted of the productidrconsumer goods such as flour, sugar,
and garments, and industrial raw materials sugtoasand other metals. State took also
an active role in maritime transportation, munitgervices, and the energy sector.

In 1934, the First Five-Year Industrial Plan wasigeed to guide public
investments in strategic sectors. While some ofritiestment projects were completed
by 1938, others were interrupted by the Second dMMr* After the war, for the first
time in the history of the Turkish Republic a mydérty system was set up. The new
ruling party, the Democrat Party, implemented dcadtanges in economic policies
including a new external-orientation, the reductdprotective measures for the
domestic industry, and prioritizing investments&griculture, mining, and infrastructure.
As a result, imports grew by more than a 100% wéxgorts remained stagnant in
1947—which resulted in a large trade deficit fa fiist time since the foundation of the

Turkish Republic. The trade deficits took a chrdioien after 1947 as the share of the

*1 Turkey did not participate in this war. However, it has seen thative impacts of the war
through the significant reduction in export earnings and the postponemeatmdistrial
planning activities until the end of the war due to the rising share ihryiexpenditure in total
income.
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industry shrank from 15.2% to 13.4% from 1946 t62,9vhich made it increasingly
dependent on imported inputs. This situation camthuntil the limits of external
borrowing were reached and the consumer demandattjyin 1954. Under these
pressures, the Democrat Party shifted back to @ mratective set of polici&sand direct
public investments in SEES, encouraging import-swt®n. However, I1SI did not take
the form of a stable industrial plan until the 1860

Beginning in 1963, Turkey instituted three five-y@austrial plans with a focus
on promoting the production of chemicals, commefeidilizers, iron, steel and
metallurgy, paper, petroleum, cement, and vehias.tWhile the first of these plans
prioritized state initiatives and enterprises iartg the lead, the second and third
industrial plans gave the priority to private capaccumulation supported by subsidies
and incentives, limiting the role of the state terely support private enterprises. Over
the period 1962-1976, the SEEs became more activéarmediate goods sector while
the private enterprises took the lead in producmgsumer goods. Machinery production
was largely undertaken by SEEs, but it was noi@efft by any means, which led to
significant spending on imported machinery. Althbdigal goods industries’ share in
GDP rose over this ISI period, the dependence @oiitad inputs and investment goods
was not reduced—which tended to keep trade deftsficantly high as a share of

GDP. These deficits were financed either by extdsaerowing or workers’ remittances

*2 The import-controlling programs were established in 1958 and they ptapedable goods in
one of the three lists: the Liberalized List 1 (LL1), the Liberalizisti 2. (LL2), and the Quota
List (QL). Unless a good was included in one these lists, it was pexhiioi be imported. Tariff
rates tended to be the lowest for raw materials and intermediatethabdsere not domestically
produced, and highest for final goods that were domestically produced (Katireia 1995:
34). These restrictions remained intact until the trade libetializaf 1980 and the new Import
Program of 1983.
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(which increased over time and became the maircedbat balanced the current

account).

6.4.1.4 Early Attempts of Performance Requirements

Despite the targets in industrial plans for a largeease in exports and the
promotion of textile industry, there was only liedtachievement. One of the attempts of
the Turkish government in the 1960s was to proregperts by making them a condition
for capacity expansion by foreign firms. A Germaultmational, Mannesmann, formed
a joint venture with a Turkish development bankn8tbank, to produce steel pipes.
Both the Turkish and German managers recognizedhited urkish government was
constantly willing to assist the joint venture is operations. However, foreign investors
were worried about the condition that each capitadease could only take place with the
consent of the Turkish government. It became aigwrent policy to allow for a capital
increase by forcing companies to take on exportraiiments. Moreover, the
government placed the condition that any profm$fars had to be covered by export
earnings. However, the steel pipes produced bjotheventure could not yet compete at
world market prices and the export sales led tedsgFriedman and Beguin 1971: 209-
10). Hence, although the promotion standards sétdyurkish government resembled
significantly to the treatment of the Korean goveemt in terms of its monitoring and
disciplining big capital, the Turkish case wasitifd success—perhaps because it was
not maintained long enough to bear its fruits askes significant periods of time to
complete ‘technology transfer’; or because the gawent failed to subsidize the losses

from export sales.
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In the Malaysian case, in addition to the actigitod MIDA to attract eletrononics
MNCs from USA in the late 1960s, “the 1958 Pioneelustries Ordinance (P1O)
provided incentives and tariff protection for thevdlopment of import substituting
manufacturing. Firms enjoyed tariff protection dax relief depending on the level of
investment” (Li and Imm 2008: 83). However, the lerpentation of performance
requirements and guided promotion of exports hadtaoted until the small domestic
market began to show signs of saturation and tieeofeemployment creation proved to
be insufficient. Furthermore, the linkages betwdenexport sector and domestic import-
competing sectors were very few and weakly-develpprd only a few of these
domestic enterprises had the capacity to upgraatagalves to internationally

competitive levels (Lall 1995: 764).

6.4.2 1SI Second Round and Exhaustion

The second phase, 1971-85 for Malaysia and 197/@+8Durkey, represent a
second-round of ISI for Malaysia, and an exhaushibol®! for Turkey. It is possible to
say that Malaysia had a longer period of imports$itition, especially with the
government’s effort to build heavy industry in th@80s. By the time Turkey reached
1980s, it had pretty much exhausted its potentiapéirsuing import-substitution under a
highly-protected domestic market and the exponmtion strategies had not been
effective as in the case of Malaysia.

The second-round of ISI in Malaysia began by thed¢a of the New Economic
Policy (NEP) in 1971 as a response to the ethsitithances in 1969. The NEP sought
to improve the living standards béimiputeragindigenous Malays) by increasing their

employment in the domestic industries as workemsedsas owners of capital. The
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government’s most significant intervention in thexiod was to take over domestic
shares of foreign-owned plantations and import-cetimg enterprises, and to establish
state enterprises, which were later transferréddtay capitalists. The number of SEEs
increased substantially as these nationalizatiaimsed speed. Malay-owned enterprises,
whether big or small in scale, were strongly preferin government financing and
support. Moreover, employment and education quetas used as policy tools to

improve the labor participation rate of the Malapplation.

6.4.2.1 Heavy Industrialization in Malaysia and Turkey

Aside from the inter-ethnic redistribution takinigge during this period, there
were also significant industrial interventions itgprove the linkages between the MNC-
led export sector and the Malay enterprises tha¢ wegpanding under generous
government finance. The central initiative involviedhese interventions was the
establishment of the Heavy Industries Corporatiokalaysia (HICOM) in 1980. The
Malaysian government was imitating for the most ga& Korean drive for the Heavy
and Chemical Industry in the 1970s. Its primary®was the expansion of
manufacturing activities outside of the Free Tradaes (FTZs) and the improvement of
inter-industry linkages. Nevertheless, HICOM fatade losses since the mid-1980s and
several other state enterprises also displayedagssformance.

These weak performances are regarded by the profsookeneoliberal policies as
a costly failure and the modification of the gowvaants’ policies after 1985 are seen as a
refutation of Malaysian industrial policy at lar¢gee World Bank 1993). Lall and others
have argued that this view is largely “unwarrantbdtause “the design of the

interventions in Malaysia was not ideal, and sosdo® constitute a proper test for the
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effectiveness of industrial policy; and the peraer which effectiveness should be
assessed may need to be longer when complex Iggrocesses are involved” (Lall
1995). The design of these policies was not ideahbse “the NEP was addressed
primarily to redressing social imbalances and aadining world market
competitiveness in a new set of industrial aceatiHICOM and other state industrial
enterprises were set up to serve domestic markdtestablish local linkages, and there
was no systematic attempt to guide or monitor ttemihnological development process...
[unlike Korea]” (Lall 1995: 765). This point alspg@lies to the comparison between
Turkey and Malaysia because the design of intermesitvas also not ideal in Turkey,
and therefore, does not represent an appropristtéotethe effectiveness of industrial
policy in Turkey. Similar to Malaysia, the greatjordty of state enterprises in Turkey
targeted the domestic market and their technolbdeaelopment process was not guided
or monitored as in the case of Korea.

In Turkey, the same period of 1971-85 witnessedrthed Five-Year Industrial
Plan (1972-76), the exhaustion of inward-orienpgdtective, import-substituting
manufacturing (1977-79), and the launch of the #nomic liberalization program in
1980. The difference of the 70s import substitufrom the earlier periods was the
efforts of the government to create import-compgeitndustries that produced investment
goods and intermediate inputs. While the main imsént was the foreign trade regime,
the investments in “heavy industry” were mostlyiaghd through direct state
involvement in production. An additional incentifgg increasing investment began in
1968 with the issuance of “certificates of encoeragnt” to private enterprises by the

State Planning Organization. The investment prsjetigjible for these certificates
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enjoyed subsidized credits, tax breaks, and wet@fha exempt from customs duties.
However, the realization rates of these projectewather low, and there was no process
of guiding or monitoring after the certificates wessued. Furthermore, the government
provided substantial export subsidies to expottimgs since the early 1960s in order to
compensate for the overvalued exchange rate. ivetetsubsidies were also not effective
in many cases to upgrade domestic industries éonationally competitive levels (Erzan

1995).

6.4.2.2 Turkish Debt Crisis, 1977-79

During the last few years of 1970s, the recessjopeessures in the world-
economy were severely felt in Turkey. As exportslfg $ 200 million from 1976 to
1977, imports still continued to rise by $ 660 roill and export/import ratio declined to
30 %. Consequently, trade deficit was over $ 4duill The workers’ remittances, which
were financing a large part of this deficit in §atB70s, were adversely affected by the
overvaluation of the currency and the austeritygpams that were implemented in
Europe after the first oil shock. To finance thereasing current account deficits, the
Turkish government came up with a plan to provixishange-rate guarantee to the
Turkish firms accumulating short-term debts frontdpean banks. This form of
subsidized foreign financing became increasingbtlgas the currency became
progressively overvalued. By mid-1977, foreign tardfused to lend any further, which
created a severe liquidity crises in Turkey (Roamikl Aricanli 1990: 1344). This period
also corresponds to escalating civil unrest andipal tensions in the parliament. It came
to an end by a military coup in Septembef, 12980 and the military government

implemented a far-reaching stabilization progrardeurthe guidance of the IMF.
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6.4.2.3 Comparison of ISI Experiences

Before getting into the details of this programwill be useful to compare the
Malaysian ISI experience with the Turkish one.

First, Malaysia did not encounter the balance ghpents problem to the degree
that it was faced in Turkey, for two reasons: (al&ysia had relatively strong market
positions in tin, rubber, and palm oil, and prondaits export-oriented industries
effectively so that its export growth never lagged much behind its import growth; and
(i) the import-competing industries were more ®ssful in building backward linkages
and deepening ISl into the second-round of interatedind investment goods sectors.
The second reason is at least as important agsherie because the protected infant
industries in final goods sector can become matnhgin the presence of local suppliers
of the inputs required. In case of Turkey, althostgtie enterprises were actively engaged
in intermediate goods production, they have oftadelosses due to inadequate know-
how and imperfections in knowledge transfers. Bathaps more importantly, they were
not given enough time to absorb complex organimatiand production technologies. By
contrast, Malaysia had an additional five yearkSv{1980-85), substantially investing in
its heavy industry drive through state-owned emiseg. Turkey could not afford waiting
longer due to its rising trade deficit that wasdmatg increasingly unsustainable.

Second, as a more general point, the divergengsoimth paths is to a great
extent influenced by the comparative strength efNfalaysian trade and fiscal positions,
both of which reflect structural differences inamational specialization patterns and

their impact on tax base as compared to Turkidhis iE an exogenous difference that is
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path-dependent and structural and thus, cannacheeed to relative effectiveness or
strength of economic policies implemented.

Third, both the Turkish and Malaysian interventiovexe carried out by public
sector enterprises with ‘soft budgets’, lackingrahal learning basis for effectively
using new production technologies. This aspectrastd significantly with other Asian
latecomers such as Korea, whose drive for machiaedychemical industries were
undertaken by giant private conglomerates ¢teebo) with an already strong and
diverse production base and an already interndtioo@mpetitive export performandé.
Nonetheless, while the Malaysian enterprises weaceessfully restructured and gained
such capabilities through being subject to perferteaequirements in the late-1980s, the
Turkish counterparts have only been privatizedfarahcially encouraged through
subsidies, tax incentives, etc.—but they were lyardinitored for their performance,
which has not improved to desired levels. Thug,vail explain in the next section in
detail, the Turkish manufacturing experience ddteconsiderably from successful East
Asian latecomers in one respect: Turkish stateddib develop institutions that could
provide guidance and monitoring to the manufactuenterprises for enabling them to
compete at world market prices.

Fourth, neither the Turkish nor the Malaysian iridabkpolicies were supported
by supply-side measures to ensure sufficient deweémt of skills or technology support.
Despite having good basic educational institutitwsh countries had a relatively small
share of technical education provided at the lefeiniversity or vocational institutions.

This was certainly a large constraint to industdgrading as the high-level technical

*3 Note that Taiwanese industrialization was driven largely by ssnalk firms. Thus, the large
scale enterprises were not uniformly true for all East Asiandaters.

175



and engineering skills were not well-developedllatvat, both countries have placed
significant measures to improve skill development#iMalaysia has been more
successful in creating a large pool of well-traitechnicians and engineers compared to
Turkey. Moreover, during import-substitution phaseth countries were short of an
effective system for the development of industigghnology. Without such a system, it
was rather difficult to establish linkages requitegberform better. This factor also
differs significantly from first-tier NICs such &orea, where its industrial deepening
was backed up by supply-side measures and thigdtasnpanied interventions in
industrial development.

Fifth, neither the Turkish nor the Malaysian goveamts had a clear-cut,
selectionstrategy for identifying and rigorously supportikey industrial sectors during
the import-substituting industrialization procegbe Turkish interventions especially
suffered from lacking a coherent strategy as a@ilse—the agriculture, the import-
competing sector, the export-oriented sector, éneice sector—were tried to be
supported all at once. Rodrik argues that the gowents had indeed “good intentions”,
yet a policy supporting agriculture often hurt théustry, or policies supporting import-
competing sectors were detrimental to the perfooaaf exporting enterprises. Thus, to
target all sectors at the same time amounts tetiaggnone of them (Rodrik 1995).
Malaysian ISI experience was similar to the Turlaale in this sense since selective

industrial strategies began to be implemented aftgr 1985.

6.4.3 Liberalization and Export-Oriented Industrialization
The third phase, 1985-1997 for Malaysia and 198WtZ0r Turkey, follows the

recessions of the previous period and represemidieal turn towards opening up to the
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world markets and promoting export-orientationratrecreasing scale. The Malaysian
government instituted measures to privatize anauetsire state enterprises and started
to implement a new set of incentives to attract MN®ith the Investments Act of 1986,
the requirements for local share-holdings of thd°N¥ere relaxed and more generous
investment incentives for the manufacturing seatere offered. Moreover, the value of
the Malaysian ringgit declined (by 7% against ti dibllar and by 20% against SDRS)
and this nominal devaluation was reflected by aetactive exchange rate decline of
about 20% in 1986. In the meantime, most of the Bamn currencies’ value rose
relative to the US dollar, raising comparative prcitbn costs. As a result of these
developments, Malaysia began to receive an incgeafiew of FDI with rising
importance from the East Asian countries includiiagvan, Hong Kong, and Japan. The
growth of FDI flows in this period is also attrileat to the lower real wage costs (due to
high unemployment rates over the mid-1980s) anchévelabor laws that weakened
workers’ bargaining position and increased labexiBility (Jomo 2008: 15).

Although similar downward trends in real wages archange rates are also
observed in Turkey (due to massive nominal devalnand anti-labor laws passed after
the 1980’s stabilization program), the responselifflows has been quite stagnant.
There has been an increase in the number of imgefston 100 in 1980 to 610 in 1986.
However, FDI has predominantly been concentratédreign trade financing and
investment banking—areas where foreign investodsahelear advantage over domestic
ones. The banking sector was receiving 4% of foreigestment in 1979, but this figure
rose to 20% in 1986 (Rodrik and Aricanli 1990: 134he contribution of FDI flows to

manufacturing activity has been very disappointegpecially considering the
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liberalization efforts (simplification of the apal process, reductions in bureaucratic
impediments, etc.) that took place. It has beesnadtrgued that foreign investors doubt
the long-term existence of reforms and the stgtulitthe financial system. Overall
macroeconomic instability appears to be an impoxtancern given the high rates of
inflation, interest, and exchange rate depreciatmiitical instability, of course, is
another factor that keeps FDI in real sectorsikadbt low.

Apart from the differences in the flows of foreigivestment, the Turkish case
differs from the Malaysian industrialization inshperiod by the absence of a more
selective strategy in its industrial policy design1985, the Malaysian government
replaced the NEP with the New Development PolicRIN, which was much more
similar to the industrial policies adopted by otBast Asian NICs. The capabilities and
requirements of the manufacturing activities wegrgematically analyzed, which formed
the basis of the Industrial Master Plan (IMP) frd886 to 1995. The emphasis of this
plan was to develop a more selective strategy tiagyautomated manufacturing,
microelectronics, advanced materials, biotechnglagd information technology (Lall
1995: 767). These targeted sectors were promot@avbgtments in education, training,

technical support, finance, and quality improvement

6.4.3.1 Selective Import Protection and the ‘Flying Geese’ effect in Malaysi

Import protection in Malaysia became merdective While tariff protection was
reduced to an average of 20 percerfgnt industry protection was preseryéar
example, in case of light aircraft production ie fublic sector. It is important to stress
this point because it constitutes a major diffeeecempared to the more comprehensive

elimination of import protection in Turkey. Moreaye technology plan formed the core
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of IMP, improving the infrastructure of science aadhnology institutions and inducing
R&D expenditures in private enterprises. The reaaiged public enterprises kept their
significant role in industries requiring large ist@ents that have long gestation periods,
such as automotive, petrochemical, iron and séeel,cement. Selective strategies
showed themselves also in the regulation of expoented MNCs. MIDA provided
incentives to direct FDI into higher-value addetiaites and higher-technology
processes, replicating the experience of Singaptowever, unlike Singapore, Malaysia
began to use incentives for increasing local cantesreign suppliers in FTZs were
denied their full privileges and started to betedaas local firms. Malaysian government
also attempted to direct the investments into lab@nsive activities from Penang into
Johor, by building a ‘growth triangle’ with Singacand Indonesia (Lall 1995: 767).
These changes in Malaysian industrial policy weeepanied by high growth
rates in exports and national income. However, nai¢his strong performance is
attributed to the attraction of the MNCs to the neeentive structure and the rising costs
of production in the other East Asian countries(d®008: 16). Thus, being part of the
“East Asian” area constitutes another structuretidiafavoring Malaysia. These regional
dynamics reflect the ‘flying geese’ effect: as protion costs rise over time in mature
developing countries, companies migrate to lowest-pooducers in search for higher
profit rates for the same working capital. Migratiof Korean and Taiwanese firms to
Malaysia is a case in point for the flying geededf In the meantime, Malaysia
succeeded in ‘maturing’ some of its import-substig industries as these firms
developed technological and managerial capabilities time and began to compete in

external markets.
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6.4.3.2 Non-selective Export Promotion in Turkey

In comparison, the reform package in Turkey wasigalesigned to put the
economy on an outward-oriented course and promxgereindustries as the main
engine of growth. This promotion strategy, howedé, not take &electivecharacter as
in the Malaysian case. Its basic instruments ctetisf a large nominal devaluation (that
led to a sizable real depreciation of 50% from 18/9987) and a generous program of
export subsidies composed of tax rebates, expeditst and foreign currency retention.
While currency depreciation made exporting firmsencompetitive, the export subsidies
were dispersed across the sectors without muchttaggbased on the dynamic
comparative advantages. There was only one clpasiynoted sector, textiles and
clothing, which has received an increasing numib@nestment incentives over this
period (Erzan 1995: 94). Thus, while the impadhef export incentives on the apparent
export boom of the early 1980s is obvious, theframatribution to capacity building has
been disappointing. After capital account liberaian in 1989, there were massive
capital inflows in 1989 and 1990 and the Turkisa &ppreciated substantially. This
appreciation led to a fall in profit margins of exporiented firms. Although export
volume did not decline, its high levels are atttédzlito the export subsidies received. In
other words, without export subsidies in placgyauld be very difficult for these firms
to compete at world market prices. What is moragj®inting, however, is the fact that
private investment in tradables has been stagBapbrting firms relied for the most part

on existing capacity (Rodrik and Aricanli 1990: T34
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6.4.3.3 Non-selective Import Protection in Turkey

The Turkish strategy in trade liberalization haalot been selective in its
targeting. The main policy tool in controlling fage trade—quantitative restrictions (or
non-tariff barriers (NTBs))—was abolished with thew Import Program in 1984. This
program specified which commodities could not bponted, and which commodities
were subject to license. Under the previous sysédinspmmodities that were not listed
in the ‘liberalized lists’ were prohibited. The némport Program, therefore, constitutes
a shift from the ‘positive list’ to the ‘negativist’ and reduces the role of non-tariff
barriers significantly. However, this amounted mocaerall reduction of NTBs without
reserving some degree of protection for the exgstifant industries. There was some
adjustment of import tariffs upwards and some sgpegiport levies were imposed to
finance extra-budgetary funds. In 1985-6, the regleriff rates were on capital goods
(20.8%), relatively lower rates were on non-durai@esumer goods (8.2%), and the
lowest rates on intermediate goods (7.0%) (Katgicid 995: 35). These measures,
however, were far from replacing the protectiveerol the quantitative restrictions and
the competition in domestic markets became mucltenmdense. Moreover, starting in
1988, these tariff rates declined across all comiyggoups as part of Turkey’s tariff

harmonization efforts with the European Union.

6.4.3.4 Capital Account Liberalization in Turkey

Turkey liberalized its capital account in 1989. S hecame a policy maneuver
paving the way for liquidity injection into the dastic economy in the form of short-
term foreign capital, i.e. flows of “hot money”. @se capital inflows served a double-

purpose: to finance the growing public sector exitenes and to cheapen the cost of
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imports by providing cheaper short-term credit.sTjpolicy was thus an attempt to offset
the twin structural weaknesses, of trade and fideftits. As a result, the lower cost of
imported intermediates provided another stimulugfowth over the period 1990-1994
(Yeldan 2006: 1999).

Despite the advantages of lower costs, howeveratarinvestment in
manufacturing—domestic and foreign—has on the whekn stagnant after the 1980s.
By increasing the instability of the financial secand raising the interest rates on credit
beyond reasonable levels, capital account libextin has been partly responsible for
this stagnanc¥’. High inflation rates also contributed to damperestment levels by
creating uncertainty due to the fluctuations itige price levels. The high rate of real
depreciation coupled with high relative tariffs hasreased the cost of capital goods.
Although overall investment incentives increaseolssantially, the share of
manufacturing sector has declined (from 75% to 6%Mf1980 to 1988) at the expense of
the service sectdr(Senses and Taymaz 2003: 4). All these factonsced by the policy
reforms after the 1980s generated major weaknassles Turkish manufacturing sector
in terms of a low saving and investment rate, iaseel short-sightedness, and unable to
stimulate the future growth of the economy. Anayegree that the success of the export

sector in expanding exports in the early 1980s ages significantly to the

* The idea behind capital account liberalization was the opposite: éo tha cost of credit by
having access to cheap sources of foreign borrowing. However, the cost ofibgrreseased
tremendously with the rise of interest rates due mostly to increpsedlative activity related to
arbitrage earnings that attracted inflows of short-term capital.

5 Housing and tourism were the two highly-promoted service sectorsenxgiag a remarkable
private investment activity.
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“accumulation of industrial capacity in the earlpariod” (Rodrik and Aricanli 1990,

Boratav 1988, Senses and Taymaz 2003).

6.4.4 Crisis Management

The fourth phase, 1998-onwards for Malaysia and.a@f@wards for Turkey,
begins with the spread of the East Asian currenisgs to Malaysia and with a few years
delay to Turkey. Its distinct characteristic hasrbéhe abandonment of the
industrialization strategy due to the exigenciesrafis management. The crisis has been
managed through the implementation of capital @&in Malaysia, while Turkey
resorted to another IMF-led stabilization plan. pesdifferences in the forms of crisis
management, both countries seem to prioritize theagement of the financial system at
the expense of the manufacturing sector (Jomo 28&ises and Taymaz 2003).

Management of the Asian financial crisis of 1997d#&red significantly among
the worst affected economies in the region. Whheailknd, South Korea and Indonesia
responded by calling in the IMF and embarking orf-{tlesigned programs to secure
emergency credit flows from the IMF, Malaysia waser in serious need of IMF credit
facilities due to its lower levels of foreign delrtd stricter central bank prudential
regulation. Unlike Thailand, South Korea and Indonae-which committed to float their
exchange rates, raise interest rates, constraial Bpending, liberalize their financial
markets opening to foreigners, close troubled baakd implement other conditions to
secure financial assistance from the IMF, Malaystk a very different path. The
Malaysian authorities decided to impose comprelkensintrols on capital-account
transactions, fix the exchange rate at RM3.80 &% (& 10 per cent appreciation),

reduce interest rates, and follow a policy of tafla These policy changes were
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undertaken during the summer of 1998 as the fimhodsis was deepening in Malaysia
compared to other affected countries.

There is some controversy on whether the implentientaf capital controls
produced a faster recovery from the economic caista better economic performance
than would have been possible in its absence. $@ave shown using econometrics that
the capital controls have “produced faster recovamaller declines in employment and
real wages, and more rapid turnaround in the steaket” (Rodrik and Kaplan 2001).
Opponents of capital controls disputed these cléddasnbush 2000), arguing that South
Korea, Thailand, and Indonesia had positive grawates beginning in the first quarter of
1999, whereas the Malaysian recovery took off lat¢he second quarter. There is also
an argument in between these two poles, which stggfeat “the nature of the
experiences do not allow strong analytical or gotionclusions to be drawn” (Jomo
2001: 13)—due to strong differences in the pretcnsgulation schemes and exposure to
foreign borrowing. Malaysia could preserve a strpngdential regulation that was
designed as a response to its late 1980s-crisite wthner countries deregulated their
financial systems much more. This was importantMataysia’s successful
implementation of transparent capital controls,alhwould have been harder to
undertake in more financially-liberalized econonoéSouth Korea, Thailand, and
Indonesia. Moreover, the recovery in Malaysia wae accompanied by Keynesian
reflationary efforts and favorable external corudis, most notably the electronics boom.
Hence, it is unreasonable to attribute the sucakskments of crisis management

merely to the imposition of capital controls.
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Compared to Malaysia, Turkey’s crisis managemesdgimbles to the experiences
of more financially-liberalized economies of Sotibrea, Thailand, and Indonesia.
Turkey was forced to call in the IMF and undertd{4&-designed programs to cope with
its financial crisis in 2000-2001. Unlike Malaysits, banking regulation system was very
weak and the indebtedness to foreign banks wasrrhthh—which made the
implementation of such capital controls ratheridifit, even though several critics have
argued that capital controls are necessary fomtweagement of Turkish financial system
(Akyuz and Boratav 2003)

A greater concern in the long-term is the changaemature of bank loan
portfolios. The Malaysian banks increased theidieg for residential property loans and
raised their limits in purchases of shares. Theseldpments took place at the expense
of loans for productive purposes, especially in afacturing, but agriculture and mining
as well. Given the declining trend in FDI inflowiase 1996, the redirection of bank
loans away from productive sectors would restrau@stments in the real sector
substantially (Jomo 2001). Moreover, the emphasithe official development policy on
attracting high value-added investments and moumthe technological ladder is
suspended after the crisis. Economic policy becalirebout managing the crisis and
stabilizing the economy, and much less about gfi@nd long-sighted industrial
policies. Human resource development, in particwantinued to lag behind first-tier
NICs after the Asian financial crisis.

The post-crisis developments in Turkey resembleddhn Malaysia with its
neglect of long-term priorities in high productiihigh technology investments.

Monetary policy was tightened and the IMF-desigméi@tion-targeting programs were
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implemented. While inflation rate was kept at lowigures, the contractionary effects of
tight monetary policy were reflected in very highies of unemployment, economic
expansion did not create new jobs, and the bamggpower of workers deteriorated
further resulting in declining real wages (Yeldd08, Senses and Taymaz 2003). These
trends and their relationship to terms of trade emoents will be analyzed in the next

section.

6.5 Export Performance: Turkey, Malaysia, and other NIEs

6.5.1 Growth of Manufactured Exports

This section will consider Turkey’s export perfommga and structures in
comparison to Malaysia and other newly industriaizconomies (NIEs). Table 6.2
indicates the values and growth rates of manufadtakports for 13 leading developing
countries. The largest exporter is China, with @,dlion of manufactured exports in
2008, followed by Korea and Mexico with about 330dn and 208 billion respectively.
The smallest ones are Argentina and Indonesia;ejugknext with 101 billion. The
fastest growing exporters over the 1980-2008 paredChina, Thailand, Mexico each
with over 14 percent annual growth, followed by Kay and Indonesia (see Table 6.3).
The slowest growing are Hong Kong, Brazil and Atgen It is important to notice that
the 13 countries listed in Table 6.2 account farhye80% of the developing countries’
total manufactured exports in 2005. The analysisxpbrt patterns from developing
countries thus eventually amounts to explainingtvdnzes exports from these few

NIEs.
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The growth rates of Turkey's manufactured exporsenparticularly high in the
early 1980s, but they slowed down after mid-19894997-98, when world trade
growth fell dramatically as a result of economiises in NIEs and in Russian Federation,
Turkey's export performance suffered significanilg,growth declining from 10.5% in
1990-95 to 6.8% in 1995-2000. On the other hamatesthe year 2000, Turkey’s
manufactured exports have been accelerating atraimabrate of more than 21 per cent
(Table 6.3). In contrast, Malaysia’s manufacturepogts seem to have slowed down

especially in the last few years.

6.5.2 Technological Composition of Manufactured Exports

Table 6.4 shows the technological structure of espdurkey has the weakest
structure of the group—having only 3.8 per cent®manufactured exports in high-
technology products. 45 per cent of Turkey’s mactufi'ed exports are accounted for by
low-technology (LT) products and 3.2 per cent Isorece-based (RB) products. The
sum of medium technology (MT) and high-technologyf Y products contribute 51.4%
of its exports. This is a very low figure compatedvalaysia, whose 74 per cent of
exports consist of MT and HT products. Even Chdespite its specialization in labor-
intensive LT exports, has been shifting to prodaiceuch higher share of medium- and
high-technology products, and its proportion of pféducts has slightly outweighed that
of LT share in 2008.

The export structure of Turkey is not only techigidally weak, but also
relatively stagnant. Over the period 1985-2008 t¢i@ share of HT and MT products
has risen by 26.9 percentage points, a tiny riskarshare of HT largely complemented

by the rise in that of MT products (Table 6.4).n&ltigh the rise in the share of MT
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products in Turkey has been remarkable since 19p&ales in comparison to the extent
and speed of structural change in Malaysia and ®iles. Given the rapid
transformations in the structure of world trade anohg importance of products with
higher technology content, Turkey’s structural s&tgpn is a major problem that needs
to be addressed. Table 6.5 provides the valuegm@anwdh rates of each category of
exports for these countries.

Considering the whole period from 1985 to 200&§)l&#%.5 shows that Turkey
has its highest growth rates in exports of HT potsluHowever, this high rate is only an
indicator of its small beginning level. In absolteéems, its high-tech exports in 2008 are
a small proportion (3-4%) of those from Singapéteng Kong, and Korea, and only
about 1% of China’s. Apart from that, the highestrall growth comes from MT
products, whose growth rate began to exceed LTustsdespecially since the late-1990s.
This provides evidence for a significant structuf@nge towards products with higher
technological content—from LT towards MT producti®wever, the tiny share of HT
products in total exports and the slowdown in tigeawth rates since 1995 continues to
pose significant challenges for the dynamic tramsédion of Turkey’s export structure.
In short, the figures in Table 6.5 suggest a réegstructural problem in Turkey’s
exports, with a dominance of LT and MT products amll evidence of an ability to
shift to more dynamic HT products.

One of the problems with having a high share aflechnology products in
Turkish exports is that most of these productdextles and garments—whose
international markets are becoming increasingly @etitive due to East Asian new-

comers. Turkey is considerably a high-wage coutmpared to countries such as
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China, India, Indonesia, and Philippines. Gives ttost-disadvantage, the Turkish textile
industry has been investing in equipment, quafitgrovements, and design capabilities.
However, Asian textile firms have also upgradedrtbeductive capacity and invested
in such capabilities. It remains to be seen ifthekish exporters will be able to establish
a reputation of quality and retain their marketrebaespecially in Europe.

Malaysian HT exports tended to grow at a slowtr darring the late 1990s and
early 2000s, particularly due to the Asian curreagsis in 1998. However, despite being
lower compared to the previous period, the growatk of HT products’ exports was
higher than goods with lower technological contarer the period 1995-2008. These
exports also form the major stimulating force ia Malaysian economy that relies
significantly on the performance of export-oriendNCs. These companies began to
invest in local content, which involves large swalsts and makes it harder for the
productive activities of MNCs to be “footloose”. pat another way, the local content
investment ties the export-oriented MNCs to theihgsountry and encourages them to
upgrade their exports to remain competitive in @anarkets.

If Turkey desires to mobilize itself to competeaiivanced export activities in the
Malaysian fashion, it has to upgrade its domedgtiividies in more sophisticated
technologies to global levels of efficiency. Suchupgrading requires a significant
degree of technological learning. Although the s instruments of industrial policy
to promote such learning are no longer applicabtieuthe new global agreements, there
are yet other tools of policy that could be calgfdesigned to encourage and stimulate

the process of technological learning to competecatd market prices. The next section
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examines these instruments and their relative @fatess focusing on Turkey and

Malaysia.

6.5.3 Structural Change in Manufacturing Sector, Export Performance, and the
Terms of Trade

6.5.3.1 Impact of the Share of High-Technology Exports on Export Performance
and Economic Growth

The brief theoretical review in Section 6.2 praddus with three testable
propositions: (i) Manufacturing activities with idgproduct or process innovation enjoy
faster growth of demand compared to technologictignant activities; (ii) Technology-
intensive manufacturing activities are less susbkgpto entry by rival producers
compared to activities with low technological cont€iii) Structural change involving
higher shares of high-technology manufacturing petion allows higher rates of
growth. In order to asses whether the empiricadl@we gives support to these
propositions, we use indicators of technologictmsity of export structures and plot
them against indicators of international competitiess and export dynamism. This
provides suggestive evidence in favor of thesdioglships.

The share of high-technology exports in total eigOXtechi/Xi) is an indicator
of technological intensity of the specializatioritpen. In Figure 6.4 this indicator is
plotted against a measure of international competiess—the country’s share in total
world exports—for Turkey and Malaysia between 1868 2008. The dark line
represents the path followed by Malaysia and & lbne represents that of Turkey. We
expect that a country can capture a larger shan®dfl markets if it increases its

specialization in high-technology manufactures vehosrkets pose higher barriers to
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entry and grow at a faster rate (the first two pfions). Figure 6.4 shows that there is a
strong positive association between the technaddgitensity of the export structure and
international competitiveness measured by marlkatesh The Pearson correlation
coefficient between the two indicators is 0.91tfer two countries, which is highly
significant. It also illustrates that Turkey remednin the lower corner of the technology
intensity-market share space, exhibiting a smaltesiof high-technology exports coupled
with a small rate of participation in world markelts contrast, while Malaysia started
from a similar position to Turkey in the early 186¢he technological upgrading of her
export structure allowed her to reach the uppeaneof the technology intensity-market
share space in the first decade of twenty-firstuogn

Figure 6.5 and Figure 6.6 plot the growth ratéhefshare of high-technology
exports in total exports against the growth ratasanufactured exports and of export
share in world markets for the leading exportersiahufactured goods (Hong Kong,
Singapore, Thailand, Korea, Indonesia, China, In8liazil, Mexico, Argentina, Turkey,
and Malaysia) over the period 1962-2008.

Two results emerge from Figure 6.5. First, cousttieat had higher rates of
technological upgrading experienced higher rategaivth in their total manufactured
exports. The correlation coefficient between higbhhology share exports and the value
total manufactured exports is 0.30, and the caragiaoefficient between the former and
the log of the latter is 0.60 (Table 6.6). Secawije Turkey has experienced a relatively
high rate of export growth along with a relativedyer rate of technological upgrading,

the opposite is true for Malaysia. Given that higtag¢es of technological efforts at any
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point in time yield higher rates of expansion inrexdynamic sectors, the prospects for
future growth of manufactured exports is brightarMalaysia compared to Turkéy.

Figure 6.6 shows that countries that raised thgin-technology export shares in
1962-2008 also tended to capture a larger shan@dl export markets than the average
in the same period. Korea, China, Malaysia, andldihé cover the upper corner with
successful structural transformation and expoffioperance, while Turkey, India, and
Latin American countries occupy the lower corneFigfure 6.6.

Furthermore, it is seen from Figure 6.7 that thentries that remained
competitive in world markets over the period 1962 were also the ones that attained
higher rates of income growth in per capita terimskey performed only slightly better
than Argentina, Brazil, and Mexico in terms of &sing the average income level of its
citizens. All Asian countries achieved to raisarth@erage income levels at a faster rate
due to rapid transformation in their export struettowards manufactured commodities
with greater technological content. Malaysia cdudwe performed even better than it did

given the high rate of growth in its high-technolaare of manufactured exports.

6.5.3.2 Structural Changes in Manufacturing and the Terms of Trade Trends

Let us now consider how the patterns of structcinahge in productive sectors
influence the trends in terms of trade for Malaysia Turkey. As we have mentioned in
the beginning, we expect that the rapid transfoionatf Malaysian exports into
manufactured goods with higher technological cantas generated an upward

movement in relative export prices and a massipasion in the volume of these high-

“** The relatively high rate of growth of manufactured exports in Tuikattributable to the
growth of its low- and middle-technology industries, which have so far beeinitireg export
sectors.
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tech exports. Figure 6.8 displays the evolutionetfbarter terms of trade vis-a-vis the
rise in share of high-tech exports in total expéstdMalaysia from 1962 to 2007. It is
possible to see a parallel upward movement towlend of ISI period and the
beginnings of the export-led growth in late 1970d aarly 1980s.

The parallel movement is even more apparent itrémels of income terms of
trade and the share of high-tech exports seen Figore 6.9. This means that rising
relative prices of Malaysian exports accompanisishgi volume of exports that resulted
in a steep rise in her income terms of trade,adtlan part because of rising shares of
high-technology manufactured goods in its totalogtg The Pearson correlation
coefficients for terms of trade indices and higthteology export shares are 0.79 for net
barter and 0.91 for income terms of trade, whighaghly significant.

As we described in great detail in the previougises, Malaysia has been very
successful in attracting multinational corporatiomglectronics manufacturing from the
US and mature Asian economies during the boomeictreinics demand worldwide.
This has played a very significant role in its tealogical upgrading and future prospects
of economic growth. It has also benefited fromrdagional structural factors as we
explained under the “flying geese” effect in the\pous section. Thus, it was a
combination of internal factors such as a guidetinelogical effort to attract FDI in
high-technology sectors along with favorable exéfactors such as a good trade and
fiscal position initially and following movement other Asian firms into Malaysia that
provided a positive cumulative causation mecharistween industrialization and

economic growth.
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Turkey, on the other hand, experienced a downwartdltin its net barter terms of
trade for most of the period over 1962-2007 andstiae of its high-technology
manufactured exports was significantly low througiihis period (see Figure 6.10). We
expect the specialization in low technology-intgesnanufactures to generate a
tendency for the relative export prices to detatidover time and a much lower rate of
growth in the volume of exports (that is, a modes in income terms of trade). The
very low levels of high-tech export share indicduat the overwhelming majority of
Turkish manufactured exports are low or mediumnetdgy-intensive (also shown from
Table 6.4). Due to high levels of competition iedk types of manufactures, the relative
prices tend to deteriorate over time (UNCTAD 20@&hce 1994 Customs Union with
European Union, the net barter terms of trade dedl|L4 percent over 1994-2007. The
collapse in Turkey’s net barter terms of trade9i@ds is primarily due to the rising prices
of oil—which is a net import commodity for Turkey-tidng the oil price shocks of 1973
and 1979.

Figure 6.11 provides evidence for a positive retahip between Turkey’s
income terms of trade and high-technology expateshrHowever, most of the gains in
export volume since 1980s has been a product axpansion in low-technology and
(later) middle-technology exports. The relativedwlshares of high-technology exports
account for the much lower rate of growth in incalerens of trade in Turkey in
comparison to the massive expansion in Malaysieonre terms of trade. Table 6.8
displays the Pearson correlation coefficients BN, ITT, and HST for Turkey. While

ITT is strongly positively correlated to HTS, NBTd negatively correlated to HTS.
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We also expect that higher rates of unemploymemurkey to create a tendency
for keeping real wages lower, and thus, resultmigwer relative prices of exports of
Turkey. Inversely, we expect that the lower ratesnemployment in Malaysia will tend
to push real wages upwards, which would be refteicteising net barter terms of trade
for Malaysia. In order to asses whether empirigadence supports this view, we provide
the evolution of real wages in manufacturing sedtee rate of unemployment, and the
net barter terms of trade for Turkey and Malaysi&igures 6.12 and 6.13, respectively.

Figure 6.12 shows that the rise in the rate of ysleyment’ after 1996
significantly lowered the collective bargaining paveof workers and lowered real wages,
which was also reflected in an overall declinesimts of trade since the late-1990s.
Table 6.9 provides the correlation coefficientstfagse variables. Net barter terms of
trade for Turkey is positively correlated with reages (0.51) and negatively correlated
with the unemployment rate (-0.40), as we had presty expected.

Figure 6.13 illustrates the trends in manufacturgsy wages, unemployment
rates, and the net barter terms of trade (NBTTMalaysia. It is seen that during the
steep rise in NBTT in mid-1980s unemployment rads wapidly declining and real
wages were soaring. Table 6.10 shows that thelabae coefficient of NBTT with
unemployment rate was significantly negative (- &&d with real wages significantly
positive (0.72), supporting our observation frorgUfe 6.13. These correlations are

stronger in case of Malaysia compared to Turkey.

*" The highest rise in unemployment rate took place during the 2001 Currency Crisis and
unemployment rate remained high since the crisis.
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6.6 Instruments of Export Upgrading and Competitiveness

Theorists of technological learning and capabgitiave emphasized three sets of
factors that might enhance or undermine the pateaofing in a late-industrializing
country: the incentive framework, the factor maskeind institutions (see, for example,
Lall 1992). Considering the first one, one can arthat Turkey has developed economic
incentives conducive to raising overall productivifostering the manufacturing industry
under a regime of import-substitution relying oatstprotection, ownership, and
interventions, Turkey has implemented a liberalgyolegime since the 1980s. This has
mainly been accomplished through lowering tradeiéa; abolishing all NTBs,
systematizing and reducing tariff rates, and entgai free trade agreement with the
European Union since 1994. The Turkish governmisotr@structured its tax incentives
and preferential credit system, reformed the SBE4 liberalized the FDI regime.
Accompanying these developments was a shift ire staestments from sectors of
potential competition with private sectors into gdementary sectors of infrastructure
provisions such as transportation and communicaifjball, 2000). Similar changes have
also taken place in the case of Malaysia, but asave emphasized, in a more carefully-
planned, and strategically-selective fashion.

The liberalization of Turkish policy regime hasrsifgcantly restrained the
capacity of the developmental state to use incalgidlicy in support of new activities.
Under the WTO rules and as part of its free tragte@ment with the EU, the traditional
instruments of industrial policy—infant industrygpection, the use of subsidies to
promote local productive enterprises, local contegtilations, and selective acceptance

of FDI—are no longer permitted. Before liberalipatj Turkey could implement some of
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these policy tools, but as we have seen, with éichguccess, partly due to insufficient
degree of selective targeting to encourage domestarprises for entering sectors with
complex technologies. Given the new rules of iraéomal agreements, however, Turkey
can still make use of other instruments of competitess that are commonly applied by
industrial countries and NIEs: upgrading of skijlgnning to promote science and
technology, technology support for private entexgsi R&D incentives, and attracting
FDI. This still consists of a large pool of instrents that middle-income countries such
as Turkey and Malaysia can successfully implement.

Let us now consider some of the indicators of fifecéveness of these
instruments as far as they were used in TurkeyMaldysia, and compare their
performance with other NIEs and some industrialieeantries. We will follow two sets
of indicators: (i) skill upgrading and R&D expend#s, and (ii) the attraction of FDI

inflows into productive sectors.

6.6.1 Skill Upgrading and R&D Expenditures

The nature of technological change in the twentstttentury brings greater
demands for skills and the skill formation needbédlexible enough to be responsive to
emerging industrial requirements. To move from pattern of competitiveness, thus,
requires transforming the formation of new skillgldhe interaction of this skill-
generation process with the productive system @ase$ and contributes to skill
upgrading. In short, to enhance competitivenessanufacturing sector, skill upgrading
should be continually taking place and encourageth® governments’ supportive

policies towards education and R&D expenditures.
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Table 6.11 shows the share of the labor force Igatartiary education and the
school enroliment percentages on the one handR&mexpenditures as a percentage of
GDP, researchers and technicians in R&D per miltieaple on the other. This is the
data for 2007 or most recent year available folNHes and some earlier industrializers.
Malaysia’'s share of tertiary educated labor forced total labor force is 20 per cent,
which is about 50 percent larger than Turkey's shaB per cent. These figures are way
below compared to industrialized countries suchagan and UK, but they are also much
lower than most of the NIEs, such as Korea, Hongd{@and Singapore. Turkey and
Malaysia’'s percentage of tertiary educated laboreas only higher than some of the
Latin American countries, including Brazil and Mexi

In school enrollment ratios, Turkey has a higheceetage of tertiary enrollments
than Malaysia, but notice that the Malaysian figsra year older. In gross secondary
enrollment rate, Turkey has also a higher sharepaeoed to Malaysia. However, in net
terms, they are equal as seen from the fourth colmTable 6.11. These figures lag
behind Korea, Thailand and Argentina, but bettesroa par with Hong Kong, Indonesia,
India, China, Brazil and Mexico. However, they fagch behind all of the selected
industrialized countries. Note here that Koreathashighest tertiary enrollment rate, 95
percent, much above the industrialized world. Thesellment rates in formal education
are a major indicator of skill generation, but tlaeg certainly not the only one. In
particular, they exclude other forms of traininggls as within-firm training. The
comparisons of enrollments also neglect the diffees in quality and completion rates
between countries. In Turkey, for example, a studppears as enrolled to the secondary

school even when he/she discontinues school afeootwo years. The rate of
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completion, therefore, is much lower than the adtenroliment. The percentage of the
labor force with tertiary education is a betterizadior of human capital formation since it
does not suffer from such overestimation probldbespite its exclusion of other forms
of training, it captures a critical process in klakmation, and it is the only data available
comparable across countries.

Compared to export structures across countriekelappears to have a skill
base that is further advanced relative to the t@cigncal complexity of its manufactured
exports. With a lower or equal level skill endowmeamountries in Southeast Asia, in
particular Malaysia and Thailand, have been abbiet@lop export bases with higher
technological content by specializing in simpleeasbkly electronics led by MNCs. Seen
from this perspective, Turkey has excess skillglerassembly part of high-tech
manufactures. On the other hand, if Turkey aimsetcelop capabilities embedded in
domestic enterprises such as Korea and Taiwaskiltdase needs much improvement.
This is also the case in comparison to Europeantdes such as France and Germany,
which have much stronger skill endowments than &urkor meaningful integration
with the EU in terms of using its advanced techg@s as a full member and not merely
as a supplier of cheap labor, Turkey needs totfaeeleficiencies in its skill base and
implement carefully-designed measures to overcéramt

The R&D expenditures as a percentage of GDP aretdbper cent in Turkey
and Malaysia, as well as other NIEs, with the ekoepof Singapore and Korea: the
ratios of R&D spending in GDP for these two cowgrare at the same levels as the
previously industrialized countries. In the numbgresearchers in R&D expenditures,

Turkey has a slightly greater figure than Malaybia, the latter’s figure are two years
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older. Thus, it might be the case that in two yéiane, Malaysia could have improved in
this indicator. In comparison of the number of t@clans in R&D expenditures, the
figures are for the same year of 2004 and Malaggears to have a greater number than
Turkey. However, these numbers still lag much betinost of the NIEs, especially
Singapore, Korea, and Hong Kong. Needless to bay,dre also much smaller than the
number of researchers and technicians in the indliséd world. Singapore and Korea
appear to be two outstanding countries closeste@érformance of the industrialized
countries, followed by Hong Kong. Malaysia and Taykollow them from a ten-fold
distance.

One of the reasons behind the poor performanc&Id &forts in Turkey is the
absence of a tradition for conducting R&D due togh reliance on imported
technologies and new products. This passive rediaeflected in low levels of R&D
spending by the private sector (Boratav 2009). magrity of R&D is financed by the
government and takes place in public universitrebiastitutes. This R&D activity has
little linkages to the industrial sector as theas been very little collaboration between
the private industry and public universities. Tisipartly due to a mismatch between the
technical needs to the industry and the reseamnctiucded at the universities. The
infrastructure for technological activities is uteabp satisfy industrial needs, especially
in competitive export sectors. There are a largaber of Small and Medium Enterprises
(SMESs) that comprise the bulk of Turkish indusbyt these have few sources of
financing their technological investments and tteusl to lag in technology. In face of
these deficiencies, the Turkish government has eplementing improvements in tax

incentives for industrial R&D, direct procuremetdsstimulate technological effort, and
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more importantly, to improve linkages between induand science community. On a
more personal note, during my last visit to Turkelpecember 2009, one of my friends
who is a research assistant at mechanical engngeierthe Middle East Technical
University shared his experience with an industeskarch project conducted for the
private sector. One of the automobile assemblezdeta mechanism to keep the hood
of the car open as they were painting it. My frievek quite surprised that all those
engineers employed by the firm were incapable sifgihéng such a simple mechanism.
All they do, he said, is to talk on the phone arakenbusiness arrangements, rather than
solving technical problems. In short, the linkagesveen the scientists and private
industry are crucial in advancing technologicaltéag and building industrial

capabilities.

6.6.2 FDI Inflows into Fixed Capital Formation

Unlike Malaysia and other Southeastern late-conTankey has not been able to
attract very large FDI inflows in relation to gragsmestic fixed capital formation—this
is despite the fact that it has liberalized its F&Jime and provided incentives to
international investors.

During the last few years there has been a rig®innflows as a share of
domestic fixed capital formation. It has reached-tigit levels in 2005 and 2006, 13.8
per cent and 25.3 per cent respectively. Howehesd inflows have been primarily
through acquisitions in financial services, patacly the domination of foreign investors
in the banking sector. This contrasts starkly itk Malaysian experience where most of
the FDI was invested into export-oriented manufactuactivities. Such inflows of FDI

have not generally materialized in the Turkish nfacturing industry. In order to attract
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export-oriented FDI, especially in high-tech mamtifiees, a developing country needs to
offer a disciplined, trained, and self-monitorirdpbr force specialized in modern
technical skills. This should be accompanied byed-maintained infrastructure,
standardized procedures, reduced business costsipn of intermediates at world
market prices, priority treatment for MNCs andab$¢ macroeconomic environment. An
effective FDI promotion strategy is further requiite target high-technology investors
and meet their needs. Although Turkey has somkesiet aspects, it lacks in others. For
instance, uncertainties in its macroeconomic dysamiight hinder MNCs to commit
themselves to outsourcing components from Turkeyindustrial infrastructure may not
be able to compete with Eastern European countigshermore, the promotion and
targeting of FDI may not suffice to change previpasceptions that Turkey is hostile to
foreign investors, and these perceptions can agtdésincentive to prospective investors.
In short, Turkey could take some lessons in MN@&#ng from Malaysia, whose FDI as
a percentage of its capital formation has beenfggntly high and its promotion of the
electric MNCs from USA to outsource their assendaijvities has succeeded to bear

fruit.

6.7 The Effect of Trade Liberalization on Exports, Imports, and Balance of
Payments

Trade liberalization is often implemented with fhepose of stimulating
economic growth through a more efficient allocattdmesources under a more
competitive market system, a growing flow of knoside and investment across borders,
and eventually a rising rate of capital accumutaiad technical improvement. This

traditional view of trade liberalization has sevemaes been refuted by a growing body
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of literature by Chang, Amsden, and others. Howether point is that even under this
supply side view, while the trade liberalizatiofeats exports and imports positively by
increasing their growth, the effect on trade bataaied balance of payments remains
uncertain. The latter depends on the relative impgltberalization on export and import
growth, and on the changes in relative pricesaufdd goods. If the balance of payments
worsens in the post-liberalization period due targer increase in import growth relative
to export growth, economic growth might be consedifrom the demand-side. This is
particularly the case when payments deficits atesnstainable by increasing amounts of
capital flows or are not eliminated by changeslative prices.

Turkey and Malaysia exemplify two countries thatdnandergone excessive
trade liberalization in 1984 and 1988 respectivélyassess the relative impact of these
liberalizations on export and import growth, weafyestandard equations for export
growth and import growth and add to the normal heiteants of trade performance (e.g.
domestic income, foreign income, and price comipetiess) a measure of trade
liberalization that interacts with income and priegiables’® We test for the effect and
significance of liberalization using different esttion techniques including OLS with
Newey-West standard errors that are heterosceittpstinel autocorrelation corrected
(HAC), and cointegration techniques of dynamic GD®LS) and fully-modified OLS
(FMOLS) (after testing for unit roots and cointegya). The results from the
cointegration techniques should be treated withicaulue to the limited degrees of
freedom.

The export performance of a country depends prignan competitiveness

(measured as the price of a country’s exportsivelad the foreign price of related goods

*® The methodology used in this section follows Santos-Paulino and Thirlw@#)(20
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expressed in a common currency) and the level ofidvaemand (measured by the world
GDP minus the GDP of the own country). This yidlus following export function:

In X, = 6, + S, InW, + 5, In PX, +u, (6.1)
where IiPXis the logarithm of relative prices;Wis the logarithm of world income; and
u is a stochastic error term.

The export equation can be modified by introdut¢heymeasure of trade
liberalization: a dummy variabldilf) for the year of significant trade liberalizatiorhis
provides an augmented equation of the form:

In X, = B, + B, InW, + 5, In PX, + S,lib, + v, (6.2)

The second modification allows us to see the impattde liberalization on the
price and income elasticities of demand for expansl involves including the
interaction dummies liblInW and libInPX. These slajpenmies capture the joint effects
of the elimination of trade barriers on income @nde elasticities respectively:

In X, =B, + S, InW, + B, InPX, + B,lib, + AlibInW + £libIn PX + v, (6.3)

Following the same methodology, the import equatian be specified as a
function of domestic income and relative prices:

INM, =, +a,InY, +, INPM, +¢ (6.4)
where IiPM is the logarithm of relative prices;¥ns the logarithm of world income; and
eis a stochastic error term.

Including the shift dummy for taking account of tinede liberalization, we can
rewrite (6.4):

INM, =, +a,InY, +a, INPM, +a.lib, + &, 6.%)

204



Another version of equation (6.5) can be obtaingdding the interaction
dummies:

INM, =a,+a,InY, +a, INPM, + a.lib, + ¢, libInY + ¢ libIn PM + ¢, (6.6)

Let us now consider the regression results for exgmuations in (6.2) and (6.3),
and for import equations in (6.5) and (6.6). Fivat, see that the income elasticity for
exports is estimated to be lower than that for irtgpm case Turkey (Tables 6.13 and
6.14). Pre-liberalization income elasticity for exys is 0.82 with OLS estimates, or 0.80
with fully-modified OLS. Trade liberalization hadsgynificant positive impact on export
growth, increasing exports by 0.82 per cent for pa&ecent increase in foreign income in
the post-liberalization period.

The cointegration results also show similar incesasvith 1.79 per cent using
FMOLS estimates. However, the impact of liberal@abn import elasticities was much
more pronounced. The income elasticity of impaoterfrom 1.04 over 1971-1983 to
2.46 over 1984-2006, with a 1.42 per cent additior@ease after the trade restrictions
were liberalized. Cointegration results are alszabty similar; however, the pre-
liberalization income elasticities are insignifitavith dynamic OLS estimation. It would
be more valid to draw results from the fully-moddiOLS estimates, whose elasticity
estimates are significant for both income varialled their interaction dummy variables.

Second, for the Turkish case, we find that th& sliimmies showing the impact
of liberalization on real export/import performangere found to be significant and
negative. This implies that removing trade restiits had an overall negative impact on
both exports and imports. However, the negativeathgvas greater for exports relative

to imports in real terms.

205



Third, the first and second points together inthit the impact of trade
liberalization was negative on the trade deficd #mus on balance of payments,
exacerbating the effect of the relatively largepart income elasticity in the pre-
liberalization period? If the worsening in trade balance is not sustdstirough capital
inflows, downward income adjustment is necessaketp the balance of payments at a
sustainable level. What is worse, the economy besaependent on foreign capital
inflows that very highly volatile. Their attractiatepends on keeping interest rates high.
However, such high rates of interest lower therretan productive capital and reduced
productive investments. This is exactly what haanttaking place in the Turkish
economy since the implementation of the new Impoogram in 1984.

Fourth, in case of Malaysia, we see that the @éxpoome-elasticity was already
higher than the import one in the pre-1988 peWidh the remarkable reductions in
trade barriers in 1988, there was an increasecomie elasticities of export and import
demands. Note, however, that the increase in expayme-elasticities was significantly
larger than that in import income-elasticities (lEs6.15 and 6.16). While the increase in
import elasticity ranged from 0.59 to 0.66 per céme rise in export elasticity ranged
between 0.94 and 1.19, depending on which estim&ichnique is used. In short, the
relative impact of trade liberalization on incomasticity of exports was greater than
that of imports, relaxing the balance-of-paymeimtsstraint even further in case of

Malaysia.

*9 The negative impact on the trade balance could at least be partiafiinexby
financial/capital account liberalization, leading to higher intai@es and exchange rate
appreciation, and thus current account deficits.
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In conclusion, the impact of trade liberalizatiorght vary across countries with
different manufacturing experiences. Countries mgua more carefully planned and
strategic manufacturing experience, such as Maaysight benefit from liberalization
that is conducted in a timely-fashion—allowing infandustries to reach some maturity.
By contrast, countries failing to use strategiasttial policy in a selective manner to
nurture targeted manufacturing sectors, such aseyurs likely to be constrained by
balance of payments restraints and high interéss idetrimental to the growth of new

industrial activities.

6.8 Conclusion

Flows of international trade influence the patteshgrowth divergence among
countries through differences in the types of goawld services countries produce and in
the potential for export growth in international nkets for these goods and services.
Those specializing in innovation-intensive commiegditvith higher technological
content tend to experience dynamic gains from trdalenefiting from Schumpeterian
rents retained in a rising trend of terms of tradevell as higher rates of growth in their
export volumes and per capita income levels. Tret Esian countries that have
achieved to sustain this high-road to industrigiimahave adopted strategic industrial
policies to develop their infant industries and m#kem competitive at world market
prices. In other words, diversification into teclogy-intensive sectors has never been an
automatic outcome of integration into the worldremmy and specialization along static
comparative advantages. Quite the opposite, atliesstul latecomers including the

today’s developed countries such as the UniteeeStatd Germany have made extensive
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use of interventionist policies to counter the adeesffects while taking advantage of the
positive effects of external economic relations.

The historical comparison of manufacturing experésnof Malaysia and Turkey
provides further evidence in support of the cardigign and strategic use of industrial
policies. Some of the critical points can be suninearras follows:

0] The export-led growth strategy of Malaysia invohaegdreceding import-
substitution phase along with an active export difeation strategy. Malaysia used a
series of interventions including infant industrgfection (even after lowering average
rate of tariffs substantially), export subsidiesl &gargets, performance requirements,
allocation of credit, local content rules, investinm human capital, skill-formation, and
local R&D capabilities, as well as loose protectamntellectual property rights to allow
for reserve engineering. Turkey made use of sontlkeeske interventions as well;
however, it eliminated a great part of its proteetneasures much faster and did not
subject the promoted firms to performance critenae they received the export
subsidies. Thus, the measures of neither the ingpotéction nor export promotion were
temporaryandconditionalto the achievement of precise performance critarieurkey

to the extent that it was in Malaysia.

(i) Previous experiences of developing countries inufaaturing create important
cumulative effects of path-dependency. British n@bexperience provided Malaysia
with well-established manufacturing sectors in uese-based exports such as tin, rubber,
and palm oil, and thus a strong tax base for rgigmvernment revenues. The semi-
colonial Ottoman experience, in contrast, resultea very weak manufacturing base

with a poor trade performance and a fragile bamigigcal purposes (not to forget the
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massive debt payments made to the European cautiteewon the First World War). In
sum, although Turkey was never formally colonizethherited a semi-colonial
economy with a “twin weakness” in trade and fismahditions much worse than the
colonial Malaysia.

(i)  Location of Malaysia in the rapidly-growing Easti@s region also provided
another exogenous effect that benefited from eatexconomies of the “flying geese”
pattern. These benefits were not available to Tyuvkeich, to a great extent, remained as
a peripheral economy to the central economies affi&u It never attracted export-
oriented FDI from Europe to the extent that Malaydid from the rest of Asia, although
it benefited from preferential access to the Euanp@market for the growth of its textile
industry.

(iv) The terms of trade dynamics, especially the tremadscome terms of trade,
suggest a strong positive correlation between llaeesof technology-intensive
manufactured exports and the income terms of ti@deoth Turkey and Malaysia.
However, the rise in income terms of trade has loe@ch more pronounced in case of
Malaysia due to its ability to diversify into higaehnology manufactures with growing
global demand. Moreover, the changes in real wagdsinemployment rates play an
additional role in determining the net barter tewhrade movements. Significant rises
in real wage indices (or falls in rates of unempheyt) tend to create higher export
prices, which lead to rises in net barter termsaute, ceteris paribus.

(v) Trade liberalization in Turkey increased the incestesticity ratio by creating a
stronger positive impact on income elasticity ofnéad for imports. In contrast,

Malaysian trade liberalization reduced the inconastecity ratio with a relatively larger
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positive impact on export income-elasticity. ThBatences in the outcomes of trade
liberalization may be attributed to the timing bétliberalization (earlier in Turkey), the
way of liberalization (more gradual and selectiwévialaysia), and the other
complementary policy changes such as the methoelspafrt promotion (conditional to
export performance in Malaysia).

Additional points could be drawn, but these pomitline the arguments of
critical importance in making a case for the usandtistrial policies to overcome the
balance of payments constrained growth mechanischsake advantage of upcoming

opportunities for realizing dynamic gains from immiaional trade.
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Figure 6.1 Malaysia-Turkey, Terms of Trade Trends, 1960 2007.
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Figure 6.2 Turkey-Malaysia, GDP per capita, 1960-2008, in tams2000 US$.
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Figure 6.3Composition of Exports in Turkey and Malaysia, 12606
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Figure 6.4 Structural Change and Export Share Patterns: Malayarkey (1962-2008)

1.6

1.4+

1.2+

1.0

0.8

0.6

Export Share (Xi/Xtotal)

0.4

0.2

0.0 T T T T T T
0 10 20 30 40 50 60 70

Specialization Index (Xtechi/Xi)

| —— Malaysia —— Turkey |

Source: UNCTAD Handbook of Statistics provides data for export sharediatiual
countries in world trade. Specialization index is calculated frometteblogical composition

of exports provided by Feenstra et al (2005) and author’s extensions based on COMTRA
database.

214



Figure 6.5 Structural change in the manufacturing sector sgrowth performance
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Figure 6.6 Structural change in the manufacturing sector ssxdampetitiveness
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Figure 6.7 Structural change in manufacturing and per capitame growth
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averaged over time).
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Figure 6.8 Net Barter Terms of Trade and High-Technology Exftrare in Malaysia
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Figure 6.9Income Terms of Trade and High-Technology Expodr8hn Malaysia
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Figure 6.10Net Barter Terms of Trade and High-Technology Exfdrare in Turkey
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Figure 6.11Income Terms of Trade and High-Technology Expodr8hn Turkey
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Figure 6.12Real Wages, Unemployment, and Terms of Trade ikélyur
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Figure 6.13Real Wages, Unemployment, and Terms of Trade irajsh
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Table 6.1Macroeconomic performances of Turkey and Malaysieomparative perspective

1960-1970 1971-1980 1981-1997 1998-2008
Turkey | Malaysia| Turkey Malaysia Turkey Malaysia Rey | Malaysia
1. Income Growth and Per Capita Income
GDP Growth (%) 3.6° 6.5 4.1 7.9 5.0 7.4 4.0 4.4
Real GDP per capita (US$) 2063 977 2424 2276 3165 2711 43%9 4345
Real GDP per capita (PPP constant 2005 irtiensd $) n.a. n.a. n.a. n.a. 7407 6904 10202 11075
2. FDI, Export Growth, Composition of Exports
Foreign direct investment, net inflows (% dbB) 0.2 2.2 0.1 3.1 0.3 4.6 1.4 3.3
Exports of goods and services (% of GDP) 3.9 42.5 5.0 457 15.9 70.1 22.7 114.p
Exports of goods and services (annual % grpwth n.a. 5.9 n.a. 8.1 107] 11.9 6.6 6.9
3. Import Growth, Composition of Imports
Imports of goods and services (% of GDP) 5.4 37.9 9.5 41.7 19.2 69.0 24.4 93.6
Imports of goods and services (annual % grpwth n.a. 4.2 n.a. 11.2 128 12.1 8.7 6.1
Manufactures imports (% of merchandise imports 75.9 52.3 66.6 63.7 61.0 77.9 68.1 81.0
4. Current Account, Total Debt Service
Current account balance (% of GDP) n.a. n.a. -3.3 0.3 -1.1 -4.2 2.1 12.4
Total debt service (% of exports of goodsyises and n.a. n.a. 22.4 7.8 30.6 13.4 358 59
income)
Total debt service (% of GNI) 1.0° 2.0 1.3 3.4 6.0 9.7 8.7 7.3
5. Real Wages Growth Rate
Private manufacturing 5.6 2.3 3.3 1.6
Public manufacturing 59 3.6 5.4 6.9 6.0
6. Unemployment Rate n.a. n.a. n.a. n.a. 7.6 4.7 8.9 3.4
7. Inflation Rate, Terms of Trade
Inflation, consumer prices (annual %) 4.0 0.9 33.6 6.0 60.3 3.4 34.5 2.7
Net barter terms of trade (2000 = 100) n.a. n.a. 1091 714 107.9 93.0 99.3 101.3
Source: World Development Indicators 2009 onlinadase. Notesiigures are simple averages over the periods. @-@8&lata missing; b 1970’s
figure; ¢ 1960-1967 data missing; d Pre-1987 dasaing; e Pre-1989 data missing; f 1980’s figure.
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Table 6.2Values of Manufactured Exports by Leading Develggountriegmil. US$)

Country 1962 1970 1980 1985 1990 1995 2000 2005 2007 2008

Turkey 46 104 987 4,340 10,044 17,455 24,644 65,970 86,003 101,812
Malaysia 312 760 7,593 9,531 24,632 73,150 104,223 136,566 160,639 134,294
Hong 632 2,109 14,744 17,493 44,154 49,542 54,732 80,275 89,183 93,267
Kong

Singapore 152 304 7,113 10,622 32,714 75,153 87,506 131,385 155,697 164,358
Korea 20 646 15,193 24,713 59,825| 112,821 165,485 274,739 329,650 n.a.
Taiwan n.a. n.a. 18,214 28,295 62,211 103,987 115,896 133,075 140,013 140,393
Indonesia 137 361 3,858 3,069 11,725 31,519 47,650 55,018 64,605 72,147
Thailand 127 146 2,563 3,649 17,249 45,380 63,788 101,144 121,253 131,313
China 272 878 8,920 25,844 73,722| 213,684 379,672 983,318| 1,834,942 2,140,775
India 822 1,450 4,842 6,601 16,653 27,270 33,854 70,319 92,132 113,589

Argentina 215 533 2,996 2,985 6,175 10,919 11,131 15,791 22,677 27,679
Brazil 362 1,084 13,271 17,321 25,758 36,578 44,382 87, 692 105,945 111,343
Mexico 226 712 5,021 9,848 25,920 62,101 135,565 164,301 200,405 208,818
Total 3,323 9,087| 105,315 164,311] 410,782 859,559| 1,152,632] 2,407,490 3,056,729 2,608,422
All LDCs 9,022| 22,190| 156,788 206,593| 470,546| 988,546 1,514,270 3,081,775 n.a. n.a
Total % 36.8%| 41.0% 67.2% 79.5% 87.3% 87.0% 76.1% 78.1% n.a. n.a.

LDCs

Source: Feenstra and others (2005)
Notes:?Calculated from UN Comtrade data and adjusted to Feenstra and others (2005)
2007 and 2008 data for India includes Sikkim whereas the rest of the years ®xuisidegion.




Table 6.3Growth Rates of Manufactured Exports by Leadingddgping Countries
(Percent per annum)

Country | 1962- | 1970-| 1980- | 1985-| 1990-| 1995- | 2000- | 2005-| 1962- | 1980-
70 80 85 90 95 2000 | 2005 | 2008 80 2008
Turkey 86| 218/ 232 180 105 6.8 213 257 204 139
Malaysia | 10.7| 240 6.0 20.f 216 55 71 -09 180 126
Hong 147 | 19.5| 39| 19.1 0.2 1.4 8.6 47 175 6.2
Kong
Singapore 10.0 | 29.7| 10.0] 242 16.f 1.3 102 6|8 242 11.6
Korea 40.8| 32.6 9.1 | 188| 119 6.7 123 91 364 114
Indonesia| 11.5 227 -0.2 2971 196 73 3.2 89 209 135
Thailand 07| 281 6.9 318 187 56 105 81 184 151
China 134, 205 170 215 208 106 209 168 16.8 1838
India 6.0 | 140, 74| 207 10b 41 158 155 109 11.2
Argentina| 9.4 | 184 -2.4 170 109 0.f 519 18.6 15.8 8.4
Brazil 12.9| 23.7| 52| 10.% 7.3 3.1 144 80 21.0 1.2
Mexico 13.2] 19.7| 144 20.1 172 14]9 3|7 76 182 144
Total 11.8] 226 86| 201 150 75 160 119 188 135
AllLDCs | 10.4| 19.6| 5.7| 176 146 7.6 15/5 156 158 1Pp.5
Source: Author’s calculations based on Feenstra and others (2005)
Notes: Data for 2007 and 2008 are calculated from UN Comtrade data. 2007 and 2008
data for India includes Sikkim whereas the rest of the years extlisdegion.

Table 6.4 Structure of Manufactured Exports by Leading Depglg Countries (%)

1985 1995 2008

RB | LT |MT |HT [RB |LT |[MT |HT |RB |LT |MT |HT
Turkey 18.4/ 57.1|23.0| 15|16.9/58.1|21.5| 35| 3.2|454|47.6| 3.8
Malaysia 52.5 8.4|11.7|27.4|18.4|11.9|21.1|48.6| 9.8|16.1| 23.0| 51.1
Hong Kong| 4.1|62.3]19.1|14.5| 5.8|44.6|19.4|30.2| 0.4|28.0/17.5|/54.1
Singapore | 14.713.3|31.1|/40.9| 7.7| 7.0|21.1|64.2| 25| 6.6| 26.6| 64.3
Korea 6.8/ 49.0| 30.0| 14.3| 6.7|22.0|36.0| 35.2| 1.1|11.4|45.8|41.7
Indonesia | 68.918.1| 7.7| 5.2|38.6|37.3/16.4| 7.7|31.7|28.2| 28.3| 11.8
Thailand 37.8 36.3| 13.2| 12.6|17.2| 28.1| 17.7| 37.0| 5.7]19.7| 39.1| 35.5
China 14.3/44.3/33.0] 85| 7.6|57.1119.7|15.7| 0.6|37.0|25.2|37.2
India 33.7/50.0| 11.8| 4.5|31.8|/49.2|14.1| 49|35.8|31.4|23.4| 94
Argentina | 56.9 18.6| 18.6| 5.9|46.0| 22.0| 28.3| 3.7|35.2| 11.4|48.3| 5.1
Brazil 43.6/21.2| 30.4| 4.8|43.6|18.2| 33.9| 4.3|32.4|12.7|44.1]| 10.8
Mexico 142 14.2| 46.8124.8| 7.9|/17.4|50.7/24.0] 0.6]18.1|48.8| 325
Source: Author’s calculations based on Feenstra and others (2005)
Notes: Korea's export structure for 2008 is based on 2007 figures.
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Table 6.5Ex

ports of Leading Developing Countries by Techgadal Categories

Values Growth Rates Values Growth Rates

($ million (% p.a) ($ million) (% p.a)

1985 1995 2008 1985-| 1995- | 1985- | 1985 1995 2008 1985-| 1995- | 1985-

1995 2008 | 2008 1995 2008 | 2008
Resource Based Medium Technology
Turkey 797 2,955 3,237 12.7 4.3 8.7| 1,000 3,747 48,426 12.0| 20.7| 16.3
Malaysia 5,005 13,443 13,152 10.0 1.1 3.4| 1,113| 15,440 30,880 28.0 6.4 12.9
Hong Kong 723 2,888 372 13.8 -8.4 1.6| 3,339] 9,597 16,329 9.1 5.0 3.3
Singapore 1,560 5,757 4,095 12.8 -0.3 5.3| 3,302| 15,873 43,741 15.9 8.6 9.2
Korea 1,672 7,532 3,642 12.8 3.1 8.5| 7,410| 40,669| 151,106 151 10.9| 121
Indonesia 2,11% 12,164 22,887 16.7 4.2 8.4 236 5,185 20,424 32.2 9.6 17.1
Thailand 1,381 7,811 7,429 16.0 2.2 7.9 483 8,024 51,359 28.7| 14.6| 184
China 3,685 16,196 13,458 13.8 5.3 10.6| 8,520| 42,100| 539,267 18.5| 20.7| 18.8
India 2,224 8,675 40,705 12.3 16.7 12.7 777 3,840 26,607 16.7| 15.8| 14.4
Argentina 1,699 5,026 9,736 10.5 3.8 6.6 555 3,085 13,359 16.2 8.3 12.0
Brazil 7,550 15,932 36,072 7.1 8.1 7.2| 5,270| 12,392 49,113 8.1| 10.9 7.9
Mexico 1,403 4,878 1,243 9.7 -0.9 6.1 4,606| 31,476] 101,955 18.0 8.4 13.1
Low Technology High Technology

Turkey 2,478 10,149 46,235 13.0 115 11.2 66 603 3,913 229| 143 17.3
Malaysia 801 8,736 21,623 24.0 6.6 11.9| 2,612 35,530 68,639 26.6 6.8 16.0
Hong Kong 10,893 22,099 26,113 6.0 14 19| 2,538] 14,959 50,454 16.1| 10.4| 10.8
Singapore 1,415 5,282 10,767 12.7 5.8 6.3| 4,345| 48,240| 105,755 23.0 6.4 12.4
Korea 12,104 24,869 37,452 5.3 3.1 2.7| 3,527 39,751| 137,450 20.5| 11.5| 15.3
Indonesia 556 11,758 20,312 32.0 3.1 12.8 161 2,413 8,524 33.3 7.8 22.3
Thailand 1,323 12,748 25,911 21.7 6.0 9.7 461| 16,797 46,614 34.7 7.7 17.9
China 11,449 121,931] 791,269 23.6 14.8 16.1| 2,190| 33,457| 796,781 30.9| 26.2| 27.8
India 3,302 13,417 35,625 13.6 8.1 9.3 297 1,338 10,653 11.5| 15.1| 14.0
Argentina 554 2,403 3,162 10.8 2.3 5.8 177 405 1,421 9.7 6.0 7.8
Brazil 3,675 6,672 14,098 7.0 6.9 4.9 826 1,581 12,060 50/ 14.4| 12.0
Mexico 1,396 10,819 37,799 18.0 8.3 14.9| 2443| 14,929 67,819 17.0| 10.1| 149

Source: Author’s calculations based on Feenstra and others (2005). Nwtesskexport structure for 2008 is based on 2007 figures.




Table 6.6Correlations between high-tech export share (Hayufactured exports
(MX), log of manufactured exports (LMX) and expshare in world trade (WT)
(based on panel data for leading exporters of nzanufes from 1962 to 2008)

HTS MX LMX WT
HTS 1.00
MX 0.30 1.00
LMX 0.60 0.45 1.00
WT 0.52 0.81 0.65 1.00
Source: Author’s calculations based on Feenstra et al. (2005) and
COMTRADE data, and UNCTAD Handbook of Statistics for WT.

Table 6.7Correlations between net barter terms of trade (NBihcome terms of
trade (ITT), and shares of high-technology exp@fES) in Malaysia

HTS ITT NBTT
HTS 1.00 0.91 0.79
ITT 0.91 1.00 0.72
NBTT 0.79 0.72 1.00
Source: World Bank WDI 2009, IFS Supplement of Trade Statistics,
COMTRADE.

Table 6.8Correlations between net barter terms of trade (NBihcome terms of
trade (ITT), and shares of high-technology exp@fES) in Turkey

HTS ITT NBTT
HTS 1.00 0.80 -0.53
ITT 0.80 1.00 -0.58
NBTT -0.53 -0.58 1.00
Source: World Bank WDI 2009, IFS Supplement of Trade Statistics,
COMTRADE.

Table 6.9Correlations between real wages in manufacturing et barter terms of
trade (NBTT), and unemployment rate (UN) in Turkey

RW NBTT UN
RW 1.00 0.51 -0.40
NBTT 0.51 1.00 -0.60
UN -0.40 -0.60 1.00

Source: Real wage index is calculated from Boratav (1985), Yeldan
(2006) and State Planning Organization online database. Unemployment
rate is provided from IFS. NBTT is calculated from IFS Supplement pn
Trade Statistics and WDI.
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Table 6.10Correlations between real wages in manufacturiny;Rhet barter terms

of trade (NBTT), and unemployment rate (UN) in Teyk

RW NBTT UN
RW 1.00 0.72 -0.85
NBTT 0.72 1.00 -0.96
UN -0.85 -0.96 1.00

Source: Real wage index is taken from ILO labor statistics database
adjusted to fit the left scale. Unemployment rate is provided from IFS

229




(01574

Table 6.11Tertiary- Secondary Education, R&D ExpenditureQ2@r most recent year)

Tertiary School School School R&D Researchers in Technicians in

Educated Enroliment, Enroliment, Enroliment, Expenditure | R&D R&D

(% of Labor | Tertiary Secondary Secondary (% of GDP) (per million (per million
Country Force) (% gross) (% gross) (% net) people) people)
Turkey 13 36 80 69 “1 577 46°
Malaysia 20 30 69 69 1° 503 63
Hong Kong 26 34 86 79 ‘1 2090 416
Singapore 24 n.a. n.a. n.a. 2 5713 476
Korea 35 95 98 97 °3 4162 583
Thailand n.a. 50 83 76 70 116 n.a.
Indonesia 6 17 73 68 n.a. n.a. n.a.
India n.a. 12 55 n.a. 1° n.a. n.a.
China n.a. 23 77 n.a. °1 926 ..
Argentina 30 67 84 78 0 895 366
Brazil g 30 100 77 1 46 394
Mexico 17 27 89 72 il 437 219
Selected Industrialized Countries
Japan 40 58 101 98 ¢3 5546 572
France 29 56 113 98 &2 3300 1739
Germany 24 n.a. 100 n.a. ¢ 3 3386 1063
UK 32 59 97 91 2 3033 n.a.
USA 61 82 94 88 3 4770 n.a.

Source: World Bank WDI 2009. Figures refer to the year 2007 unless othenwideated.
Notes: a 2006’s figures, b 2005’s figures, ¢ 2004's figures, d 2003’s figures, & #g0tes




Table 6.12Inward FDI as Percentage of Gross Domestic Fixagit@l Formation

1970- | 1980- | 1990- | 2000- | 2003 | 2004 2005 2006
79 89 99 06

Turkey 0.9 0.9 19 9.7 4.7 54 13.8 25.3
Malaysia 13.9 10.3 18.5 14.1 10.8 19.1 15.2 20J1
Hong 9.6 18.7 21.9 78.7 40.6 95.¢ 90.4 103.
Kong
Singapore | 15.8 26.2 28.9 59.7 52.2 77.5 57.6 79/5
Korea 3.0 0.8 1.8 3.2 24 4.5 3.1 19
Indonesia 10.7 1.6 3.9 -0.1 -1.3 34 13.5 6.4
Thailand 2.3 3.3 7.5 15.2 15.2 14.0 17.% 16.5
China n.a. 1.6 111 8.6 8.3 7.7 7.7 6.1
India n.a. 0.2 1.6 4.1 3.0 3.2 2.9 6.3
Argentina 13 34 14.4 13.8 8.4 15.6 12.7 13.p
Brazil 4.3 3.1 7.8 16.7 11.3 15.3 9.5 10.b
Mexico 29 6.8 11.9 15.2 12.7 16.7 13.3 117

Source: UNCTAD Handbook of Statistics online database.
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Table 6.13Export Growth in Turkey, 1971-2006

Dependent variable: log of real exports (InX) in Turl
OLS with HAC s.e. DOLS (-1, 1) FMOLS
Eq. (6.3) Eq. (6.2) Eq. (6.3) Eq. (6.2) Eq. (6.3) Eq. (6.2)

Explanatory Variables:

Log of world income (Iw) 0.82** 1.62** 0.48 1.63** 0.80** 1.59**

Log of relative prices (IAX) -1.84** -0.06 -2.39%* -0.12 -1.92** 0.17

Shift dummy Ib) -59.25** 0.33 -82.23** 0.31 -69.21** 0.37

Interaction dummylipInW) 0.82** 1.15%* 0.99**

Interaction dummylipInPX) 1.97* 2.58** 1.79**

Constant -23.93* -81.50** -0.66 -81.41** -22.78 -80.71**
Diagnostic statistics

R 0.99 0.98 0.99 0.98 0.98 0.97

OmitlibInY libinPM 11.07

Serial Correlation 36 36 33 33 35 35

Number of obs. -4.23* -3.45 -4.23* -3.45

Engle-Granger tau-stat -23.84* -23.28* -23.84* -23.28*

Engle-Granger z-stat. -4.23* -2.90 -4.23* -2.90

Phillips-Quliaris tau -23.74* -13.61 -23.74* -13.61

Notes:

=+ indicates significance at the 1% level; * significance at 5% leaetl® at the 10% level.

In DOLS estimationdijb, libinwW, andliblnPX are estimated as deterministic regressors

Unit root tests failed to reject the presence of a unit root for explgnaariables.

Data sources are the same as in Appendix B, except for the relateamiibles which are obtained from real exchange rates

reported by Bahmani-Oskooee and Mirzai (2000).
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Table 6.14Import Growth in Turkey, 1971-2006

Dependent variable: log of real imports in Turk

OLS with HAC s.e. DOLS (-1, 1) FMOLS
Eq. (6.6) Eqg. 6.6)’ Eq. (6.5) Eq. (6.6) Eg. (6.5) Eqg. (6.6 Eq. (6.5

Explanatory Variables:

Log of domestic income 1.04** 0.37 2.24** 0.51 2.09** 1.12** 1.93**
(InY)

Log of relative prices -0.70 -0.30 -0.37* -0.31 -0.65 -0.61* -0.80*
(InPM)

Shift dummy Iib) -33.39** -51.83** 0.06* -53.57** 0.09 -36.48** 0.25

Interaction dummyliplnY) 1.42** 2.02** 2.02** 1.34**

Interaction dummy -0.59 0.69 8.80 10.90
(liblInPM)

AR(1) 0.51** 0.82

Constant -11.91 7.19 -40.79** 3.43 -38.41** -13.46 -34.98**
Diagnostic statistics:

R 0.99 0.99 0.97 0.99 0.98 0.98 0.97

OmitlibInY liblnPM 15.10** 3.32*

Serial Correlation [0.004] [0.16] [0.73]

Number of obs. 36 36 36 33 33 35 35

Engle-Granger tau-stat -3%92 -2.18 -3.92* -2.18

Engle-Granger z-stat. -35.06** -8.68 -35.06** -8.68

Phillips-Quliaris tau -3.55 -2.32 -3.55 -2.32

Phillips-Quliaris z -19.43 -9.95 -19.43 -9.95

Notes:

=+ indicates significance at the 1% level; * significance at 5% leaetl® at the 10% level.

In DOLS estimationdijb, libinwW, andliblnPX are estimated as deterministic regressors

Unit root tests failed to reject the presence of a unit root for explgnaariables.
Data sources are the same as in Appendix B, except for the relateamiibles which are obtained from real exchange rates
reported by Bahmani-Oskooee and Mirzai (2000).
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Table 6.15Export Growth in Malaysia, 1971-2006

Dependent variable: log of real exports in Malay

OLS with HAC s.e. DOLS (-1, 1) FMOLS
Eq. (6.3) Eq.(6.3)’ Eq. (6.2) Eq. (6.3) Eq. (2) Eq. (6.3) Eqg. (6.2

Explanatory Variables:

Log of world income (W) | 1.13** 1.56** 1.89** 1.18* 1.46** 1.12** 1.41*

Log of relative prices (IRX) | -0.02 0.03 0.09 0.26 -1.34 0.04 -0.74

Shift dummy Iib) -67.71** -26.33 -0.02 -77.46** 0.002 -60.80** 0.19

Interaction dummyliplnW) | 1.04** 0.42 1.19** 0.94**

Interaction dummylipinPX) | 0.84 0.13 0.97 0.62

AR(1) 0.70** 0.78*

Constant -50.35** -76.78** -97.33** -54.79** -65.00** -50.31** -63.94**
Diagnostic statistics

0.99 0.99 0.99 0.99 0.98 0.99 0.98

OmitlibInY liblnPM 18.71* 0.23

Serial Correlation [0.05] [0.62] [0.66]

Number of obs. 36 36 36 33 33 35 35

Engle-Granger tau-stat -3.40 -2.64 -3.40 -2.64

Engle-Granger z-stat. -1926 | -10.46 -19.28 -10.46

Phillips-Quliaris tau -3.36 -2.69 -3.36 -2.69

Phillips-Quliaris z -18.70 -11.05 -18.79 -11.05

Notes:

** indicates significance at the 1% level; * significance at 5% leaetl® at the 10% level.

In DOLS estimationdijb, libiInW, andlibInPX are estimated as deterministic regressors

Unit root tests failed to reject the presence of a unit root for explgnaariables.

Data sources are the same as in Appendix B, except for the relateegmiebles which are obtained from real exchange rates

reported by Bahmani-Oskooee and Mirzai (2000).
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Table 6.16Import Growth in Malaysia, 1971-2006

sia

Dependent variable: log of real imports in Malay,
OLS with HAC s.e DOLS (-1, 1 FMOLS
Eq. (6.6) Eq. (6.5) Eq. (6.6) Eq. (6.5) Eq. (6.6) Eq. (6.5)
Explanatory Variables:
Log of domestic income () | 1.10** 1.60** 1.13** 1.40** 1.11% 1.36**
Log of relative prices (IAM) -1.00** -0.4F -1.17%* -0.06 -1.02** -0.15
Shift dummy Ib) -12.77** 0.09 -15.04** 0.16 -12.33** 0.25**
Interaction dummylipInY) 0.59** 0.66** 0.58**
Interaction dummylipInPM) 0.28 0.13 0.31
AR(1) 0.72**
Constant -12.81** -21.85** -14.45** -15.30** -13.17** -14.92**
Diagnostic statistics

0.99 0.99 0.99 0.99 0.98 0.97
OmitlibInY libinPM 26.04**
Serial Correlation [0.20] [0.73]
Number of obs. 36 36 33 33 35 35
Engle-Granger tau-stat -5.61** -2.88 -5.61** -2.88
Engle-Granger z-stat. -33.98** -12.48 -33.98** -12.48
Phillips-Quliaris tau -5.65** -2.87 -5.65** -2.87
Phillips-Quliaris z -28.81** -12.32 -28.81** -12.32

Notes:

** indicates significance at the 1% level; * significance at 5% leaetl® at the 10% level.

In DOLS estimationdijb, libiInW, andlibInPX are estimated as deterministic regressors

Unit root tests failed to reject the presence of a unit root for explgnaariables.

Data sources are the same as in Appendix B, except for the relateegmiebles which are obtained from real exchange rates

reported by Bahmani-Oskooee and Mirzai (2000).




CHAPTER 7

CONCLUSION: NEOLIBERAL GLOBALIZATION AND WIDENING NORTH-
SOUTH AND INTRA-SOUTH GROWTH DIVERGENCE

7.1 Eradication of Pro-industrialization Measures?

Several points deserve attention about the indigtalicy structures in this
globalized era. First, it is often overlooked ttreg implementation of industrial policies
has been highly asymmetric between the developeédieveloping worlds. On the one
hand in the developed world, governments have ddogirotect their infant industries
through high levels of tariffs and production rethsubsidies until the preséhOn the
other hand the Bretton Woods organizations (the, WBrld Bank, and WTO) have
been extremely strict in making third world goveents abandon their tariffs and export
subsidies that distort relative prices for protegtidomestic industrial producers. This
unfair competition that the third world manufactgrbave to now face with the mature
first world manufacturers and multinationals hastie depressed returns both because of
the deterioration in terms of trade (due to theptax desperation”, slowdown in Northern
growth, and income-elasticity differentials) andyom modest increase in the volume of
output sold in international markets (due to lovcg@relasticity of demand) as | have
shown in the case of the majority of developingrntdas which are still primary
exporters. On top of this, the massive reductiomiport tariffs along with the reduction
in subsidies for industrial production by the Sauthgovernments has led to widespread
“deindustrialization”—a reversal of the previousrgafrom earlier industrialization

efforts.

% Even England, the greatest champion of free-trade policies, has taketagevaf protective
measures to nurture its cotton industry (Chang 2008).
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Second, the elimination of trade taxes which cosga large portion of fiscal
revenues for many developing countries (espedhéyrelatively poor ones) has led to a
shrinking tax base and weakening fiscal balance (®8b). Thus, instead of curtailing
unproductive rent-seeking behavipeliminating tariffs curtailed the fiscal capatés
of third world governments and made them less g¥ean designing and implementing
industrial policies.

Third, the initial structural differences and pal#pendency matter for subsequent
success in the process of industrialization agWwsll in the case study of Turkey and
Malaysia. The latter benefited, to a large exteat,only from a stronger fiscal and trade
structure initially, but also from the geographipabximity and presence of transport and
communications infrastructure among producers énghast Asian regional cluster. In the
absence of these advantageous factors, many dewgloguntries—including Turkey—
face significant challenges in diversifying inteh@ology-intensive manufactured
exports. If the elasticity differentials are redddkerough continuous technological
upgrading and productive diversification as empirgvidence for leading exporters of
manufactures suggests, then the difficulties aasetiwith technological diversification
reproduce North-South and intra-South growth digaog, often coupled with adverse
terms of trade movements.

Fourth, the outward-orientation of successful Basan economies including
Malaysia doesot constitute a liberal trade regime simply becateg have practiced
well-targeted trade and sectoral policies that svestly promoted the creation of
technological capabilities in these countries. Aave discussed in detail, when Malaysia

gradually lowered its tariffs in late 1980s, itlstetained import protection for its infant

°L See Onis (1991) for the emergence of rent-seeking under liberalidedegime of Turkey.
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industries which were largely subsidized by théest@hese pro-industrialization
measures subject to performance criteria werel\argeponsible for the sustained export
performance following liberalization and its poatiimpact on income-elasticity for
exports relative to imports, as | have shown indase of Malaysia.

Fifth, the conventional wisdom in the writings betadvocates of neoliberal
globalization is that developing countries that agmsolated from global market
integration will suffer the consequences becausetsnal economies become more
densely interconnected through trade and investffems, their growth rates tend to
converge. Greater integration requires speciatinadiong comparative advantages and
abandoning distortions in relative prices; in shfmlowing signals of the global market.
According to the neoliberal paradigm, therefore;, amarket-distorting policy pursued by
the state should be condemned as creating renirgded&havior with no positive
contribution in the productive sphere. Moreovee, thultilateral trading regime should
favor regulations under aimed at harmonizing tauftross countries and reducing tariff
dispersion across products for “leveling the plgyield.” The inference that follows
from this logic is that the state should reframnfr pursuing production sector policies

and its active role in development policy oughb&oeradicated.

7.2 A Case for Production Sector Policies

A case for production sector policies can be madseveral grounds, some of
which are listed below. First, despite the intethslbate among economists on the
rationale and effectiveness of government intefeerin the production sector, it is
acknowledged that all the success cases in thdagpeceand developing world relied on

some sort of production sector strategy to supgpdrstrialization and structural
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transformation of their economies. These strategidaded a complex set of unorthodox
policies combining infant industry protection, liseng with special economic zones,
subsidies for export-oriented investments, andrahbsidized means of credit allocation
to priority sectors—all of which required a strgogjitical will to develop and catch-up
with more advanced countries. Even in a more lieyd economic environment, the
recent success cases in East and Southeast Adialing China, Korea, and Malaysia,
have continued to use production sector strategipsomote the emergence of new
sectors and methods of production (see chaptera@eVZ005).

Second, a case can be made for production sediolegan the grounds of
dynamic gains from trade (Ocampo 2005). Accordanthts view, reliance on global
market forces and static comparative advantageitmigld efficiency gains in the short-
run by allocating resources more efficiently. itdahowever, to shift resources from less
to more dynamic sectors whose markets have a gggatential to expand and which are
more innovation-intensive; and thus promote long-dynamic gains from trade. These
dynamic gains are enhanced through the emergericikkafjes among firms and sectors
and the diffusion of innovations throughout theremay. Without production sector
strategies, the economy remains locked in methbdeoduction that use less advanced
technology and cannot diversify into more dynangittvéties with increasing returns.

Third, a case can be made for production sectacipslon the grounds of taking
advantage of windfall gains from improvements ia trms of trade. From a
development perspective, the use of additionalnmecesulting from improvements in
terms of trade is of crucial importance. For examflthe terms-of-trade gains from

higher export prices accrue in the form of highefigs in the export-oriented sector, and
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if these are reinvested for enhancing productiyabdities, the impact on growth would
be much greater than in a situation where the gaiorue to foreign actors controlling
the export-oriented sector, which are used foriprepatriation. The latter has taken
place several times in history, and the most reerainples include two exporters of
mining products, Chile and Zambia. Since their ekpotivities were controlled by
transnational corporations (TNCs), the gains framg terms of trade during 2003-2008
were captured by TNCs and led to an increase torf@aayments abroad (UNCTAD
2005: 104). Effectively designed and implementextipction sector strategies could
ensure the re-investment of the windfall gains ftenms of trade changes into more
dynamic sectors. In Malaysia, for instance, muttoraal corporations (MNCs) were
required to invest in local content for continuthgir operations in this country (Lall
1995). An argument to dismantle the production@gumblicies in the developing world is
therefore to be faulted not only on historical @ydamic advantage grounds but also on

economic sovereignty grounds.

7.3 An Alternative to Neoliberal Policies?

A different set of policies can be advocated asratdttives to the present set of
neoliberal globalization policies based on the ysialof the widening global divergence
and the comparative analysis of two latecomerskduand Malaysia.

i) Improve Multilateral Trading Regimé&.he new set of regulations in the WTO
agreements does not allow previously-used tootkewélopment policy such as local
content and trade-balancing requirements. They hAbeeincreased the costs of
technology transfer due to intellectual properghts protection. | argued above that

these the implementation of these WTO agreements éffectively reduced the policy
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space available to developing countries, and otsttithe scope for production sector
strategies. Although there are still more indingalys of pursuing production sector
strategies (involving public investments in skdtrihation, R&D expenditures, etc.), the
international policy environment can be reformethéamore conducive in terms of
facilitating dynamic structural changes in devetgpcountries. In particular, infant
industry protection provisions should be changeéitainate compensation to injured
parties. The latter has been an effective disimeeldr developing countries not to
invoke and make use of infant industry provisioc®sgdmpo and Vos 2008). Thus, if they
were not required to compensate for the injuretigmrthey could use infant industry
policies more often than they have done so faadiition, intellectual property rights
regulations should be changed to allow for reversgineering and compulsory licensing
in case of developing countries that are engagéecimology transfer. Shifting epicenter
of the global economy towards Chifimight be a means of empowerment of the South
through G-20 and other initiatives relative to N@th—and might change the ways in
which global lending institutions function.

i) Diversifying Export StructureDiversifying into manufactured exports could
potentially lead to higher productivity apart frdmeing a long-term solution to problems
of growth divergence and terms of trade deterioratNote, however, that the relative
export prices of major exporters of manufacturesevedso subject to significant
deterioration over the past few decades. Yet &mdéncy resulted from commodity-like
characteristics of manufactures with low technologgtent (Kaplinsky 2006). For
example, while China’s terms of trade deterioratgter sharply, Korea’s and

Malaysia’s terms of trade showed an improvemetiténlast two decades (UNCTAD

%2 See Arrighi (2007) for an account of this shift.
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2005). Moreover, the export volumes of manufacexgorters expanded rapidly,
compensating for the losses from terms of traderaeation for the group as a whole. As
| have shown in Chapter 4, countries specializadamufactures also experienced much
higher rates of growth compared to those spec@iz@rimary products. Due to greater
potential for eliminating growth divergence and &@mg from rising dynamic gains

from trade, it is of developing countries’ besenast to use diversify their productive
structures. In the transition period, revenues fpsimary exports can be used as a
platform from which to move to the production otural-resource based and low-
technology manufactured exports.

iii) Selective Targeting in Industrial Policypeveloping countries should not only pursue
to diversify their productive structures towardshieology-intensive manufactures, but
this diversification should involve a selectionkefy industrial sectors with high priority.
This might depend on demand conditions in inteomati goods markets, for example, the
electronics boom in the case of Malaysia. Moreotrer provision of protective measures
and subsidies should be temporary and conditianthle achievement of precise
performance criteria, as it has been the case &daydia after 1985. The disappointing
results of industrial policies in Turkey have beelated to these factors: non-selective
application of industrial promotion incentives ahd absence of monitoring and
disciplining the promoted firms and joint-ventu(ese chapter 5).

iv) Implement Land RefornThe “miracle” of East Asian industrialization cdulot have
happened without the foundation of land reforms pieyed an effective role in
redistributing land more equitably and eliminatpaitically-powerful landlords and rich

farmers (as in the example of South Korea, Taivaad, China). The now-industrialized
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countries also went through a significant transfatron of their agrarian structures along
with their industrial transformation. This policygscription would increase agricultural
productivity that would not only lower food pricbat also improve the nutrition of the
population and boost the demand for manufacturedgacontributing to the
development of non-agricultural sectors. It alsdails the political power of landlords,
and thus opens the way for economic policies gemgdrds promoting industrial
sectors.

v) Promote Regional Integratio@ne of the central pillars of Prebisch’s thoughswhe
promotion of regional integration by means of regicarade agreements encouraging
South-South trade and regional financial coopenagiocouraging South-South financial
flows (Ocampo 2001). Regional integration in So8thith trade provides a source of
trade flows with greater content of technology thase in North-South flows because
the Southern manufactured goods that are not catmapeh Northern markets can be
competitive in other Southern markets. Indeed, @yixperienced this discrepancy in
late 1970s and early 1980s when its exports to Mig@stern countries were much more
technology-intensive than its exports to the Euaopmarkets (Senses 1990). This has
also been observed for Latin American countrieseuMERCOSUR as in 1991
manufactures comprised 81 per cent of intra-reditvade, and 65 per cent of total
external trade (Ocampo 2001: 34). Complementatigggoromotion of regional trading
networks, similar attention should be given todlegelopment of regional and
subregional financial institutions. These mightetalke form of multilateral development
banks such as the Inter-American Development BadkGaribbean Development Bank,

or multilateral lending institutions such as the¢iha@merican Reserve Bank, the Bank of
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the South, and the Chiang Mai Initiative that make of accumulated foreign exchange
reserves and swaps between Central Banks to prowidediate emergency lending for

troubled developing countriés.

*3 The latter lending institutions were founded based on the principle aihsutpport in cases
of financial emergencies that might trigger crises. Chiang Mtativie, for example, evolved as
a response to the functioning of the IMF during the Asian financial crisi€/$s®and Rosero
(2010) for a review of the evolution of these alternative instrstiof regional financial
integration.
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APPENDIX A

DERIVATION OF PREBISCH-SINGER HYPOTHESIS UNDER UNBALANC ED
TRADE

B = E(Yy:1/p) - pM (Ys; p)

Differentiating with respect to time, we obtain flelowing identity:
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Dividing by E results in:
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APPENDIX B

DATA DEFINITIONS AND SOURCES

e Log of imports in real terni$(m):

The logarithm of total value of imports deflatedthy index of unit value of imports
(both measured in U.S. dollars). Source: UNCTAD dtavok of Statistics for import
values, andnternational Financial Statistic§IFS), UNCTAD Handbook of Statistics,
IFS Supplement on Trade Statist{d®88) for import unit values.

e Log of real domestic income@)(

The logarithm of GDP constant in 2000 US$. Sourt¢orld Bank, World
Development Indicators (WDI), 2009.

e Log of import prices relative to domestic subsatipm):

Relative price of imports is measured by the rafithe unit value of imports divided
by the GDP deflator and adjusted by the exchange $urcelnternational Financial
StatisticIFS), UNCTAD Handbook of Statistid&S Supplement on Trade Statistics
(1988) for import unit valuesnternational Financial Statistic8FS) for GDP deflator
and exchange rates.

e Log of imports in real terms.

The logarithm of total value of exports deflatedtbg index of unit value of exports
(both measured in U.S. dollars). Source: UNCTAD dtmok of Statistics for export
values, andnternational Financial Statistic§IFS), UNCTAD Handbook of Statistics,

IFS Supplement on Trade Statist({d®88) for export unit values.

** The specification in log-log form follows Wu (2005).
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e Log of real foreign incomez:

The logarithm of worle? GDP constant in 2000 US$. Source: World Bank, \Worl

Development Indicators (WDI), 2009.

e Log of relative export price@X):

Relative price of exports is measured by the ratithe unit value of exports of each

country to the unit value of world’s exports. Sairternational Financial Statistics
(IFS), UNCTAD Handbook of Statistick;S Supplement on Trade Statisti(&988) for

export unit valuesinternational Financial Statistic§lFS) for the unit value of world’s

exports.

Appendix Tables:

Table B.1Pedroni Cointegration Test for Import Equation: Q2906

Common AR coefs. | Statistic Prob. Weighted Prob.
(within-dimension) Statistic
Panel v-Statistic 2.83 0.00 1.90 0.03
Panel rho-Statistic -2.85 0.00 -3.89 0.00
Panel PP-Statistic -3.82 0.00 -4.93 0.00
Panel ADF-Statistic| -1.93 0.03 -3.27 0.00
Statistic Prob.
Individual AR coefs.
(between-dimension)
Group rho-Statistic -1.47 0.07
Group PP-Statistic -5.79 0.00
Group ADF-Statistic| -1.36 0.09

Table B.2Individual Unit Root Tests for the Variables in loypEquation

log(m) log(y) log(pm)
Null: Unit root (assumes Statistic| Prob.**| Statistic Prob.*} Statistic Prob.3*
common unit root process)
Levin, Lin & Chu t* 1.67 0.95 -6.25 0.00 -6.50 0
Null: Unit root (assumes
individual unit root process)
Im, Pesaran and Shin W-st 6.09 1.00 3.19 1.00 -5.92 0

> World GDP is used as a proxy for the world GDP minus GDP of the individudbgéng

country (Santos-Paulino and Thirlwall 2004, Cinedlial. 2010).
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ADF - Fisher Chi-square 50.80 1.00| 95.30 0.67| 389.12 0
PP - Fisher Chi-square 46.50 1.00| 102.28 0.47| 217.37 0
Table B.3Pedroni Cointegration Test for Export Equation: A-26006
Common AR coefs. | Statistic Prob. Weighted Prob.
(within-dimension) Statistic
Panel v-Statistic 1.57 0.06 1.09 0.14
Panel rho-Statistic -1.90 0.03 -1.23 0.11
Panel PP-Statistic -3.23 0.00 -2.49 0.01
Panel ADF-Statistic| -3.11 0.00 -2.46 0.01
Statistic Prob.
Individual AR coefs.
(between-dimension)
Group rho-Statistic 0.41 0.66
Group PP-Statistic -1.42 0.08
Group ADF-Statistic| -1.33 0.09
Table B.4Individual Unit Root Tests for the Variables in ExpEquation
log(rx) log(f) log(rpx)
Null: Unit root (assumes Statistic | Prob. | Statistic Prob. | Statistic Prob.
common unit root process) *x *x *x
Levin, Lin & Chu t* 1.33 0.91 -27.50 0.00| 0.57 0.72
Null: Unit root (assumes
individual unit root process)
Im, Pesaran and Shin W-st 6.95 1.00 -14.86 0.00 -0.62 0
ADF - Fisher Chi-square 68.19 1.00 410.92 0.go 123.5 0
PP - Fisher Chi-square 91.07 0.77 893.88 0.00 110.69 0
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Table C.1Estimation Results for the Remaining Countries

APPENDIX C

ESTIMATION RESULTS

Yearly moving 'LDependent Constant | g, T Adjusted | eJe,
average estimation variable R
MA (3) ds 2.69 0.27 0.11 0.38
(6.38) (2.55)
p 0.70 -0.03 8.00 -0.02
(0.93) (-0.17) (0.99)
MA (4) ds 2.30 0.36 0.28 0.75
(6.79) (4.15)
p 1.36 -0.23 6.73 0.03
(2.38) (-1.71) (0.85)
MA (5) ds 2.25 0.38 0.33 0.78
(7.09) (4.65)
p 1.63 -0.28 5.12 0.07
(3.04) (-2.20) (0.65)

Notes: Figures in parentheses are t-ratios. Rengioduntries include all non-major exporters
oil and manufactures goods, that is to say, prignasiporters of primary commodities, classified

of
in

UNCTAD Handbook of Statistics. The data for ternfisrade series and trade balance comes from

UNCTAD Handbook of Statistics, and the data forvgitorates (constant 2000 US$) comes from
WNDI 2009.1 represents the change in the trade balance ditigestport volume.
Table C.2Estimation Results for the Major Exporters of Miamtures
Yearly moving ’L Dependent| Constant dy T Adjusted | eJe,
average estimation variable R
MA (3) s 4.55 .393 0.20 1.12
(9.83) (3.44)
p 2.98 -473 10.1 0.13
(3.90) (-2.49) (1.13)
MA (4) s 4.06 .532 0.49 1.74
(11.19) (5.76)
P 3.398 -.62 2.48 0.30
(5.43) (-3.77) (0.26)
MA (5) s 3.91 0.57 0.49 1.74
(11.06) (6.32)
p 3.68 -0.68 -3.38 0.30
(6.02) (-4.18) (-0.35)
Notes: Figures in parentheses are t-ratios. The slanple includes all countries classified as mpjor
exporters of manufactures in UNCTAD Handbook oftiStas. The data for terms of trade serjes
and trade balance comes from UNCTAD Handbook ofis$izs, and the data for growth rates
(constant 2000 US$) comes from WDI 2009epresents the change in the trade balance dilged
export volume.
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Table C.3Estimation Results for Major Exporters of Oil

Yearly moving ’LDependent Constant | g, T Adjusted | eJe,
average estimation variable R
MA (3) ds -0.34 1.60 0.35 1.47
(-0.26) (4.92)
p -6.5 2.4 -103.46 0.52
(-2.16) (3.11) (-6.88)
MA (4) ds -2.01 2.06 0.53 1.26
(-1.69) (6.82)
p -6.28 2.50 -123.95 0.53
(-2.25) (3.32) (-6.95)
MA (5) Js -2.01 2.06 0.53 1.06
(-1.69) (6.82)
p -6.28 2.50 -123.95 0.53
(-2.25) (3.32) (-6.95)

Notes: Figures in parentheses are t-ratios. The slahple includes all countries classified as m

exporters of petroleum in UNCTAD Handbook of Stats The data for terms of trade series
trade balance comes from UNCTAD Handbook of Siatisand the data for growth rates (cons
2000 US$) comes from WDI 2009.represents the change in the trade balance divigiezkport

volume.
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